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Abstract

Scattering amplitudes in quantum field theory encode the probability of configura-
tions of incoming and outgoing particles scattering into each other, as well as particle
masses and decay rates. Traditionally they have been calculated using Feynman
diagrams, but this method generally proves too computationally intensive to allow
for the calculation of higher-loop contributions, which are relevant for making pre-
dictions in particle physics experiments and to our understanding of quantum field
theory itself. As a step in the direction of filling this computational gap, this disser-
tation presents an improved bootstrap method for computing scattering amplitudes
in the planar limit of maximally supersymmetric Yang-Mills theory. This method
does away with Feynman diagrams altogether, and instead uses knowledge of the
symmetries and analytic properties of scattering amplitudes, in conjunction with an
understanding of the mathematical form these amplitudes take in general and special
kinematics, to uniquely determine them at high loop orders. In particular, it makes
use of the fact that amplitudes in this theory are expressible in terms of generalized
polylogarithms for seven and fewer particles. The first part of this dissertation focuses
on six-particle kinematics, where previously-unappreciated algebraic constraints on
these amplitudes are described that restrict both their double derivatives and their
double discontinuities. Alongside previously-understood constraints, these properties
are used to uniquely determine all six-particle amplitudes in this theory through five
loops. These explicit results are then used to provide analytic and numerical evidence
for a recently-conjectured positivity property these amplitudes are thought to have
in certain kinematic regions. In the second part of this dissertation, it is shown that

these methods straightforwardly generalize to seven-particle kinematics, where they

v



in fact prove to be even more restrictive than in six-particle kinematics. In particular,
a smaller set of constraints is shown to be sufficient to determine specific seven-point
amplitudes at three and four loops, up to integration constants. While the results
presented in this thesis are confined to the planar limit of maximally supersymmet-
ric Yang-Mills theory, these bootstrap methods are expected to prove useful even in

theories without supersymmetry.



If the fool would persist in his folly he would become wise.

— William Blake, The Marriage of Heaven and Hell

What hath night to do with sleep?

— John Milton, Paradise Lost
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Introduction

Scattering amplitudes have long been of interest as one of the basic observables one
can calculate in quantum field theory. These quantities encode not only the prob-
ability of specific configurations of incoming and outgoing particles scattering into
each other, but also the masses and decay rates of the particles in a given theory.
Of special interest are amplitudes in SU(N) gauge theories (alternately called Yang-
Mills theories), due to the fact that we know that the real world is well-described by
the Standard Model, an SU(3) x SU(2) x U(1) gauge theory, at energies currently
accessible to particle accelerator experiments. However, despite this practical inter-
est and the efforts of multiple generations of physicists, theoretical uncertainties for
some of the predictions at the currently-operating Large Hadron Collider (LHC) re-
main at the ~ 10% level, making them comparable to the corresponding experimental
uncertainties.

While part of the difficulty in making predictions at the LHC can be attributed
to the large number of interacting particles in the Standard Model and the fact that
the SU(3) part of its gauge group is confined at low energies, another fundamental
limitation arises because of how we traditionally compute even the simplest ampli-
tudes in quantum field theory. This is in terms of Feynman diagrams, a procedure
wherein one pictorially expands an amplitude as all possible ways the incoming parti-
cles can interact to become the outgoing ones, and sums over the contribution coming
from each diagram. An example of this type of expansion is seen in Figure 1, where
the first few Feynman diagrams for the scattering of two distinguishable quarks in a

U(1) gauge theory are shown. When the particles in a quantum field theory interact



Figure 1: The Feynman diagram expansion in for the scattering of distinguishable
quarks in U(1) gauge theory. The straight lines represent quarks with a given spin,
and the wavy lines represent photons.

weakly, the contributions made by diagrams with a large number of internal parti-
cles are suppressed relative to diagrams with fewer interaction vertices. This allows
amplitudes to be approximated by truncating this expansion at a certain loop order,
which is to say by throwing away all Feynman diagrams whose internal lines trace
out more than this number of loops.

Fortuitously (if one is interested in the weakly-coupled regime), it is the Feynman
diagrams with the fewest number of loops that are easiest to compute—for example,

the first term in the expansion in Figure 1 can be straightforwardly determined to be

u(py )y u(pr) u(ph)y,u(ps)
(p1 — p})?

iQQCh(h 5
where p;, pi, and ¢; correspond to the incoming momentum, outgoing momentum,
and U(1) charge of the i*" quark, and g is the coupling constant associated with each
interaction vertex. The products of gamma matrices with incoming and outgoing
spinors encode the helicity structure of the scattering process. Even in the absence of
loops, however, the number of diagrams one can write down increases factorially with
the number of scattering particles. For this reason, it wasn’t until 1985 that the tree-
level contribution was calculated for two incoming gluons scattering into four outgoing
ones (an amplitude relevant for making predictions at particle colliders like the LHC)
by Parke and Taylor [1]. While their original result spanned eight pages, these authors
were quickly able to simplify and generalize this expression to any number of outgoing
particles for the maximum helicity-violating (MHV) part of the all-gluon amplitude,

in which two gluons have negative helicity while all other helicities are positive [2].



Their final result for the cross section—that is, the square of the amplitude, in which

guise scattering amplitudes enter observable predictions—takes the compact form

o (p1-p2)?
A0y 03,08, o)
{ bl | oezsn (pm 'pzm)(poz 'pos) co (pan 'pm)

where all colors and polarizations have been summed over, and we have dropped the
kinematic-independent prefactor; the remaining sum is taken over all permutations
of the momenta of the scattering particles. As this result resums an arbitrarily large
number of Feynman diagrams for large values of n, this prediction provided one of
the first indications that scattering amplitudes themselves aren’t as complicated as
the Feynman diagram techniques normally used to compute them.

The situation becomes more complicated when one wants to compute Feynman
diagrams involving loops, because one must integrate over all possible intermediate
states of the particles in each loop. This can already prove a challenge at two loops,
and while great progress has been made recently on four-particle scattering, basically
none of the amplitudes relevant to five- or higher-particle scattering processes at the
LHC are currently known at this order. This signifies a strong need for new compu-
tational techniques and ways of reformulating the quantities under study. One such
reframing of the problem is realized by the unitarity method, which takes advantage
of the fact that the probabilities assigned to all possible outgoing configurations of
scattered particles must sum to one [3]. This translates to the S-matrix requirement
that S1S = 1, or—if we separate out the contribution coming from interacting par-
ticles by writing S = 1 + iT-—that 2Im7 = TTT. When expanded perturbatively
in the coupling, this relates the imaginary part of an amplitude—corresponding to
its discontinuity across some set of branch cuts—to lower-loop amplitudes. As the
branch cuts of amplitudes are associated with internal particles going on shell (being
assigned their physical mass), this relation identifies diagrams that have some of their
internal particles put on shell with products of lower-loop amplitudes that are sown
together by these on-shell particles. This makes it possible to express amplitudes
(up to rational terms, which don’t have associated branch cuts) in terms of these

lower-loop building blocks by considering unitarity cuts in all momentum channels.



The method of generalized unitarity takes this one step further, by considering
the residues of diagrams with even more internal particles put on shell [4]. Using such
cuts, one can construct the full integrand associated with an amplitude—that is, the
rational function of the internal and external momenta sitting inside the integration
symbol—at any loop order. This information can in turn be used to identify the
amplitude itself (again, up to rational terms) when it can be expanded in terms of a
basis of known integrals. However, the study of integrands themselves has also proven
fruitful in recent years, and has given rise to efficient computational tools [5, 6, 7],
unexpected relations between gauge theory and gravity [8, 9, 10], and novel ways
of thinking about what scattering amplitudes compute [11, 12, 13, 14]. Although a
general method for carrying out the integration over these integrands is still wanting,
this growing command over the integrands entering field theory calculations has given
rise to an increased understanding of the amplitudes we are ultimately interested in.

With the use of these and other such methods, the last three decades have seen
an eruption of progress in our ability to calculate scattering amplitudes. These ad-
vancements, moreover, have continually borne out the observation that scattering
amplitudes, even at high loop orders, are endowed with a mathematical simplicity
that is not at all apparent from their Feynman diagram expansion. This is exception-
ally true in highly supersymmetric theories, in which particles of different spin are
related to each other. For this reason, it is in these theories that many of the most
striking advances have been made.

The theory this thesis will focus on is the maximally supersymmetric gauge the-
ory in four dimensions, N' = 4 super-Yang-Mills (SYM) theory [15, 16] (if we were
to add more supersymmetry, we would get a theory of gravity). In particular, we
consider this theory at the origin of the moduli space, where no scalars have been
given vacuum expectation values and all gauge bosons are correspondingly massless.
Consequently, the only two parameters that enter this theory are the coupling con-
stant and the number of colors N in the gauge group, and its particle content is
given by unbroken massless supermultiplets each involving two spin-1 gluons, eight
Spin—% gluinos, and six complex scalars related by the action of the supersymmetry

generators. Amplitudes with different particle content are related by supersymmetry



and R-symmetry Ward identities, and in this theory these identities are rich enough
to completely determine amplitudes involving particles other than gluons in terms
of purely gluonic amplitudes for eight or fewer scattering particles [17]. Correspond-
ingly, we will concern ourselves exclusively with all-gluon amplitudes. In addition to
maximal supersymmetry, this theory enjoys a conformal symmetry that is not spoiled
by quantum corrections. These symmetries combine to form a superconformal group,
described by the graded Lie algebra su(2,2|4), which includes 30 bosonic generators
and 32 fermionic generators (which change the helicity of the object they act on).
While it is known that this theory can’t describe the real world, its highly con-
strained mathematical structure makes it a natural arena for the development of novel
computational techniques that can hopefully be generalized to the Standard Model.
It is known, for instance, that the same types of iterated integrals appear in the
amplitudes of both of these theories. For amplitudes involving a sufficiently small
number of particles, all current calculations have shown it is enough to consider the

space of multiple polylogarithms, defined recursively by

2 dt log"
G(al,...,an;z):/ ; G(ag,...,an;t), G(0,...,0;2) = og'z.
o L—m ~——— n:

n

This space of functions includes the natural logarithm log z = G(0; z) as well as the
classical polylogarithms Li,(z) = G(0,...,0,1;2), and comes equipped with a notion
of ‘transcendental weight’ corresponding to the number of integrations appearing in
the construction of a given multiple polylogarithm. (In the case of products of func-
tions, transcendental weight is additive.) The utility of this measure is that the L-loop
contribution to every amplitude in N’ = 4 SYM is believed to have uniform transcen-
dental weight 2L. This is not true of non-supersymmetric gauge theories, where
amplitudes generically have mixed transcendental weight and can receive contribu-
tions from elliptic integrals when the matter content of the theory includes particles
with different masses (elliptic functions are also expected to appear in higher-point
amplitudes in N' =4 SYM). However, N' = 4 SYM amplitudes appear as part of the
leading transcendental piece of the polylogarithmic component of non-supersymmetric

amplitudes, so there is at least a minimal sense in which our increasing understanding



of these amplitudes already gives us a glimpse into the Standard Model.

The computations presented in this thesis make use of further simplifications that
occur when the number of colors N becomes large. This has the effect of suppressing
contributions coming from non-planar Feynman diagrams—those whose internal lines
cross when projected onto a plane—because their associated color factors give rise to
fewer factors of N than their planar analogues. In this limit, N' = 4 SYM becomes
integrable and has a finite radius of convergence [18], indicating that it should be ex-
actly solvable. Amplitudes in this limit moreover become dual to light-like polygonal
(super-)Wilson loops [19, 20, 21, 22, 23, 24, 25|, endowing them with a dual super-
conformal symmetry that combines with the ordinary superconformal symmetry to
form an infinite-dimensional Yangian symmetry [19, 26, 27, 28, 29, 30].

This large amount of additional symmetry strongly constrains the form ampli-
tudes can take in the planar limit—in fact, up to additive constants it fixes the four-
and five-particle amplitudes to be nothing more than the exponentiated one-loop con-
tribution dressed with certain anomalous dimensions, as conjectured by Bern, Dixon,
and Smirnov [31]. The success of this ‘BDS ansatz’ is now understood from the dual
(Wilson loop) perspective, where it solves the inhomogeneous part of an anomalous
dual conformal Ward identity associated with ultraviolet divergences that appear at
the cusps of polygonal Wilson loops [20, 21, 22, 23]. Since the amplitude/Wilson loop
duality maps the infrared of one theory to the ultraviolet of the other, and because
these Wilson loops receive no other divergent contributions, the solution to this Ward
identity accounts for all infrared-divergent contributions on the amplitudes side of the
duality for any number of particles.

The fact that these infrared divergences exponentiate is not surprising, since this
exponentiation is a general property of gauge theories—what is surprising is that
the finite part of the amplitude exponentiates as well for fewer than six particles.
However, this can be seen to follow from the fact that the solution to the anoma-
lous Ward identity governing these Wilson loops is unique for four- and five-particle
kinematics, thus determining the finite as well as the divergent pieces of these ampli-
tudes. Once six or more particles are involved, it becomes possible to construct ratios

of kinematic invariants that respect the dual conformal symmetry of the amplitude.



These dual conformal invariants are annihilated by the (nonanomalous part of the)
Ward identity, implying that any solution to this Ward identity can be shifted by
an arbitrary function that depends only on these variables. The upshot is that the
n-particle amplitude in planar N' =4 SYM is known up to a finite function of dual
conformal invariants, which can appear first in six-particle kinematics—all of which
is completely obscured by the Feynman diagram expansion of these amplitudes. It
is this set of finite, dual conformally invariant functions that the present thesis will
concern itself with.

The first efforts to compute six- and seven-particle corrections to the the BDS
ansatz focussed on the ‘remainder function’ R,, which encodes the MHV part of the
amplitude, and the ‘ratio functions’ PykMHV, which encode the helicity configuration
with 2 + k negative helicity gluons [32, 33, 34, 35, 36, 37, 38, 39, 40, 41]. The first of
these quantities is defined in terms of the n-particle MHV amplitude AM?Y and the
corresponding BDS ansatz ABPS by

AMEVE — - ABDS s exp(R,),
while the second is given by the ratio of each other helicity component of the amplitude

to the MHV part of the amplitude,

ANkMHV
n

k
PN MHV
n 4MHV
n

In addition to being infrared finite, these functions inherit a broad set of formal

properties from the amplitude, including
o symmetries under permutations of particle indices,

o simple spacetime parity transformations,

e}

branch cuts only in physical channels,

(0]

derivatives constrained by the action of the dual superconformal generators,

O

universal collinear and multiparticle factorization properties,



o and restricted behavior in special kinematics, such as the multi-Regge limit and

the near-collinear region.

This set of properties, combined with the observation that all known six- and seven-
particle amplitudes in this theory are expressible in terms of multiple polylogarithms
with specific kinematic arguments, makes possible a bootstrap approach to computing
the remainder and ratio functions [32, 33, 34].

The strategy adopted by the ‘Hexagon’ and ‘Heptagon’ bootstrap programs is to
first build the full space of multiple polylogarithms that can appear in the remainder
and ratio functions at a given loop order, and then impose known properties of these
functions on a general ansatz in this space. The verb ‘build’ is appropriate here,
because while it proves easy (at least for six- and seven-particle amplitudes) to write
down all multiple polylogarithms that depend on the right set of kinematic invariants,
this naive approach leads to a far larger space of functions than is needed—in par-
ticular, the vast majority of functions in this space will have unphysical branch cuts.
A more nuanced approach can be adopted by taking advantage of the Hopf algebra
structure these polylogarithms respect [42, 43]. In particular, they are endowed with
a coproduct A that breaks down each function into tensor products of functions of
lower transcendental weight. This map preserves the total weight, and its action on

a function of weight w can be split into components as

A= D" A,

ptHg=w

where A, , maps the space of weight p+¢ polylogarithms to a tensor space of weight p
polylogarithms times weight ¢ polylogarithms. Each of these coproduct components
contains the same information, up to powers of 7. This provides a natural algebraic
structure within which functions with some desirable physical properties can be con-
structed. That is, instead of using the coproduct to analyze a known polylogarithm,
one can use it to ‘build” a function, or rather its coproduct, out of a general tensor

space of lower-weight polylogarithms. For instance, we can define a function F of



weight w by its action under A,,_;; as

Aw—l,lF = Z e & lOg S;
{si}

for some set of weight w —1 functions F** (the superscript denotes the logarithm each
of these functions is paired with, not a power), and some set of ‘symbol letters’ s;
that for us will be algebraic combinations of kinematic invariants. Only logarithms
appear in the second entry because they constitute a basis of polylogarithms of unit
transcendental weight. If the functions in this tensor product are chosen to satisfy
some desirable algebraic or analytic property, they can endow the constructed function
with these properties as well. For instance, the monodromy operator (which computes
the discontinuity picked up by encircling a point) only acts on the first entry of the
coproduct, meaning that the function F' will only have the branch cuts it inherits
from the functions F*®. Similarly, derivatives only act on the second entry of the

coproduct, so the derivative of F' will be given by

dF = ZFSZ' dlogs; ,
{si}

implying that the above coproduct-level definition is equivalent to specifying the
derivatives of the function F'. This means that we also need to specify an integration
base point to complete the definition of our function F. To ensure that this integra-
tion can be carried out, we must also impose some ‘integrability constraints’ on the
combination of functions appearing in our coproduct-ersatz of F', since an arbitrary
linear combination of functions in this tensor space will not correspond to the co-
product of a genuine function. This is equivalent to requiring that partial derivatives
acting on F' commute.

This technique for bootstrapping multiple polylogarithms with special properties
was first proposed by Dixon, Drummond, von Hippel, and Pennington [34], and—as
the results presented in this thesis will hopefully demonstrate—has proven a fruitful
one. As it will play a central role in the computations presented throughout the rest of

this work, a worked example of this bootstrap procedure is provided in Appendix D,
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where the space of two-dimensional functions appearing in a certain kinematic limit
of six-particle scattering is explicitly constructed through weight 3. Carrying out
this construction in general six-particle kinematics gives rise to the space of Hexagon
functions, which are defined to be multiple polylogarithms such that that (i) only a
specific set of nine arguments enter the logs appearing in weight one entries of their
coproduct, and that (ii) have discontinuities in only physical channels. Heptagon
functions, the analogous functions in seven-particle kinematics, can be similarly de-
fined in terms of a different set of forty-two allowed arguments. With a basis of either
set of functions at weight 2L, it is straightforward—if sometimes computationally
burdensome—to impose symmetry, parity, and proper behavior under the action of
the dual superconformal generators on a general ansatz. However, these constraints
by themselves are not generally sufficient to determine the ratio or remainder func-
tions, so knowledge of kinematic limits must be used to impose further conditions on
this ansatz.

One limit of interest in this respect is the collinear limit, in which two or more
scattering gluons become collinear. In the strict collinear limit, gauge theory ampli-
tudes are expected to factorize into lower-point amplitudes times splitting functions.
This translates to a vanishing condition on loop-level corrections to the six-particle
BDS ansatz, since the BDS ansatz for fewer particles is exact. On the other hand, the
condition that the functional dependence of the seven-particle amplitude reduces to
that of Hexagon functions in all collinear limits turns out to be extremely restrictive,
as we will see in Part IT of this thesis. In planar N' = 4, a great deal is also understood
about the near-collinear limit from the amplitude/Wilson loop duality [44, 45, 46, 47].
In particular, the amplitude can be expanded as a power series around the collinear
limit for finite coupling, using an operator product expansion that describes the limit
in which two of the lines in the Wilson loops dual to amplitudes become collinear
48, 49, 50, 51, 52, 53, 54, 55, 56, 57]. This provides a source of boundary data and
consistency checks, through any order one is intrepid enough to compute this operator
product expansion to.

A second limit that can provide boundary data or consistency checks is the multi-

Regge limit, in which the scattering particles are strongly ordered in rapidity. Here
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the amplitude can be transformed into Fourier-Mellin space, where it is determined by
a BFKL eigenvalue and impact factor, both of which can be computed perturbatively
[58, 59, 60, 61, 62, 37]. Notably, the amplitude exponentiates in Fourier-Mellin space,
such that the terms that appear in this limit with two or more powers of large logs
are predicted by the multi-Regge limit of lower-loop amplitudes.

In Part I of this thesis, these and new constraints are used to uniquely determine
the six-particle scattering amplitude in planar N' = 4 at four and five loops. First,
Chapter 1 presents an extended set of constraints following from the action of the
dual superconformal generators on these amplitudes (in the guise of the Q equation
(63, 64]), which are used in combination with the other constraints outlined above
to compute the NMHYV ratio function at four loops. This complements a previous
computation of the four loop remainder function using similar methods [35], thus
completing the calculation of the four-loop amplitude. This chapter was published,
in a slightly modified form, with Lance Dixon and Matt von Hippel [38].

In Chapter 2, an entirely new class of constraints is shown to follow from the work
of Steinmann [65, 66, 67], who showed that the discontinuities of discontinuities of
amplitudes are required to vanish when these discontinuities are taken in channels that
partially overlap. These constraints do not apply directly to the remainder and ratio
functions, but can be made transparent by bootstrapping instead a set of functions
normalized by a ‘BDS-like” ansatz in which all dependence on three-particle kinematic
invariants has been removed (see Appendix F). These new functions are related to the
original remainder and ratio functions by a simple exponentiated factor, but live in
the subspace of the Hexagon function space where these double discontinuities vanish.
Since this property can be built into functions at the level of the coproduct, it gives
rise to a drastically smaller space of functions that need be constructed. This new
restriction is then used in combination with only general constraints on the form the
amplitude can take to compute the full six-particle amplitude at five loops. In other
words, it is shown that knowledge of just the symmetries and analytic properties of
the amplitude, in combination with an understanding of the form these amplitudes
must take in either the near-collinear or multi-Regge limit, is sufficient to determine

the amplitude through five loops—no external boundary data is needed as input. This
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chapter was published, in a slightly modified form, with Simon Caron-Huot, Lance
Dixon, and Matt von Hippel [68].

Chapter 3 goes on to give one answer to the question: what can we do with these
amplitudes now that they’ve been computed? It does this by making contact with
some of the structure seen at the level of the Amplituhedron formulation of planar
N = 4 integrands [13]. Namely, the Amplituhedron construction provides a kine-
matic region where the integrands of these amplitudes are positive, and where it has
been further conjectured that the amplitude itself may be uniformly positive [69].
(Note that this does not follow from the positivity of the integrand, because generic
integration contours—and in particular, the usual Minkowski contour—do not mani-
festly preserve positivity.) This chapter presents analytic and numerical evidence in
support of this conjecture through five loops, and in fact makes the stronger obser-
vation that both the ratio function and BDS-like normalized MHV amplitude appear
to grow monotonically in certain kinematical regions. This points to a surprising
property of the contour of integration (which is not yet understood), and the poten-
tial existence of another formulation of the theory that would make this currently
unexplained property manifest. This chapter was published, in a slightly modified
form, with Lance Dixon, Matt von Hippel, and Jaroslav Trnka [70].

Part II turns to the kinematics of seven-particle scattering, and Chapter 4 uses the
same types of bootstrap techniques considered in six-particle kinematics to uniquely
determine the symbols of the four-loop MHV amplitude and three-loop NMHV ampli-
tude. (The symbol can be thought of as just the maximally iterated coproduct, which
lives in a 2L-fold tensor space of weight one logarithms.) Moreover, it is shown that
these objects are even more constrained than their six-particle counterparts, insofar
as only constraints on the form of the amplitude in general and collinear kinematics
are needed to uniquely determine these objects (in six-particle kinematics the math-
ematical form of either the near-collinear limit or the multi-Regge limit was needed
to seed higher-loop constraints from lower-loop predictions). This chapter was pub-
lished, in a slightly modified form, with Lance Dixon, James Drummond, Thomas

Harrington, Georgios Papathanasiou, and Markus Spradlin [71].
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Chapter 1

The Ratio Function at Four Loops

1.1 Introduction

Over the past few decades, the hidden simplicity of N' = 4 super-Yang-Mills (SYM)
theory [15, 16] has been steadily revealed. The theory is conformally invariant for
any value of the coupling [72, 73, 74]. In the planar limit of a large number of colors,
further simplifications take place: the perturbative expansion has a finite radius of
convergence, and the theory becomes integrable [18]. Related to integrability, the
theory is endowed with a dual superconformal symmetry [26, 27, 28, 19, 29|, and
scattering amplitudes are dual to polygonal Wilson loops with light-like edges [19,
20, 21, 22, 23, 24, 25]. These features make it an ideal setting for exploring general
properties of gauge theory amplitudes, especially for large numbers of external legs
and high loop orders. The infrared divergences of scattering amplitudes in planar
N = 4 SYM are captured by the BDS ansatz [31]. When amplitudes are divided
by this ansatz, the ratio is not only infrared-finite, but its components are functions
only of dual conformally invariant cross ratios [75, 76]. This restricted set of kine-
matic variables simplifies dramatically the problem of determining the amplitudes.
In particular, scattering amplitudes with four or five external particles are uniquely
determined, up to constants, because there are no nontrivial cross ratios in these
cases.

In the six-point case, the subject of this paper, only three functions are needed

14



CHAPTER 1. THE RATIO FUNCTION AT FOUR LOOPS 15

to specify the scattering amplitudes. Each function depends on three independent
cross ratios, which we call u, v and w. The first such function, the remainder func-
tion, Rg(u,v,w), is defined to be the maximally-helicity-violating (MHV) all-gluon
amplitude divided by the BDS ansatz [75, 76]. MHV amplitudes involving parti-
cles other than gluons are related to this function by the N = 4 superalgebra, and
can be combined with the all-gluon amplitude to form an MHV super-amplitude
(77, 78, 79, 80]. Other helicity configurations, such as the next-to-MHV (NMHV)
amplitude, are specified as ratio functions, which are defined by dividing the super-
amplitude for the chosen helicity configuration by the MHV super-amplitude [29].
The NMHV ratio function can be further decomposed into two independent func-
tions, V and V, which multiply dual superconformal R-invariants — five-brackets
of supersymmetric versions of momentum twistors [81, 82]. For the six-point ampli-
tude, the next-to-next-to-MHV amplitude is related to the MHV amplitude by parity.
Therefore, Rg, V and V are the only functions that can appear in this amplitude.
In principle, these functions could be determined at L loops by direct integration
of the loop integrand. There are various approaches to computing the multi-loop
integrand, see for example refs. [7, 83, 84, 11, 85, 86, 13, 14]. However, integrat-
ing such representations of the integrand is nontrivial. The hexagon function boot-
strap [32, 33, 34, 35, 36, 37] sidesteps this problem by constructing ansétze for the
functions in the space spanned by iterated integrals [87] with (transcendental) weight
2L. The assumption that the functions lie in this space was originally inspired by
the compact analytic form found for the two-loop remainder function [42], following
earlier work [88, 89]. It can also be argued for from various “dLog” representations
of the loop integrand [11, 85, 86]. Indeed, there is evidence that iterated-integral
representations should exist for all scattering amplitudes with fewer than ten parti-
cles [11]. Familiar examples of iterated integrals include logarithms, polylogarithms,
Riemann ¢ values, and multiple polylogarithms [90, 91|, where the weight is given
by the number of integrations. By requiring that an ansatz spanning this space of
functions has the appropriate analytic properties and functional dependence, and by
further matching it to known physical limits of six particle scattering, the six-point

remainder and NMHV ratio functions have been uniquely determined, through four
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loops [35] and three loops [37], respectively. A similar heptagon function bootstrap,
based on cluster variables [39, 40] has yielded the (symbol of the) seven-point re-
mainder function — with remarkably little input from physical limits [41]. The main
purpose of this article is to extend the hexagon function bootstrap to the NMHV
six-point amplitude at four loops.

Hexagon functions are defined by two conditions [34]:

1. Their derivatives with respect to the cross ratios can be expanded in terms of
just nine hexagon functions of one lower weight, n — 1. Equivalently, there are
nine different {n — 1,1} elements of the coproduct [92, 43], corresponding to
nine letters in the symbol [93, 94, 95, 96] of the function. We also refer to these

functions as final entries (of the symbol).

2. Their branch cuts are only in u, v and w, and not in any of the other six symbol
letters [46].

The first condition can be used to construct hexagon functions iteratively in the
weight. The branch-cut condition is imposed iteratively as well, although at each
order most of it is automatically obeyed, given that the first derivative obeys it
by construction. The branch-cut condition massively prunes the space of iterated
integrals. For example, at weight eight — the weight we will primarily be concerned
with in this paper — a representation of the space of iterated integrals in terms
of multiple polylogarithms without imposing the branch-cut condition [34] leads to
1,675,553 such functions, whereas there are only 6,916 hexagon functions. (Recently a
more economical multiple-polylogarithm representation has been found which requires
only 500,217 functions at weight eight [97].)

In this paper, we use the hexagon function bootstrap to determine the four-loop
NMHYV ratio function, starting from an ansatz of weight-eight hexagon functions for
cach V and V. Due to the combination of R-invariants multiplying these functions and
their permutations in the ratio function, a number of discrete symmetry constraints
can be applied from the outset. Some of the discrete symmetries are subsets of the
S3 group of permutations of u, v, and w. There is also a “parity” which leaves u, v, w

alone but flips the sign of a square root needed to define certain symbol letters y;;
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parity takes y; <> 1/y;. The function V' (u,v,w) must be parity-even and symmetric
in the exchange u <> w, while ‘N/(u, v,w) is parity-odd and antisymmetric under the
same exchange.

A particularly powerful constraint comes from dual superconformal symmetry,
which leads to a “Q” differential equation [63, 64]. The consequences of this equation
for the first derivatives of six-point amplitudes were explored in refs. [64, 98]. Tt has
also been studied recently in the context of the operator product expansion [99, 100].
Here we will be interested in its global implications. For the MHV remainder function,
it implies that only six of the nine final entries are allowed. This information was used
in the hexagon function bootstrap for this function at four loops, although it still left
over 100 free parameters [35]. In the initial construction of the NMHYV ratio function
at three loops [37], a seven-final-entry condition [64, 98] was imposed on both V and V.
After the fact, it was found empirically that a function related to V' had only five final
entries, but the connection to the @) equation was not yet clear [37]. Subsequently,
we have understood that the five-final-entry condition can be derived from the Q
equation, but also that this equation has much more powerful consequences [98].
The five-final-entry condition is a restriction on just one permutation of the parity-
even part of the ratio function; the full power of the Q equation comes from how
it relates different permutations to each other, and also how it relates the parity-
even and parity-odd functions. Imposing the more general restrictions at the outset,
along with the discrete symmetry requirements, we find only a 34-parameter family
of solutions at four loops. (The five-final-entry condition, plus a seven-final-entry
condition on V, together with the same discrete symmetry constraints, would have
left 808 parameters at four loops.)

To this 34-parameter ansatz we apply the same physical constraints used at three
loops [37]. In the collinear limit, in which two external legs of the amplitude become
parallel, the six-point amplitude must reduce to a splitting function times a five point
amplitude. Because the five-point ratio function is trivial, loop corrections to the
six-point ratio function must vanish in this limit. This constraint fixes all but five of
the 34 parameters. Furthermore, while the hexagon functions are free of unphysical

singularities, some of the R-invariants have spurious poles. Therefore, any linear
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combination of V and V that multiplies an R-invariant that has a spurious pole
must vanish as that pole is approached. Previously, this condition provided a useful
constraint [33, 37]. Now, however, the combination of the Q and collinear constraints
is so powerful that no additional parameters are fixed by the spurious-pole constraint
(at least through four loops).

To fix the five remaining parameters at four loops, we turn to the multi-Regge
limit. There has been considerable study of the remainder function in this limit [58,
59, 101, 102, 103, 104, 32, 60, 105, 106, 107, 35, 108, 62, 109]. In the NMHV case,
a factorization was proposed at the leading-logarithmic level by Lipatov, Prygarin
and Schnitzer [61], and later extended to all orders [62, 37]. The quantities entering
the multi-Regge factorization — the BFKL eigenvalue and the impact factor — can
either be determined order-by-order [37], or all at once using integrability and a
continuation from the near-collinear limit [62] (see also ref. [109]). The three-loop ratio
function suffices to determine the multi-Regge limit to next-to-leading-logarithmic
(NLL) accuracy. Matching the five-parameter ansatz at four loops to the NLL result,
we fix all five parameters remaining in the ansatz.

Once we have uniquely determined the solution, we can check it against further
boundary data. It predicts the next-to-next-to-leading-logarithmic (NNLL) terms
in the multi-Regge limit, and even the N3LL impact factor. All of these results
agree with previous predictions [35, 37, 62]. Many further checks come from the
operator product expansion (OPE) controlling the near-collinear limit [44, 45, 46,
47], by virtue of the representation of the (super)amplitude as a light-like polygonal
Wilson (super)loop. The Wilson loop OPE can be calculated nonperturbatively in the
coupling, using technology first developed by Basso, Sever and Vieira (BSV), wherein
the expansion is carried out in the number of flux tube excitations [48, 49, 50, 51].
This expansion corresponds to the number of powers of v/w in the series expansion
around the collinear limit w — 0, u +v — 1. More recently, this flux-tube approach
has been extended to all helicity configurations [52, 53, 54, 55, 56, 57]. Previously,
we used some of this information in the construction of the three-loop ratio function.
With the additional @) constraints imposed, the OPE comparison becomes purely a

cross-check, at least through four loops. We have compared the series expansion of
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our results to both the single and double flux-tube excitation OPE predictions, and
all are in agreement.!

Another interesting limit is that of multi-particle factorization, where the six-
point amplitude splits into two four-point amplitudes connected by a single-particle
exchange (at tree level). In this limit, two cross ratios get large at the same rate:
u, w — oo with u/w and v fixed. At three loops, it was found that the behavior of
the even part of the ratio function in this limit was extremely simple, and could be
expressed just in terms of a polynomial in one kinematic combination, In(uw /v), with
constant ((-valued) coefficients. We find that this pattern persists at four loops.

In order to gain some insight into the structure of the NMHV amplitude, we
explore the analytic and numerical features of V and V through four loops in a number
of kinematic regions. We give (relatively) compact formulas for V' and V on particular
lines through the space of cross ratios where they simplify. We obtain numerical
values and plot them on these lines, and on various two-dimensional surfaces. From
the finite radius of convergence of the perturbative expansion of planar A/ = 4 SYM,
we expect the ratios of perturbative coefficients at successive loop orders to eventually
approach the same negative constant. However, the rate at which this happens can
depend on the location within the space of cross ratios. In many limits, there are
logarithmic divergences, where the power of the logarithm increases with the loop
order. Sufficiently close to these limits, the generic asymptotic behavior does not
hold. However, we observe that away from these singular regions, the ratios between
successive loop orders do become increasingly flat as the loop order increases.

Another aspect of this work is to improve our knowledge of the space of hexagon
functions at higher weight, not only to help with the four-loop construction performed
in this article, but also as a platform for going to higher loops in the future. We
have constructed a basis for this space now through weight eight, whereas previously
only a weight-five basis had been constructed [34]. The weight-six part of the basis
allows us to write the three-loop quantities Rég), V® and V® as single functions,
whereas previously we had to describe them for generic (u,v,w) in terms of their

first derivatives, or equivalently their {5,1} coproduct elements. Similarly, we can

"'We thank Andrei Belitsky for assistance with this comparison.
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express the four-loop quantities for generic (u, v, w) in terms of the weight-eight basis,
although the expressions do start to become rather lengthy.

The structure of this paper is as follows. In section 1.2 we describe the setup
and give an overview of the constraints we impose. We also outline the iterative
construction of a basis of hexagon functions. In section 1.3 we discuss the constraints
coming from the Q) equation, which does the bulk of the work in fixing parameters. In
section 1.4 we discuss the multi-Regge constraint, which fixes the final five parameters
in our four-loop ansatz. In section 1.5 we analyze the near-collinear limit and compare
it to the OPE predictions. In section 1.6 we study the multi-particle factorization
limit. In section 1.7 we study the quantitative behavior of the result on various lines
and surfaces in the space of cross ratios. Finally, in section 1.8 we conclude and
provide our outlook for the future. There are four appendices. Appendix A gives
more details on the construction of a hexagon function basis. Appendix B gives
the three-loop quantities Ré?’), V3 and V® in terms of the weight-six basis, while
appendix C gives parts of the expressions of the corresponding four-loop quantities in
terms of the weight-eight basis. Finally, appendix D describes the basis of functions
of (u,v) to which the hexagon functions collapse on the surface w = 1. This function
space is useful for implementing the spurious-pole constraint.

Many of the analytic results in this paper are too lengthy to present in the
manuscript. Instead we attach them as computer-readable ancillary files, which are
also available on the webpage [110]. The files describe: functional integrability con-
straints, the ratio function and remainder function through four loops in terms of the
weight-eight basis, a coproduct-based definition of the basis, expansions of the ratio
function in the near-collinear limit and in the multi-Regge limit, multiple polylog rep-
resentations in other “bulk” regions, harmonic polylog representations on particular
lines, a basis of functions for the surface w = 1 through weight seven, and the ratio

function and remainder function on w = 1 through three loops in terms of this basis.
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1.2 Setup and overview of constraints

1.2.1 Decomposition of ratio function in terms of R-invariants

As in past work at one, two, and three loops [29, 111, 33, 37], we describe the six-point
amplitude using an on-shell superspace [77, 78, 79, 80]. We package the on-shell states
of the theory into a superfield ® depending on Grassmann variables n?, A = 1,2, 3, 4,

transforming in the fundamental representation of SU(4):

A B, C A B, C, D (11)

—D —
® = G+ Tat gu'n®Sas + g0 n"neapenl + 30 " n eapenG .

Here G*, T4, Sap = %EABCDECD, FA, and G~ are the positive-helicity gluon, gluino,
scalar, anti-gluino, and negative-helicity gluon states, respectively.

The superamplitude A(®, o, ..., D,,) contains all the information about the com-
ponent helicity amplitudes, which can be extracted as particular terms in the expan-
sion in the Grassmann variables. The superamplitude can be factored into the product
of the MHV superamplitude and the ratio function P [29],

.A = AMHV x P. (12)

The ratio function is infrared finite. Expanding it in the n variables for six-particle

scattering yields three terms,
P = 14 Pxmuv + Pymv - (1.3)

Because Aymy X Pygrv is just the parity conjugate of the MHV superamplitude
Annv, the only quantity not determined by the MHV expression is Pyyuy, which we
compute.

We represent the kinematic variables in terms of dual coordinates (x;,6;). (For a

ad

aA
. and supermomenta g;

full discussion see e.g. ref. [112].) The momenta k& = kf'o

are expressed in terms of the dual coordinates as,

B = N =ttt et = et = 60— g (1.4)
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The dual coordinates appear in the amplitude either through the three dual conformal
cross ratios, or (in the R-invariants) through the momentum supertwistors.

The three cross ratios are given by,

2 2 2 .2 2 .2
T30y Ty Ty X35 Tgg

U=1u = , UV =Uy = , w=uz = , (1.5)
vty 136 235 T w35 13
where 27, = (2} — 2/)?. The momentum supertwistors [81, 82] are
Zi=(Zilx), 2= 002 Ne), =00 N (1.6)

The momentum twistors Z; transform linearly under dual conformal symmetry, so
that the four-bracket (abed) = epsry ZEZY ZTZY is a dual conformal invariant (al-
though it is not invariant under projective transformations of the Z;). To construct
dual superconformal invariants we can package the four-brackets, along with the y;,

into five-brackets of momentum supertwistors called R-invariants as follows:

64 (xa(bede) + cyclic)
(abed) (bede)(cdea) (deab) {eabc) -

(f) = labede] = (1.7)
Here the six external lines are labeled {a, b, ¢, d, e, f}, and we use shorthand notation
to represent the five-bracket of Z,, 2, Z., Z4, and Z. by the remaining leg f.

For higher-point amplitudes these R-invariants obey many identities; however,

here it is sufficient to only consider one [29]:
1) =(2)+B) =@ +(5 —(6) = 0. (1.8)

Using this identity the tree-level ratio function can be represented in two equivalent
ways:

Py = (2)+ @) +(6) = (1) +(3) + (5). (1.9)

At loop level, the R-invariants are dressed by two functions of the cross ratios: a
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parity-even function V (u,v,w) and a parity-odd function V (yu, ¥s, ¥w) [29, 33]:

Praamy = < [[(1) + (1V (w0, 0) + [(2) + GV (v, w, ) + [(3) + (6)]V (w, u, v)

2
+ (1) = IV Yus Yo v) = [2) = OV (Y Yo Yu) + [(3) = (6)]V (Yo Y 90| -
(1.10)

<

The y; are dual conformally invariant parity-odd variables; indeed the definition of

parity is the inversion y; <> 1/y;. The y; variables can be defined in terms of (u, v, w)

as follows:
Y=ty =Ry, = (1.11)
u— z_ v—zZ_ w— z_
where
1
Ziza[—1+u+v+wi\/z], A=(1-u—v—w)?—duvw. (1.12)

So alternatively, parity can be defined as VA <> —v/A, while leaving (u, v, w) invari-
ant. Each point (u,v,w) corresponds to two points in the y; variables, (Yu, Y, Yuw)
and (1/yu, 1/yy, 1/yy). Parity-even functions have the same values at both y; points,

whereas the values of parity-odd functions flip sign between the two y; points.

1.2.2 V,V,E, Eand U

The functions V (u, v, w) and V(yu, Ys, yu) can be expanded perturbatively. At tree
level, the function V (u, v, w) is equal to unity, while V (4, ¥u, yu) vanishes. Their full

loop expansions are

Vo= 1+4) 'V, (1.13)
L=1
Vo= ) d'v®, (1.14)
L=2

where a = ¢%,;N./(87?) is our loop expansion parameter, in terms of the Yang-Mills

coupling constant gyy and the number of colors N.. (The one-loop quantity v
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vanishes because there is no parity-odd weight-two hexagon function.)

It is convenient to introduce some other functions E and E, which are closely
related to V and V, but defined more directly in terms of the NMHV amplitude,
rather than its ratio to the MHV amplitude. The Q equation will be simplest when
expressed in terms of these functions. First recall that the MHV amplitude can be
expressed in terms of two quantities, the BDS ansatz [31] and the remainder function
Rg [75, 76):

Aviny = Apps X exp(Rs) . (1.15)

Therefore if we divide the NMHV superamplitude by the BDS ansatz Agpg, rather
than by the MHV amplitude, that ratio will have the same expansion (1.10), but with
V — Vexp(Rg) and V — f/exp(Rﬁ). In fact, we are going to divide the NMHV am-
plitude by a slightly-different, “BDS-like” function. Such a quantity has already been
considered in the analysis of the strong-coupling behavior of amplitudes [113], as well
as in the study of the multi-particle factorization limit of the NMHV amplitude [37].

Before describing the BDS-like ansatz, we recall that the BDS ansatz can be

written as [31],

S = e[St (oo o)) e

where AN™Y ) i the MHV tree-level super-amplitude, and

fP = f7 + e e Y (1.17)
Two of the constants,
1 L
K= s B = 567, (1.18)

are given in terms of the cusp anomalous dimension yx and the “collinear” anomalous
dimension Gy, while fz(L) and C") are other (zeta-valued) constants. We won’t need

the specific values of any of these constants except for the cusp anomalous dimension.
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This quantity is known to all orders [114]; its expansion to four loops is given by

i (a) = Z ab WB = dq — 4¢ a® + 22¢, a® — 4(%{6 + (C3)2) at+0O(a”). (1.19)

L=1

The function M!71°°P(Le) is the one-loop amplitude, normalized by the tree amplitude
ANV (0), and evaluated in dimensional regularization with D = 4 — 2¢, but letting
€ — Le.

The normalized six-point one-loop amplitude is given by [3]

6
1 —Siit1, 1 -
MGI_IOOP(E) _ Z[Zln2(ﬂ>_3(_si’i+l) €

i1 —Si+1,i42,i+3 €

—Si,i+1 —Si41,i4+2
—In In
— 84,041,042 — 84,041,042

— Liy(1 —u) — Lig(1 = v) — Liy(1 —w) + 6, (1.20)

where ;501 = (ki + kiy1)? and 85014400 = (ks + kg1 + kipo)?. Notice that Mg P
has non-trivial dependence on the three-particle momentum invariants s; ;11 42, both
explicitly and implicitly through the three cross ratios. However, this dependence
can be removed by shifting M, '°°® by a particular totally symmetric function of the

cross ratios,
1
Y (u,v,w) = Lig(1 —u)+ Liz(1 —v)+ Lis(1 —w) + B (ln2 u+In® v +In? w) . (1.21)
We let

Mg(e) = Mg "% + Y (u,v,w)
6

= Z {—l (1 — Eln(—3i7i+1)> —In(=si11) In(=si11i12)

=1

1
+3 In(=sii1) In(=sit3i44) + G (1.22)

which contains only the two-particle invariants s; ;1.
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Then we can define the BDS-like function by

BDS—like
A
6

W = exp {Z a® (f(L)(E)%Mﬁ(LE) —I—C(L)ﬂ : (1.23)

L=1

Using eq. (1.22), it is related to the BDS ansatz by
BDS—like BDS TK
Ag = A5 exp [KY(u, v, w)} : (1.24)

Finally, we normalize the NMHYV superamplitude by the BDS-like ansatz, and define

new functions E(u,v,w) and E(u,v,w) as the coefficients of the R-invariants:

et = 5[
+ (1) = (WIE s o, y) = [(2) = GNEWo, Y ) + [3) = (O)E (s, Yo yv>] :
(1.25)

The relations between the new expansion coefficients, £ and E, and the old ones,

V and f/, are:

E(u,v,w) = V(u,v,w) exp {Rﬁ(u,v,w) — %{Y(u,v,w)] , (1.26)

E(u,v,w) = V(u,v,w) exp {Rﬁ(u,v,w) - %Y(u,v,w)} : (1.27)

As long as the remainder function Ry is known to the same loop order, it is straight-
forward to pass back and forth between (E, E) and (V, V). The consequences of the
Q equations, which hold globally in (u,v,w), are simplest to describe in terms of E
and E. On the other hand, the boundary data is often described in terms of V and
V.

One exception is the limit of multi-particle factorization, in which the perturbative

simplicity of E, or rather its logarithm U, was first noticed. We define

U(u,v,w) = In E(u,v,w), E(u,v,w) = exp [U(u,v,w)] . (1.28)
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In section 1.6 we will see that this function has the same simple behavior at four loops
that it has through three loops [37].

1.2.3 Hexagon functions

In order to construct the NMHV amplitude at four loops, we build on the observation
that through three loops V) and V@) have been found to belong to the space of
hexagon functions of weight 2L [37]. A hexagon function is defined to be any function

whose symbol is constructed from letters drawn from the set
Su = {u,v,w,l _ual_val_w7yuayvayw}7 (129)

and which has only physical branch cuts [34]. The latter condition implies that
hexagon functions can only have discontinuities when either u, v, or w approaches
zero or infinity. This condition can be enforced at the level of the symbol by only
allowing the variables u, v, and w to appear in the first entry of the symbol. Hexagon
functions in which none of the variables y,, y,, or ¥, appear can be factored into
functions whose symbols have letters drawn from {u, 1—u}, or {v,1—v}, or {w, 1 —w}.
Such functions can be expressed as (products of) harmonic polylogarithms (HPLs)
of a single variable [115]. Functions whose symbols contain y,, ¥,, or v, are more
complex. They can be defined iteratively in terms of lower-weight hexagon functions
by means of their derivatives. They can also be represented in terms of multiple
polylogarithms in particular regions. In ref. [34], the space of hexagon functions was
explored through weight six and a basis of irreducible hexagon functions through
weight five was introduced. Irreducible hexagon functions are those that cannot be
written as products of lower-weight hexagon functions.

The derivatives of a weight-n hexagon function F' are given by [34]

OF _Fv Fl_“+1—u—v—w
ou va_ U 1—u uvA
l—u—v+w e l—u+v—w

(—wvA = (1-w/A

Fyu

Fve (1.30)
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F
\/Zyu% —(1—u)(1—v—w)F*—u(l—v)F" —u(l —w)F"
Ul yy ,Yw

—u(l —v—w)F7 + wF'™ + wwF™ + VAFY | (1.31)

as well as the cyclic permutations of these formulae under v — v — w — u, y, —

1/yy = yw — 1/y,. Each of the rational prefactors in eq. (A.2) is [0(Inz)/0ul|, . for

some x € S,, while in eq. (A.3) the corresponding rational prefactor is [0(In ) /0yu] |y, e -
The F* for z € S, denote nine weight-(n — 1) hexagon functions. These functions

are also referred to as elements of the {n — 1,1} coproduct component of F' [43]:

Ari(F) =Y [F“ ®lnu; + F% @n(l — u) + F¥ @ In y,-] . (1.32)
i=1
The {n — 1,1} coproduct component specifies all the first derivatives of F'. Hence it
completely specifies F', up to an additive constant.

To fix the additive constant, we will typically require that basis functions vanish
at the point (u,v,w) = (1,1,1). Physical constraints are imposed elsewhere, so we
need to transfer information about the value of functions at other points to the point
(1,1,1). We can transfer the information along special lines that cut through the
(u,v,w) space. For example, the line (1,v,v) connects (1,1, 1) to (1,0,0). The latter
point corresponds to a soft limit (a special case of two collinear limits), where there
are physical constraints. On the line (1, v, v), all hexagon functions collapse to HPLs
in the single variable v. The standard notation for such functions is Hg(v), where
W = wy,wy, ..., w, is a list of n elements (at weight n), all of which are either 0 or 1.
We can use shuffle identities to always choose w,, = 1 for n > 1, and it is convenient
to have the argument be 1 — v so that the function is regular at v = 1. Furthermore
we use a compressed notation in which (m — 1) 0’s followed by a 1 is written as m.
Thus we define H3 ; ; = Ho,1,1,1(1 —v), and so forth. The function Liy(1—v) entering
the definition of Y (u,v,w) is HY in this notation.

Equation (A.2) and its cyclic permutations form the cornerstone for the construc-
tion of a basis of hexagon functions, iteratively in the weight. Suppose one knows

all hexagon functions at weight (n — 1). One can define a candidate set of weight n
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hexagon functions by introducing arbitrary linear combinations of the weight (n — 1)
functions for each of the {n — 1,1} coproduct elements F*, x € S,. This construction
is naturally graded by parity. That is, if F' is parity-even, then the six coproducts
Fui and F'~=% are parity-even and should be drawn from the parity-even subspace at
weight (n — 1), while the three coproducts F¥ are parity-odd. If F' is parity-odd, the
reverse is true.

Not all combinations of {n — 1,1} coproduct elements F* correspond to actual

functions. First of all, they should obey the functional integrability conditions,

OP°F  O°F
8ui8uj N aujauz ’

i # . (1.33)

These conditions can be recast as linear constraints on the {n — 2,1,1} coproduct
elements of F', namely F¥%" where F¥* is defined as the y coproduct element for F**,
i.e.
3
Apaa(F7) =) [F“ @Inu; + F7" @In(l —w) + F¥* @ny | . (1.34)
i=1
In fact, the functional integrability conditions (1.33) only involve the antisymmetric

combination FI®¥ = F#Y — % The constraints are given by:

Fluiusl — _ plyiy;) :
Fli—uil—w) _ plyiy] + iyl + F[yk,yi}7
Flusl=w] — _ plykyi] 7
Fluiyil — 0, (1.35)
Fluiyi]l — plugvil ’

Fllimuiy] — pll—uiyl _ gl o plesyi] 7
pli-uiy]l — _ pluy) :

for all i # j # k € {1,2,3}. There are a total of 12 independent parity-even relations
(if F'is even) and 14 parity-odd ones. We list them all explicitly in an ancillary file.

One can solve the system of linear equations (1.35) to obtain a set of functions
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F', which is almost the set of hexagon functions at weight n. There is one more
branch-cut condition that has to be satisfied [34]: The derivative 0, F in eq. (A.2)
has a 1/(1 — u) singularity as u — 1, which will lead to a In(1 — u) branch-cut unless
we require,

[Fl—u 4+ Y wa}

— 0. (1.36)

u—1
Although this condition appears to be a strong one, holding for any v and w, for u = 1
the combination F'=% 4 F¥ — F¥% turns out to be independent of v and w, once the
integrability conditions (1.35) are satisfied. This constancy can be verified using the
basis of functions described in appendix D. Thus eq. (1.36) only fixes weight (n — 1)
(zeta-valued) constants in F'~%, if F is parity-even. The constants can be fixed in
the corner of the v = 1 plane where v and w both vanish, namely the Euclidean
multi-Regge kinematics (EMRK), which is also known as the soft limit [34]. This
limit can also be reached by taking y, — 1 with y, and y,, fixed. In this limit, A =0
and the parity-odd functions F¥ vanish, so the condition (1.36) and its permutations

reduce to the three conditions

Fl—ui

ui—1, ujup—0 — Fl_ui(yi = 17yj7yk) = 07 i 7&] 7é k? (137>

for even F. If F is parity-odd, then eq. (1.36) involves the constant part of the
parity-even functions F¥ and FYw. However, such constant terms are forbidden by
the requirement that F' vanishes when y; — 1, independently of y; and y,. This is

equivalent to the conditions,

ij(yi = 1ayjayk’) = 07 [ 7&.] 7& kv (138)

for odd F'.

The combined solution to egs. (1.35), (1.37) and (1.38), for otherwise arbitrary
hexagon functions as {n — 1,1} coproduct elements, generates the space of weight-n
hexagon functions F, apart from a few constants. These constants are the linear
combinations of the independent multiple zeta values (MZVs) at weight n. Most of

the weight-n functions are reducible, i.e. they are products of lower-weight hexagon
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functions. In order to identify the irreducible subspace, one can generate the vector
space of reducible hexagon functions, and remove them from the complete space of
solutions. This procedure was carried out in ref. [34], and a basis of hexagon functions

was constructed through weight five.

1.2.4 A basis at weight six, seven and eight

Our calculation of the four-loop ratio function was facilitated by extending this basis
of hexagon functions to weight six and seven. We also constructed a weight-eight
basis, but only after obtaining the four-loop result. The extension of the basis beyond
weight five was not strictly necessary; indeed, the four-loop remainder function was
determined without such a basis [35]. In this case, the weight-five basis was used
repeatedly to generate all of the {5,1,1,1} elements of the coproduct of a generic
(parity-even) weight-eight function. From these functions all of the {6, 1, 1} coproduct
elements were constructed, then all of the {7, 1} coproduct elements, and finally all of
the weight-eight functions. The integrability and branch-cut conditions were imposed
at each step, but there was no attempt to construct a basis beyond weight five.
However, the present approach provides a more direct route to the weight-eight four-
loop ratio function. It will also be a platform for going to five loops in the future,
starting with the {8,1,1} coproduct elements. (Or one could extend the basis to
weight nine and work with the {9, 1} coproduct elements.)

The basis at weight six also allows us to present results for Rg, V and V at three
loops that are significantly more compact than previous representations in terms of
the {5, 1} coproducts (see appendix B). Similarly, the weight-eight basis lets us write
each of the four-loop functions as a single weight-eight function, although of course
the four-loop results are not as compact as the three-loop ones. In ancillary files, we
provide RéL), V@ and VB for L = 3,4. We also provide a coproduct description
of the hexagon function basis at weight six, seven and eight; this basis is described
further in appendix A.

There is a certain arbitrariness in defining a basis of irreducible functions; in

principle, one can make an arbitrary linear transformation on the basis, and one can
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add any linear combination of reducible functions to any candidate basis function.
However, in the course of constructing the higher-weight basis functions, we found
that some care in the construction leads to much simpler representations for physical
quantities such as Ré3), V® and V®. One can generate a “random” basis by asking
MAPLE or MATHEMATICA to provide a null space “orthogonal” to the reducible
function space. However, when Ré?’), VB or VO are expressed in terms of such
a basis, the rational numbers multiplying the basis functions in the expressions for
these quantities have quite large numerators and denominators, with sometimes as
many as 13 digits. A better way to select the basis for irreducible hexagon functions
at weight n is to require that their weight {n — 1,1} coproduct elements collectively
contain exactly one of the weight (n — 1) basis elements, and with unit coefficient.
One cannot require this for all weight n irreducible functions; there are too many
of them, compared with the number of weight (n — 1) ones. We start by imposing
this criterion on the y; coproduct entries, and preferentially for the functions with
the most y; entries in their symbol, as these typically have the most complicated
coproducts. When we run out of weight (n — 1) irreducible functions, we impose
the criterion using products of logarithms and weight (n — 2) irreducible functions
instead. It is usually possible to further reduce the number of terms appearing in the
coproducts of the basis functions by adding suitable linear combinations of reducible
functions to them. Finally, as in ref. [34], we constructed our basis functions so that
they form orbits under the permutation group S3 acting on the variables u, v, and w,
either singlets, three-cycles or six-cycles.

The basis we have constructed in this way through weight eight leads to quite
parsimonious rational number coefficients when Rg, V, and V (or their coproduct
elements) are expanded in terms of the basis functions. For instance, the rational
numbers multiplying the weight-six irreducible functions in Ré?’), V3, and V® have
denominators that are all powers of 2, up to an occasional factor of 3. The largest
denominator is 128, while the largest numerator is 149. (The coefficients in front of
the pure-HPL terms don’t boast the same level of simplicity, but this is unsurprising
since the above prescription for choosing irreducible hexagon functions only constrains

each function up to the addition of reducible functions.) We also constructed a set
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of weight-five basis functions without the degeneracy of the basis defined in ref. [34],
by organizing the S3 orbits differently. Even so, converting Rég), VO and VO to
the weight-five basis of ref. [34] (which was selected with slightly different criteria in
mind) only gives rise to slightly more complicated rational-number coefficients. So
we will continue to use the weight-five basis of ref. [34].

Using the basis through weight six, we give the results for the three-loop functions
Ré?’), V® and V® in egs. (B.1), (B.3) and (B.5) of appendix B and in an ancillary
file. Continuing the construction to weight eight, we give a similar representation
for the four-loop functions Ré4), V® and V@ in appendix C. In this case, we only
give the terms containing the irreducible weight-eight basis functions in the text; the
remaining terms, which are products of lower-weight functions, are very lengthy and

can be found in the same ancillary file.

1.2.5 Overview of the constraints

Our goal is to find a unique pair of functions F(u,v,w) and E(u,v,w) at four loops.
We begin with an ansatz for the {7,1} coproduct of a generic weight 8 hexagon
function. There are 5153 such functions with even parity, which are candidates for
E® and 1763 with odd parity, which are candidates for E®. We then apply a
succession of constraints to our ansatz in order to arrive at a unique result.

We largely follow the methodology of ref. [37], with some refinements. In partic-

ular, we apply the following constraints:

e Symmetry: Under the exchange of u and w, E is symmetric, while E is

antisymmetric:

E(w,v,u) = E(u,v,w), EYw: Yo, Yu) = —E(Yur Yo, Y- (1.39)

e () Equation: Caron-Huot and He predicted [64, 98] that the final entries of
the hexagon functions that make up V'(u, v, w) should belong to a seven-element
set. At lower loop orders, two of us observed [37] that the function U(u,v,w)

has final entries from a more constrained five-element set. This relation can
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now be derived from the ) equation, but there are a host of other relations,
which we describe further below. Together they are very powerful and do the
bulk of the work in reducing the number of parameters in the ansatz, at four

loops as well as at lower loops.

e Collinear Vanishing: In the collinear limit, the six-point ratio function should
approach the five-point ratio function, multiplied by some splitting function.
Because the only non-vanishing components of the five-point super-amplitude
are MHV and NMHV, which are related by parity, and because there are no dual
conformally invariant cross ratios at five points, the five-point ratio function is
trivial; it vanishes at loop level. As such, the loop level six-point ratio function
must vanish in the collinear limit. We take this limit by sending w — 0 and
v — 1 — w. In this limit, all of the R-invariants vanish except for (1) and (6),
which become equal. Taking into account that parity-odd functions such as 1%

always vanish in this limit, we have the constraint,

V(u,v,w) + V(w,u,v)] w0, vs1-—u = O. (1.40)

e Spurious Pole Vanishing: Physical states give rise to poles in scattering
amplitudes when the sums of color-adjacent momenta vanish, when (k; + k; 11 +
...+ k;j_1)* = x3; = 0. These sums come from four-brackets of the form (i —
1,4,7 — 1,7). Poles of any other form, in particular poles arising from other
four-brackets, should not appear. Individual R-invariants have such spurious
poles, so these must cancel between R-invariants at tree level. At loop level,
the corresponding condition is that the relevant combination of V and V must
vanish on any spurious pole. As it happens, examining one of these spurious
poles is sufficient to guarantee vanishing on the others, by Bose symmetry of the
super-amplitude. If we choose to fix behavior on the pole (2456) — 0, we need
to cancel potential poles from R-invariants (1) and (3) with equal and opposite

residues. This leads to the condition,

[V(U, v, U}) - V(w7 u, U) + V(yu7 Yo, yw) - V(ywa Yu, yv)](2456)—>0 = 0. (141)
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where the (2456) — 0 limit can be implemented by taking w — 1 with v and v

held fixed; more precisely,

w — 1, Yu — (1—w)H,
1 (u—wv)? 1—u
Yo — 0w vd—u)’ Y — T (1.42)

We have used a basis of irreducible two-variable functions, discussed in ap-

pendix D, to impose this constraint.

e Multi-Regge Limit: The multi-Regge limit is a generalization of the Regge
limit for 2 — n scattering, where the outgoing particles are strongly ordered
in rapidity. We build on our three-loop results, using our generalization of the
work of Lipatov, Prygarin, and Schnitzer [61] to subleading logarithmic order.

We also compare our results to a recent all-orders proposal [62].

e Near-Collinear Limit: As at three loops, we employ the pentagon decomposi-
tion of the NMHV Wilson loop OPE developed by Basso, Sever, and Vieira [49].
Their calculation uses integrability to compute the OPE nonperturbatively in
the coupling, in an expansion in the number of flux-tube excitations, correspond-
ing to powers of \/w in the near-collinear limit. Actually, our new understanding
of the Q equation is such a powerful constraint that our ansatz is completely
fixed before comparing with the OPE constraints, so the OPE results serve as
a pure cross check of our assumptions (and theirs). We perform these checks at
the first order of the OPE, corresponding to one state propagating across the
Wilson loop [49], and then at second order (two flux excitations) [50] using ex-
plicit results of Belitsky [53, 54, 116]. In an ancillary file, we provide limits of V'
and V to third order, making possible comparisons to the OPE terms involving

three flux-tube excitations (we leave these checks to the intrepid reader).

In addition to these constraints, we should point out a residual freedom in our

definition of V, first noticed in ref. [37]. If we add an arbitrary cyclicly symmetric
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function f to V, we find that it vanishes in the full ratio function:

L1100 = @1, 0,0) — [2) = G0, 0) +3) - (©)F w0
= [0+ +E)1 - (@ + @ + 6] Fwow) (1.43)
~ 0

and thus remains unfixed by any physically meaningful limits.

This “gauge freedom” was used in ref. [37] to set the sum of the cyclic permutations
of V to zero, essentially as an arbitrary choice of gauge. We make the same choice here.
However, when presenting numerical results we usually present “gauge invariant”
quantities: Instead of f/, we use the difference of two cyclic permutations, such as
V(v,w,u) — V(w,u,v). Any cyclicly-symmetric contribution vanishes in such linear
combinations, while the physical information is still preserved. Whenever V appears

in physical limits, it does so in these linear combinations.

1.3 (Q Equation

In refs. [63, 64], an equation was presented describing the action of the dual super-
conformal generator () on a generic amplitude. In terms of the dual Grassmann
variables x; and momentum twistors Z;, the dual superconformal generator for an

n-point amplitude is a first-order differential operator,

~ ~ " 0
A _ A A _ E A
Qa - (Sa ) Qa) - p X'L aZla . (144)

The reason it does not annihilate the amplitude is because of a collinear anomaly,
and so its action on an L-loop N*MHV amplitude can be expressed in terms of the
integral over an (L — 1)-loop N*"'MHV amplitude with one more external leg. For
the NMHYV six-point amplitude we need the N2MHV seven-point amplitude, but by
parity this amplitude is equivalent to the NMHV amplitude. The ) equation for the
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NMHYV six-point amplitude takes the form [63, 64],

QRey = %K P2 Ry — Rea RYY| + eyelic, (1.45)

where 4
Req = %. (1.46)

6

Similarly, Rz is the BDS-normalized N*MHV 7-point amplitude, and Rtﬁe is the
ratio of NMHV to MHV 7-point tree super-amplitudes. The integration is over a
super-momentum-twistor Z; along a collinear limit corresponding to one edge of the
hexagon. The “+ cyclic” terms correspond to the other edges.

An analysis of the leading singularities of Rz [98] shows that there are only four
linearly independent residues from the edge shown,

_ (5612) _ (5612) _ (5612) _ (5612)
(D@ (5614) " (2)QIn (5614) ’ (4)QIn (5614) ’ (5)QIn (5614) ’

(1.47)

where (1),(2),(4),(5) are the R-invariants (f) defined in eq. (1.7). However, inte-
gration of the seven-point tree amplitude in the second, collinear subtraction term in

eq. (1.45) would seem to give more possible residues. Using eq. (3.7) of ref. [64], one
finds a term [98§]

(6134)(6523) - (5612)

(6123)(6534) (1.48)

/ IPPZRYE = In

The unwanted (5613) term can be removed by considering the action of Q on 7@6,1
rather than Rg 1, where
Rey — v g Ky 1.49
6,1 — m = 6,1 X exXp —? (u,v,w) . ( . )
6
Here 7%6’1 is the quantity expanded in terms of E and E in eq. (1.25). The extra

factor of exp[—2£Y] in 7@6,1 leads to an additional contribution from the action of Q
onY.
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Note from eq. (3.89) that

mY::_EﬂL_zlnumh(lu >. (1.50)

u(l —u) —u

Using the cyclic symmetry of Y and rewriting u, v, w in terms of momentum-twistors,

we have for QY (as for any first-order differential operator acting on Y),

(3456) (6123)
(6134)(5623)

(6123)(3456)

QY =1n (5613)(2346)

Q1In + (2 cyclic) . (1.51)

From this form, it is apparent that in Qﬁm the QIn(5613) term cancels between the
QY contribution and eq. (1.48).
As a result, the residues in Qﬁm are given by eq. (1.47) plus cyclic permutations.
Taking into account the identity [64]
- (1234)

(6) QIn5zes = 0 (1.52)

and all of its permutations, and completing the momentum twistors into the projec-
tively invariant variables in S, in eq. (1.29), one finds that eq. (1.47) is equivalent to
the following set of final entries [98]:

(1) dIn(uw/v),
(ndm(i%i§¥%), (1.53)

(m+wm+«@+«ﬂdm(liv>+(Udm(azﬁjﬁ)+w®dm<@7§ja),

plus cyclic rotations, for a total of 3 x 6 = 18 linear combinations. This number
should be compared with a naive count of 6 x 9 = 54 possible R-invariants times
final entries, or 5 x 9 = 45 independent functions if we take into account the tree
identity (1.8).

Next we impose the @ relations (1.53) as constraints on the {n — 1,1} coproducts
of the functions E and E defined by eq. (1.25). We do this in the cyclic-vanishing
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gauge for E:
E(u,v,w) + E(v,w,u) + E(w,u,v) = 0. (1.54)

We can rewrite the derivatives of this condition in terms of the {n — 1,1} coproducts
of E:

E*(u,v,w) + E"(v,w,u) + E*(w,u,v) = 0, (1.55)
EY""(u,v,w) + B0, w,u) + EY Y (w,u,v) = 0, (1.56)
EY (u,v,w) + EY (v, w,u) + EY(w,u,v) = 0, (1.57)

as well as the cyclic images of these equations.
Then the @ relations that involve parity-even functions (except the first, which

we group here for convenience) are

EY(u,v,w) = EY(u,v,w), (1.58)

B (u,v,w) = 0, (1.59)

BV u,v,w) = —E*(u,v,w) — E'(u,v,w), (1.60)

BV (u,v,w) + BV (u,v,w) = EY(v,w,u) + BV (v, w, ), (1.61)
3[EY (u,v,w) — E¥ (u,v,w)] = 2E7(u,v,w) — B (w,u,v), (1.62)

while the remaining ones, which involve parity-odd functions, are

3[EY(w,u,v) + EY(w, u,v)] = E*(u, v, w) + E¥ (v, w, )
— E”(w, u,v) — Ew(w, u,v), (1.63)
3EY(u,v,w) = E¥(u,v,w) + B (u,v,w) — E* (v, w, u)
— E¥(v,w,u) — EY(u,v,w) + EY (u,v,w), (1.64)
2 [EY (u, v, w) — E¥ (u,v,w)] = 3[E¥(v,w,u) — E“(w,u,v)]
+ EY(v,w,u) — E*(w,u,v). (1.65)
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All permutations of these equations are implied. The first three of the above equa-
tions do not mix different permutations of E. They are equivalent to the five-final-
entry conditions found for U = In E [37]. These relations are also manifest from the
form (1.53).

We have used the symmetry relations (1.39) in writing these equations. Using this
symmetry, the arguments of F and E can be restricted to (u,v,w), (v,w,u), (W, u,v).
At the outset there are nine final entries, for a total of 2 x 3 x 9 = 54 independent
functions (not counting how they are related to each other by permutations). Alto-
gether there are 18 independent even relations and 18 odd relations (including the
cyclic vanishing conditions) which leads to 9 linearly independent even functions and
9 odd ones. This agrees with the 18 linear combinations of final entries described in
eq. (1.53).

In practice, we use the ) relations to write all of the other {n — 1,1} coproducts
in terms of just six functions: E"(u,v,w), E'(u,v,w) (symmetric in (u < w)),
E¥ (u,v,w) (symmetric in (u < w)), E*(u, v, w), E*(u,v,w) (antisymmetric in (u <
w)), and E¥ (u, v, w) (antisymmetric in (u <+ w)). For these six functions, we insert
the most general linear combination of weight (2L — 1) hexagon functions with the
right symmetry. Then we use the Q relations to generate the rest of the {n — 1,1}
coproducts of E and E, and also as further constraints on the ansatz. At the same
time, we impose the functional integrability constraints (1.35), as well as the branch-
cut conditions (1.37) and (1.38). Solving all these equations simultaneously leads to
the remaining number of parameters in the line labelled “Q equation” in table 1.1.

We never need to construct the full space of weight 2L functions directly. The
number of initial parameters is dictated by the number of weight (2L —1) functions. At
four loops, there are 1,801 parity-even weight 7 functions, and 474 parity-odd weight 7
functions. We start with 4,550 unknown parameters, from E* (1,801), EV (996), EY®
(272), E* (474), EV (202) and E¥ (805). This is just twice the total number of weight
7 functions. One implementation of the combined equations gives 28,569 equations
for the 4,550 parameters — obviously with a great deal of redundancy. This linear
system can be solved by MAPLE in under an hour on a single processor, in terms of

just 30 remaining parameters. (There are four more parameters, corresponding to
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Constraint L=1 L=2 L=3 L=4

even even odd even odd even odd

0. Integrable functions 10 82 6 639 122 5153 1763

1. (Anti)symmetry in v and w 7 50 2 363 49 2797 786

2. Cyclic vanishing of V 7 50 2 363 39 2797 583
3. @Q equation 2 ) 12 34
4. Collinear vanishing 0 0 1 )
5. Spurious-pole vanishing 0 0 1 5
6. LL multi-Regge kinematics 0 0 0 1
7. NLL multi-Regge kinematics 0 0 0 0

Table 1.1: Remaining parameters in the ansitze for V&) and V) after each con-
straint is applied, at each loop order. Here we use the full () equation, which together
with symmetry and functional integrability fixes almost all of the parameters at the
outset.

the weight 8 constants (g, (3¢5, (2(¢3)? and (53. These parameters are invisible at
the level of the {7, 1} coproducts, but they are fixed in the next step by the collinear
vanishing condition.)

The collinear vanishing condition (1.40) is simple to implement and it fixes all of
the remaining parameters at one and two loops. At three and four loops it leaves
only one and five parameters, respectively.

It might seem counterintuitive at first sight that the combination of the @ and
collinear constraints could fix all of the parameters through two loops, because each
constraint appears to be homogeneous, i.e. the right-hand side of the constraint is
zero. A homogeneous constraint should always allow for at least one free parameter,
from rescaling any solution by an overall multiplicative constant. The catch, of course,
is that the Q constraint is on E and E, while the collinear constraint is on V and V/,

and these are related to each other inhomogeneously, by a known additive function
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at a given loop order. In other words, in terms of £ and E, the collinear vanishing
constraint is inhomogeneous.

Next we examine the spurious-pole condition (1.41). It depends on two variables,
u and v. We impose it by making use of the function space described in appendix D,
for which we have a basis through weight seven. At four loops, in order to use the
weight-seven basis, we first take the derivative of eq. (1.41) with respect to u, using
eq. (D.3) to write it in terms of the {7,1} coproduct components. (The condition is
antisymmetric in (u <> v), so it is sufficient to inspect the u derivative.) However, we
find that the full Q) relations seem to almost completely subsume the spurious-pole
condition. That is, when we impose the spurious-pole condition after the collinear
vanishing condition, no additional parameters are fixed by it, at least through four
loops.

In order to see how much the @ relations cover the spurious-pole condition, we also
tried imposing this condition before the collinear vanishing condition. In this case, a
few parameters can be fixed, exclusively those that multiply very simple functions in

the parity-even part E of the form
¢ In* (uw /v) (1.66)

for odd values of k. Here ¢ is a weight-(2L — k) zeta-value that gives the correct
total weight to the function (1.66), namely 2L at L loops. It is easy to see that
functions of the form (1.66) cannot be fixed by @ for either even or odd k. The only
Q@ relation to which these functions contribute at all is eq. (1.60), and they cancel
trivially between the two terms on the right-hand side, £* and E". For even values
of k, the functions (1.66) are still unfixed by the Q relations, but they drop out of the
spurious-pole condition (1.41), simply because In*(uw /v) — In*(vw/u) — 0 as w — 1.

At three and four loops, we need to impose constraints from the multi-Regge limit
to fix the final few parameters. That is the subject of the next section.

Before we appreciated the full power of the Q) relations, we carried out a similar
analysis, but only imposing the five final-entry condition on U and a seven final-entry

condition on V. In order to impose the latter condition at four loops, we needed



CHAPTER 1. THE RATIO FUNCTION AT FOUR LOOPS 43

to leave the cyclic-vanishing gauge for V. This introduced a number of unphysical,
gauge parameters. In table 1.2 we tabulate the remaining parameters at different
loop orders under these conditions. It is remarkable how much more power there is
in the full Q relations, namely the ones that relate {n — 1,1} coproducts of E and E
with different permutations. Whereas in table 1.1 there are only 34 parameters left
after imposing the @) constraint, at the same level in table 1.2, after imposing the 7
final-entry condition on V there are still 487 + 321 = 808 physical parameters!

It is clear that this kind of massive parameter reduction at the outset will make
it much more feasible to go to higher loops. It also drastically reduces the amount
of boundary data required. In table 1.2 we see that at four loops we needed to use
the NNLL multi-Regge information. (Information at this accuracy is available [35,
37] without relying on integrability-based predictions [62].) We also needed to use
the O(T") terms in the OPE limit to fix the final two parameters. In contrast, in
table 1.1 all parameters are fixed without any use of the OPE limit, and only the

NLL approximation for multi-Regge-kinematics.

1.4 Multi-Regge kinematics

In order to fix the last few parameters at four loops, we analyze the limit of multi-
Regge kinematics (MRK) for the NMHV amplitude, following closely ref. [37]. The
multi-Regge limit in this context refers to 2 — 4 scattering, with the four outgoing
particles strongly ordered in rapidity. In particular, it involves the all-gluon ampli-

tude, with helicities

36t — 24 5t (1.67)
where the cross ratios become
u — 1, Ug, uz — 0, (1.68)
with the ratios
Y2 _ ! and Y — ww” (1.69)

1—w  (1+w) (14w 1—w  (I+w) (14w
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Constraint L=1 L=2 L=3 L=141
even even odd even odd even odd

0. Integrable functions 10 82 6 639 122 5153 1763

1. (Anti)symmetry in v and w 7 50 2 363 39+10 2797 5834203

2. 5 even final-entry conditions 3 14 2 78 39+10 487 583+ 203

3. 7 odd final-entry conditions 3 14 1 78  21+3 487 321+64

4. Collinear vanishing 0 2 1 28 214+3 284 321464

5. O(T') 6134 OPE 0 0 1 0 21+3 110 321464

6. NNLL multi-Regge kinematics 0 0 0 0 3+3 0 219464

7. Spurious-pole vanishing 0 0 0+3 2+64

8. O(T') 1111 OPE 0 0 0+3 0+ 64

9. O(T*?) 1114 OPE 0 0 0+3 0+ 64

Table 1.2: Remaining parameters in the ansitze for V) and V&) after each con-
straint is applied, at each loop order. In this version we do not use the full Q equation,
but only the 5 (7) final-entry condition in the parity even (odd) sector. The first six
constraints do not mix the parity-even and parity-odd function spaces, so we can
count the number of even and odd parameters separately until we reach the spurious-
pole constraint. The 7 final-entry condition can only be satisfied if we abandon the
cyclic-vanishing condition, which leaves some unphysical “gauge” parameters. We
split the number of odd parameters into “physical + gauge”; only the former number
is relevant.

held fixed. Here we use (uq,us, ug) instead of (u,v,w) for the cross ratios, to avoid
confusion with the traditional MRK variable w.

In ref. [37] two of us extended the NMHV leading-logarithmic MRK ansatz of
Lipatov, Prygarin, and Schnitzer [61] along the lines of the MHV MRK factorization



CHAPTER 1. THE RATIO FUNCTION AT FOUR LOOPS 45

described by Fadin and Lipatov [60]. We proposed the following ansatz:

Pamuy X e = COS TTWgp

R n W2 e dv 2y 7 NMHV
-iz 2, (1) (w_) /_OO (w+g)2|w| Prex (K1) (g 1)

1|1+ aw\*e
X - )
1—u  |w|

Re+imd |MRK

where

1
Wap = g’yK(a) log\w\z,

0 (1.71)

1+ w|*’

1
0=2 vk (a) log

and v (a) is the cusp anomalous dimension, given in eq. (1.19). Here w(v, n) is known
as the BFKL eigenvalue, and is the same for MHV and NMHV, while 5"V (v, n) is
the NMHV impact factor. Both may be expanded perturbatively in a:

w(v,n) = —a (E,,Vn +a ES,)Z +a® E£27)L + (’)(a3)) ,
@EQ%HV(V, n) =1+a @NMHV’(I)(V, n) + a* @giHv’@)(V, n) (1.72)

Reg
+ a® @ﬁﬁﬂgHV’@(y, n) + O(a*).

By expanding eq. (1.70) in a and performing the summation and integration, we are
left with functions of w and w* that we can compare to the MRK limit of the ratio
function.

The configuration (1.67) corresponds to the (y4)* component of the ratio function.

Taking the MRK limit of this component, the R-invariants reduce to functions of w*:

1 w*
— 5) &> ——,
1+ w* () 1+ w*

(1) — (6) = 1, (1.73)

while the other R-invariants vanish.
Parity symmetry of the ratio function leads, in this limit, to a symmetry under

(w,w*) — (1/w,1/w*). Taking advantage of this symmetry, we break up the ratio
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function as follows:

-1
PIE/[L%K = 2mi ZlnT(l — ul){

r=0

[P w0 + 2mi g (w0, w)]

*

w
+ [ L) (w, w*) + 2mi ¢ (w, w* ” }
1+ o P ) 6 ( ) (w,w*)=(1/w,1/w*)
FO(1—w). =

Here the p”’ (w,w*) and gt” (w, w*) are composed of functions known as single-valued
harmonic polylogarithms (SVHPLs) [117, 105]. In general, ng) and qfnf)l are closely
related to each other. They are determined by the BFKL eigenvalue and impact

factor evaluated to the same subleading order in a. Essentially, q,(qu)l is generated by

taking the log of (—1) out of the last factor of eq. (1.70) instead of a In(1 — u,). For

this reason, q(LL_)1 vanishes, and we will refer to both p(LL_)l and q(LL_)2 as leading-log

(LL), p(LLJQ and q(LLJS as next-to-leading-log (NLL), and so on.
The relations between pfﬂL) and qﬁf)l that we quote below involve the coefficients

appearing in the MRK expansion of the remainder function,

L—-1
Relf = 2 3 " (1 — uy) [g§L><w, w*) + 2mi hgm(w,w*)] , (1.75)
r=0

which can be found through four loops in refs. [105, 35]. They also involve the lower-
loop p7(~L
After imposing collinear vanishing, we fix the five remaining parameters in our

four-loop ansatz by matching to the functions py(fl) and q£4). Four of the five parameters

) functions, given in ref. [37].

are fixed merely by matching to the LL expressions péA‘) and q§4). We remark that
when we perform the same analysis at three loops, there is a single undetermined
parameter at this stage, which is fixed by the LL coefficient pg?’).

At four loops, the one parameter remaining after LL matching is fixed by matching
to the NLL coefficients pgl) and q§4) . The NLL BFKL eigenvalue and NMHV impact
factor needed to compute these functions were already fixed at lower loops. The
four-loop coefficient functions through NLL are presented below. We express them in

terms of functions L% defined in ref. [105], which are combinations of SVHPLs having
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definite symmetry properties under complex conjugation (w <« w*) and inversion

(w > 1/w, w* <> 1/w*):

¢’ =0, (1.76)
|
o= [—120 Ly +192L5,, —4(Ly — 20 L{) L + 96 L{ Ly,
+8(Ly)* +8(Ly)?* Ly —5(Ly)* LT —10(Ly)* (LT)?
~ 8Ly (L})* =16 (L) + 9665 LT | (1.77)
3 1
) = 5ps =Lt =0 pl” — o g (1.78)
W= 1{ —S7TLY +14L;, +32LE, , +8Lf,, —96L;
%) 64 4,1 1,1 2,2,1 2,1,1,1
1
— 5 (LG +46 L) Ly = (Lg —4L7) L, +12Lg Ly,
- 12
+ [12(L5)? = 1L LG Lf +20(L{?| Lf = = (L{)°
' 13
+2[(L5)2 - 2 L5 Lf +12(L})?] Ly, — 55 (L)
5 13 ) .
b |y 0+ 5 (L LT 1 (L2 + 4(00°)| 1
i174+573+2772+3 — (74
=5 Lo) LT + 5 (Lo)* (L1)" = 5 (Le)" (L1)" = 2 L (L)
G [48 LY + 48 Ly, +24 L} Ly — 3(Lg) — 6(Lg)* LT —16(L})’]
e 2L 4 (Lg)? 4+ 28 L5 LT +8(LY) ] —102§5—48§2C3},(1.79)
1 -
= - 3Li | - g2p§2>] 0 o = 98 P = 0¥ py (1.80)

Once the final five parameters are fixed, we can obtain the NNLL and N3LL

coefficients pg ), 0 ™) and p(() with no ambiguity. We obtain:

1
o 6_4{96L6—+58L;1+16LIQ—12L;11 QLT +240 L5, 1,

1
-3 (3L, + 450 L) L+ — (9L, —22 L) Ly,
+4(L —|—5L+) Lg_ll + 16 L+ L221 12 (L(T +6LT) L2_,1,1,1
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— 13 (Lg)2 +25 Ly LT + 16 (L1+)2] Ly

- |52 =185 L —8(21?| L4,
4

3 67 71
b [a @+ G P Lr - 1205 (whP + (00| 14

+ (225 = (Lg 2 LT +5 Lg (L)? + 14 (L])] L,

_ . _
— (L) =4 (Lq0)* +8 L5,y Ly — 7 [(L6)? + 12 (L)) (L)

[ 13 25
— Lo s -5 L) -

- (L L + 5 (L5 (1)

2

Ly (LD -8 <L1+>4} L,

(L) = g (L LT = (L (L) + 215 (1)
13, _

24
_ 22
— = (Lo (L) = Ly (L{)" = T2 (L1)°
3 15
+ (o [180 Ly —8L3; —144Ly,, —4(Ly —6 L) Ly, —4(Ly)?

37

4 [8 (Ls)?+3Lg L — 12 (Lf)Q] Ly
—44(Ly — LT) L + % (L) +16 (Ly)? LT
—26(Ly)* (L{)* =58 Ly (L)* + 108 (Lf)”‘}

+ (3 {22 L —4Ly, +4(6Ly — L{) Ly — g (Ly)? +3(Ly)* LY
+35Ly (LF)* =10 (Lf)3]

+ G [216 Ly +108(Ly —2L}) Lﬂ

— (s (21 Ly +54LT) — 4G ¢ (3 Ly — 10L1+)}, (1.81)

1 1 11
A §p§4) -5 Lf {pé‘o’) —GpP + - G pél)} + 72 [p;(f) — g — 2953)p81)]
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2
3 2) (1 m 2 1
— 72 L |psY —247p} )] +7(LT)2p§)—C2 (L) py

— a8 — 96”'ps"” (1.82)
and
1

+2(43Ly +24Lf) Ly + % 3Ly +122Lf) LT,
+(ITLg —6L}) Liyy —4(Lg +3L7) Liyy,
+12(3Ly +10Ly) Ly, +16 LY Ly,
- %1 [849 (Lg)? — 132 Ly L} + 552 (Lf)2] L
+ [13(L5)2 = 195 L +8(LH?) Li,
= [3(26)7 +16 Ly Lf +12(L)?] L,
+2[3(L5)? + 4(Lf | Loy — 24 L,
+8[(L5)? = 4Ly LT +3(L))?] Laaa
+4Ly Ly, Ly +2(3Lg Ly, +4 L Ly, ) Ly
+ % [128 Ly, — 163 (Ly)* — 118 (Ly)? L

— 332 L5 (L) — 56 (Lf)?’} L

[3(L5) +52 (L) LT — 80 Ly (L)* = 24(L})* L,

[23(L5 ) +18 (L 2 LT +18 Ly (L1)? + 132(L1)°| L,

=00 =

+ [1041 (Lg)* — 312 (Lg )P LT + 996 (Ly )2 (L7 )?

=~

416 Ly (L) + 496 (Lf)ﬂ L
1 _ _ _
— < |18 (L) =38 (Ly)* LT — 16 (Lg)? (L})?

=80 Ly (L) +16 (L])*] L,
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_ _ 1
-5 3Lt 4wy (La)?+ 5 Ly (@)
43
[64 Ly, +16Ly L LT —8 (L)' LT — = (Ly)P

Ol — N~

= 24(LY)" = 5 (Lo (L) + 10 (Lo )* (L)

_ _ 83 B
4L <Lf>4] L+ -3 (y

2016
1691 223 32
__L—6L+ _L—5L+2__L+7
109 yove Lo 44
_ — — (L L I
s (L) (LD = 5 (L (L) - 1

+ G [542 L —84Ly;, —T2L5,, —16L3,,

(Lo)* (Ly)

+ (65 Ly +42 L) Ly +432L5,,,

+4(2Ly +5L) L3, —4(11 Ly +54 L) Ly,
~[81(Ly)?2 — 212 Ly L + 436 (Lf)z} Li

v 4|5(L5)2—6Ly L —6 (Lf)Q] Ly,

r 49
- 192 L + N (Ly)* —24 (Ly)* LT

+19 Ly (L})? - 62(L})°] L3

131 43

B (L) L~ 38 () (5 o (1)
176 344
P W -3 w2

+ G [4 Ly —26Lf, +4Ly,, — (4TLy —70L}) L}

34 _ _ -
=5 (L) +4QLe + 1) Ly +3Lg (L)’

+ o [T et g — 122 £

L1192l
(L)' + Ty (L L = 5 (L P (L1 7]

ol Lo |

+ G {804 LT +504 Ly, +14(7Ly —18LT) Ly — 23 (Ly)?
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—130(Ly)* LT + 108 Ly (L7)* — 384 (Lf)?’]
1
56 {16 Ly —125(Ly)* —84 Ly L + 224 (Lf)ﬂ

+4GG|Ly —21L5 Lf =6 (L{)?]
—438Cs (Lg —2LY) —2(G)* (13 Ly + 30 L)

— 720 7 + 504 (3 ¢4 + 396 ¢, 45} . (1.83)

In addition to presenting these functions here in the main text, we also include
them, alongside their lower-loop analogues, in computer-readable format in an ancil-
lary file.

These functions are also predicted by the recent all-orders proposal [62] for the

BFKL eigenvalue and impact factor. In particular, the NNNLL NMHV impact factor

NMHV,(3)
(I)Reg

impact factor (computed through NNNLL in ref. [35]) and the relation [62]

(v,n) enters the computation of p(()4). It can be extracted from the MHV

(I)NMHV — (I)MHV

Reg (V7 TL) Reg (1/7 n) X (184>

where

(u) = %[u + m] (1.85)

is the Zhukovsky variable. The rapidity u entering this formula is related to the
variable v by an integral expression [62]; its expansion to the relevant order in our

notation is

u = y—EaV%—EaQV(NQ—{—élcg)

2 8
: 5
—;—2a3{v {3N2V2+ZN4—2(2(4V2—N2)+88C4

_8G [—ia,,Ey,n} } +O(ab), (1.86)
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where V = iv/(v? +n?/4), N = n/(v? +n?/4), and E,,, is the LL BFKL eigenvalue,

id id

N
Ey,n=¢(1+z'u+7)+¢<1—w+7)—2¢(1)—? (1.87)
Expanding eq. (1.84) to O(a?), we see that the relation between the NMHV and MHV
impact factors becomes non-rational in v and n at NNNLL, due to the v function
appearing in eq. (1.86) for u, via eq. (1.87).

When we compute p§4), q(()4) and p(()4) from the master formula (1.70), using eq. (1.84)

for @MY, we find precise agreement with the above values extracted from our unique
solution. Given the complexity of egs. (1.81), (1.82) and (1.83), this is already a rather

stringent cross-check.

1.5 Near-collinear limit

By examining the near-collinear limit of the ratio function, we can make contact
with the Pentagon OPE approach of Basso, Sever, and Vieira, allowing for a rich
array of further cross-checks. The duality between amplitudes and Wilson loops
relates NMHV amplitudes to Wilson loops with states inserted on the boundary,
with different choices of states corresponding to different NMHV components [118,
119]. Through four loops, we have compared our limits with BSV’s calculation of the
XeX1x3Xx4 and (x1)* components of the super-Wilson loop [49], as well as Belitsky’s
computation of the x%x4 component [54] and x%x3 component [53, 116].

To approach the w — 0 collinear limit, we convert from the cross ratios (u, v, w)
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to the variables (F,S,T) = (¢!, ¢%,e77) used by BSV in ref. [48]:

F
YT F+FS?+ ST+ F2ST + FT?°
B FS?
- (L+T*)(F+ FS?2+ ST + F2ST + FT?)’
T2
YTy
F+ ST + FT? (1.88)
T FA+ FST+12)°
_ FS+T
RS+ FT)

(S+FT)(14+ FST +1T?)
Yo = (FS+T)(F+ ST + FT?)°

In these variables, the collinear limit corresponds to 7 — oo, or T" — 0.
BSV investigate the (y;)* component of the NMHV amplitude by inserting a
gluonic state on the bottom cusp of the Wilson loop. Up to first order in T, the

R-invariants in this component become

FT 9 9
FT , FST , \ '
(@%1—?"NNT%(®%1+9+O@),@—W+O@)

As in ref. [37], we find that the ratio function in this limit can be expressed as:

pi) _ %{V(u,v,w) + V(w,u,v) — f/(u, v,w) + V(w,u, v)
(1.90)
1— 52 1+ 5 )
+ FT [— V(u,v,w) + m‘/(v, w, u)] } + O(T7).

We match this expression to BSV’s computation of the OPE in this channel [49].
At order T" only a single flux-tube excitation contributes; its contribution includes an
integration over the excitation’s rapidity u and also involves its anomalous dimension

(or energy) v(u), its momentum p(u), a measure factor pu(u), and the NMHV dressing
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functions h and h. Of these, h and h can be given in closed form as

h(u) = w h(u) = %u) (1.91)
where
¥ (u) = z(u=+ %) (1.92)

is given in terms of the Zhukovsky variable defined in eq. (1.85), while y(u), p(u),
and p(u) have perturbative expansions described in refs. [120, 48].

All together, the contribution of one gluonic excitation to the OPE is then

[e.e]

pU111) _ 4 + TF/ ;Z—UM(U)(h(U) _ 1)eip(u)a—7(u)7

o o (1.93)
T [>*d . - '
5 [ Sentu) () = e,
Following ref. [37], we compute this integral as a sum of residues at u = —im/2

for positive integers m. Truncating the series in m to a few hundred terms, we obtain
an expansion in terms of S = e, which we can then match to the expansion of an
ansatz of HPLs in S?. (Other methods for performing these sums are described in
ref. [121, 122].) This expression in terms of HPLs can be compared with the O(T)
expansion of the ratio function. The expansion of the transcendental functions V' and
V is computed, as in ref. [37], from the differential equations method [34].

The x6X1Xx3X4 component has a simpler OPE at order 7. All of the R-invariants
vanish except for (2) and (5), which collapse to

1 e "

2) = 06) = (6134) ~ 2cosho (1.94)

Thus only the term multiplying V (v, w,u) survives. This means that through
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O(T) this component is remarkably simple, and is given by the following expression:

wesy _ €7

() St o

2cosho

T
= Seodha x V (v, w,u)|oeroy + O(T2),

(1.95)

L=0

where the F\¥ are given explicitly through three loops in appendix F of ref. [49] and
through six loops in ref. [121, 122].

To check the O(T?) terms in the OPE, which receive contributions from two
flux-tube excitations, we were assisted by Andrei Belitsky, who checked the x3x4
component in this limit using our expansions of the V and V functions [54]. For
this component, R-invariants (1) and (4) vanish, while the behavior of the remaining
components was detailed in ref. [54]. In our variables, they behave as follows through
O(T?):

1-8% 0 .o (S—28-55 .. 285448 ., X
(2)+(5)—T1+82F/ - <W / mF /)+O(T),
(3)+(6) = (2) — (5) = (3) — (6) = TFY? —T2SF3? 1+ O(T?). (1.96)

Belitsky has also checked the x3x3 component at O(7?) through four loops [53, 116].
While the relevant expansions of V and V in the near-collinear limit are too
lengthy to include in the text, in an ancillary file we include expressions for V' and

V., as well as their cyclic permutations, expanded through O(T3).

1.6 Multi-particle factorization

In the limit that a three-particle momentum invariant goes on shell, the six-particle
amplitude factorizes into a product of two four-particle amplitudes. For MHV am-
plitudes in supersymmetric theories this factorization is trivial, since at least one of
the two resulting four-particle amplitudes is not MHV and thus the product van-

ishes. In the case of NMHV amplitudes, though, this factorization is nontrivial in
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some channels. For the limit K? = s345 — 0, where K = kg + k4 + ks, it behaves as
follows [123]:

Fs(K?,8;41)

AgMHV(ki) $34530 Ay(ke, k1, ko, K) K2

A4<_K7 k37k47k5> ) (197>

where Fj is the factorization function.

In terms of the cross-ratios, this limit corresponds to letting uw,w — oo, with
u/w and v held fixed. For the R-invariants, this entails picking out the pole as
S345 — 0. Only R-invariants (1) and (4) have poles in this limit, and their coefficients
are equal. From eq. (1.10), we see that the factorization limit of the ratio function
can be explored by considering the limit of V' (u, v, w) as u,w — oo.

We examined this limit through three loops in ref. [37]. We found that the function
U defined in eq. (1.28), rather than V', has a particularly simple limiting behavior. In
particular, in the factorization limit U becomes a polynomial in In(uw/v), with zeta-
valued coefficients. We have applied the same method as in ref. [37] to take the limit
of U™, by iteratively working out the limiting behavior of its relevant coproducts,
and fixing constants of integration using the line (u, 1, u) (see section 1.7.2). We find
that this simplicity of U continues to be manifest at four loops, and the factorization

limit of U is given by:

U(4)(u,v, W) |y oo = i@ ln4(uw/v) — (4¢5 + 3¢2(3) ln3(uw/v)

+ (et 36 )

32

785 641 191 (1.98)
- <?€7 + TC3<4 + 7(2(5) In(uw/v)
133 289 62629

+ TCZC:? + TCSCS +

64

Gs -

Note that the terms alternate strictly in sign from one power of In(uw/v) to the next.
At a given power of In(uw/v), they also alternate strictly from one loop order to the
next. The four loop limit (1.98), as well as the analogous results from one to three
loops [37], are in perfect agreement with a prediction based on integrability [124].

Extracting the factorization function Fg from this expression requires subtracting
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off the four-point amplitudes Ay(kg, k1, ko, K) and Ay(— K, ks, k4, ks5), and adding back
in the BDS-like ansatz that was subtracted off when defining U. Altogether, this
results in the following formula for Fg in terms of U and quantities defined above in

egs. (1.22) and (1.23), as previously presented in ref. [37]:

In P& — ﬁ(HQGL%L)) [((—812)(—834)>L6+ (M)L}

Q€22 7}? (—s$56) (—s23)

() ]

f(L)
+ 22+ 0V 1 Ofe). (1.99)

U,W—+00 12

+U(L)(u,v,w)|

The limiting behavior of U should also control the multi-particle factorization be-
havior of higher-point N MHV amplitudes [37]. It would be interesting to check this
behavior once such amplitudes become available (or use this information as an aid in

their construction).

1.7 Quantitative behavior

In this section, we explore the ratio function quantitatively, plotting V and V on a
variety of lines and planes through the space of cross ratios. We stay on the Eu-
clidean branch in the positive octant, u, v, w > 0, for which all the hexagon functions
are real. On certain lines, these functions collapse to sums of well-known functions,
such as HPLs. For another line, the diagonal line where u = v = w, we have series
representations. For faces of the unit cube, we have constructed the function space
in a manner analogous to the full hexagon function construction — see appendix D
for the case where w = 1. We have used these constructions to obtain representa-
tions in terms of multiple polylogarithms whose arguments are the cross ratios. We
can then use the program GINAC [125, 126] to evaluate the functions numerically.
There are two other “bulk” regions where we have representations in terms of mul-
tiple polylogarithms using the y; variables. These regions, called Regions I and II in
ref. [34], are inside the unit cube and also have A(u,v,w) > 0. Although we won't
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plot the functions in these bulk regions in this paper, we provide the multiple polylog

representations in ancillary files.

1.7.1 The point (1,1,1)

The first place we inspect the values of V and V is the point where all the cross ratios
are equal to one: (u,v,w) = (1,1,1). This point is our reference point for defining the
constants of integration for all the irreducible hexagon functions: We define them all
to vanish there (except for Q) which was previously defined as a particular integral).
Also, the point (1,1,1) is on the A = 0 surface, so all parity-odd hexagon functions
(including V') vanish there:

VE(1,1,1) =0  for all L. (1.100)

However, V' is nonzero at this point. The constant value of V' can be fixed via
the collinear limits, or even the soft limits, which correspond to the point (1,0,0),
for example. Then we fix V' along the line (1,v,v), using the fact that it can be
expressed here in terms of HPLs of the form Hg(v) with w; € {0,1}, as discussed in

section 1.2.3. Setting v = 1, we find that

2051
12

VO(1,1,1) =36 —15G G+ =5 G —3Gs- (1.101)

This value can be compared to previous results at lower loops:

V(l)(]-a ]-) 1) = _QQ )

VO1,1,1) =9¢,, (1.102)
243

V(3)(17 17 1) = T gﬁ .
4
Interestingly, odd zeta values first appear in V(1,1,1) at four loops. (A ((3)* term
appears at three loops in Ré?))(l, 1,1) and E®(1,1,1), but it cancels in the ratio

function.)
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1.7.2 The lines (u,u,1) and (u,1,u)

When two of the cross ratios are equal and the remaining one is equal to unity,
the hexagon functions collapse to HPLs. On these lines, A = 0, so the parity-odd
functions vanish. For the parity-even functions, E is simpler to express on these lines
than V', so we present it instead. Because it is symmetric in exchange of its first and
third arguments, it suffices to give it on the lines (u,w, 1) and (u,1,u). We use the
notation introduced in ref. [35], in which we expand all products of HPLs using the
shuffle algebra in order to linearize the expression in terms of HPLs. We then encode
the HPL weight vectors w, which consist entirely of 0’s and 1’s, as binary numbers,
but written as a subscript in decimal. We track the length of the original weight

vector with a superscript. For example,
U ITU U ITU u u 4 4
HyHy, = H{Hy,, =3Hy, 11+ Hig1, — 3h[7] + h‘[ll] : (1.103)
In this notation, the parity-even functions are

EWY(u,u,1) = —(, (1.104)
E®(u,u,1) = % [h?] Rl 3l 4 hg‘gﬂ — G [h[f] + hgﬂ + %354 (1.105)
E®(u,u,1) = hy! + hgy — 4k + hiy) — 5(hgy + hyg)
4(h + %y 1008 + Bl
— SG[ + n) —19(nlt 4 ni]
roa [ ad] - 226+ @, (1.106)
EW(u,u,1) = [ 18(’”4585 + h193) 18<h£587 + h195) - 18(}1%89; + h[fgﬁ
— 2(hqy + hige) — 18(hg3 + i) — 10(h53 + hig)
1O(h h[2%5) + 14(h[789) + h207) - 21(h£;81 + h209)
— 13(hd + h5y) + 21(h + hily) — 107(h + i)
— 25 + BBy —161(RY + BBy — 127(ET + BB
+ 225@(585 + h223) 24(h£987] + h[282]5) - S(hg% + h227)
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—16(hL, + i) + 16(hlgs + hiy) — 28(hlgs + hig)

60

8 8 8 8 8 8
— 156(hlg; + his) — 164(hg + A + 348(h, + )

8 8 8 8 8
+ A+ RS 4 25(R 4 L) — 101 (Rl + B)

8] 8] 8
+ 411<h[119 + h247) + 41<h[121 + h249) + 393(h[123 h[2511>

+ 267(h[1825 + h253) - 525(h127 + h255):|
+ 562000 + ) + 2(0) + ) — 17(h] + ni)
+61(hby + B) + 2(hl) + b)Y + 80(h5) + hE)
+61(AE + hl) — 143(9 + h[61)]
+ g 11508+ Alf]) — a420(t" + ni)]

3
+ 5(5@) — 2(2(3) (h:[ag] + h[73])
36271
144

1 35
= T0Go (Y + ) + 566 = GG+

E(l) (u7 17 U) = _2h£2] - <2 ;
1
ED(u,1u) = 5 [h[;ﬂ —3pl ol opl _pl Ly qspl ]

13
—( [h[Q] 5h[2]} + ?@ :

3
Gs — §C5,3 ;

(1.107)

(1.108)

(1.109)

E®(w,1,u) = nY —apll — 5pl — apll) 4 108 — 300 — 2p% — opld

and

EW(u,1,u)

— 3h) — 2nlf) — 8hl) — 8nl 4 8nl — 2nl — 300
— 718 + 9nl8 — 3n + 8RS + 4nl — a0 S)
_ @ [ 5hE — 19pl 4 opl — 9ol 17l 4 5510

2
g“ [zlhm 8352 —ﬁcﬁ ¢,

[— 185 — 187 — 1808 — 2n¥ — 1888 — 108

| —

— 10h5 + 14n8 — 2108 — 1308 + 2108 — 1078
—25nl) — 16108 — 12708 + 2258 — 24n) — gplf]

(1.110)
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— 16h8 4 16h8L — 28Rl — 156nl — 164n1%,
+ 3488, 4+ RS 2sml 101l 1 41180,

+ 4185, + 393nL, + 267nlY — 52501 + 12001,
+ 96R%, + 88RL, + 96A + 88AlSL. + 96AY

+ 880, + 80nL%, + 88nl, + 96nlEL + 92nl,

+ 84R%, 4 88R, + 80RlL + 76RI. + 100R1,

+ 78R+ 1028k, + s6nl. + 110/1[8]7 + 4R,

— 62nl% — 78RS, + 458REL + 106RL + 130AL

— 42h8 4 654n%, + 1500, + 686R1. + 5140,
— 390Rl, + 114R18, + 122818 + 11481 + 106R1,
+ 1148, + 1068, + 98nll + 12208 + 1358
+ 15108 + 170, 4 553RlL + 17008 4 7155
+ 5818, — a75nl, + 12608, + 11808 + 11408,
+ 138n8), + 16208, + 538RL + 534nl — 54608,
+ 9508, + 11988, + 36508 — 579REL + TORE
— 51308, — 2678l + 2205h[28§5]

4 & [th + 209 — 170 4 610 + 219 + 80RY)
+ 61n% — 14308 + 4pl¥ — 2pld — 2pl8) 1 4Rl

+ 84 4 84nl% — 180R1% — 2018 + 4n 1 6510
— 199 4 4n% — 182108 — 12109 + 383h[66§}
C4 [

11508 — 420818 1 200 — 52411 — 40084 + 10778l ]}

+5 L (15¢; — 6625) [h?] R - 3h[3]] - 3@ [zm[f] - 79}@]

36271 3

BRI N T LA (1111)

We provide an ancillary file containing these formulae, as well as the analogous ones

for the remainder function.
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The subscripts on the hgm] in these formulae are always odd, which means that
the HPL weight vectors always end in 1. This restriction enforces the condition that
no branch cuts start at « = 1. On the line (u,u, 1), one can also see that there is
a pairing of terms of the form hl[-m} + hﬁgm,l. This pairing is due to the coproduct
relation E* + E'7* 4+ EV + E'"* = 0, which holds globally as a consequence of
egs. (1.59) and (1.60). On the line (u,u, 1), it implies that the u derivative has the
form, dE(u,u,1)/du = 2 E"(u,u,1)/[u(l — )], which in turn implies the pairing of
HPLs of the form Hy 4 + H; 4, or equivalently hgm] + h,ET]mel-

We plot the behavior of V' on the lines (u,u, 1) and (u, 1,u) in figures 1.1 and 1.2,
respectively. In both cases we plot the functions at each loop order, normalized so
that they are all equal to unity at the point (u,v,w) = (1,1,1). While these functions
appear to have similar behavior at each loop order away from u = 0, they do have
dramatically varying v — 0 limits, including oscillations at very small u. In this
limit, the curves in figure 1.2 approach the negatives of the corresponding curves in
figure 1.1. That is, V(u,1,u) = =V (u,u, 1) as u — 0, which is a consequence of the

collinear vanishing constraint (1.40) if we also let u — 0, v — 1 in that relation.

1.7.3 The lines (u,1,1) and (1,v,1)

The hexagon functions also collapse to the same class of HPLs on the lines where two
of the three cross ratios are equal to one. These lines are not on the A = 0 surface, so
the parity-odd parts of the NMHV amplitude or ratio function do not automatically
vanish. However, on the line (1,v,1), E (or V) vanishes due to its antisymmetry
under v <> w. This vanishing also means that E’(u, 1,1) is a physical quantity,
because it is equal to F(u,1,1) — E(1,u, 1), which is a gauge-invariant difference of
cyclic permutations. Again, we preferentially present £ and E, rather than V and V/,
because they have somewhat simpler expressions. Using the u <> w (anti-)symmetry,

the functions we need to present are:

1
EO(u,1,1) = —ohy =G, (1.112)

1
B (u,1,1) = [+ g+ bl + wllf + 3nfd
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Figure 1.1: VO (u,u, 1), V@ (u,u,1), VO (u,u, 1), and V@ (u, u, 1) normalized to one
at (1,1,1). One loop is in red, two loops is in green, three loops is in yellow, and four
loops is in blue.

V(u,1,u)

1.2

0.8

0.6

e ey
0.2 0.4 0.6 0.8 1.0

Figure 1.2: V) (u, 1,u), V@ (u, 1,u), VO (u,1,u), and V@ (u, 1, u) normalized to one
at (1,1,1). One loop is in red, two loops is in green, three loops is in yellow, and four
loops is in blue.
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1 13
-G [h[f] - zhﬁfq + G, (1.113)
1

E9u1,1) = —2 [ — 4l B 4 nl 4 6n 4 6nY 4 5nl 4 608

+ 501 + 501 4+ 508 4 6nld + 648 4 61
+ 6 1+ 6h% + 60 + 619 4 6nlY +15h]

1
— 7G|5h" = Al 4 hfl -+ ni] + onld]

1 235
+ 4G [21h[f] -3l - TG+ G (1.114)

E®(u,1,1) = % | — 180f] — 18nf] — 18A — 1400 — 188 — 188
— 14n8 — 1008 — 248 — 2488 4+ 5081 — 201
—20n8) — 2008 — 188 — 16A1) — 5Rl) — 181[5]
— 18h{g; — 14hlg; — 24h{; — 245, — 20, — 10ATY,
— 14h{1; — 14R{; — 20h1, — 9AfYy — 10KT3, — 10A 3,
—5hl 4+ 601 + 60n, + 501, + 54hlL + 501,
+50hY, + 44nl + 48nl, + 508 + 508, + a6nl,
+47h + 2anll, + aanl + a1pl 4 a5ml 4 a5pl)
+ 45h8, + 39n8 + 42088 4 3601, + 36h%, + 3301,

+39h5% 4+ 39R + 39nl% 4+ 3301 + 39nl5L + 3601,

+36R1 + 36R1 + 45R 4 5apl 4 ARl 4 4aplE
+ 50, + 44nlL + 44nB 4+ 4008 + 46R8 + 4308
+ 433}, + 34h5)y + 43hjs + 39h8L + 39AT), + 3953,
+ 45h5, + a8nll + 48hll + a1nll 4 a7hl] 4 3800,
+ 388, + 37hEL + a6nl, + 4608, + 46n5L, + 40nE
+ 468 + 45 + a5+ a5+ 105R5L

+ %[zm[f; +4nl — 25nl 118+ 4pl 4 10810 + 11008

+ 5hiy + AR5 + A5 + B + 4Rl + 3R + 6RY)
+ 60 + onl% + 608 + 601 + 9nl%] 4 605 + 6L
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+9n 4 6 +60h}

LG [115h — 1A 4 10ml + 108l — 1181 + 186h[{§]

<6[

+3 5 (56 — 262s) [zhg?’] Ry h[;”]} 840h12 — 1373h[2]]

- %C;?hff} + 1C2C32 - §53C5 + 3(131711 Gs — §C5,3 : (1.115)
ED(1,0,1) = ——h2] G (1.116)
EA(Lv,1) = 5 [h[g* + 3h[{§] . %@ [h[f] - 3h£3]} + E@, (1.117)
E®(1,0,1) = —% [ Y A C A By 4 I 15h[g§]

R S IR0

+ ig [21}&12] . 55h[3]] - ﬁg) 2, (1.118)

EW(1,0,1) = % [ — 18K — 18— 18nl - 1411[781 — 18K — 185l
— 14n8 — 1008 — 248 — 2488 4 508 — 201
—20h5) — 20nl) — 16RE] — 5AS) — 188 — 18R[]
— 18R — 14nl, — 24l — 240 — 2008, — 1008,
— 14h{}; — 14R{; — 20h1; — 9Afly — 10hT3, — 10h;
— 5hiys — 12hid, — 12hd; — 12hig; — 10k, — 18hig
— 18h{, — 16h17, — 8hlY; — 12 — 120, — 1841,
— 10h{Y; — 10h}g; — 10hYy, — 8hidy — 8higy — 8hi),
— 14hiys — Shyjs — 8hyly — 8hyly — Shiy, — Ghygs
— 65}, — 6nlS) — 35 + 105R5%;]
L [ 40+ 4 — 25p8 1 1188 + 49 4 100

+ 1108 + 5 4 2p8) 1 gl 4 8R4 gp 0]
+9n) + 5nld + 6nlY + 30l + 105h[6]]

+ % [115h[;” —o1hl o1l ¢ 333h§45]}
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®®—2QQWM3+MQ+Mﬂ

Cﬁ 2 2 2
24 [840h 2213081 - égghg}
36271 3
+ 5(2(;? 1— 54‘365 + G —1§<5,3, (1.119)
- 1
EVu,1,1) = —3 [6(11563] + Rl 4 hg?g RS 4 nl)

+6(h] + hE + hS B+ nly))
+5(hi + nl + S plS 4 p] )]

1
-3¢ [hg‘” + A4+ nll - 6h[{§] + Z@hgﬂ . (L121)
and

~ 1 8 8 8
EW (u,1,1) = 6 [4Oh[20]5 + 41<h[1517 + h[22]9) + 43<h[37 + h245)
8 8] 8] 8
+ 44(}1[1421 h[153 h[155 + h’189 + h197 + h[2(11
8 8 8]
+ hzog h[22]1 + h[zz*]s + h[235)

8 8 8 8 8 8
+45(h + Bl nS) + Sl + hEL + nil)

8 8
+46(hlg + Al + Ri + hS + A + Wb,

+ hify + i)
+ 47(hi5, + hgs + higiy + hatg + o)
+ 48(hgs + hits + Aois + his + hiy)
+49(h, + h[1883)
+50(hidy + by + higg + his + hity + higg)
+ 51(hids + hitr + hig + hi; + by + hi)y)
+ 528,
+ 54(hids + hygy + higy + hligs + higs)

8 8 8 8
+57(h, + Al + 60(Al + Ri)
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1
+ gCa | Alhgs + hgg + hig) + high + hi]
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+ by + i — 2(hi + hi3)
6 6 6
+6(hiy + bl + hiy)
+3(hl) + nfl) — 45nf]

1
+ <G| 100 + i + hlf) — 147hlY]
3

— 5(5G = 262Ga) (¥ + he') = 35Gahs” (1.122)

We provide these formulae in the same ancillary file that contains the functions’ values
on the lines (u,u, 1) and (u, 1, u).

Actually, these functions are not all independent; they obey

E(u,1,1) = E(u,1,1) — B(1,u,1). (1.123)

This relation follows from the spurious pole constraint (1.41), which holds for F and
E as well as for V and V because Rg and Y are totally symmetric. However, there
is an issue of choosing the sign for the parity-odd function, or equivalently the choice
of y; versus 1/y; as one approaches this limit. If one lets u — 1, v = u, w — 1 in
eq. (1.41), one obtains eq. (1.123). On the other hand, if one lets u — u, v — 1,

w — 1 1in eq. (1.41), one obtains the same equation but with the opposite sign for

E(u,1,1).

The functions E® (u,1,1) have a relatively simple form because dE(u,1,1)/du
has the form of 1/u times a pure function, with no 1/(1 —u) contribution. Inspecting
these terms in the u derivative in eq. (A.2), after taking the limit (u,v,w) — (u, 1, 1),

we find that the following linear combination of coproduct entries vanishes:
EY(u,1,1) + 2 B¥ (u,1,1) — E¥ (u,1,1) — E¥*(u,1,1) = 0. (1.124)

However, we have not yet been able to prove that this combination vanishes to all
orders, for example as a consequence of the spurious-pole constraint and the @ rela-

tions.
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Figure 1.3: VW (u,1,1), V@ (u,1,1), VB (u,1,1), and V¥ (u, 1, 1) normalized to one
at (1,1,1). One loop is in red, two loops is in green, three loops is in yellow, and four
loops is in blue.

Next we plot the functions V and V on the lines (u,1,1) and (1,v,1). For V(u,1,1)
and V(1,v,1), shown in figures 1.3 and 1.4, respectively, we again normalize the plots
so that each curve takes the value of unity at the point (u,v,w) = (1,1, 1).

We cannot use this normalization for f/(u, 1,1), because this function vanishes at
the point (1,1,1). Instead, we normalize each loop order so that the coefficient of
the In® u term in the v — 0 limit is equal to unity. As u — 0, the functions (before

normalization) behave as follows:

5 1
VO, 1,1)uso = —36 Inu — 15—644, (1.125)
- 47 343 1
VO (u,1,1) a0 = 3—2c4 In?u + @@ — ch : (1.126)
5 13 1
V& (u,1,1)]us0 —53@ In* u + Gl (9¢5 — 2¢2¢3) In®
1 1
~ 68 (8173¢s + 48¢5) In*u + 5 (27¢oCs — 40¢3¢,) Inu
3., T3 52217 33
- G — s 1.12
8C2C3 + 16(3(5 5560 Gs + 80C573 (1.127)
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Figure 1.4: V) (1,0v,1), V@ (1,v,1), V& (1,0,1), and V®(1, v, 1) normalized to one
at (1,1,1). One loop is in red, two loops is in green, three loops is in yellow, and four
loops is in blue.

Note that when we use the normalization based on the In? u coefficient, all three func-
tions in figure 1.5 look almost identical! This is quite surprising, because V%) (u,1,1)
actually diverges like In*u as u — 0, while the lower-loop functions only diverge like
In? u. The coefficient in front of the In* u divergence is apparently small enough that

it does little to change the shape of VW (u, 1,1) over a large region of the u line.

1.7.4 The line (u,u,u)

Unlike the lines discussed above, the hexagon functions do not collapse to HPLs
on the line where all of the cross ratios are equal. Instead they become cyclotomic
polylogarithms [127]. Using the differential equations that they obey, it is relatively
straightforward to evaluate these functions in terms of series expansions, either around
u=0,u=1o0ru= oco. Forthe part of the line where u < 1/4, we have an
alternate representation of V' in terms of multiple polylogarithms. That is because

A(u,u,u) = (1 —u)?(1 — 4u) is positive for u < 1/4, and this segment lies in the
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V(u,1,1)
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Figure 1.5: f/@)(u, 1,1), I~/(3)(u, 1,1) and v (u,1,1) normalized so that the coeffi-
cient of the In®« term in the u — 0 limit is unity. Two loops is in green, three loops
is in yellow, and four loops is in blue.

Region I defined in ref. [34]. On the whole line (u,u,u), V vanishes by symmetry.
We plot V(u,u,u) in figure 1.6, normalized so that at each loop order the function
has the value unity at the point (1,1, 1).

Among other uses, this line allows us to identify a place where the ratio func-
tion crosses zero, which is fairly stable with respect to the loop order. For each L,
V) (u,u,u) crosses zero near u = 1/3, although the exact point shifts slightly with
the loop order. Denoting by u(()L) the value of u for which V&) (u,u,u) equals zero,

we have for this zero crossing,

u) =0.372008. .., ul? =0.352838.. ., (1.128)
u$ = 0347814 .., ul? =0.346013 .. ..

The functions V) (u, u,u) oscillate as u — 0, leading to additional zero crossings
near the origin. In particular, V® (u,u,u) has a zero crossing near 0.0015, while

VG (u,u,u) crosses near 0.007 and again near 1.3 x 107%. V®(u,u,u) has three
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V(u,u,u)

Figure 1.6: VO (u,u,u), V@ (u,u,u), VO (u,u,u), and V® (u,u,u) normalized to
one at (1,1,1). One loop is in red, two loops is in green, three loops is in yellow, and
four loops is in blue.

additional zero crossings, at roughly 0.014, 0.000025, and 7.2 x 1071°. This can be

seen from the small-u limits of these functions:

1 1
VO (u,u,u) ~ 3 lnzu—i—é@, (1.129)
1 3 1 53
VO (u,u,u) ~ T In*u — 5@ In®u + §C3 Inu— 1—6(4, (1.130)
1 41 1 419
V(S)(U,U,U) ~ @ 1H6U— %CQ ln4u+ gCg ln3u+ 5(4 1I12U
3 2589 1
(2642 )1 2 ()?, 1.131
( C5+4C2C3 nu -+ 198 Co 4@3) ( )
1 43 1 557
V(4) ~ —] 8, 1 6 i 1 5 e 1 4
(u,u,u) T 1152C2 nu—|—96C3 n’u + %6 (4 In*u
1 1
. E(23 Cs + 32 @4"3) Indu — E(mgn Co— 8§§> In?
1
+ 5 (300G + 108 GoGs + 121 GGy ) Inw
131867 3. 5 11
~ 1o Gs + 3 GG + T C3Cs - (1.132)
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We note that the multiple zeta value (53 does not appear in this particular limit of
the four-loop ratio function; nor did it appear in the same limit of the remainder
function [35]. Its absence could be a hint that there might be a relatively simple

description of this limit.

1.7.5 Faces of the unit cube

We can also examine V and V on the faces of the unit cube in cross-ratio space. Here
the functions do not collapse to HPLs, but they do still reduce to simpler bases of
functions which can be readily treated numerically. There are two cases to consider:
planes where one of the cross ratios goes to one, and planes where one of the cross
ratios vanishes. We will consider each in turn.

First, we consider the plane where one of the cross ratios goes to one. For con-
creteness, we choose w — 1, so the surface is (u,v,1). This limit was discussed in
section 1.2, where it was used to ensure the vanishing of spurious poles. Recall that

in this limit, our symbol entries behave as follows:

u(l —v) 1 (u—v)?

w1, yu%(l—W)mv P T w) ol —u)

1—u
w — — . (1.133
Yo = 7 (1.133)
Thus in this limit our set of nine symbol letters reduces to the following five:
Swo1 = {u,v, 1 —u, 1 —v, u—v}. (1.134)

We cannot represent this function space solely with one-dimensional HPLs (Hz(u)
and Hgz(v) with @ € {0,1}), due to the u — v entry. However, it is relatively straight-
forward to express any function with these symbol letters in terms of Goncharov
polylogarithms, which in turn can be evaluated numerically with GINAC [125, 126].
(We could have used instead the 2dHPL functions introduced by Gehrmann and
Remiddi [128].)

For V(u,v,w), there are two distinct cases to consider. We can either let v — 1,
or let w — 1. The u — 1 case is related to the w — 1 case by u <> w symmetry.

For the w — 1 surface we find relatively simple behavior, shown in figure 1.7.
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Figure 1.7: V®(u,v, 1) plotted in v and v.

The function V® (u,v,1) is approximately symmetric under u <> v. It crosses zero
around the line © + v = 0.3, and increases as v and v increase. Since the function
crosses zero on this surface, plotting ratios between V' at different loop orders is not
especially informative, so here we plot only V®(u, v, 1).

If we instead take v — 1, the function V' (u, 1, w) is exactly symmetric under ex-
change of u and w. It also has uniform sign. Taking advantage of both of these proper-
ties, we show in figure 1.8 the ratios of V® (u,1,w) to V® (u, 1,w) and V) (u, 1, w)
to V@ (u,1,w) on the same plot. Here V®(u,1,w)/V® (u,1,w) is plotted in the
top-left corner, while V® (u, 1,w)/V® (u,1,w) is in the bottom-right. In both cases,
the missing part of the plot is just the mirror image, due to u <> w symmetry. We
find that these inter-loop ratios are quite heavily constrained, staying between —4
and —8. Note in particular that V® (u, 1,w)/V® (u, 1, w) is significantly flatter than

VO (u,1,w)/V®(u,1,w). This is encouraging; we expect the ratios to continue to
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Figure 1.8: Ratios of V'(u, 1,w) between successive loop orders, plotted in u and w.
V@ /VG) s in the top-left corner, while V) /V?) is in the bottom-right.

become more constrained at higher loops due to the finite radius of convergence of
the perturbative expansion. In non-singular regions, we expect the inter-loop ratios
to approach —8 at very large loop order [35].

We can also look at the parity-odd functions on this plane. Here, we need to
make a choice to avoid ambiguity. As discussed in section 1.2, V has a “gauge”
redundancy: we can add an arbitrary totally antisymmetric function to it without
affecting the full ratio function. This ambiguity will have to be dealt with in order to
present numerical results. Rather than fixing it in some arbitrary way, here we avoid
the ambiguity altogether by taking differences of cyclic permutations of f/(u,v,w).
Totally antisymmetric functions are cyclicly symmetric, so their contribution will
cancel in these differences. The full ratio function can be expressed only in terms of

the cyclic differences, with no independent appearance of V.
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Figure 1.9: VW (v,1,u) — VW (1,u,v) plotted in u and v.

There are three such differences to consider, V(v, w,u) — V(w,u, v), f/(u, v, W) —
V(v,w,u), and V(w,u,v) — V(u,v,w). Taking w — 1, this gives us V(v,1,u) —
V(1,u,v), V(u,v,1) — V(v,1,u), and V(1,u,v) — V(u,v,1). Of these, V(v,1,u) —
V(1,u,v) and V(u,v,1)=V (v, 1, u) exchange under u <+ v, while V (1, u, v)—V (u, v, 1)
is symmetric under u <+ v. As it turns out, f/(v, 1,u) — ‘7(1, u,v) crosses zero while
V(1,u,v) — V(u,v,1) does not. As such, we can plot these cyclic differences of V' in
the same format we used for V. Figure 1.9 plots V® (v, 1,u) — VW (1, u,v), while fig-
ure 1.10 shows the ratios (‘7(4)(1, u,v) — V& (u, v, 1)) /(f/(?’)(l,u, v) — VO (u,v, 1))
and (‘7(3)(1, u,v) — VO (u,v, 1)) /(V(z)(l, u,v) — VO (u,v, 1)) in the two panels sep-
arated by the diagonal line u = v. The latter plot again shows fairly constrained
inter-loop ratios, varying between —3 and —8, and varying significantly less as the

loop order increases.
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Figure 1.10: Ratios of V(1,u,v) —V(u,v,1) between successive loop orders, plotted
in v and v. VW /V®) is in the top-left corner, while V® /V(?) is in the bottom-right.



CHAPTER 1. THE RATIO FUNCTION AT FOUR LOOPS 7

Next, we consider the plane where one of the cross ratios goes to zero. For con-
creteness, take v — 0. In this limit, as was also the case for the w — 1 limit, the y
variables become rational functions of u, v, and w:

u v(l —u)(l —w) w

U_> , w—)—. 1135
1—w’ Y (1—u—w)? Y 1—u ( )

Yu —

(Equivalently, one could take the y; to the inverse of these values.)

In contrast to the limit w — 1, which is smooth (on the Euclidean branch), the
hexagon functions can have logarithmically divergent behavior as v — 0. As such, we
expand all quantities in powers of Inv. The coefficient of each power of In v will then

be a polylogarithmic function with symbol entries drawn from the following set:
Soso = {u,w, 1 —u, 1 —w, 1 —u—w}. (1.136)

To plot these functions, we use a similar GINAC-based implementation to that used
for the w = 1 plane. Here there are two distinct regions to consider, due to the
1 —u —w symbol entries. We can either consider u+w > 1, or u+w < 1. In general,
these two regions require different implementations, which together can cover the
whole positive quadrant u,w > 0. Here we just show results for the unit square.

In figure 1.11 we plot the v — 0 limit of the parity-even functions V& (u,v, w)
and V® (v, w, u) in the left and right columns, respectively, for each of the coefficients
of In* v that are nonvanishing, k¥ = 0,1,2,3,4. (In general, V) and V) have a
maximum divergence of In* v at L loops, at least for L < 4.) Figure 1.12 plots the
parity-odd functions V® (v, w,u) —‘7(4)(@0, u,v), and 14S (u,v,w) —V® (v,w,u). The
other possible arguments are related by permutations. In both figures, the left panels
are exactly symmetric under the exchange u <+ w. Since the highest power of Inv in
this limit increases with loop order there are no simple inter-loop ratios to show on

this plane, which is why we plot only the four-loop functions.
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Figure 1.11: V®(u,v,w) and V® (v, w,u) plotted in the v — 0 limit. The coefficient
of each power of Inv is plotted separately.
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Figure 1.12: ‘7(4)(v,w,u) — ‘7(4)(w,u,v) and ‘7(4)(u,v,w) — ‘7(4)(v,w,u) plotted in
the v — 0 limit. The coefficient of each power of Inv is plotted separately.
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1.8 Conclusions and outlook

In this paper we have continued the hexagon function bootstrap program initiated
in ref. [32]. By calculating the six-particle NMHYV ratio function through four loops,
we have completed the description of six-point amplitudes at this loop order, com-
plementing the earlier MHV results [35]. We extended the basis of hexagon functions
constructed in ref. [34] to transcendental weight eight. We used the weight-seven part
of this basis to construct an ansatz for the {7,1} component of the coproduct of the
NMHV coefficient functions V and V', which we then constrained through a series of
physical inputs.

The most powerful such input comes from the ) equation. Previously, this equa-
tion was understood to imply a seven-final-entry condition. We now understand that
it actually leads to a much more powerful set of relations between different permu-
tations of the functions E(u,v,w) and E(u,v,w) [98]. This set of relations allowed
us to work from an ansatz which, at four loops, had only 34 free parameters, and we
could fix all but five of them by requiring the collinear limit of the ratio function to
vanish.

The five remaining parameters were then fixed by appealing to the multi-Regge
limit. By using an extension of the ansatz proposed in ref. [61] that we detailed
in ref. [37], we used lower-loop information to predict the multi-Regge limit of the
NMHYV ratio function at leading-log and next-to-leading-log order. This allowed us
to fix the remaining parameters in our ansatz. The terms in this limit that are of
subleading logarithmic order have all been predicted using integrability [62]. They
serve as a cross-check on our results.

With a unique result for the ratio function in hand, we proceeded to take the
near-collinear limit and compare to the Pentagon OPE approach of Basso, Sever, and
Vieira. Here we found perfect agreement with their published results [49] and those
of Papathanasiou [121, 122] and Belitsky [53, 54, 116]. We also computed the multi-
particle factorization limit, which takes a very simple form and agrees completely
with integrability-based predictions [124].

Plotting V' and V over a variety of lines and planes through the space of cross
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ratios, we found its behavior to be broadly similar across loop orders. In particular,
we observed that, outside of regions where the functions vanish and corners containing
logarithmic divergences, the ratios between successive loop orders are fairly flat, and
generally stay between —4 and —8.

Recently, based on investigation of the positive Grassmannian [11], it was conjec-
tured [129] that the remainder function ought to have uniform sign in a particular
region of cross-ratio space. While this conjecture appears to be false near the origin
for the remainder function, a similar conjecture seems to hold true for a bosonized
version of the ratio function. Using the “data” found in this paper through four loops,
we will explore this conjecture in future work [70].

Our new understanding of the () equation has led to remarkably powerful con-
straints. After applying it, the number of free parameters remaining appears to only
increase by around a factor of three at each loop order. If this trend continues, there
should only be around a hundred unfixed parameters at five loops, comparable to
the number that needed to be fixed for the four-loop MHV remainder function. This
suggests that the five-loop ratio function may be well within reach. If so, it would be

a great opportunity to see just how far the hexagon function program can extend.



Chapter 2

The Complete Amplitude at Five
Loops

2.1 Introduction

To “bootstrap” generally refers to solving a problem via an ansatz constrained by
symmetries and physical principles. This is naturally most successful in very special
theories such as low-dimensional integrable models, but it has also proved powerful
for conformal field theories in arbitrary dimensions. The hexagon function boot-
strap [32, 38] is a perturbative version aimed at solving a scattering problem in a
four-dimensional quantum field theory: the planar limit of N’ = 4 super Yang-Mills
(SYM). While scattering amplitudes in this theory are interesting in their own right,
the methods developed to solve them have often had broader applicability, for example
to computing amplitudes in QCD for scattering at the Large Hadron Collider.

The hexagon function bootstrap exploits the idea that, order by order in perturba-
tion theory, the first nontrivial amplitude in planar N = 4 SYM, the six-point ampli-
tude, “lives” within a relatively small space of functions, which can be parametrized
by a finite set of coefficients. This rigidity means that information from physical
limits, such as when two gluons become collinear, or in a high-energy (Regge) limit,

often suffices to fix the result. In turn this generates new predictions, a fact which

82
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has led to much fruitful interplay with the pentagon operator-product-expansion pro-
gram [48, 49, 53, 57].

The aim of this Letter is to point out that the relevant space of hexagon functions
is far smaller than previously thought. This is due to constraints stemming from
the classic work of Steinmann [65, 66, 67], which restrict the analytic structure of
scattering amplitudes in any quantum field theory. We show that, when combined
with Regge exponentiation and the so-called final-entry condition [64], this restriction
makes it possible to bootstrap the six-gluon amplitude to at least 5 loops without any
external input. Analogous constraints can be exploited for n-particle scattering with

n > 6.

2.2 Hexagon Steinmann functions

We consider the scattering amplitude for six gluons (or other partons) in the planar
limit of NV = 4 SYM. A priori, such an amplitude can depend, in four spacetime
dimensions, on 8 Mandelstam invariants. Dual conformal symmetry of this model

restricts the nontrivial dependence to be on 3 cross-ratios [26, 75, 76]

512545 523556 534561
u = , U= , W= : (2.1)
51235345 52345123 53455234

where s;_ 1 = (pi+ -+ +pr)? are Mandelstam invariants. The same symmetry forces
the four- and five-particle amplitudes to be essentially trivial, which is why we con-
centrate on six particles. It has been conjectured that the amplitude, which is a tran-
scendental function of these three variables, lives in a restricted space of “hexagon”
functions [32]. These are iterated integrals with singularities generated by logarithms
of the nine letters [42]

S = {’LL, v,w, 1—’LL, 1_/07 1—’(1}, Yus Yv, yw}a (22>

where

B 1+u—v—w—\/z

= . A= (1—u—v—w)? — duvw,
1+u—v—w—|—\/z ( )

Yu
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and cyclic rotations act as
C: u=v=w—=u Yu— 1y = Yo — 1y, (2.3)

while parity acts as w; — u;, y; — 1/y;. These letters arise naturally as projectively
invariant combinations of momentum twistors [81], variables that make manifest the
dual conformal symmetry. Multiple zeta values (4, 4,.... With positive indices ¢; also
appear.

Branch cuts for massless scattering amplitudes start only at vanishing values of
the Mandelstam invariants, s; , = 0. Consequently, there is a canonical Riemann
sheet on which the amplitude is analytic in the positive octant w,v,w > 0. This
constraint is included in the definition of hexagon functions. It implies a “first-entry”
condition [46]: discontinuities associated with the letters (1—u) = 0 or y,, = 0 are not
visible in the canonical Riemann sheet; however, they can be exposed after analytic
continuation. The physical interpretation of the restriction (2.2) is that, even after
analytic continuation along an arbitrary complex path, the only possible branch points
remain those characterized by S.

The focus of this Letter is the Steinmann relations, which state that an amplitude
A can have no double discontinuities in overlapping channels [65, 66, 67]. Using the
correspondence between discontinuities and cut diagrams via the Cutkosky rules [130],
overlapping channels correspond to cut lines that intersect. Thus for example the

channels s345 and s34 overlap, which leads, schematically, to:
Steinmann relation:  Discg,,, (Discs,,, A) = 0, (2.4)

illustrated in figure 2.1.

We focus on three-particle invariants s;j; because these can change sign along
fairly generic codimension-1 surfaces in the space of external momenta. The relation
can therefore be probed with real external momenta. (In contrast, massless thresholds
in two-particle invariants s;; occur at phase space boundaries where other invariants
may change sign; it is unclear to the authors how to extract putative constraints from

these thresholds beyond the Regge limit [58].) For functions of the cross-ratios u, v, w,
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1 6 1 6

Figure 2.1: Ilustration of the channels s345 and s34 for 3 — 3 kinematics. The
discontinuity in one channel should not know about the discontinuity in the other
channel.

the discontinuity with respect to s34 can be computed by rotating v, w by a common
phase, as follows from eq. (2.1). The general Steinmann relation (2.4) thus implies
— for the special case of dual-conformally invariant functions — that the following

combination is analytic in a neighborhood of r = oc:

0 = Dise,—oc[A(ru, v6'™, re™)) — A(ru,ve™", re=m),

(2.5)

where u,v > 0 (and r > 0 before taking the discontinuity). The reason why r = oo
appears is that the three-particle invariants appear in the denominators of eq. (2.1).

Focusing on the region where all three cross-ratios are large and combining this
condition with its permutations, we obtain an equivalent but more practical state-
ment: the amplitude must be expressible as a sum of terms with singularities in only

one three-particle channel:
u u v v w w
A= ; [ak log” (w) + a? log* (E) + a¥ log" <%>] , (2.6)

with the a’”" analytic around v = v = w = 0.
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2.3 The Steinmann basis to weight 4

A complete basis of 88 hexagon functions at transcendental weight 4 was originally
constructed in ref. [33]. The Steinmann relations imply that only a subspace is phys-
ically relevant, a subspace sufficiently small that it can be described in this Letter.
We begin with weight 1, where the first entry condition allows only elementary loga-
rithms: logu, logv, logw. To build the higher weight basis, we use the fact that all
derivatives of a Steinmann function also obey the Steinmann relations.

The derivative of a weight-k hexagon function F' has the form [34]
9
dF =Y F'dnS;, (2.7)
i=1

where F are weight-(k—1) hexagon functions and S; € S in eq. (2.2). We thus make
an ansatz (2.7) for the derivatives of F' where the F" are Steinmann functions. For the
ansatz to represent a function, the partial derivatives must commute (“integrability
condition”). Once this condition is solved, the analyticity and Steinmann properties
simplify dramatically. It suffices to impose the following constraints, which serve only

to fix a few coefficients of zeta-values of weight (k—1) and (k—2):
o v F¥ and F¥ must vanish at (u,v,w) = (1,0,0) [34, 38].

e The sy3u-discontinuity of F* + F17% + F* + F'=% must vanish at (u,v,w) =
(400,0, —00).

Cyclic rotations of these conditions are implied. The first condition enforces the
absence of unwanted discontinuities [46] at function level; the second condition does
the same for the Steinmann condition (2.5).

Following this procedure, at weight 2 we find 7 elements: the constant (, and two

cyclic orbits containing

K, = Liy(1-1/u), L% = 1[log®(u) + log*(v/w)] .
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The naming convention will be explained shortly. Already, the Steinmann relations’
impact is noticeable: without it there would be three additional functions, log®u,
log® v and log® w, which do not satisfy eq. (2.6).

At weight 3, the basis contains 17 elements, the 5 cyclic 3-orbits of

Ky 31 log®(1/u) + 3 log(1/u) log*(v/w),
K3, = Lix(1/u)log(1/u) — 2Lis(1/u) + 20,
K{, = K, log(v/w), K, = —Lig(1—-1/u),
QK = (Glog(l/u), (2.9)

the constant (3, and a single parity-odd element: the six-dimensional scalar hexagon
integral ®q [131, 132, 34].

At this stage we see that the functions in egs. (2.8)-(2.9) depend nontrivially
on only u, apart from simple powers of log(v/w). We can construct 3 x 281 similar

elements at weight &, as follows. We start from “seeds” which trivially satisfy eq. (2.6):

(2.10)

We then construct nontrivial functions as a simple generalization of harmonic poly-
logarithms (HPLs) [115] with argument x = 1/u, by integrating the seeds from the
base point u = oo. Using this base point automatically maintains the Steinmann
relations. The constraint of analyticity for u > 0 is enforced by recursively removing

values at u = 1:

Y dy 10g2 ()
K! = LY + LK (2, 2 2.11
Z,. u ZC] / 1 — Z_ 1) ( ’LU)’ ( )

where the zeta-valued coefficients ¢; are chosen uniquely to make the total vanish
at v = 1. Without the ¢;, the recursive definition would be identical to that of
HPLs with argument x = 1/u, which makes it straightforward to express the K* as
combinations of HPLs. At weights 2 and 3, this definition agrees with the examples
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Constraint L=1 L=2 L=3 L=4 L=5

0. Functions  (10,10) (82,88) (639,761) (5153,6916) (77777,77777)

1. Steinmann ~ (7,7)  (37,39) (174,190) (758,839)  (3105,3434)
9. Symmetry  (3,5) (11,24) (44,106)  (174,451)  (772,7777)
3. Final-entry  (2,2) (5,5) (19,12) (72,32) (272,83)
4. Collinear  (0,0)  (0,0)  (1,1) (3,5) (9,15)
5. Regge 0,0) (0,00  (0,0) (0,0) (0,0)

Table 2.1: Free parameters remaining after applying each constraint, for the 6-point
(MHV,NMHV) amplitude at L loops.

given.

Defining K¥, K", L” and L™ as cyclic images of K*, L* the K functions with
positive indices do generate 3 x 2¢! linearly independent elements. There is one
exception: the three K" for even weight & are linearly dependent, so for even k we
use L;”"" instead.

At weight 4, the Steinmann basis contains the 8 3-orbits generated by:
LZ? Kﬁ?ﬁ Kg,Qv Kg,lv Kﬁl,% Kﬁ2,17 Kg,l,l? Kﬁl,l,l'

The iterative construction also generates 5 “non-K” functions: 3 parity-even functions
— the integral Q® [33, 34] and its cyclic permutations — plus 2 parity-odd functions.
Ten more functions come from multiplying (5, (3 and (4 by the lower-weight Stein-
mann functions listed earlier. In summary, at weight 4 there are 39 physically relevant
Steinmann functions, to be contrasted with 88 in the original hexagon function space.

This gap increases rapidly with higher weights, as evidenced by the first two lines
of table 2.1, which was generated by implementing the construction iteratively. The
paucity of Steinmann functions is because the space is not a ring: the product of two

Steinmann functions is generically not an allowed function.
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2.4 Application to two loops

Before using the Steinmann basis to help bootstrap the hexagon amplitude, we com-
ment on the subtraction of its infrared divergences. A particularly convenient scheme
for removing infrared divergences in the SYM model is to divide by the so-called BDS
ansatz [31]. This soaks up the dual conformal anomaly, leaving a remainder which
depends only on the cross-ratios u, v, w, and furthermore vanishes in soft and collinear
limits [75, 76].1

However, in order to preserve the Steinmann relation (2.4), it is critical to divide
only by quantities which are free of three-particle discontinuities. This singles out the
so-called BDS-like ansatz [113, 38] Ry;:

R% = M}gare/MGBDsflike ] (212)

In fact, the amplitude is a function of the helicity of all 6 particles, in a way which
can be neatly encoded in so-called R-invariants [29, 81]. In this Letter we thus deal
with bosonic functions £, F and E which encode all the information and correspond
to suitable components of the MHV and NMHV BDS-like remainders. Schematically,
R, ~ E®E® E. The relations to the more conventional BDS MHV remainder (Ry)
and NMHYV ratio function (V, V), defined for example in ref. [38] (to which we refer

for further details), are:

eRo = gemilewf” V= E/E V= EJE, (2.13)
where ifcusp = g% —2(,g* + . .. is the cusp anomalous dimension, known exactly as a
function of the coupling ¢ = % [114]. We stress that while £, E' and E obey the
Steinmann relations, Rg, V and V do not: the space of Steinmann functions is not a

ring.

!The reader may object that higher-order poles in € = (4 — D)/2 in the BDS ansatz mean that
the full amplitude is not determined through O(e®) by the remainder function alone. However, it
has been proved [133] at next-to-next-to-leading order that the higher-order terms in € in one-loop
amplitudes are not needed, if one knows the two-loop remainder function to O(¢®). Based on the
universal nature of infrared divergences and their cancellation, we expect the same result to hold to
higher perturbative orders.
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Let us describe a concrete example, the bootstrap of £ at two loops. We begin by

applying the following:
1. & is a hexagon Steinmann function
2. & is parity-even and dihedrally symmetric

3. The collinear limit to leading power is universal:

lim & = ¢~ eusn(L3+2C2) 4. O(vv In* ).

v—0
In the weight 4 Steinmann space, no linear combination vanishes in all three collinear
limits. Therefore the two-loop MHV amplitude is fully determined by just the above
three conditions! Loop-expanding using & = £ + ¢g2€M + ¢*£®3) 4 | the result at

tree-level is £) = 1, at one loop
EW = Ki + KY| + K}, (2.14)
and at two loops
ED=(1+C+CH [P K}y —4K} | 1 — G K +8C, (2.15)

where the cyclic rotation C' is defined in eq. (2.3). This result agrees completely with
refs. [42, 33].

For MHV at higher loops, and for NMHYV, we imposed an additional “final-entry”
condition, obtained by considering the action of the ) generator of dual supercon-
formal transformations [64]. The MHV final-entry condition is simply £'™* = —&,
plus the cyclic relations. Similarly, the differential of the NMHV BDS-like remainder
is spanned by the 18 elements listed in eq. (3.10) of ref. [38]. These conditions almost
completely determine the higher-loop amplitudes; we need information from only one

more limit.
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2.5 Regge exponentiation and bootstrap

In the multi-Regge limit of 2 — 4 gluon scattering, the four outgoing gluons are
strongly ordered in rapidity. The cross-ratios have the limits v — 1, v,w — 0,
but on an analytically continued Riemann sheet which ensures nontrivial Lorentzian
kinematics. This limit has been thoroughly analyzed for both MHV and NMHV
amplitudes [58, 59, 60, 61, 62, 37]. Amplitudes exponentiate in terms of Fourier-Mellin

variables v, m which are conjugate to the transverse plane coordinates, schematically:
E(v, m,vw) Tosse, ®(v,m) x (—1/\/vw)w(y’m) (2.16)

where the Regge trajectory w vanishes at tree level and ® is an “impact factor”. Ex-
ponentiation implies that terms with log?(vw) or higher powers of the large logarithm
are predicted by the multi-Regge limit at lower loops.

Remarkably, through five loops such terms suffice to fix all remaining parameters
and uniquely determine &, E, and E! Terms with log(vw) or lower were not needed,
but rather led to predictions for the next loop order, enabling a pure bootstrap with
no external information. The constraints are summarized in table 2.1.

With &, E, and E fixed through five loops we can evaluate them numerically on
a variety of lines in cross-ratio space. Figure 2.2 shows the remainder function on
the line (u,u,u). We have also used “hedgehog” variables [97] to generate multiple
polylog representations of these functions in one bulk region [134].

Past implementations of the hexagon function bootstrap employed a variety of
other constraints, which the Steinmann relations render unnecessary, or relegate to
cross checks. For NMHV, the representation in terms of R-invariants has poles at
kinematically spurious points that must cancel between different permutations of E
and E [33]. Now, after imposing the collinear constraint in table 2.1, the spurious
poles cancel automatically. Similarly, for MHV and NMHYV the @ equation predicts
not only final entries, but next-to-final entries; however, again these constraints are
satisfied automatically.

For both MHV and NMHYV, the pentagon operator product expansion (POPE) [48,
49, 53, 57] served previously as a powerful bootstrap constraint [34, 37]. Now Regge
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Figure 2.2: The remainder function Rg, evaluated at ratios of successive loop orders
L on the line u = v = w. The spike is an artifact due to RéL) (u,u,u) crossing zero
very close to u = 1/3 at each loop order.

exponentiation is enough to obtain a unique result. Nonetheless, we do check our
results against the POPE predictions. We find complete agreement through five
loops, to each order in the OPE we have computed (T and T?F? for MHV [48, 121,
50, 122, 109, 135] and T" for the (6134) component of NMHV [49, 121]).

In [37], two of the authors conjectured a relationship between the L-loop MHV
amplitude and the (L—1)-loop NMHV amplitude. Our five-loop MHV amplitude
allows us to verify this relation at one more loop order. Expressed in terms of the

functions defined in eq. (2.13), it reads (using the coproduct notation [37])

g2 <2E—(€) — (c/’yu,yu_i_gyw,yw_35yv,yu_5v,v_51—v,v
+2<5yu,yu+gyw,yu)_5yu,yw _Syw,yu. (217>

This relation calls out for explanation.

Remarkably, the space of Steinmann functions appears to be “not much larger”
than required to contain £, F and E, if we include all derivatives of higher loop
amplitudes. Up to at least weight 6, the complete space is needed, apart from certain
unexpected restrictions on zeta values. For example, the weight 2 functions found
by taking 8 derivatives of £, E(®) and E®) span a 6 dimensional subspace of the 7
dimensional Steinmann space: Ki';, Ly + 2(a, plus cyclic; (o is not an independent

element. In an ancillary file, we provide a coproduct representation of this trimmed
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basis, which suffices to describe &, E and E through five loops. We also give HPL

expressions for these functions on the lines (1,v,v) and (u,1,1) [134].

2.6 Conclusion

Leveraging the power of the Steinmann relations, we have bootstrapped six-point
scattering amplitudes in planar N’ = 4 super Yang-Mills through five loops. Loop by
loop, these amplitudes are dramatically simpler than one would expect. Crucially,
we did not need any external input: all constraints imposed are either general or are
fixed by behavior at lower loops. Yet higher loops, or even finite coupling, may well
be accessible too.

Unlike other techniques used to calculate in N' = 4 SYM, the Steinmann relations
apply in general quantum field theories. Their strength here suggests that these
often-neglected constraints may have broader applicability, perhaps making similar

bootstrap techniques viable in other theories, such as QCD.



Chapter 3

Multi-Loop Positivity of the
Amplitude

3.1 Introduction

There has been substantial progress from many different perspectives in understand-
ing and calculating perturbative scattering amplitudes in N = 4 super-Yang-Mills
theory [15, 16], particularly in the planar limit of a large number of colors. The
standard Feynman diagram expansion, as well as more modern methods such as gen-
eralized unitarity, are based on the expansion of the (multi)loop amplitude in terms
of different sets of building blocks. These pieces are then individually integrated over
the loop momenta, and the final amplitude corresponds to the sum over all terms.
In recent years, it was shown that both the total integrand and the final amplitudes
enjoy some extraordinary properties. As it turns out, there is a completely different
way to think about each quantity, holistically and without reference to any expansion
in building blocks.

For the integrand there exists a complete geometric reformulation in terms of the
Amplituhedron, which is a generalization of projective polygons into Grassmanni-
ans [13, 14] (see also refs. [136, 137, 138, 139, 140, 141] for recent progress). The idea
is to rewrite the kinematical and helicity variables in terms of bosonized momentum

twistors Z serving as vertices of a geometric object — the Amplituhedron — whose

94
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volume is equal to the integrand of scattering amplitudes in planar N'= 4 SYM. The
definition of this space involves a generalization of the positive Grassmannian that
appears in the context of on-shell diagrams [11].

On the other hand, there has also been great progress in understanding the space
of transcendental functions that contains the final amplitudes. In many cases these
functions are iterated integrals [87], also known as multiple polylogarithms [90, 91].
The weight, or number of integrations, is 2¢ for perturbative amplitudes at loop
order ¢. While the origin of these functions comes from the “dlog” structure of the
integrand, the precise connection is still not understood in general. For example,
there may be obstructions to carrying out the dlog integrations in terms of iterated
integrals. The two-loop equal-mass sunrise integral is in this elliptic class [142, 143],
as is an integral entering the N®MHYV 10-point scattering amplitude in planar N' = 4
SYM [144]. However, it has been argued that MHV and NMHV amplitudes in this
theory should be expressible solely in terms of multiple polylogarithms [11, 85, 86].

A function composed of multiple polylogarithms has a symbol [42], which is con-
structed essentially by repeated differentiation of the function. The alphabet, or set
of letters appearing in the symbol, characterizes the function space. These letters
seem to be closely related to cluster algebras [39, 40]. Once one knows the alphabet,
as well as where the branch cuts are located, one can construct the function space
iteratively. The number of such functions turns out to be much smaller than the
number of independent physical constraints on them, allowing for a unique determi-
nation of the amplitude as a whole without ever inspecting the precise integrand or
its decomposition into building blocks. This program has been carried out for the
six-point amplitude through five loops [32, 33, 37, 35, 38, 68], and for the symbol of
the seven-point amplitude through three loops [41].

Given this excellent progress in understanding both the integrand and amplitude
holistically, it would be great to bring them together. It is not clear yet how the
properties of the Amplituhedron extend from the integrand to the final amplitudes.
However, there is an extension of the Amplituhedron conjecture, namely the existence
of the dual Amplituhedron, which we will test indirectly in this paper. In ref. [69] it

was argued that if the original Amplituhedron can be reformulated into a dual picture
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where the integrand is directly a volume of this space, then this function should be
positive when evaluated inside the Amplituhedron. This positivity property has been
verified explicitly for various integrands up to high loop order. It also turns out to
be true for the integrand of the ratio function — a ratio of amplitudes with different
helicities which is free of infrared (IR) divergences.

It was then conjectured that this positivity property might also hold for the final
transcendental function, rather than just the integrand. In general, the transcendental
functions that determine scattering amplitudes are complex-valued. However, there
exists a Euclidean region in which the amplitude is real-valued, and thus it is possible
to define positivity consistently. For the six-point amplitude, the cross-ratios u, v, w
are all real and positive in this Euclidean region. The conjecture is that the quantities
under consideration are positive in a subregion of this Euclidean region that is selected
by the properties of the Amplituhedron.

This conjecture was explicitly verified at one loop. In this paper we will check
the statement through five loops for the NMHV case, providing strong evidence that
the conjecture is indeed true. In addition, we show that the same is true for the
IR-finite BDS-like normalized MHV amplitude. There are many ways to subtract IR
divergences but the positivity conjecture more or less singles out this function. The
positivity property is very non-trivial and we do not know how to prove it in full
generality even at one loop, not to mention higher-loop examples where our analytic
understanding is even more limited.

To show a simple example, let us consider a function of positive variables u, w > 0,
F(u,w) = Lis(1 — u) + Lis(1 — w) 4+ logulogw — (5. (3.1)

This function will appear later in this paper in a particular limit of the NMHYV one-
loop ratio function, as well as of the BDS-like remainder function. In the first case the
Amplituhedron picture dictates that F'(u,w) < 0 whenever u 4+ w > 1, while in the
second case it requires F'(u,w) > 0 for u +w < 1. Even in this simple case positivity
is not manifest, i.e. the answer cannot be decomposed into a sum of obviously positive

terms (although the positivity proof here is simple, see section 3.3.2). Note that for
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w =1 —u we get the famous dilogarithm identity which sets F'(u,1 — u) = 0, which
also represents a physical vanishing condition on the ratio function in a collinear limit.

In general, positivity relies not only on the sign of transcendental functions like
F(u,w), but also on the sign of rational prefactors. For generic kinematics neither
has uniform sign on its own. Nevertheless, the sign ambiguities of these individual
parts conspire to produce quantities with uniform sign. The statement is even more
interesting because not only the bosonic external data, but also the fermionic vari-
ables, play a crucial role in establishing this surprising and remarkable property. In
the rest of this paper we will flesh out this statement, showcasing numerous regions
in which positivity holds.

In this paper, whenever we refer to positivity, we mean that perturbative coef-
ficients in the loop expansion of a given quantity are positive when the expansion
parameter is the negative of the 't Hooft coupling, —\ = —¢?N,. Or, in terms of
a standard, positive 't Hooft coupling (or multiple thereof), we will be testing for
strict sign-alternation with loop order. That is, one-loop terms should be negative,
two-loop terms positive, three-loop terms negative, and so on. From the point of view
of the (dual) Amplituhedron, the overall sign at a given loop order is not dictated;
what is really expected is a uniform sign as a function of the kinematics. However, we
know empirically that the sign alternates for low loop orders, and we also expect it to
alternate at very high loop orders. The reason for the latter statement is that planar
N = 4 SYM has no renormalons and no instantons, and so it is expected to have
a finite radius of convergence of the perturbation theory. For some quantities, the
radius of convergence is known: it is A\, = 72 for the light-like cusp anomalous dimen-
sion [114], and A. ~ 14.7 for the Bremsstrahlung function, which is another limit of
the velocity-dependent cusp anomalous dimension [145, 146]. These quantities have
no singularity on the positive A axis. Hence their finite radius of convergence is con-
trolled by a singularity for negative A. This fact implies sign alternation at very large
perturbative orders, with successive perturbative coefficients increasing by a factor
that approaches —1/A..

This paper is organized as follows. We begin in section 3.2 by describing the
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regions in which the Amplituhedron construction leads to positive tree-level ampli-
tudes; these regions are where we wish to test the corresponding loop amplitudes
for positivity. Section 3.3 then presents some simple one-loop examples in which this
positivity holds for the NMHYV ratio function. We also define the double-scaling limit,
in which certain monotonicity properties of the amplitude are manifest. In section
3.4 we explore this limit at higher loops, both analytically on certain special lines and
numerically throughout the full region. We go on in section 3.5 to present numerical
evidence for positivity outside of special limits, in the full space of cross-ratios selected
by the Amplituhedron construction. Section 3.6 discusses the positivity properties of
the MHV amplitude, and we conclude in section 3.7.

Appendix E proves positivity and monotonicity for a quantity, 052)(u, w), relevant
at two loops. We also attach ancillary files containing expressions for the quantities

we consider on special lines threading the kinematic space.

3.2 From the Amplituhedron to positive kinemat-
ics

In this section we review the essential ingredients of the Amplituhedron construction
of the multi-loop integrand for planar N’ = 4 SYM, and show how this setup dictates
where we should inspect the multi-loop six-point amplitudes for positivity.

The Amplituhedron space [13, 14] ) is implicitly labeled by n, k, and ¢, where n is
the number of external legs, £ is the number of negative gluon helicities minus 2, and

¢ is the loop order. The formal definition of ) is given by the matrix multiplication
y=C-Z, (3.2)

where C is a (k+2¢) xn matrix with certain positivity properties, and Z is an nx (4+k)
matrix with all (4+k) x (44 k) minors positive. The matrix Z corresponds to external
data (momentum twistors and Grassmann variables); Z only depends on k while the
C matrix also depends on ¢. The loop integrand 2 is then a form which behaves

logarithmically on the boundaries of ).
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The conjecture made in ref. [69] is that the form €2 is positive when the measure
is stripped off and it is evaluated inside the Amplituhedron, i.e. for ) satisfying
eq. (3.2) with positive C and Z matrices. This property does not follow from the
original Amplituhedron proposal. Rather it would provide evidence for the existence
of a “dual Amplituhedron” of which €2 is literally the volume. This space has not
been found yet, but the fact that €2 is observed to be positive is very encouraging.

Let us now consider the final amplitude rather than the integrand. It has a very
complicated branch-cut structure, but no dependence on the loop momenta. If an
Amplituhedron-like construction exists for the final amplitude then it is natural to

impose the same positivity constraints, but now with ¢ = 0, i.e.
Y=C-Z, (3.3)

where C'is the matrix that appears in the definition of the tree-level Amplituhedron.
The conjecture now is that a properly-defined amplitude must be positive — or rather,
sign-alternating with loop order — if evaluated for ¥ and Z matrices satisfying the
positivity conditions. We restrict ourselves to our cases of interest, MHV and NMHV

amplitudes (K = 0 and 1), and review what these conditions imply.

3.2.1 MHYV positive kinematics

For MHV amplitudes we have k = 0 and [ = 0 so there is no C' matrix. That is, the
Y space in eq. (3.3) becomes trivial and the only conditions come from the positivity
of the (4 X n) matrix Z. In this case the column vectors composing Z are directly
the 4-dimensional momentum twistors Z, and we have to keep them positive — in the

sense that the following (4 x 4) minors of the Z matrix should be positive:

R
with (abed) = det(Z,, Zy, Z., Zq) > 0
Z = Z1 Zy Z3 e Ly Ly,
for a <b<c<d.
L

(3.4)
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Let us now parametrize the positive Z matrix for n = 6. Using a GL(4) trans-
formation we fix the first four columns to be the unit matrix, and parametrize the
remaining two columns with eight positive parameters x, > 0, y, > 0. One solution

that makes all (4 x 4) minors positive is

1000 -z —y1—%pit—pld—ud
L | 000w Yo + Y H it (3.5)
0010 —x —Y3 — Yaso
000 1 zy Ya
We can now build three different dual-conformal cross ratios,
. (6123)(3456) . (1234)(4561) w— (2345)(5612) (3.6)
©(6134)(2356) T (1245)(3461) ©  (2356)(4512) ‘
We also consider the combinations
e=1l—-u—v—uw, A = &* — 4uvw. (3.7)
From the positive parametrization (3.5) of the Z matrix we get,
2,.2
LaX3Y1Y4 L3TqY2 T122Y3
— 4 — — 3.8
PQ ) /U P ) w Q ) ( )
o To3(T2T4Y1Y3 + T123Y2Ya) _ T505(T123Y2Ys — TaTaY1ys)”
= ., A= , (3.9)
PQ P2()2

where P = x3x4ys + Xox4y3 + Xox3ys, ) = Tox3y; + T123Yys + T122y3. For positive
values of x,, y, the cross ratios u,v,w and ¢, A are all manifestly positive. These

inequalities combine to define conditions for the MHV positive region,
w,v,w>0, utv+w<l, (1—u—v—w)>duw, (3.10)

which restrict the cross ratios to be relatively close to the origin, in contrast to what

we will find for the NMHV positive region. We refer to this region as Region I (see
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ref. [34] and eq. (3.79) below). The only place that £ can approach zero in Region I,
given the constraint on A, is for v — 0, v + w — 1, or cyclic permutations of this
line. In this limit, two gluons become collinear.

Now that we have identified MHV positive kinematics, we would like to conjecture
that a properly-defined IR-finite part of the MHV amplitude is positive for any posi-
tive values z,,y, > 0. However, individual on-shell amplitudes are IR divergent, and
there is not a unique way to obtain a finite quantity by removing the IR divergences.
The original way that IR divergences were removed (while preserving dual conformal
symmetry) was to divide by the BDS ansatz [31]. While this procedure leads to re-
mainder functions with smooth collinear limits [75, 76], it breaks a global analytic
property known as the Steinmann relations [65, 66, 67]. To preserve the Steinmann
relations [68], at six points (or seven points) one can divide by a unique “BDS-like”
ansatz [113, 38]. Yet this procedure sacrifices the vanishing in collinear limits of the
six-point BDS remainder function, and the collinear limits form a boundary of the
positive region (e.g. v — 0, u + w — 1 makes € and A both vanish). There are also
dual-conformal IR regulators based on the Wilson loop interpretation of the ampli-
tude [48], but they break a dihedral symmetry. In short, there is no unique way to
define an IR finite part of the MHV amplitude, nor one that is clearly optimal. We

will discuss the positivity properties of these various choices in section 3.6.

3.2.2 NMHYV positive kinematics

In contrast, when we also consider the NMHV amplitude there is a natural way to form
an IR finite quantity, the ratio function, which is defined (at six points) by dividing
the NMHV super-amplitude by the MHV super-amplitude [29]. IR divergences are
helicity-independent and cancel between numerator and denominator. We will inspect
the ratio function for NMHV positive kinematics.

For the NMHYV case, k = 1, the Amplituhedron lives in a projective space P*. It

is defined as all points Y that are linear combinations of Z, with positive coefficients,

Y=C-Z=c1Z1+c3Zy+ - +cp,Z, withe, >0, (3.11)
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where the Z, are now five-dimensional. They can be written as

Za

Zy = : (3.12)
¢ *Ta

where the first four components are momentum twistor variables z, associated with
each particle label, a = 1,2, ..., n for n-point scattering. The fifth (last) component
is the contraction ¢-n, = e;;¢'n!, I,J =1,2,3,4, of an auxiliary Grassmann variable
¢! with the standard Grassmann variable n? of on-shell superspace [77, 78, 29, 80].
These bosonic variables then carry all information about the external particles in the
scattering. The bosonized momentum twistors are projective variables, defined up to
rescaling Z, — tZ,.

Positivity conditions are then imposed directly on the five-dimensional Z, rather
than the four-dimensional part z,. The (n x 5)-dimensional matrix Z has all (5 x 5)

minors positive; that is,
(abede) = det(Zy, Zy, Zey Zg, Ze) > 0 for a<b<c<d<e. (3.13)

Geometrically, the Z, form a convex configuration in real projective space P*.
In addition to five-brackets containing five Z,, we can also have five-brackets
including the point Y in eq. (3.11), which lies inside the Amplituhedron. The Y-

containing five-brackets are given by,
(Yabed) = det(Y, Zo, Zy, Zey Zg). (3.14)

A subset of these five-brackets is positive when Y is in the Amplituhedron, specifically
those with two pairs of consecutive indices: (Y aa+1bb+1) > 0 for all a,b. The
three-planes (Z, Z,+1 Zy Zy+1) are boundaries of the Amplituhedron. The condition
(Y aa+1bb+1) > 0 puts the point Y on the correct side of the boundary, inside the
Amplituhedron. From a physics perspective, the term (Y aa+1bb+1) ~ s,41 5 =
(Pat1 + -+ + pp)? corresponds to a factorization pole of the tree-level amplitude.

For the six-point case, we redefine the three cross ratios defined in eq. (3.6) by
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inserting Y into all the four-brackets to make them five-brackets,

C(Y6123)(Y3456)  (YV1234)(Y4561) _ (Y2345)(V5612)
U= ety (vasse) U (vizasy(vatel) YT (vassopvasiz) - 1Y)

The positive parametrization is now much simpler than in the MHV case because the
matrix Z is (6 x 5) rather than (6 x 4). A natural parametrization of Z in terms of

five positive parameters x, > 0 is,

10000
01000 —x (12345) = 1, (23456) = 1,

Z=100100 uj (13456) = 25, (12456) = x3, (3.16)
00010 —u (12356) = x4, (12346) = xs.
00001 x5

Using this parametrization and Y = C'-Z from eq. (3.11), we can compute all (g) =15
five-brackets (Y abcd):

(Y1234) = csz6 + coxs, (Y1235) = gy — cymg, (Y 6123) = cyx5 + 54,
(Y1245) = c3zg + corsy, (Y1246) = cyws — csx3, (Y'1256) = c3xq + cyx3,
(Y1345) = cora — caxg, (Y3461) = coxs + c51a,  (Y'1356) = cqxo — oy,
(Y4561) = cox3 + czxe, (Y2345) = ciwg + cor1, (Y2346) = c1a5 — 57,
(Y2356) = c1zq + ey, (Y2456) = cywg — czxy, (Y'3456) = c1zo + cowq, (3.17)

where ¢ = 1 is added to make the expressions more uniform.

From eq. (3.15), the cross ratios are now

(c1m9 + coxy)(cazs + c514)  (caw3 + c3w2)(C576 + CoT5)
(cos + csw2)(C1s + ca1)  (cats + 5a) (c36 + co3) |
(c126 + cox1)(c324 + Ca3)

(124 + camy)(c3e + co3)

w =

(3.18)

As in the MHV case, the cross ratios are all positive.
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Denoting W = (124 + cax1)(caws + c522) (e3¢ + co23), we get for the quantities €
and A defined in eq. (3.7),

[Pa(2a, )]

e= - <0 A=EE

>0, (3.19)

where the P;(z,,c,) are polynomials in z,, ¢, with positive coefficients. Notice that
the sign condition on € has flipped from the MHV case, pushing the cross ratios away
from the origin.

The NMHV amplitude also contains R-invariants, defined as the following function

of momentum twistors z, and Grassmann variables 7,:

(na(bede) + my{cdea) + ne{deab) + ng{eabc) + n.{abed))* '

Rlabede] = (abcd) (bede) (cdea) (deab) (eabc)

(3.20)

In the bosonized language, the R-invariants become functions of five-brackets, pro-

jective in all variables, which we denote as

(Y d*Y') (abcde)*

labede] = (Y abed) (Y bede) (Y edea) (Y deab) (Y eabe) ’

(3.21)

where (Y d'Y) is the measure in Y. For the six-point case, it is convenient to label

this object by the missing index, and to omit the measure, defining

(1) = 23456] (23456)% (3.22)
T Y dY)  (Y2345)(Y2346) (Y 2456) (Y 2356) (Y 3456) '
and similarly for (2) = [34561], (3) = [45612], etc.
The form for the tree-level NMHV Amplituhedron is then
Qgﬁe =(1)+3)+(B)=(2)+ (4) + (6). (3.23)

This is also the bosonized version of the tree-level NMHV ratio function Pg'7°, see

section 3.2.3.

Using the positive parametrization (3.11), we can rewrite the bosonized R-invariants
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as

4
Ty

(01[E6 —+ 66.171)(01.172 —+ Cgl'l)(cll‘g — 031‘1)(011'4 + C4ZE1)(01[E5 — C5[E1) ’
4
La

(19 + comy)(cas + c32) (cay — ca2) (cas + c52)(cawe — Co2)’

4
T3

(cox3 + c329)(c3y + cqx3)(c3rs — csx3)(cawe + cex3)(cawry — c13)’

()= i ,
(csmy + cyx3)(cyms + cswy)(cats — cory)(C14 + caz1)(CaTa — C2T4)
(5) = & ,
(cyzs + c5x4)(c56 + o) (15 — c5x1) (Cas + C52)(Cas — C523)
4
(6) = 6 . (3.24)

(05%’ + 66$5)(61$6 + 06901)(02906 - 06902)(03906 + C6$3)(C4$6 - 06$4)

Five-brackets corresponding to spurious poles can be identified in eq. (3.17) as the
expressions containing minus signs, while those corresponding to physical poles are
manifestly positive. Each R-invariant (a) contains two spurious poles. For example,
(1) has (Y'2346) and (Y'2456). The spurious poles do not have a fixed sign for all
Cp, Tq > 0, e.g. (Y2346) = c1x5 — csz1. Therefore, the invariant (1) also does not have
a fixed sign and it is not a manifestly positive object, and similarly for the other (a).
Only in the sum (3.23) do these poles cancel, so that Q° can be positive in the full
positive region.

In fact, we can write the tree amplitude in the form,

N(Q?a, Cb)

[T (cjag+cpry)’
|j—k|=1or3

tree __
Qﬁ,l -

(3.25)

where N (2,4, cp) is a polynomial in x,, ¢, with all positive coefficients [69].
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3.2.3 The ratio function

Scattering amplitudes of massless particles suffer from IR divergences from both soft
and collinear virtual exchange. It is necessary to introduce a regulator to get a well-
defined answer. In the planar theory, for gauge group SU(N,.) with N, — oo, the IR
divergences exponentiate in a relatively simple fashion. In dimensional regularization
with D = 4 — 2¢, the poles in € in planar N' = 4 SYM amplitudes are captured by
the BDS ansatz [31],

o0

Z ( ) - AL IOOP(&) + ﬁmte)

=1

Mg = MU - exp : (3.26)

where a = g2N./(87?) is the 't Hooft coupling, f)(¢) = féz) + fl(z)e + f2(£)62 for some
constants f,ge), and Al_bOp(e) is the regulated one-loop MHV amplitude M lOOp( )
divided by the tree-level amplitude MG

In the MHV case, k = 0, the finite part in the exponential in eq. (3.26) is called

the remainder function R% ),

Mn,(} _ tree . exp [Za ( 1 100p(£6) + Rff))

MBDS( ) - exp|Ry], (3.27)

and it is dual conformally invariant. However, we can still move finite, dual confor-
mally invariant terms between the first and second terms in this expression. Corre-
spondingly, there are a few possible different definitions of the remainder function.
In section 3.6 we will discuss the possibilities in more detail, and describe one choice
which appears to satisfy MHV positivity properties.

There is a cleaner and less ambiguous way to define an IR-finite object in the
context of scattering amplitudes, simply by taking a ratio of two amplitudes with
different helicities [29]. Because the IR divergences (3.26) are universal, one can
divide any amplitude M,, ; by the MHV amplitude M, o and get an IR finite ratio

function P, ;. Expanding the ratio in the coupling constant a, we define the loop
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expansion coefficients of the ratio function as,

Mn 00 00
Poge = 0 =P fa - PLIP 6 PP+ (3.28)
Mn,O

while those of the amplitude normalized by the MHV tree super-amplitude (an IR
divergent quantity) are denoted by
Mn,k o

tree
n,0

Apy = e b A PP a AP (3.29)

The two sets of expansion coefficients are related by,

1=loop __ 4l-loop tree 1- loop
Pn,k - An k "4'
2—1 2—1 2—1, 1 l 1-1
Pn . oop __ ./4. oop tree A oop oop A oop (33())

and so on.

-1 . L
°°P corresponds to a linear combination of products of

The ratio function P, ;
amplitudes with different signs. Therefore, it would be quite surprising if it had any
positivity properties. However, numerical checks performed in ref. [69] for the one-
loop NMHV n-point amplitude for n < 12, and for the one-loop N2MHV amplitude
for n < 9 show that this is indeed true!

Let us now focus on the six-point case in more detail. As was pointed out in
ref. [29], the ratio function can be expressed in terms of two transcendental functions,

V(u,v,w) and v(yu; Yo, Yuw)

Ps1 = %([(1) + (D)]V (u,v,w) + [(2) + (5)]V (v, w,u) + [(3) + (6)]V (w, u,v)
+ [(1) - (4)]‘7(%“ ymyw) - [(2) - (5)]‘7(%)7 Yw, yU) + [(3) - (6>]‘7(yw7 yua%})) )

(3.31)

where the cross ratios u, v, w are written in terms of our bosonized variables in
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eq. (3.15), and the extended cross ratios yu, ¥, Yw [33] are also bosonized:

(Y'1345) (Y 2456) (Y 1236) (Y'1235)(Y'2346) (Y 1456)

Yo IV 1235)(Y3456) (Y 1246) 70 T (V1234)(Y'2456) (Y 1356) °

(Y'2345) (Y 1356) (Y 1246)
Yo = (Y 1345) (Y 2346) (Y 1256) (3:32)

The function V is even under a parity symmetry that inverts y; <> 1/y;, and leaves
u,v,w invariant. The function V is parity-odd, changing sign under this inversion.
For this reason, it is better to think of V as a function of Yus Yo, Yo Tather than u, v, w.

Note that the extended cross ratios do not have any positivity properties due to

the presence of spurious poles. Under a cyclic shift Z, — Z,.1 they transform as

yu—>iv, yv—>iw, yw—>yiu, (3.33)
and the standard cross ratios transform as u — v, v — w, w — u. The ratio
function is symmetric under both cyclic shifts and dihedral flips. The combined
symmetry group is Dg, although acting on the cross ratios u, v, w it reduces to Ss,
i.e. all permutations of u, v, w. The individual functions V and V are (anti)symmetric

under a Z, subgroup of S3 that leaves v fixed:

V(U, U? U)) - V(U), U7 u)7 V(yua yv7 yw) - _V(ywa yv; yu) (334>

The transcendental functions V and V have a Euclidean sheet on which they are
real, when the cross ratios lie in the positive octant u,v,w > 0. We evaluate them
on this sheet, with the cross ratios and R-invariants further restricted by the positive
parametrization ¢, x, > 0. (In some physical scattering regions V' and V would

acquire imaginary parts, which would make discussing positivity difficult.)
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3.3 One-loop ratio function

At one loop, the parity-odd part vanishes, v = 0, and the full ratio function can

be written as

2Ps 1" = [(1) + (VO (w,0,w) + [(2) + (B)]V D (v, w,4) + [(3) + (6)]VH (w, u,0),
(3.35)
where the one-loop function V) (u, v, w) is given by

1
VO (u,v,w) = 5 [L2(1 = ) + Lis(1 = v) + Lia(1 — w)

+ logulogv — logulogw + log v log w — 2@] . (3.36)

Our claim is that eq. (3.35) is negative (because the loop order is odd) within the
positive region. Note that the individual pieces in this formula do not have definite
signs, neither the R-invariants (a), nor the function V) which has both plus and
minus signs in front of individual terms. Depending on the values of u, v, w, different
terms can dominate.

For some purposes it is convenient to separate out the Liy part of the expression.
Note that the Liy part is invariant under S5 permutations, and therefore it multiplies

all R-invariants (a), which can be assembled into the tree-level amplitude,

27361;100p _ ftiffe - [Lig(1 — w) 4+ Lig(1 — v) + Lis(1 — w) — 2¢3]
+[(1) = (2) + (3)]logulog v + [(2) = (3) + (4)] logvlog w
+[(3) — (4) + (5)]log wlog u,, (3.37)

where we have used the identity (1) 4 (3) 4+ (5) = (2) + (4) + (6). For some purposes

it is more convenient to use eq. (3.35), for others eq. (3.37).

3.3.1 Simple examples of positivity

Let us give a few examples where the overall sign can be easily understood.
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Example 1

Our first case is the point (u,v,w) = (1,1, 1), which was studied in detail in ref. [69].
To reach this point, we set c3 = ¢iz3/z1 and ¢; = ¢yx5/x1. This preserves positivity
of ¢, x,, and so it is inside the Amplituhedron. Kinematically, it corresponds to
setting (Y2456) = (Y'2346) = 0, which is a spurious boundary of the tree-level
Amplituhedron, so we are not on the true physical boundary. Therefore, the tree-level
term Pg7¢ is completely regular and positive here. However, individual R-invariants
(a) do blow up. In order to approach this point, we first set all cross-ratios to be

equal, u = v = w, and then take u — 1,
1
Po1 ™ —— S Py [BLia(1 —u) +log’u — 2] —» =P G < 0. (3.38)

Thus we obtain the desired negative value. In section 3.5.1 we will study the point

(1,1,1) at higher loops.

Example 2

Another interesting case is the point (u,v,w) = (1,0,0), which can be reached by
setting co = c3 = ¢4 = 0. Naively, the term logvlogw dominates, but there is
a conspiracy of prefactors which makes the situation more complicated. We can
approach this limit by setting co — €cy, c3 — €c3, ¢4 — €c4 and then letting ¢ — 0.
There are many ways to approach the point (u,v,w) = (1,0,0), but this limit always
keeps us in the positive region.

For analyzing the one-loop ratio function in this limit, it is good to use the second
representation (3.37). The relevant combinations of R-invariants behave in this limit

as

tree __ T3

61 6_2 . 0105C6(03$2 + CQl’g)(C4l’3 + 031’4) ’
H—(2)+(3)=—=- :
( ) ( ) ( ) 62 01C506(C4x2 — CQZE4)<C4ZL'3 + 031’4)
1 T2

1 Ty
(3) — (4) + (5) = = . (3.39)

€2 0105C6(03.T2 + CQIg)(C4(L’2 — CQ(L’4)
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while the term (2) — (3) + (4) = O(1) is subleading. Combining these limits with
those of the polylog parts, the individual pieces in eq. (3.37) behave like

Poit- (o) = 10;56 . cAckctromy(c3my +)i2x3)(c4x3 + c3x4) (3.40)
[(1) - (2) * (3)] ‘ ( . ) - _IOEgG ' C%C§CZ;Z?C:xZ5—T-103IIJ4> ’ (341)
()= (@) + ()] (-..) = <BC. oo A% 00 (3.42)
where
X = cyesrax3(cer1 + c126) + 1002314 (Co5 + C56)
+ c3xoxy(cscery + 1065 + 201 C56), (3.43)

while the last term is subleading in this limit, [(2) — (3) +(4)]-(...) = O(log?€). This
suppression may be counter-intuitive (as that term had the dominant logarithms),
but the rational prefactor is regular in this limit, while the prefactors of other terms
diverge. We see that the terms (3.41) and (3.42) do not have fixed sign, but if we

combine all three pieces together we get

_ log e Y
Pl = ——" , 3.44
6.1 € 23ETows(c3ma + caw3)(ca3 + c314) (3.44)
where
Y = C506$1£L’4(Cgl’2 -+ CQ.T3) + 0106$2I5(C4l’3 -+ C3£L’4>
+ 1056 (CawaT3 + 203204 + Cow3Ty), (3.45)

which is manifestly negative for ¢ — 0 while keeping c¢,, x;, > 0. The negativity of the
final expression requires a conspiracy between the rational prefactors and the polylog
part, as well as between different parts of the answer in eq. (3.37). We can also start

with representation (3.35), but in this case the cancellation is even more complicated.

log €

Individual pieces would also contain logs of ¢4, x;, as prefactors of =5

. These logs
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would all cancel when taking the sum, leaving us with the rational expression (3.44).

3.3.2 Double-scaling limit

In the previous examples the rational prefactors played a central role in proving
positivity. Let us now discuss an example where positivity relies on a relation between
polylogarithms. Such a case can be found near the boundary (Y'1234) = 0, which
we can approach by setting c; = €5, ¢g = €¢¢ and taking the limit ¢ — 0 with ¢5, ¢4
fixed. As can be seen from eq. (3.24), the two dominant R-invariants are equal to

each other in this limit,

1 1
- ~ ~ 3
€ 61020304(061'5 + C5x6)

(3.46)

while the R-invariants (1), (2),(3) and (4) remain finite. Similarly, the cross ratios

become
ca(caxy + c122) ci(caws + c314)

U= v=0(), w= (3.47)

02(041‘1 + 01{E4) ’ 03(041’1 + 01I4>

in this limit.

Thus this limit sends the cross ratio v — 0, but leaves u,w fixed. This limit
has been studied in the context of the operator product expansion (OPE), where it
is referred to as the double-scaling limit and corresponds to contributions with the
maximum number of gluonic flux-tube excitations [46, 51, 109]. While the conven-
tional OPE addresses configurations near the collinear limit v — 0, u +w — 1, the
double-scaling limit allows u and w to be generic.

For NMHV positive kinematics, v and w are not totally generic, because we have

ClC4<CQZL'3 + 031’2)
CQC3<01$4 + C4I1)

[u 4 w] > 1. (3.48)

65,(36%0 -

This turns out to be the only additional constraint; that is, the correct NMHYV positive

region within the double-scaling limit is the semi-infinite plane

u>0, w>0, u+w>1L (3.49)
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In order to show that the entire region (3.49) corresponds to positive kinematics,
we use the fact that the lines v = 1 and w = 1 divide the region (3.49) into four
subregions. Each of the four subregions corresponds to solving eq. (3.47) for two of
the ¢y, b = 1,2, 3,4, in terms of u, w and the remaining ¢, z,, in a manifestly positive
manner. There are six possible pairs of ¢, but the pairs {c, c3} and {cz, ¢4} do not

work. For example, solving eq. (3.47) for ¢y, c3 gives

C1C4T2 C1C43

: (3.50)

Co = ; C3 =

27 ueims + (u—1)cqgxq T weur + (w—1)cimy
which is manifestly positive in the subregion v > 1, w > 1. This solution shows that
this entire subregion is covered. The other subregions work in the same way.

Since polylogarithms can generate at most log € behavior, the one-loop ratio func-
tion in the double-scaling limit becomes dominated by terms involving the singular
(and equal) R-invariants (5) and (6):

1 1

Pllocp = . - OW(u, w), 3.51
6.1 c5,c6—0 2€ 01026364(66375 + é5$6> (U w) ( )

where
CW(u,w) = Lig(1 — u) + Liy(1 — w) + logulogw — ¢, . (3.52)

While the rational prefactor in this expression is manifestly positive for all positive
values of the ¢,, it’s not yet obvious what can be said about the sign of the poly-

—loop ’

logarithmic part CM(u,w) in region (3.49). In fact, Pé,1 es.ce—0, and hence also
CW(u,w), are required to vanish on the boundary u 4+ w = 1, because this line cor-
responds to a limit in which two adjacent particles become collinear. In general, this
would mean that the six-point ratio function should match onto the five-point ratio
function — but the five-point ratio function receives no loop-level corrections [31]. The
vanishing boundary condition holds to all loop orders. At one loop, it is a trivial dilog
identity, Lis(1 — u) = (o — logulog(1l — u) — Lis(u).

Given a vanishing boundary condition at the boundary u + w = 1, we can learn

about the sign of the one-loop ratio function throughout the NMHV positive region
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by looking instead at the radial derivative of O (u, w),

logu  logw

(u0y + WDy ) OV (u, w) = (3.53)

l—u 1—-w’

This derivative is manifestly negative for all u,w > 0. Also, radial flow can be used

to reach any point (u,w) starting from some point on the boundary, namely the
U w

point (44, ). Thus CM(u,w) and Pé,11°°p|05166_>0 must be negative throughout

region (3.49).

3.4 Positivity in the double-scaling limit

We now begin to extend our investigation of positivity from one loop to higher loop
orders. In this section, we focus on the double-scaling limit just discussed in sec-
tion 3.3.2. Because the R-invariants are independent of loop order, the only difference
in going to higher loops is that the transcendental function C(u, w) in eq. (3.52) is
replaced by the sum of the coefficients of the R-invariants (5) and (6), in eq. (3.31)
for Ps1. Up to a factor of 1/2, we denote this sum by C(u,v,w). In terms of the
functions V' and \7, it is given by

C(U, v, ’UJ) = V('U, w, U’) + V(wa u, ’U) + v(yva Yw, yu) - V(ywy Yu, yv) . (354)

The limit v — 0 with u, w held fixed (or ¢5, ¢ — 0 in the positive parametrization)
acts on the extended cross ratios y; by sending
1—w (1—u—w)? 1—u

e G v 7 ) w 7
Y u Y (1l —u)(1 —w) Y w

(3.55)

(Because u,v,w remain stationary under parity, while y,,y,, v, invert, one might
think that one could send the y; variables instead to the reciprocal of the three
values chosen in eq. (3.55). However, this choice is inconsistent with the positive
parametrization (3.32).)

In general, the functions V' and 1% diverge logarithmically in this limit, because

the amplitude has a physical branch cut at v = 0, where the Mandelstam variables
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S93 and ss¢ vanish. We therefore parametrize the limiting behavior of C'(u, v, w) as

an expansion in powers of log(1/v) as well as loop order,

~

C(u,v — 0,w) = i _ )’ (u, w) log™(1/v), (3.56)

n

I
o

up to power-suppressed terms. The upper limit on the sum over n reflects the em-
pirical observation that the leading-logarithmic contribution is log* ' (1/v) at ¢ loops.
We expect that this observation should have a OPE-based explanation.

The one-loop case studied in the previous section is the only one with no logarith-

mic divergence:
CY(u,v — 0,w) = CV(u,w) = —c(()l)(u,w). (3.57)

The use of (—a) in eq. (3.56) ensures that all the coefficients s )(u, w) will be em-
pirically positive, given the overall sign alternation with loop order discussed in the
introduction. The boundary condition discussed in the previous subsection, that the

ratio function vanishes in the collinear limit, tells us that
9 (u,1 —u) =0, (3.58)

for all £ and n.
The limiting values (3.55) for the y; imply that the coefficient functions ¢’ (u, w)
in eq. (3.56) can be expressed as multiple polylogarithms [90, 91] of weight 2¢ — n

with symbol letters drawn from the set [37, 109]
Sps = {u,w,1 —u,1 —w,1 —u—w}, (3.59)

and branch cuts only in the letters v and w. This “double-scaling” function space is
a subspace of the 2dHPL function space introduced by Gehrmann and Remiddi [128]
for four-point scattering with one massive leg and three massless legs.

The c,(f ) (u, w) can be computed from V' and 1% by expressing them as multiple poly-
logarithms and taking the double scaling limit directly using the replacements (3.55)

for the y; variables. In this process, one can also extract the log(1/v) dependence.
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Alternatively, one can construct the double-scaling function space more abstractly
at first, using the set of relations between derivatives and coproducts implied by the
symbol alphabet Sps. These relations are limiting versions of the coproduct relations
used in the hexagon function bootstrap. Then one can find matching conditions be-
tween these functions and the v — 0 limit of one’s basis of hexagon functions. For
an example of the latter procedure see Appendix D.

In the latter approach, at high loop order it may be preferable to perform interme-
diate steps using the BDS-like normalized MHV and NMHV amplitudes that satisfy
the Steinmann relations, because the space of Steinmann-satisfying hexagon functions
is much smaller [68]. The limiting behavior of the (non-Steinmann) functions V' and
V can then be computed from the limiting values of the Steinmann functions.

In section 3.4.2 we will show plots for the coefficient functions cif )(u, w) on the

full two-dimensional double-scaling surface (3.49). First, however, we would like to

examine their behavior on three one-dimensional lines that trace through this surface.

3.4.1 Positivity along lines in the double-scaling limit

The space of functions relevant for six-gluon scattering amplitudes simplifies further
in three one-dimensional subspaces of the double-scaling limit, where everything can
be expressed in terms of harmonic polylogarithms (HPLs) of a single variable [115].
On these lines, we can evaluate the ratio function numerically in Mathematica using
the HPL package [147]. Correspondingly, we first explore the behavior of the functions
D (u, w) in these special kinematic regions, before enlarging the scope of our study to
the full double-scaling limit. As we will see later, these lines turn out to capture most

of the interesting information about the ratio function in the double-scaling limit.

The line w =1

The first simple line in the double-scaling limit corresponds to setting w = 1. This
collapses Spg to the simpler set of letters {u, 1 —u}, which implies that the functions
p (u,1) can be written as a sum of HPLs with argument 1 — u. This representation

can be built up through iterative integrations, using the fact that the u derivative of
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CY) (u,1) c:(f) (u, 1) c(;)(u, 1)

10 0.1 100 10°

u u u
o (u,1)

108
108
10*
100
1
0.01
107

1074 0.1 100 10°

u u

Figure 3.1: The coefficient functions cg)(u, 1) that multiply log"(1/v) in the double-
scaling limit at ¢ loops. Five loops is shown in blue, four loops in yellow, three loops
in green, two loops in red, and one loop in purple.

a generic hexagon function F' collapses to

OF Fv — Fyu 4 2Fy  Fl=v _ [y 4 FWw

U 1—u

v—0;w=1

along this line. To carry out this integration on a generic hexagon function, one must
also set the integration constant at each weight. This can be done by integrating
from the point (u,v,w) = (1,1, 1), where the additive constants of hexagon functions
are usually defined, to the point (1,0,1) along the line (1,v,1). Hexagon functions
all collapse to HPLs with argument 1 — v along the line (1,v,1), so this integration
is also simple [34]. Using this procedure, we have computed the functions D (u,1)
through five loops, which we plot in figure 3.1. We also provide their HPL expressions
in an ancillary file.

The vanishing of the ratio function along the collinear line u + w = 1, eq. (3.58),

requires that the c%)(u, 1) all vanish at the point u = 0. We can also check the
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behavior of these functions as u — oo, where they reduce to polynomials in log .

For instance, the coefficient functions c((f) (u — 00, 1) become

1
e (u— 00,1) = 3 log® u+2¢,, (3.61)
1 7 1 59
c(()z)(u —00,1) = — log4 u+ —Cg log? u + —Cg logu + —(4 , (3.62)
1 287
c(()g)(u—>oo,1)—%log u+ Cglog u+ Cglog u—i——@log U
6303
+ —C5 log u + —Cg + H% ; (3.63)
37 459
084)(u—>oo, )= 50160 log® u+ Cg og® u — @Cg og u+—(4log U

- (g6 + ] <5> g u-+ (562 + 107867863<6> log? u
+ (o5 - - ﬁ@@) log
i@ 3+ 32496905855 Gs + ZCE)CS + 51;—2(3?42 ) (3.64)
«(u—00,1) = 4&;4 08" Ut f3ap 10 8“__5;m:ﬂ07 ?;mgﬂqgu

223 103 105113

— log® log*

(960€3C2+ 320C> o Ut (192€3 1536 gﬁ) o8 U
1613 1769 1913

( GGz + C2Cs + 7) log® u

192 256
+ 691C2C3 C5C3 C 53+ %g};) log® u
B (_ ' 60801 SO0 o+ 3209 2 6+ 6913 B+ 616155425C ) og 4
- %@(5 3~ ?%Cm 1(1)327C4C32 27O7C2C5C3

17174_7<3 2§?g5<§*_5%iii§;?7gﬂ)’ 565

which all approach positive infinity, as expected. More generally, we have checked
that c,(f)(u — 00,1) — +oo for all £ <5 and for all n between 0 and ¢ — 1.
Since v is very small, positivity strictly requires only the leading-log coefficients

cge_)l(u, 1) to be positive. However, we find a much stronger result: The coefficients
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Figure 3.2: The coefficient functions éff,l(u) for the w — 0 edge of the double-scaling
limit at £ loops. Five loops is shown in blue, four loops in yellow, three loops in green,
two loops in red, and one loop in purple.

D (u, 1) are all positive for u > 0 and for any n between 0 and ¢ — 1. Furthermore,

figure 3.1 shows that they all increase monotonically with .

The line w =0

The second simple line we will look at is w = 0. It forms an edge of the positive

double-scaling region (3.49). As was the case for the w = 1 line, Spg collapses to

{u,1 — u}. However, s (u,w — 0) diverges logarithmically in w due to a physical

branch cut analogous to the branch cut in v. The functions ¢!/’ (u,w — 0) are therefore

expressible as an expansion in powers of log(1/w),

T
3

D (u,w—0) = 6ff)k(u) log"(1/w). (3.66)

n

iy
o
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Figure 3.3: The coefficient functions 67(1{ )k(u) for the w — 0 edge of the double-scaling
limit at ¢ loops. Five loops is shown in blue, four loops in yellow, three loops in green,
and two loops in red.

The coefficients 57(5 )k(u) are drawn from the space of HPLs with argument 1 — u, and
empirically they vanish unless k is between 0 and ¢ — n, where we recall that n is the
power of log(1/v) in the expansion (3.56).
The derivative of a generic hexagon function F' along the line (u,w — 0) is given
by
OF _F“—F-’f“_F1 “—i—Fy”—I—wa. (3.67)

U 1—wu
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The integration constant can be set at u = 1, using the v — 0 endpoint of the line
(u,v,w) = (1,v,0), which is just an S3 permutation of the line (u,0,1) considered in
the previous subsection.

We have carried out the corresponding integration through five loops and we

include HPL representations of all the 6ff),€(u) in an ancillary file. The functions

682(11), which multiply different powers of log(1/w) in the non-log(1/v) part, are
plotted in figure 3.2, while the functions 67(207 . (u) that multiply log"(1/v) on this line
are plotted in figure 3.3.

The vanishing of the ratio function along the collinear line v +w = 1, eq. (3.58),
requires these coefficient functions to become zero at u = 1. We have also checked
analytically that each of these functions approaches positive infinity in the limit v —
00. Once again, we observe that all the coefficient functions — not just the leading-log
ones — are positive, and furthermore that they are monotonically increasing with w.

Interestingly, there is an HPL representation in which the positivity and mono-
tonicity of the 6ff)k(u) is almost manifest. We let the argument of the HPLs be
z = 1—1/u. As u increases from 1 to oo, z increases from 0 to 1. In this range
of z, the HPLs with trailing 1’s in their weight vectors are manifestly positive and
monotonic, simply from their integral definition,

“dt

Hyal2) = [ GHa0. Hioto) = [
0 0

dt

T Halb), (3.68)

because the integrand is a lower-weight HPL of the same form, Hz(t), multiplied by
a kernel that is positive for 0 < ¢ < 1. Hence if the éf)k(u) could be written in terms
of such HPLs with only positive coefficients, positivity and monotonicity would both
be manifest.

At one and two loops, this is the case; the non-vanishing coefficients are

582 = M )

5((),3 = Ho1+ Hi,

. 1 1

Cﬂ = -Hyi+-Hi,

’ 2 2
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- 1 1
Cf()) = Hoon + Hopg + 51‘-’1,0,1 + §H1,1,1 ,
- 1 1
C(()?% = ;Hoa + §H1,1 ;
~(2) 5 3
Coa = 2Hop1+ 3o + §H1,o,1 +2H 11 + CoHy
~(2) 9 7 5
G0 = 50001 +5Ho011 +3Ho101 + §H0,1,1,1 +2H1 001 + §H1,0,1,1
3 1
+ §H1,1,0,1 +2H 11,1+ G <§H0,1 + H1,1) ; (3.69)

where we have suppressed the argument z = 1 — 1/u of the HPLs Hz(z), displaying
only their weight vector w.

Since all the coefficients in eq. (3.69) are positive, positivity and monotonicity on
the line w = 0 is manifest through two loops. However, the plot thickens at three
loops. All 9 nonzero coefficient functions 6&32 have positive coefficients in their repre-
sentations, except for éf& and 6(()?()). The only negative coefficients in these functions

are those in terms containing (3 — for example,

~ 45 45 31
cf& = 6Hop001+ ZHO’O’O’I’l +6Ho0,1,01 + ZH0,0,1,1,1 +4Ho1001 + ZH0,1,0,1,1
23
+4Ho 1100+ —Hio110 +2H1 1001 +4H1 1010 +2H1 1001 +4H1 1110
31 23
+ ZH0,1,1,1,1 +3H100,01 + ZH1,0,0,1,1 +3H10,1,01
3 7 3 1
+ CQ <§H070,1 + Z_LHO’l’l + Z_IHLOJ + Hl,l,l) - §C3H0,1 . (370)

Because the numerical coefficient in front of the (3 is relatively small, it doesn’t change
the actual positivity or monotonicity properties; it just makes them less manifest.
Continuing on to four and five loops, there are 14 and 20 nonzero coefficient
functions, respectively, with weights that range from 4 up to 10. The sign in front of
each HPL in each coefficient function is completely predictable: positive, unless the
term has an odd number of odd zeta values, in which case it is negative. The (mostly)
consistent signs for the HPL coefficients are reminiscent of the behavior found for the

velocity-dependent cusp anomalous dimension Qy(x) in ref. [148].
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The line u = w

The final simple line in the double-scaling limit is given by setting u = w. Here, the
symbol letters in Spg collapse to the set {u,1 —u, 1 —2u}. This makes the functions
P (u,u) expressible as HPLs of argument = = 1 — 2u with weight vectors involving

—1, 0, and 1. The derivative of a generic hexagon function F' along this line takes

the form
oF 2Fv  FlTu 4 plmw g fye 4 Fe — QW
- — _|_
Ox v—=0u,w=(1—z)/2 x L+
Y4+ FY — FYv — FYw
— - , (3.71)

while the integration constant can be set by matching to the v — 0 endpoint of
the line (u,v,w) = (1,v,1). This requires setting the argument z = —1, which
introduces transcendental constants beyond the multiple zeta values (,, and (.
At low weights, there are identities relating these new constants to multiple zeta
values, log 2, and Li,(1/2) with n > 4, but starting at weight 6 new alternating sums
altg = (—1)¥ Hyz(—1) are needed [149], where || is the depth of . The numerical
values of these constants can be calculated using the HPL package.

We have computed the functions o (u,u) through five loops and include their
HPL representations in an ancillary file. The functions governing the leading-log and
next-to-leading-log contributions in 1/v are plotted in figure 3.4. These functions
must vanish at u = % where they intersect the collinear line w + w = 1. While
o (u,w) diverges at large u along the w = 1 and w = 0 lines, it has a finite large
u limit along the line u = w. That is, figure 3.4 shows that the coefficient functions
c,(f ) (u,u) all asymptote to a constant as u — oo. This constant can be computed
analytically using our HPL representation; for instance, the constants for n = 0 are
given through four loops by

S (1, 0) |usoo = 3o

1
S (1, 1) |uyos = 27C4 + 6(2 log? 2 — 6Lis(1/2) — 1 log*2,
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to-leading-log behavior of the ratio function at ¢ loops in the double scaling limit.
The variable u has been shifted by % to make it possible to plot on a log scale. Five
loops is shown in blue, four loops in yellow, three loops in green, two loops in red,
and one loop in purple.
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193 65
— aaltm,l log2 — galt&l log?2, (3.72)

while the five loop expression c(()‘r’) (U, u)|y—s0o Proves too unwieldy to present. At one
loop this constant is manifestly positive. Evaluating the higher-loop expressions nu-

merically confirms that they are positive as well:

() lusee = 4.93480220054 . . .
P, 0)useo = 30.8020253462. . .,
S, u)usoo = 235.199512804 . . .,
(U u)|usee = 2091.54312703 .. .,
) lusee = 224069101345 . . .. (3.73)

Indeed, numerical checks reveal that the functions oS )(u, u) are positive throughout

the positive region, and increase monotonically with «. This has been checked exhaus-
tively through four loops and for n > 1 at five loops. The higher-weight expressions
cg‘:’) (u,u) and c(()S) (u,u) are more computationally challenging to check at finite u, and

have only been checked in the limit u — oo.

3.4.2 The full double-scaling surface

Figures 3.1, 3.2, 3.3, and 3.4 exhibit a remarkable feature — the functions cg)(u,w)

are not only positive along these lines, but increase monotonically as they move away
from the u+w = 1 line. We proved this radial monotonicity at one loop, for c(()l)(u, w),
in section 3.3.2. In appendix E we show it for the next simplest case, c§2) (u,w), a
weight-3 function. These results make it natural to conjecture that the monotonicity
of ¢! )(u, w) holds to all loop orders.

In the rest of this section we check the monotonicity of the et )(u, w) numerically
throughout the double-scaling surface. This can be done by expressing the functions
in terms of Goncharov polylogarithms, which can be numerically evaluated using
the program GINAC [125, 126] wherever these functions admit a convergent series

expansion. The convergence condition for a Goncharov polylogarithm G(d, z) is that
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Figure 3.5: The three-loop coefficient functions 01(13)(u, w) in the double-scaling limit,

shifted to make it possible to plot them on a log scale. By plotting these functions
against logu and logw we deform the u + w = 1 line to the concave boundary seen
in each plot.

|z|< |a;| for all nonzero a;. This condition is satisfied in the triangle subregion

utw > 1, u < 1, w < 1if we work in the following basis of Goncharov polylogarithms:

GDS = {G(L_i, 1-— w)

a; € (0, u, 1)} U {G(a; 1— u)

a; € (0, 1)} . (3.74)

This basis can also be used in the remainder of the NMHYV positive region, where u
and/or w is larger than 1, because GINAC automatically employs identities to relate

functions outside their region of convergence to ones that do admit a convergent
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Figure 3.6: The leading-log coefficient functions cgl_)l(u, w) in the double-scaling limit

from one to four loops, shifted to make it possible to plot them on a log scale. By
plotting these functions against log u and log w we deform the u 4+ w = 1 line to the
concave boundary seen in each plot.

expansion. This procedure can generate imaginary parts for individual G functions,
but the imaginary parts cancel out in the final result.

All the numerical checks we have performed on the double-scaling surface support
both positivity and monotonic radial growth for every function ¢! ) (u,w). We plot
the functions, rather than their radial derivatives, in order to make interpretation
of the magnitudes appearing in these plots more clear. In particular, we provide
two sequences of plots that illustrate the trends the functions cgf ) (u, w) exhibit as n

and ¢ are varied. The first sequence, in figure 3.5, shows how the three-loop result
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) (u,w) changes as we move from the coefficient of the next-to-next-to-leading log

in 1/v (n = 0) to the leading log in 1/v (n = 2) in the expansion (3.56). The plots all
display the u <> w symmetry of C'(u, v, w), which is manifest from its definition (3.54)
and the (anti)symmetry properties of V and V, eq. (3.34). More interestingly, the
coefficient of the leading log term grows the most slowly in the radial direction at a
given loop order, particularly near the line of symmetry, u = w, where it asymptotes
to a constant. This result holds at least through four loops. (The five loop expressions
proved too computationally taxing to explore exhaustively.)

In figure 3.6 we plot the slowest-growing, leading-log coefficient functions cy_)l(u, w)
from one to four loops. As the loop order increases, the functions experience slower
radial growth. Moreover, the functions c,(f)(u,w) interpolate smoothly between the
lines u = w and w = 0, implying that most of the interesting information about these
functions in present on these two lines. In particular, the functions always grow the

most slowly along the line v = w.

3.5 Bulk positivity at higher loops

The previous sections verified the positivity of the ratio function in various limits,
nearly all of which were on the boundary of the positive octant, i.e. the double-scaling
limit. In this section, we check the positivity of the ratio function in the bulk, where
all three cross ratios are bounded away from zero. Except for the point (u,v,w) =
(1,1,1), the topic of the next subsection, our investigations will be numerical. After a
brief review of our procedure for numerically evaluating hexagon functions, we outline
the checks performed. Positivity appears to continue to hold in the bulk through at

least four loops, after which it gets too computationally taxing to check.

3.5.1 The point (u,v,w)=(1,1,1)

The parity-odd functions V© all vanish at the point (1,1,1), because they are odd

about the surface A(u,v,w) = 0, which includes this point. Thus we can repeat the
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analysis from Example 1 in section 3.3.1, obtaining
PP —— Py x VO(1,1,1). (3.75)

So all we need to do is check that the sign of V() (1,1,1) alternates with loop
order £. The value of the functions V)(1,1,1) were supplied through four loops in

ref. [38], and we have extracted the five-loop value from ref. [68]:

VO L) = —¢,
VA1,1,1) = 9¢,
oy - 2
v, 1,1) = 5[1)21 G+36(G)— 1566 — 36,
VO, 1,1) = —24;1(2)57 Clo — % Ca(Gs)? = 21Ga G G5 + % G Cr
+ g (¢)% + g C2Gs,3 + %7 Cr3- (3.76)

The desired sign alternation is manifest from eq. (3.76) through three loops; after

that it relies on the numerical values of the multiple zeta values:

V(1,1,1) = —1.64493406684 . . .,

VA(1,1,1) = +9.74090910340. . .,

Vv (1,1,1) = —61.8035910155. ..,

VW(1,1,1) = +410.9535753669.. .,

VO(1,1,1) = —2825.3845732862.... (3.77)

We remark that the numerical result for V¥ (1,1,1) is dominated by the (y, term
through five loops (it gives the correct value to within 10%).
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3.5.2 Method for obtaining bulk numerics and positivity tests

Next we turn to numerical evaluation of the ratio function at random points in the
bulk of the NMHV positive region. To evaluate the ratio function numerically at
higher loops, we followed the procedure pioneered in ref. [34].

Representing the ratio function in terms of multiple polylogarithms allows us to
evaluate them using powerful existing code like GINAC [125, 126]. In order to do
this, we choose a representation in which the multiple polylogarithms have convergent
series expansions. We also prefer our representations to be manifestly real to reduce
the potential for numerical error.

These conditions lead to two conditions on our multiple polylogarithms. For
a multiple polylogarithm G(wy,...,w,;z), we obtain a convergent series expansion
when |z|< |w;| for all nonzero w;, and our result is manifestly real if z and all w; are
real and positive.

In order to avoid square roots and their attendant branch-cut ambiguities, we work
in the variables (Y, Y, Y ). Following ref. [34], we find four different multiple polylog
representations, corresponding to four different kinematic regions. In particular, for
MHYV studies we use

GE :{G(w; yu)|w; € (0, 1)} U {G(w; Yo) Wi € (07 L, i)}
U{G(w;yw)‘wie (0,1,1,l ! )}

Yu yv7 YuYo

(3.78)

which is manifestly convergent for points in Region I, the MHV positive kinematic

region defined by

A>0, O<u <1, and utv4+w<l,
Region I : (3.79)
O<y; <1.
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For studying the ratio function in NMHYV positive kinematics, we use

Gk :{G(w; i) ‘w,- e (0, 1)} U {G(@; yi) ‘wi e (0, 1,yu)}

. 111 (3.80)
U G(w;yw)’wie <0,1,—,—, )
Yu Yo Yulv
for points in Region II:
A>0, O<u;<1, and u+v—w>1,
Region II : (3.81)
0<yu <y <oy <1

Cycling the y; in Region II lets us define two other regions, Region III and Region IV,
where we have multiple polylog representations in the bulk. Because the bosonized
ratio function is S3 symmetric, Regions III and IV do not add any new information.
The NMHYV positive region always has A > 0 (see eq. (3.19)). However, Region II lies
entirely within the unit cube in (u, v, w), and the bulk NMHV positive region extends
well beyond it (as is clear from the double-scaling plots in the previous section). So
our bulk positivity tests will be confined to points inside the unit cube.

In order to perform this test, we randomly generate a phase-space point in the
NMHYV positive region by picking eleven random values of the positive parameters
(¢p, T4), each between 0 and 100 (x¢ is set to 1, as discussed in section 3.2.2). For each
set of values we use egs. (3.17) and (3.15) to compute the three cross ratios u, v, w. If
the point (u, v, w) is not inside the unit cube, we stop and generate a new point. If it
is inside the unit cube, we use egs. (3.24) and (3.32) to compute the R-invariants and
extended cross ratios y,, ¥, Y- We plug the latter into the arguments of the multiple
polylogarithms in our Region IT (or IIT or IV) representation of the ratio function,
performing the numerical evaluation with GINAC. We examined 585 points at loop
orders from one through four, and the ratio function always has the expected sign,

alternating with loop order.
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3.6 MHYV positivity

Having found strong evidence that the NMHV ratio function is positive through
five loops in the NMHV positive region, we now return to studying various IR-finite

versions of the MHV amplitude in the MHV positive region.

3.6.1 The remainder function fails

As mentioned in section 3.2.1, there are a variety of possibilities. They are all fairly
simply related to each other analytically, but they still can have different positivity
properties. First we consider the six-point remainder function Rg, which is defined
as the logarithm of the MHV amplitude divided by the BDS ansatz, as in eq. (3.27),

MGO

MBDS (3.82)

exp|[Rg] =
The remainder function vanishes at one loop by construction. Its positivity in the
MHYV positive region (3.10) was investigated at two loops [69], three loops [34], and
four loops [35]. All points investigated numerically were found to have the correct
sign.

However, it turns out that there are regions close to the origin in (u,v,w) that
have the wrong sign for Ré4). To exhibit such points, we consider the same line v = 0,
w = 0 on which the ratio function was studied for « > 1 in section 3.4.1, but now we
take 0 < u < 1 in order to be in the MHV positive region. As was true for the ratio
function, the remainder function develops logarithmic singularities in both v and w

as they approach zero,
Re(u,v — 0,w — 0) = Z (—a)’ ) (u) log™(1/v)log*(1/w), (3.83)
=2

up to power-suppressed terms in v and w. Since Rg is S3 permutation symmetric,
Tkn(u) = mpk(u). Also, the coefficient functions vanish unless n + k < /.

At two and three loops, there are no problems in this region. The independent
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nonzero coefficient functions are given by,

1
7“§21) = ZHO,I ;
1
7"% = 1 [2H0,0,1 +Hip1|,
1
n(fé = 1 [6H0,0,0,1 +3Ho101 +4H1 001 +2H1 101 — 2CG(Hop + H1,1)] ,(3.84)
and
1
7"532 = T [HO,O,I - Ho,1,1} ,
1
7“573()) T [3H0,0,0,1 —2Hop11+ Hop01+ Hipo1 — H1,o,1,1} )

1
TQ = 1 [3H0,0,0,1 —2Ho 0110 + Hip01 — Hip11 + 2§2H0,1} ;

5Lyt

1
7{0 = 3 [18H0,0,0,0,1 — 9Ho,0,0,1,1 + 3Hop,1,010 + THo 1,001 — 4Ho1,01,10 + Hoj1,00
+9H1 00,01 — 6H100,11 + Hip1,01 +3H11001 —3H110,11
+ G(5Hoo1 — Hop1 +2H104) |,

1
7”(()3()) = 1 [30H0,0,0,0,0,1 —12Hy 00,011 +6Ho 001,01 + 12Ho 01,001 — 9H0,0,1,0,1,1

+2Ho0,1,1,01 + 15H0 10001 — 8Ho1,0,01,1 +2Ho 101,01+ 5Ho.1,1,001

—4Ho 11,0110+ 18H1 00001 — 9H100,0,1,1 +3H1,001,01 + TH10.1,001
—4H 010110+ Hi01,1,01 +9H11,0001 —6H110011 + Hi1,01,0,1
+3H11,1,001 —3H11,1,011

IR ] Lyl

+ G(3Ho,001 —2Ho0110 + Ho101 + Hi001 — Hip1,1)
—2C3(Hop1 + Hoq1) — 11¢(Hp 1 + H1,1)] ) (3.85)

where the suppressed HPL argument is 1 — u. It can be checked that they are all
positive for 0 < u < 1.

The problem starts at four loops with the leading log coefficients,

1
T§41)(U) = %[ 0,001 — 2Ho01,1 —2Ho101 + Hop1,1]
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1
7‘§42)(U) = 3 [Hoom —95Hop,1,1 — Hop0: +Ho111] ; (3.86)

which turn negative for u < 0.15 and u < 0.2, respectively, and stay negative as

u — 0. The leading terms in their expansions around u = 0 are clearly negative:

r§41)(u) ~ —% [é log®(1/u) + %logQ(l/u) —(2¢, — 1) log(1/u) 4+ 3¢z — 2¢2 + 1] ,
r§42)(u) ~ —3% [é log?’(l/u) + %logQ(l/u) — (G —Dlog(1/u) —2¢3 — (o + 1],
(3.87)

Thus Ré4) (u,v,w) is negative for very small v and w and u < 0.14.

3.6.2 Logarithmic fixes fail

One might first try to fix the problem with Rgl) at the logarithmic level. Consider
the logarithm of the BDS-like normalized amplitude,

g = Moo Ry — Ky

MBDS Tike exp[ 3 } ) (3.88)

where vk is the cusp anomalous dimension and
1
Y(u,v,w) = Lig(1—u)+Lisg(1—v)+Lis(1—w)+ 3 <10g2 u+1log® v+log? w) , (3.89)

so that
log &(u, v, w) = Re(u, v, w) — 7gKY(u, v, w). (3.90)

This attempt immediately runs into trouble, because the limiting behavior of Y,
1
Y(u,v — 0,w — 0) ~ —log v+ = log w4+ = log u+ Lig(1 —u)+2G, (3.91)

like that of any one-loop function, does not have enough logarithms of v or w to
compete with the four powers of logs in the problematic terms in Ré4).

One can also consider the logarithm of the hexagonal Wilson loop framed by two
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pentagons and a box [44, 48],

<Whex> <Wbox> [ TK }
Weatio = =exp|Re + —X|, 3.92
© = W) W) P78 (392)
where
X(u,v,w) = —Lis(1 —u)— Lis(1 —v) — Lis(1 — w)

— log(%) log(1 —v) — logulogw + 2¢;, . (3.93)

Since X is a one-loop function, it cannot produce enough logs in the limit to compete

with Ré4), and thus log Wiaiio cannot be strictly positive either by four loops.

3.6.3 Other fixes fail

Next we turn to functions that are defined at the level of the MHV amplitude, rather
than its logarithm. First we consider the BDS-normalized amplitude exp[Rs]. At one
and two loops, it is the same as Rg, while its four-loop coefficient receives an extra
positive contribution:

[exp[RG]] W = Ré4) + % [Ré?)} ’ : (3.94)

Taking into account eq. (3.84), the leading-log [rﬁ)]

2 part of [RéQ)P can and does
flip the sign of the log®(1/v)log®(1/w) coefficient function to positive. But it clearly
leaves the log®(1/v) log(1/w) term unaltered. So the addition of [R{”]? cannot cancel
the negative behavior of Rgl) for kinematics with 0 < v < w < u < 0.14, for which
log®(1/v) log(1/w) > log®(1/v)log*(1/w).

Can the negative behavior be fixed by the framed Wilson loop Wi, defined in
eq. (3.92)?7 Now X is not S3 symmetric, and the three cyclically-related line segments
all belong to the MHV positive regions: v,w — 0,0 <u < 1; w,u — 0,0 < v < 1;
u,v — 0, 0 < w < 1. We need to ensure positivity along all three lines and for both
orderings of the two vanishing cross ratios. Equivalently, since Rg is S3 symmetric,

we should consider the v,w — 0, 0 < u < 1 limits of all six permutations of X. The
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original orientation X (u, v, w) already reveals a problem:
X(u,v = 0,w — 0) ~ —log(1/w)log(1/u) — Liz(1 — u) . (3.95)

Because there are no log(1/v)’s in this expression, powers of X cannot fix the sign

problem that exp[Rg] still has in the region 0 < v € w < u < 0.14.

3.6.4 BDS-like normalized amplitude works

Finally, we consider the BDS-like normalized amplitude itself, £(u,v,w) defined in
eq. (3.88). Since the limiting behavior of Y in eq. (3.91) contains both log®(1/v) and
log®(1/w), it can potentially fix the negative behavior. Indeed it does fix the problem
through five loops, at least for v,w — 0, 0 < u < 1, or (by symmetry) on cyclic
permutations of this line segment. It also leads to monotonically increasing behavior
as u decreases from 1. The expansion on this line segment now contains many higher

powers of the singular logs, all the way up to 2/,

Ew,v—0,w—0)=)_ Z a)’ &%), (u) log™(1/v) log"(1/w), (3.96)
=0 n,k=0
up to power-suppressed terms. Here é,(:izl = éff?k and n + k < 2¢ for a nonzero

coefficient.

As was the case for the NMHV ratio function on the continuation of this line to
u > 1, discussed in section 3.4.1, there is an HPL representation which almost makes
manifest the positivity and monotonicity. In this case we use the argument 1 — u
rather than 1 — 1/u, since the argument 1 — u runs from 0 to 1 as u runs from the
collinear point v = 1 down to the origin. Positivity is manifest from the signs in front

of the HPLs at one and two loops:

N 1 . i 3
eo==, &=o0, &=0, & ==:|Hoi+Hu+26|, (397

4
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(2 1 ~(2 (2 1 (2 (2

ez(l,(% - 3_2 ) 6:(),,2 =0, eg,% - E ) eg,g =0, eg,% =0,

. 1 ~ 1 . 1

ef& = 3 |:H0,1 + Hyp + 4G, 6% = ZHO,l ; 6% =1 [2H0,0,1 + Hl,O,l] ;
1

éé?& = 1 |:6HO,0,0,1 +2Ho 0,11 +4Ho101 +3Ho1 11 +4H1 001 +2H101,1

+3H1101+3H1111 +2C0(Hot + Hi) + 15(4} . (3.98)

At three loops the HPL representation no longer makes manifest the positivity of

all terms; for example,

- 1

62:,? T [3H0,0,1 +Hio1—Hoq1|,

N 1

65?()) = 3 [18H0,0,0,0,1 + 3Ho00,11 + 9Ho0,1,01 + 6Hoo,1,11 +9Ho1,001 +2Ho1,01.1

+5Ho1,1,01 +9H10001 +2H1001,1 +5H10101 +3H101,11 +5H11001
+Hi1011+3H11101 + CQ(9Hoo1 +4H101 — Hoan)| - (3.99)

In both of these cases, it is easy to see that the terms with a minus sign are over-
powered by the previous term. At higher-loop orders, positivity and monotonicity of
the coefficient functions becomes tricky to prove analytically, but we have verified it
numerically for all éfﬁ )k coefficients through five loops.

What about positivity of £ in other parts of the MHV positive region? The

double-scaling limit intersects this region in the triangle,
u>0, w>0, v+tw<l (3.100)
which is the complement of the NMHV double-scaling positive region (3.49) in the
positive quadrant. The expansion of £ in this limit is
oo 2

E(u,v = 0,w) = Z Z(—a)‘] el (u, w) log™(1/v). (3.101)

(=0 n=0
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The one-loop coefficient functions are,

1
e (mw) = .
et (ww) =0,
1 1
e(()l)(u,w) = Z—llogQ(u/w)+(2+§C'(1)(u,w). (3.102)

Now C)(u, w) is negative in the NMHV positive region, but the same radial-derivative
argument shows that it flips sign around the collinear boundary, where it vanishes.
So CM(u,w) is positive in the MHV positive region, and the representation (3.102)
makes manifest the desired sign (and monotonicity) for €M (u,v,w) in the double-
scaling limit of the MHV positive region.

Similarly at two loops we have,

1
2
e (mw) = o,
e (u,w) = 0,
1
Fuww) = 7e ww)+6).
1
652)(7“(’7“)) = _§C§Q)<U’7w>7 (3103)

where e(()l)(u, w) was just argued to be positive. The positivity of 052)(u, w) is proved

in the NMHV positive region in appendix E. But again the argument does not rely
on u+ w > 1 — except for the overall sign, which flips when crossing the collinear
boundary dividing the MHV and NMHYV positive regions. Hence 052)(u, w) is negative
in the MHV positive region, implying that e§2)(u, w) is positive.

The positivity and monotonicity of the last two-loop coefficient, e((f) (u,w), is not
as simple to prove, but has been confirmed numerically with GINAC using the basis
of multiple polylogarithms given in eq. (3.74). Similar numerical checks confirm
the positivity and monotonicity of all the three loop coefficient functions eld (u, w);
we plot the functions governing the leading-log and next-to-leading log behavior in
figure 3.7. As can be seen in these plots, £ is not generically required to vanish on the

line u+w = 1. However, the collinear vanishing of Rg on this line is inherited by the
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logy (1 + e?(u,w)) logy, (1 + 64(13)(% w))

logyow

-4

-5 : n n .
-5 -4 -3 -2 -1 0 -5 -4 -3 -2 -1 0

log,y u log,y u

Figure 3.7: The three-loop coefficient functions e:())?’) (u, w) and efj”(u, w) in the double-
scaling limit, shifted to make it possible to plot them on a log scale. By plotting these
functions against log v and log w we deform the u+w = 1 line to the convex boundary
seen in each plot.

coefficient functions e/’ (u, w) that multiply odd powers of logs. This is due to the
fact that the function Y that converts between £ and Ry in eq. (3.88) can only provide
even powers of logs, as can be seen from its definition in eq. (3.89). Correspondingly,

eg?’) (u, w) vanishes along the line u + w = 1 while 6513) (u,w) does not. These plots

also exhibit the v <> w symmetry that the functions el (u,w) inherit from the total
symmetry of £.

Finally, we examined the values for £ (u, v, w) in the bulk MHV positive region
(Region I), from one to four loops, using the representations for £® in terms of
multiple polylogarithms referred to in section 3.5.2. After randomly generating 1608
points in this region, we found that £ had the correct sign through four loops for

every point examined.

3.7 Conclusion

In this paper we have demonstrated that the positivity properties of the Amplituhe-
dron persist after momentum integration, at least in some cases. In particular, the
ratio function (the IR-finite ratio of the NMHV and MHV amplitudes) has uniform



CHAPTER 3. MULTI-LOOP POSITIVITY OF THE AMPLITUDE 140

sign in the same region in which the Amplituhedron is positive. The MHV amplitude
also has uniform sign provided that we normalize by a “BDS-like” ansatz. In both
cases, it appears that the Minkowski contour of integration preserves positivity more
completely than would have been expected.

While we have not provided a general proof, we do provide analytic evidence on
a variety of lines, as well as numerical checks through the bulk of kinematic space,
all of which support positivity. In doing so, we have observed that the ratio function
and &£ both appear to be not just of uniform sign but, at least in the double-scaling
limit, they are monotonic in a radial direction away from the collinear limit. This
property appears to be quite robust, and falls in line with older observations of ratio
function numerics, all of which suggest that the ratio function is significantly simpler
than the complicated expressions used to represent it might imply.

In the future, it would be interesting to explore whether a more general proof of
positivity can be devised. It seems possible that one could find rules for which positive
integrands result in positive amplitudes, and such rules would likely be useful in much
broader contexts. This would likely involve finding some contour of integration that,
unlike the usual Minkowski contour, manifestly preserves positivity. Understanding
such a contour could also shed new light on the Amplituhedron, suggesting that
there could be an Amplituhedron-like construction of finite quantities such as ratio
functions or BDS-like normalized MHV amplitudes, both for the integrands and the

final results.
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Chapter 4

The MHV (NMHYV) Symbol at
Four (Three) Loops

4.1 Introduction

The desire to construct general scattering amplitudes from their analytic and physical
properties has been a goal since the birth of the analytic S-matrix program (see
e.g. ref. [150]). More recently, such a procedure has been applied in a perturbative
context and referred to as bootstrapping. Aspects of this approach have been applied
to theories such as quantum chromodynamics at one loop [151, 152, 153] and more
recently at two loops [154, 155, 156]. However, the most powerful applications to
date have been to the planar limit of ' = 4 super-Yang-Mills (SYM) theory in four
dimensions [15, 16]. Fueled by an increased understanding of the classes of analytic
functions appearing in amplitudes in general quantum field theories, as well as the
stringent constraints obeyed by amplitudes in planar A = 4 SYM, it has been possible
to advance as far as five loops [32, 37, 41, 36, 40, 68]. These results in turn provide
a rich mine of theoretical data for understanding how scattering amplitudes behave.

The planar limit of a large number of colors in N'= 4 SYM has received a great
deal of attention because of the remarkable properties it exhibits. In addition to
superconformal symmetry it respects a dual conformal symmetry [23, 26, 27, 28, 157],
and amplitudes are dual to polygonal light-like Wilson loops [19, 20, 21, 22, 23, 75,
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76]. Dual (super)conformal symmetry fixes the four-point and five-point amplitudes
uniquely to match the Bern-Dixon-Smirnov (BDS) ansatz [31], which captures all the
infrared divergences of planar scattering amplitudes. Starting at six points, the BDS
ansatz receives corrections from finite functions of dual conformal invariants [158,
58, 76, 75]. The correction to the maximally helicity violating (MHV) amplitude
has traditionally been expressed in terms of a (BDS) remainder function [75, 76,
32, 34, 41], while the correction to the next-to-maximally helicity violating (NMHV)
amplitude has traditionally been expressed in terms of the infrared-finite NMHV ratio
function [29, 111, 159, 33, 37, 38].

The cluster bootstrap program is built on the idea that certain scattering ampli-
tudes can be determined order by order in perturbation theory using a set of basic
building blocks known as cluster coordinates [160, 161]. Inspired by the results of
refs. [42, 39], the bootstrap approach developed in refs. [32, 37, 41, 36, 40, 68| as-
sumes that the MHV and NMHV amplitudes at each loop order belong to a particular
class of iterated integrals, or generalized polylogarithms. More specifically, the L-loop
contribution to the remainder and ratio functions is expected to lie within the space
spanned by polylogarithms of weight 2L [11] whose symbols can be written in terms of
cluster A-coordinates. A further constraint on the relevant space of functions comes
from the restriction that only physical branch cuts can appear in the remainder and
ratio functions [46].

To make use of this expectation, in the bootstrap program one first constructs a
general linear combination of the above set of functions to serve as an ansatz. Then
one tries to determine all free coefficients in the ansatz by imposing analytic and phys-
ical constraints. This procedure becomes increasingly computationally expensive at
higher loop orders, largely due to the fact that the number of relevant functions
increases exponentially with the weight. It is hoped that one day a constructive
procedure for determining these amplitudes can be developed that does not require
constructing the full weight-2L space as an intermediate step. A promising candidate
in this respect is the Wilson loop Operator Product Expansion (OPE) [44, 46, 162]
and the Pentagon OPE program [48, 49, 51, 163, 56, 57, 164] which provides finite-

coupling expressions for the amplitudes as an expansion around (multi-)collinear
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kinematics. The main challenge in this framework is to resum the infinite series
around these kinematics; there has been progress recently in this direction at weak
coupling [109, 165, 166]. Another potential constructive approach could involve the
Amplituhedron [13, 14] description of the multi-loop integrand. Perhaps one can ex-
tend the methods of ref. [167] for reading off the branch-point locations, in order to
enable reading off the entire function.

To date, six- and seven-point amplitudes have been computed in the cluster boot-
strap program through the study of so-called hexagon and heptagon functions. Both
helicity configurations of the six-point amplitude have been determined through five
loops [68], while the MHV seven-point amplitude has been determined at symbol level
through three loops [41]. The seven-point NMHV amplitude has not yet received at-
tention in the bootstrap program, but it has been calculated through two loops using
slightly different methods [64]. Surprisingly, bootstrapping the seven-point remainder
function has thus far proven to be conceptually simpler (i.e. requiring the imposition
of fewer constraints) than bootstrapping its six-point counterpart. The collinear limit
of the seven-point remainder function must be nonsingular and a well-defined hexagon
function. This requirement is so restrictive that it entirely determines the two-loop
heptagon remainder function, up to an overall scale. It similarly determines the three-
loop remainder function, once the full implications of dual superconformal symmetry
are taken into account [41]. The corresponding hexagon remainder function symbols
may then be obtained by taking a collinear limit.

In a recent breakthrough [68], the classic work of Steinmann [65, 66] on the
compatibility of branch cuts in different channels has been used to supercharge the
hexagon function bootstrap program. The Steinmann relations dramatically reduce
the size of the functional haystack one must search through in order to find ampli-
tudes, putting higher-loop amplitudes that were previously inaccessible within reach.
In this paper we reformulate the heptagon bootstrap of ref. [41] to exploit the power
of the Steinmann relations. With their help, we are able to fully determine the sym-
bol of the seven-point three-loop NMHV and four-loop MHV amplitude in planar
N =4 SYM, using only a few simple physical and mathematical inputs. In a sepa-

rate paper [168], we will investigate various kinematical limits of these amplitudes in
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more detail, including the multi-Regge limit [58, 59, 102, 169, 60, 61, 105, 170, 171,
172, 173, 174], the OPE limit [44, 46, 162, 48, 49, 51, 163, 56], and the self-crossing
limit [175, 176]. In this paper, we study one of the simpler limits, where the NMHV
seven-point amplitude factorizes on a multi-particle pole.

This paper is organized as follows. In section 4.2 we begin by reviewing the
general structure of seven-particle MHV and NMHV (super)amplitudes, and different
schemes for subtracting their infrared divergences. Section 4.3 discusses the essential
ingredients of the amplitude bootstrap for constructing heptagon functions, which
are believed to describe the nontrivial kinematical dependence of these amplitudes.
Section 4.4 focuses on the additional physical constraints that allow us to single out
the MHV or NMHV amplitude from this space of functions.

Our main results, including the analysis of the general space of heptagon sym-
bols, and the determination of the three-loop NMHV and four-loop MHV amplitude
symbols, are presented in section 4.5. Section 4.6 describes a sample kinematical
limit, the behavior of the NMHV amplitude as a multi-particle Mandelstam invariant
vanishes. Finally, section 4.7 contains our conclusions, and discusses possible avenues
for future study.

Many of the analytic results in this paper are too lengthy to present in the
manuscript; instead, we include them as ancillary files. These files can also be down-
loaded from [177].

4.2 Seven-Particle Scattering Amplitudes

4.2.1 MHYV: The Remainder Function

In planar N' = 4 SYM, n-particle amplitudes are completely characterized by the
color-ordered partial amplitudes A,,, which are the coefficients of specific traces

Tr(T® T .. T%) in the color decomposition of the amplitudes. The MHV helicity
configuration has precisely two gluons with negative helicity and (n—2) with positive
helicity (in a convention where all particles are outgoing). The MHV amplitude is

encoded in the remainder function R,, which is defined by factoring out the BDS
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ansatz ABPS [31] (reviewed in appendix F):
ANV — ABDS oxp [R,] . (4.1)

The BDS ansatz captures all the infrared and collinear divergences [178, 179, 180] in
the planar amplitude, so the remainder function is infrared finite. It is also invariant
under dual conformal transformations [26, 27, 19, 28, 23]. Moreover, since the BDS
ansatz accounts for collinear factorization to all orders in perturbation theory [31], the
n-point remainder function smoothly tends to the (n—1)-point remainder function in
its collinear limits, a fact that will prove to be an important ingredient in the bootstrap
program.

In the definition (4.1), R, is the finite-coupling (or all-loop) remainder function.
Here we will be interested in its perturbative expansion. For any function F' of the
coupling, we denote the coefficients of its perturbative expansion with a superscript

according to the definition

F=> g"F", (4.2)
L=0

where g% = ¢%,,N/(1672), gyar is the Yang-Mills coupling constant, and N is the
number of colors. Elsewhere in the literature, the coupling constant a = 2¢? is often
used. The L-loop contribution to the remainder function, R%L), is expected to be a
weight-2L iterated integral.

The remainder function vanishes for the four- and five-particle amplitudes, be-
cause dual conformally invariant cross ratios cannot be formed with fewer than six
external lightlike momenta (in other words, the BDS ansatz is correct to all loop
orders for n = 4 or 5) [158, 76, 75]. The first nontrivial case, the six-point remainder
function, has been successfully computed at two loops [42], three loops [32, 64, 34],
four loops [35] and recently five loops [68]. At seven points, the remainder function
has been computed at two loops [181, 64, 182, 183] and its symbol has been computed
at three loops [41]. The symbol of the four-loop seven-point MHV remainder function

R;4) is one of the main results of this paper.
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4.2.2 NMHYV: The Ratio Function and R-invariants

Beyond the MHV case, scattering amplitudes in SYM theory are most efficiently
organized by exploiting the (dual) superconformal symmetry [29] of the theory, as
reviewed in ref. [184].

In a nutshell, one starts by packaging the on-shell particle content of the theory
into a single superfield ® with the help of four Grassmann variables 7, whose index
transforms in the fundamental representation of the SU(4) R-symmetry group. In
other words, all external states, gluons G*, fermions I'y and I'4, and scalars Sz,

can be simultaneously described by the superfield
O =G +7'T4+ %nAnBSAB + %nAanCeABCDfD + %nAanCnDeABCDG_ , (4.3)

which allows us to combine all n-point amplitudes into a superamplitude A, (®1, ..., ®,).
Expanding the superamplitude in the Grassmann variables separates out its dif-
ferent helicity components. The MHV amplitude is contained in the part of AMIY
with 8 powers of Grassmann variables, or Grassmann degree 8. Specifically, the MHV
amplitude discussed in the previous subsection is given in the MHV superamplitude

by the term

AnMHVZ(er)45<4>(Zpi> S ) ) AV AT k) L, (44)

1<j<k<n

where we have shown only the pure-gluon terms explicitly. Similarly, the terms of
Grassmann degree 12 make up the NMHYV superamplitude. Since NMHV amplitudes
in this theory have the same infrared-divergent structure as MHV amplitudes, the

two superamplitudes can be related by
ANMHV _AMHV (4.5)

where the infrared-finite quantity P, is called the NMHV ratio function and has
Grassmann degree 4. On the basis of tree-level and one-loop amplitude computations,

it was argued in ref. [29] that P, is dual conformally invariant.
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At tree level, the dual conformal symmetry is enhanced to dual superconformal
symmetry, and the ratio function can be written as a sum of dual superconformal
invariants or ‘R-invariants’ [29, 111]. These quantities, which carry the dependence
on the fermionic variables, are algebraic functions of the kinematics and can be written
as Grassmannian contour integrals [82]. From this representation it is also possible
to prove their invariance under ordinary superconformal transformations [12, 185], or
in other words their Yangian invariance [30].

As shown in ref. [82], R-invariants are most easily expressed in terms of the mo-
mentum supertwistors Z; defined by' [81]

Zi=(Zilx), 28 =082 N, X =00 N (4.6)
Their fermionic components x; are associated with the fermionic dual coordinates 6;
in the same way that the bosonic twistors Z; are associated with the bosonic dual
coordinates x;. Differences between color-adjacent dual coordinates x; and 6; are
related to the external momenta p; and supermomenta ¢;, respectively:

PPt = NN = aft -2, @t = At = 00 -0 (4.7)

Given any set of five supertwistors Z,, 2, Z., Z4, Z., we may define a corresponding
NMHV R-invariant as a 5-bracket

6% (xq(bede) + cyclic)

bede| = 4.
[abede] (abcd) (bede)(cdea){deab){eabc) ’ (48)
in terms of dual conformally invariant bosonic 4-brackets
(ijkl) = (Z:Z;Zu20) = €apepZ{ 2P Z ZP = det(Z2, 2,21 2) (4.9)

and a fermionic delta function 6°4(¢) = £1€2€3¢* for the different SU(4) components
of £&. The original definition of the R-invariants [29, 111] (there denoted R,.q) in

IThe indices o, & = 1,2 denote the components of the spinor representation of the Lorentz group
SO(3,1) ~ SL(2,C).
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normal twistor space corresponds to the special case R,..p = [, a—1, a, b—1, b].

From the definition (4.8), we can see that R-invariants are antisymmetric in the
exchange of any pair of supertwistor indices (hence also invariant under cyclic per-
mutations). They are also manifestly dual conformally invariant, since they don’t
depend on spinor products (ij). The aforementioned Grassmannian contour inte-
gral representation in momentum twistor space [82] makes the full dual conformal
invariance manifest. It also allows one to prove more transparently the following
important identity between R-invariants: Given any six momentum supertwistors
Za, 2, Ze, 24, Ze, Z, their R-invariants are related by [29]

[abcde] — [bedef] + [edefa] — [defab] + [efabc] — [fabed] = 0. (4.10)

For n-particle scattering, there exist (Z) such equations for the (’;) distinct R-invariants;

however, it turns out that only (”;1) are independent. So in the end we are left with

5 4
(4.11)

For example, there are 5, 15, and 35 independent R-invariants relevant for 6-, 7- and

-1 -1
# linearly independent n-particle R-invariants = <Z) — <n ) = (n ) :

8-particle NMHYV scattering amplitudes, respectively.
Let us now focus on the seven-particle NMHV superamplitude. For compactness
we may express the corresponding R-invariants in terms of the particle indices that

are not present in the 5-brackets (4.8), for example
[12345] = (67) = (76), (4.12)

where (by convention) the 5-bracket on the left-hand side of this definition is always
ordered, so ordering on the right-hand side doesn’t matter.

In this notation, the representation for the tree-level ratio function found in
ref. [111] may be rewritten as

1 2
PO =2 (12) + - (13) + - (14) + cyclic. (4.13)

| w
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Following the same reference, we find it convenient to use a basis of 15 independent
R-invariants consisting of 7:,;0) together with (12), (14), and their cyclic permutations.
(Because P%O) is totally symmetric, it has no independent cyclic images.) In particular,

the remaining R-invariants (i, + 2) are related to this set by
(13) = — (15) — (17) — (34) — (36) — (56) + P”, (4.14)

plus the cyclic permutations of this identity.
Beyond tree level, the independent R-invariants are dressed by transcendental

functions of dual conformal invariants, and the ratio function can be put in the form
Pr =P Vo + [(12) Viz + (14) Vig + cyclic]. (4.15)

As we will review in section 4.4.2, P; is symmetric under the dihedral group D;. The
component V{ inherits the full dihedral symmetry of 777(0), whereas Vi, and Vi, are
only invariant under the flip ¢ — 3—i and ¢ — 5—¢ of their momentum twistor labels,
respectively.

The dependence of P; on the coupling enters only through the functions V; and
Vij. Their L-loop contributions, VO(L) and VigL), like the remainder function, RgL), are
expected to be weight-2L iterated integrals. Using the notation introduced in eq. (4.2)
we must have

=1, vy =v =0 (4.16)

at tree level. At one loop, these functions become [111]

Vo(l) = Liy (1 —uy) — Lis (1 — uqug) — log ug logug + cyclic,
VY = —Liy (1 — ug) + Lis (1 — ugua) + Lis (1 — usug) + Lis (1 — ugug)
+ log u; log us — log ug log uy + log uy log ug 4 log uy log us 4 log ug log uy
+ log uq log ug + log uy log ug — (o,
Vﬁ) = Liy (1 — wyug) + Lis (1 — usug) + log uy log us + log ug log ug + log uy log ug

+ loguglogug — (5.
(4.17)
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See also ref. [186] for a more recent, compact representation of the same amplitude.

In the above relations and everything that follows, the cross ratios u; are defined by,

2 2 2 2

T Tig . T 145 Vig2ita 118

Wij = 55— > Ui = Uitli+4 = 5 3 . (4.18)
Lij Litl,5+1 Lit1,i4+4 Lit2it5

The u; are dual conformally invariant combinations of the Mandelstam invariants,
see eq. (4.7) and also eq. (4.32) below.

Finally, the symbol of the two-loop NMHYV heptagon has been computed in ref. [64]
using the same choice of independent R-invariants as in eq. (4.15), with the help of
an anomaly equation for the @ dual superconformal symmetry generators. Here we
will use the Steinmann cluster bootstrap to push to three loops: The symbols of the
functions Vo(g), ‘/1(23 ), and Vl(j) constituting the three-loop seven-point NMHV ratio

function are another of the main results of this paper.

4.2.3 The BDS- and BDS-like Normalized Amplitudes

In the previous sections we mentioned that MHV and NMHV amplitudes have the
same infrared-divergent structure, which is accurately captured by the BDS ansatz.
This fact allows us to define the MHV and NMHV BDS-normalized superamplitudes,

MHV MHV
'An An

405 = ABDS =exp [R,], (4.19)

NMHV NMHV AMHV
A AT A,

BDS MHV BDS
AP ANV AR

B,

B, = =P, B, (4.20)
where ABPS is the superamplitude obtained from the bosonic BDS ansatz by replacing
the tree-level MHV Parke-Taylor factor [2, 187] it contains with its supersymmetrized
version [77]. Indeed, normalizations (4.19), (4.20) were found to be more natural for
the study of the dual superconformal symmetry anomaly equation [64].

In what follows, it will prove greatly beneficial to define yet another set of infrared-

finite quantities, using an alternate normalization factor that is compatible with the
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Steinmann relations. The BDS ansatz is essentially the exponential of the full one-
loop amplitude, which includes a finite part with nontrivial dependence on Mandel-
stam invariants involving all possible numbers of external momenta. Dividing by
the BDS ansatz produces a quantity with altered dependence on three-particle Man-
delstam invariants. As we will see, such a quantity does not satisfy the Steinmann
relations. In the case of seven-particle scattering (indeed, whenever n is not a multi-
ple of four), all the dependence on the three-particle invariants (and higher-particle
invariants) can be assembled into a dual conformally invariant function Y;,, which we

may remove from the one-loop amplitude in order to define a BDS-like ansatz,

i Fcus
AEDS—hke = AEDS exp |: ; pYn:| 7 (421>
where
1 1 1
Ys = —Liy (1——) — Li, (1——) — Li, (1——) , (4.22)
U v w
T 1 1 UjpoU
= — i R Z 22 .
Y: = Z {ng <1 Ul) + 5 log (Ui-',-?;uiui—?,) log u,} , (4.23)
=1
and

, 4r? 44%496_4 <737T6

1—‘cus = 2LFL =4
P ; g cusp g 3 45 315

+ 8§§) ¢®+0(g"), (4.24)
is the cusp anomalous dimension in the normalization of e.g. [49].? In eq. (4.22),
u, v, w are the three cross ratios for six-point kinematics, defined below in eq. (4.58).
The difference between the BDS- and BDS-like-normalized ansatze for seven-point
kinematics is reviewed in more detail in appendix F. The utility of the BDS-like ansatz
was first noticed in the strong coupling analysis of amplitudes via the AdS/CFT
correspondence [113] (see also ref. [188]). At weak coupling, it was found to simplify

the six-point multi-particle factorization limit [37], self-crossing limit [176] and NMHV

2In particular, Teusp = Vi /2 compared to the normalization of [31] and subsequent papers of
Dixon and collaborators.
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Q relations [38], before its role in applying the six-point Steinmann relations was
noticed [68]. We will see its advantages as well in our seven-point analysis.

When n is a multiple of four it is not possible to simultaneously remove the depen-
dence on all three-particle and higher-particle Mandelstam invariants in a conformally
invariant fashion [189]. However, for n = 8 it is still possible to separately remove the
dependence of all three-particle invariants, or of all four-particle invariants, giving
rise to two different BDS-like ansatze.

Restricting our attention to the case n 1 4, we may thus define the BDS-like-
normalized MHV and NMHV amplitudes as

AnMHV AnMHV ‘AEDS FCuSp FCuSp
En = ABDS-ike  _ABDS ABDSike B, exp [_ 4 Yn} = exXp [R“ ] Yn} ,
mn n n
NMHV NMHV ~ 4BDS r
B, = A]gDS like A, A — = Bpexp [— = Yn:| =Pn&n,
An -like AEDS AEDS—hke 4

(4.25)
where we have also spelled out their relation to the previously-considered normaliza-
tions. Note that
IO (4.26)

n

since R, starts at two loops.

Because we will focus almost exclusively on heptagon amplitudes in this paper,
we will usually drop the particle index n from of all of its associated quantities in
order to avoid clutter, e.g. P; — P, & — &£ and E; — E. In the NMHV case we will
instead use subscripts to denote components multiplying the different R-invariants.

For example, the BDS-normalized and BDS-like-normalized analogs of eq. (4.15) are

B =P By + [(12) Bio + (14) Bis + cyclic], (4.27)
E =P Ey +[(12) Eyp + (14) Eu + cyclic] . (4.28)

It is important to note that because the R-invariants are coupling-independent, the
same coupling-dependent factor that relates NMHV superamplitudes in different nor-

malizations will also relate the respective coefficient functions of the R-invariants. In
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other words,

FCUS
E, = B, exp {—TPY} =&V, (4.29)

where * can be any index, 0 or 7j.

Given that in this paper we will be focusing exclusively on symbols, it’s also
worth emphasizing that when expanding eq. (4.25) or equivalently eq. (4.29) at weak
coupling, we may replace I'usp — 497, as a consequence of the fact that the symbol
of any term containing a transcendental constant, such as (,, is zero. Thus, the
conversion between the BDS-like-normalized quantities F' € {€, E, Ey, E;;} and the
corresponding BDS-normalized quantities F € {B, B, By, B;;} at symbol level and at
fixed order in the coupling, simply becomes

L ( L—k L YL—]C
PO =y Fl FH =3 "FW_—r_— (4.30)
k=0 k=0

Y. )
(L—Fk)!”’ (L—Fk)!
In particular, for R7, which sits in the exponent, its analogous conversion to & through

four loops is given by

1 2
&¥ = Y + (1),

1 3
&9 = R + EVRP + - (V) (4.31)

1 2 1 2 1 4
e = R + S (RP) + eRP + S () RP + (V)

In summary, all the nontrivial kinematic dependence of seven-particle scattering
can be encoded in the four transcendental functions R;, By, B2 and By using BDS
normalization, or equivalently £, Fy, F15 and F14 using BDS-like normalization. (The
other E;; that are needed are related to Eyo and Ey4 by cyclic permutations.) These
functions are all expected to belong to a very special class of transcendental functions
called heptagon functions, whose definition and construction we turn to in the next
section. However, we will see that it is only the BDS-like-normalized amplitudes
that inherit a specific analytic property from the full amplitudes: they satisfy the

Steinmann relations. Taking this restriction into account hugely trims the space
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of heptagon functions needed to bootstrap the BDS-like normalized functions, thus

allowing for a far more efficient construction of the amplitude.

4.3 The Steinmann Cluster Bootstrap

The heptagon bootstrap approach we use in this paper is a slight refinement of that
used in ref. [41], which in turn is a generalization of the hexagon function boot-
strap [32, 33, 34, 35, 37, 36]. We begin this section by reviewing some basics of the
bootstrap approach and defining heptagon functions. Then we express the seven-
point Steinmann relations in the language of cluster A-coordinates. We assume a
basic working knowledge of both symbols [42, 93, 94, 90, 91, 92, 39, 190] and momen-

tum twistor notation [81].

4.3.1 Symbol Alphabet

In the cluster bootstrap program for n-point amplitudes in planar SYM theory, we
assume that the symbol alphabet consists of certain objects known as cluster .A-
coordinates. These coordinates have been discussed extensively in the context of
scattering amplitudes; see for example ref. [39]. Here we will only briefly recall that
the kinematic data for a scattering process in planar SYM theory may be specified by
a collection of n momentum twistors [81], each of which is a homogeneous coordinate
Z; on P2, The configuration space for SYM theory is Conf,(P?) = Gr(4,n)/(C*)",
and cluster A-coordinates on this space can be expressed in terms of the Pliicker
coordinates of 4-brackets (ijkl), which we defined in eq. (4.9).

Mandelstam invariants constructed from sums of cyclically adjacent external mo-
menta p;, Pit1, - - ., pj—1 can be expressed nicely in terms of dual coordinates z; satis-
fying the relation p; = ;41 — x;. Using the notation x;; = x; — x;, the Mandelstam

invariant s; _;_; can be written as

-----

(i—1ij—1j)
Sipjo1 = P+ P+ pia)’ = x?j = G115 (4.32)
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Here we have also shown how to express the Mandelstam invariant s; ;1 in terms of

Pliicker coordinates and the usual spinor products (ij) = eaﬁ/\f‘)\f , see also eq. (4.7).
The denominator factors in eq. (4.32) drop out of any dual conformally invariant
quantity and so may be ignored for our purposes. We will use eq. (4.32) to estab-
lish the connection between the cluster A-coordinates (defined in terms of Pliicker
coordinates) and the Steinmann relations (formulated in terms of Mandelstam in-
variants). More general Pliicker coordinates (ijkl) not of the form (i—14j—1 j) have
more complicated (algebraic) representations in terms of Mandelstam invariants. (A
systematic approach for finding such representations was discussed in the appendix
of ref. [191].)

In this paper we focus on n = 7 where there are a finite number of A-coordinates.
In addition to the Pliicker coordinates (ijkl) there are 14 Pliicker bilinears of the
form (a(bc)(de)(fg)) = (abde){acfg) — (abfg){acde). A convenient complete and
multiplicatively independent set of 42 dual conformally invariant ratios, introduced

in ref. [41], is given in terms of these building blocks by

(1567)(2367) (2457)(3456)
(1267) M= 19345 (4567)

B 225675 (1(23)(45)(67)) (4.33)
(2347)
(4567)

’ 951 = T 1234Y(1567)

(1(34)(56)(72))
(1234)(1567)

) ag1
with a;; for 1 < j <7 given by cyclic permutation of the particle labels; specifically,

Q5 = ail‘Zk%ZkJrjfl . (434)

The Steinmann relations, to be reviewed in section 4.3.4, are expressed simply in
terms of Mandelstam invariants. We therefore note that with the help of eq. (4.32)

we can express ai; quite simply as

5235675712

ap = 22250702 (4.35)

512571545
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with the remaining six a;; again given by cyclic permutations. The remaining 35
cluster A-coordinates do not admit simple representations in terms of Mandelstam
invariants because they involve brackets not of the form (i—1ij5—1 j).

Finally, it is useful to relate the cross ratios u;, defined in eq. (4.18), to the letters
a;;. Eq. (4.35) can alternatively be written as
13475 %

a1 = .
2.2 .2
T13L72L 46

(4.36)

Combining this equation with cyclic permutations of it, and using eq. (4.18), we find
that

a1 T5aT5
= 1% = (4.37)
14415  T74T34

plus cyclic permutations of this relation. Note that, although we can define 7 of these
cross ratios u; in seven-point kinematics, an n-point scattering process in this theory
only has 3n — 15 algebraically independent dual conformal invariants. Thus only 6 of
the 7 u; (or ay;) are algebraically independent. The seven u; obey a single algebraic
equation, the condition that a particular Gram determinant vanishes, which restricts
the kinematics to a six-dimensional surface within the seven-dimensional space of

cross ratios. We will not need the explicit form of the Gram determinant in this

paper.

4.3.2 Integrability

The heptagon bootstrap is based on the working hypothesis that any seven-point L-
loop amplitude in planar N' = 4 SYM theory can be expressed as a linear combination
of weight-2L generalized polylogarithm functions written in the 42-letter alphabet
shown in eq. (4.33). Using this alphabet one can write 42 distinct symbols of weight
k. Fortunately, relatively few linear combinations of these 42¥ symbols are actually

the symbol of some function. A symbol S of the form

S(fk) _ Z féa1,...,ak)(¢al R ® ¢ak)’ (4.38)

ALyeQk
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where the ¢,; are letters, corresponds to an actual function only if it satisfies the

integrability condition

~
omitting a; ®aj11

(4.39)
where the wedge product between two letters ¢,, ¢, that are functions of the inde-

pendent variables 2! is defined to be

dlog ¢, Adlogd, = > [alOg 0p0log oy Ologdy 01089y ) m \ gim. (4.40)

o dx™  OJzm ox™  OJx™
The symbols of physical amplitudes have several additional properties, to which we

will now turn our attention.

4.3.3 Symbol Singularity Structure

Locality requires that amplitudes can only have singularities when an intermediate
particle goes on-shell. In a planar theory the momenta of intermediate particles can
always be expressed as a sum of cyclically adjacent momenta, and thresholds in mass-
less theories are always at the origin. Hence perturbative amplitudes in planar SYM
theory can only have branch points when the corresponding Mandelstam invariants
Si,...j—1 = &3; vanish.

When some letter ¢ appears in the first entry of a symbol it indicates that the
corresponding function has branch points at ¢ = 0 and ¢ = oo. Therefore the first
entry of a symbol that corresponds to a physical scattering amplitude must be a ratio
of products of x7; [46]. We see from eqs. (4.32) and (4.33) that only the seven ay;
are valid first entries. The remaining 35 cluster A-coordinates contain terms that
may be zero (or infinite) without any intermediate particles going on-shell. There
is no possibility of cancellation in a sum over terms in a symbol since the letters of
the alphabet are multiplicatively independent. The restriction that the first entry of
the symbol of any seven-point amplitude must be one of the seven a,; is called the

first-entry condition.
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4.3.4 Steinmann Relations

The classic work of Steinmann provided powerful restrictions on the analytic form of
discontinuities [65, 66]. Expanding upon his work, Cahill and Stapp found that the
generalized Steinmann relations hold and that double discontinuities vanish for any
pair of overlapping channels [67].3 A channel is labelled by a Mandelstam invariant,
but it also corresponds to an assignment of particles to incoming and outgoing states.
Two channels overlap if the four sets into which they divide the particles — (incom-
ing,incoming), (incoming,outgoing), (outgoing,incoming) and (outgoing,outgoing) —
are all non-empty. Fig. 4.1 shows a pair of overlapping channels for the seven-point
process, s3s5 and so34. They overlap because they divide the seven particles into the
four non-empty sets {2}, {3,4}, {5}, and {6,7,1}.

Unlike two-particle invariants, three-particle invariants can cross zero “gently”,
without any other invariants having to change sign. Fig. 4.1 is drawn for the 3 — 4
configuration with particles 1, 2 and 3 incoming. Within that configuration, the left
panel shows that sss; can be either negative or positive. As s345 moves from negative
to positive, a branch cut opens up, due to one or more on-shell particles being allowed
to propagate between the two blobs. The discontinuity in the amplitude across the
branch cut is given by the sum of all such on-shell intermediate-state contributions,
integrated over their respective phase space. The same is true for the s34 discontinuity
illustrated in the right panel. However, once one takes the sg45 discontinuity, the
resulting function cannot have a second discontinuity in the s,34 channel, because it
is impossible for states to propagate on-shell simultaneously in both the s345 and s934

“directions”. Thus we require the Steinmann conditions,
DlSC3i+1,i+2,i+3 [DlSCSi,i+l,i+2F:| = DlscSi+2,i+3,i+4 [Dlscsi,i+l,i+2Fi| = 07 (441>

to hold for all t =1,2,...7.
In contrast, the sg34 channel does not overlap the sse7 channel (or the sg7; channel).

For example, in the right panel of the figure, one can have a second discontinuity,

3The implications of the Steinmann relations for the multi-Regge limit of amplitudes in planar
N =4 SYM have been analyzed in refs. [192, 193, 58, 59].
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3 4 3 4
2 Sus S34 5
S VS. 2
6 6
1 1
7 7

Figure 4.1: The figure on the left (right) shows the discontinuity of an amplitude in
the S3s5 (S234) channel due to the respective intermediate states. These two chan-
nels overlap, which implies that the states that cross the first cut cannot produce a
discontinuity in the second channel (or vice versa).

after taking Discs,,,, in the s5¢; channel, as particle 1 and the particles crossing the
So34 cut rescatter into another set of intermediate states, which then materializes into

particles 5, 6 and 7. That is, the following double discontinuities can be nonvanishing,
DiSCSi+3,i+4,i+5 [DiSCSi,i+1,i+2F} 7& 07 DiSC5i+4,i+5,i+6 [Discsi,i+1,i+2F} 7é 07 (4'42)

and they provide us with no useful constraints. Also, the “self” double discontinuities
are nonvanishing,
DiSCy, ;5110 [DiSCs; 11140 F] # 0, (4.43)

and are not of use to us. A recent analysis of the Steinmann relations, focusing on
the six-point case, can be found in ref. [68].

We will only consider restrictions imposed on the symbol letters a;; by the Stein-
mann relations on overlapping three-particle cuts, eq. (4.41). If there are any re-
strictions imposed by using two-particle cuts, they are considerably more subtle for
generic kinematics. Flipping the sign of a two-particle invariant generally entails
moving a particle from the initial state to the final state, or vice versa, and other
invariants can flip sign at the same time, making it hard to assess the independence
of the two-particle discontinuities.

Because the discontinuities of a symbol are encoded in its first entries, double
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discontinuities are encoded by the combinations of first and second entries that ap-
pear together. Correspondingly, the Steinmann relations tell us that the symbol of
an amplitude cannot have any terms in which overlapping three-particle Mandel-
stam invariants appear together as first and second entries. Eqgs. (4.32)—(4.33) imply
that this only imposes a constraint on the letters a,;, since the other letters do not
contain three-particle Mandelstam invariants s;_j ;11 o< (i—2i—1i4+1:+2). More
specifically, we see in eq. (4.35) that each ay; is proportional to a single three-particle
invariant s;_1,,4+1, so a first entry of a;; cannot be followed by a second entry of
@141, Q1,4+2, G1,i+5, OF @1 16, all of which contain a three-particle invariant involving
Di—1, Pi, OF pir1. A first entry of ay; can be followed by a second entry of ay;, a 43,
1,44, Or any ay; for k> 1 (subject to the constraint of integrability).

Everything stated thus far about the Steinmann constraint applies to full, infrared-
divergent amplitudes. However, the BDS-like-normalized amplitudes straightfor-
wardly inherit this constraint, due to the fact that the BDS-like ansatz, given ex-
plicitly in egs. (F.14) and (F.15), contains no three-particle invariants; it therefore

acts as a spectator when taking three-particle discontinuities, e.g.
. MHV : BDS-lik BDS-like T:
DISCS¢71,¢,i+1A7 = DlSCSi—l,i,i+1 ['A7 - 8} - ‘A7 e Dlscsifl,i,zﬁrlg' (4'44>

This is no longer true for the BDS-normalized amplitude, which according to eq. (4.25)
comes with an extra factor of exp[Fﬂ%Yn]. When expanded at weak coupling this
factor will produce powers of Y,,. The function Y, is itself Steinmann since Y;, = —&(Ll).
However, products of Steinmann functions are not generically Steinmann functions,
because overlapping discontinuities can arise from different factors in the product.
Indeed, once we observe that Y,, has a cut in one three-particle channel, and that it
is dihedrally invariant, we know it has cuts in all three-particle channels. Whereas
Y, itself is a sum of terms having cuts in overlapping channels, it is the cross terms
in (Y,)?, or higher powers of Y, that violate the Steinmann relations. Similarly, the
ratio function V, = E,/E, when expanded out perturbatively, contains products of
Steinmann functions and therefore does not obey the Steinmann relations. The lesson

here is that the proper normalization of the amplitude is critical for elucidating its
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analytic properties.
To summarize, the Steinmann relations require that any BDS-like-normalized

seven-point function F', such as & or E;, must satisfy
Disc,,, [Disce,, F] =0 if j#14,i+3,i+4. (4.45)

At the level of the symbol, this statement is equivalent to requiring that the symbol

of F' contains no first entries ay; followed by second entries a 41, @14+2, @145, OF

Qa1i+6-

4.3.5 Absence of Triple Discontinuity Constraints

At the seven-point level, it is interesting to ask whether there could be new constraints
on amplitudes of the following type:

?

Disc,,, {Disea14 [Disca11 FH 0. (4.46)
The three-particle channels corresponding to a;; and a4 do not overlap, nor do the
channels corresponding to a;4 and a;7. The channels corresponding to a;; and a7
do overlap, but the two discontinuities are separated by the a4 discontinuity in
between. (An analogous situation never arises for three-particle cuts in the six-point
case, because the only allowed double three-particle cut in that case involves cutting
the same invariant twice.) We have inspected the symbols of the MHV and NMHV
seven-point amplitudes, and we find that eq. (4.46) is generically non-vanishing. The
act of taking the non-overlapping second discontinuity of the amplitude apparently

alters the function’s properties enough that the third discontinuity is permitted.

4.3.6 Steinmann Heptagon Functions

We define a heptagon function of weight £ to be a generalized polylogarithm function
of weight k& whose symbol may be written in the alphabet of 42 cluster A-coordinates,

eq. (4.33), and which satisfies the first entry condition. These functions have been
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studied in ref. [41], where it was found that the vector space of heptagon function
symbols at weight k£ = 1, 2, 3, 4, 5 has dimension 7, 42, 237, 1288, 6763, respectively.
In this paper our goal is to sharpen the heptagon bootstrap of ref. [41] by taking
advantage of the powerful constraint provided by the Steinmann relations. We thus
define Steinmann heptagon functions to be those heptagon functions that additionally
satisfy the Steinmann relations (4.45). This corresponds to a restriction on the second
entry of their symbols, as discussed in section 4.3.4. We stress again that while both
BDS-normalized and BDS-like-normalized amplitudes are heptagon functions, only
the BDS-like-normalized ones, &£, Ey, and Ej;, are Steinmann heptagon functions.
We will see in subsection 4.5.1 that a drastically reduced number of heptagon func-
tions satisfy the Steinmann relations. The reduction begins at weight 2, where there
are 42 heptagon function symbols, but only 28 that obey the Steinmann relations.

The corresponding 28 functions fall into 4 orbits:

Lis <1 — w) . Liy (1 —apae), log*ais, logajszlogas, (4.47)
aiy

together with their cyclic permutations. This fractional reduction, by one third, is
the same as in the hexagon case [68], where the number of weight-2 functions was
reduced from 9 to 6. At higher weight, we will see that the reductions are much more
dramatic, and even more so for heptagon functions than hexagon functions. This
reduction in the number of relevant functions vastly decreases the size of our ansatz,
making this version of the bootstrap program more computationally tractable than

its predecessor.

4.4 MHYV and NMHYV Constraints

Starting from a basis of weight-k Steinmann heptagon symbols, we impose known
analytic and physical properties as constraints in order to identify the amplitudes
uniquely within this space. Here we review these properties and the constraints they

impose.
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4.4.1 Final Entry Condition

The final entry condition is a restriction on the possible letters that may appear
in the final entry of the symbol of an amplitude. As a consequence of the dual
superconformal symmetry of SYM, the differential of an MHV amplitude must be
expressible as a linear combination of dlog(i j—1j j+1) factors [181]. The differential
of a generalized polylogarithm of weight k factors into linear combinations of weight-
(k—1) polylogarithms multiplied by dlog ¢ terms where ¢ is the final entry of the
symbol. Therefore the final entries of the symbol of an MHV amplitude must be
composed entirely of Pliicker coordinates with three adjacent momentum twistors,
(1j—1j7+1). In the symbol alphabet (4.33) we have chosen, the final entries can
only be drawn from the set of 14 letters {aq;, as;}.

The MHYV final entry condition we just described can be derived from an anomaly
equation for the () dual superconformal generators [64]. The same anomaly equation
can also be used to constrain the final entries of the symbol of the NMHV super-
amplitude £. In particular, using as input the leading singularities of the N2MHV
8-point amplitude obtained from the Grassmannian [12], and refining the Q equation
so as to act on the BDS-like normalized amplitude rather than the BDS-normalized
one, Caron-Huot has found [194] that only 147 distinct (R-invariant) x (final entry)

combinations are allowed in E, namely these 21:

(34)logas;, (14)logas;, (15)logas;, (16)logas;, (13)logasy,
(12)log as, (45)logasy, (47)logasr, (37)logasr, (27)logasy,

(57)logasy, (67)logasy, (45) log%, (14) log %, (14) log w, (4.48)
a1 a1 Q46
(14) log _a14a317 (24) log %, (56)logasz, (12)logasr, (16)log %,
asq 42 Q26
(13)log — ML 4 ((14) — (15)) log ass — (17) log assazr + (45) log —22— — (34) log azs,
26033 434435

together with their cyclic permutations.*

4We thank Simon Caron-Huot for sharing these results with us.
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4.4.2 Discrete Symmetries

The n-particle superamplitudes A,, are invariant under dihedral transformations act-
ing on the external particle labels. The generators of the dihedral group D,, are the
cyclic permutation ¢ — ¢ 4+ 1 and the flip permutation ¢ — n + 1 — ¢ of the particle
labels, or equivalently of the momentum twistors. For the heptagon a-letters (4.33),

these correspond to

Cyclic transformation: a; — a;;41,

. . Qo; <7 A38—; (4.49)
Flip transformation:

ayp — arg—; for [ #2,3.

MHV and MHV amplitudes differ only in their tree-level prefactors. Hence the
functions &, and R, must remain invariant under spacetime parity transformations.
Parity maps NMHV amplitudes to NMHV ones and therefore acts nontrivially on Ej,
Ey5 and FEyy. In the language of our symbol alphabet (4.33), a parity transformation
leaves the letters ay; and ag; invariant. The remaining letters transform under parity

according to
Parity transformation: as; <— asy, (41 < as1, (4.50)

and the cyclic permutations thereof.
The parity and dihedral symmetries of the (super)amplitude are inherited by its
BDS(-like) normalized counterpart because the BDS(-like) ansétze are also dihedrally

invariant.

4.4.3 Collinear Limit

So far we have primarily focused on the BDS-like normalized amplitude and the
Steinmann functions describing it. However for the study of collinear limits it proves
advantageous to switch, using eq. (4.30), to the BDS-normalized amplitude, since in

the limit the former becomes divergent, whereas the latter remains finite.
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In more detail, the BDS ansatz ABPS entering eq. (4.1) is defined in such a way
that the n-point BDS-normalized amplitude (or equivalently the remainder function

for MHV) reduces to the same quantity but with one fewer particle:

lim Rn = Rn,1 5

i+1]|¢

o (4.51)
lim B, = By_1.

i1

To take one of these collinear limits, one of the s;;;; must be taken to zero. From
eq. (4.32), we see that this can be accomplished by taking a limit of one of the
momentum twistor variables. In the case of the NMHV superamplitude we also need
to specify the limit of the fermionic part of the supertwistors (4.6). The (MHV degree

preserving) 7||6 collinear limit can be taken by sending

(1246) (2456) (1456)
(1245) 2> T 124y 21 T 245

Z7 — Z6 +€ Z s (452)
for fixed 7, and by taking the limit n — 0 followed by ¢ — 0.

Of course for bosonic quantities, only the bosonic part Z; — Z; of the supertwistor
is relevant. As noted in ref. [41], in the limit (4.52) the heptagon alphabet (4.33)
reduces to the hexagon alphabet, plus the following 9 additional letters,

n, €, T, 1+T1,
(1235)(1246) + 7(1236)(1245) ,  (1245)(3456) + 7(1345)(2456) ,
(1246)(2356) + 7(1236)(2456) ,  (1246)(3456) + 7(1346)(2456) ,
(1235)(1246) (3456) + 7(1236)(1345)(2456) . (4.53)

Therefore the collinear limits of heptagon functions are not generically hexagon func-
tions. We say that a heptagon symbol has a well-defined 7||6 limit only if in this limit
it is independent of all 9 of the additional letters (4.53).

We must also take the limit (4.52) of the R-invariants. Since these invariants are
antisymmetric under the exchange of any pair of twistor indices, the invariants that

contain both indices 6 and 7 will vanish. All other invariants reduce to six-point
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R-invariants. Denoting the six-point invariants by
[12345] = (6) (4.54)

and its cyclic permutations (under the six-point dihedral group), and solving the

single identity of type (4.10) among them to eliminate (6), we deduce that

I;ﬁlgB —=(1)[Bi7 + Ber + Bo] + (2)[Bas — Ber] + (3)[Bss + Bsr + Ber + B
(4.55)
+ (4)[Bar — Ber] + (5)[Bsg + Ber + Bo)

where the hats denote the collinear limit of the corresponding bosonic functions.
Finally, we should note that in this work we will be focusing on collinear limits

of dihedrally invariant functions. Therefore it will be sufficient to consider the 7|6

limit shown above, and the remaining i+1 || ¢ collinear limits will be automatically

satisfied as a consequence of dihedral symmetry.

4.5 Results

4.5.1 Steinmann Heptagon Symbols and Their Properties

As defined in section 4.3.6, a Steinmann heptagon function of weight k is a polylog-

arithm of weight k& that has a symbol satisfying the following properties:
(i) it can be expressed entirely in terms of the heptagon symbol alphabet of eq. (4.33),
(ii) only the seven letters a;; appear in its first entry,

(ili) a first entry ay; is not followed by a second entry a;; with j € {i+ 1,7+ 2,7+
5,1+ 6}.

We will frequently use the term ‘Steinmann heptagon symbol’ to mean the symbol
of a Steinmann heptagon function. We begin by investigating how the number of
Steinmann heptagon symbols compares to the number of heptagon symbols reported
in ref. [41] through weight 5.
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Weight k= | 1 2 3 4 5 6 7| 7

parity +, flip + 4 16 48 | 154 | 467 | 1413 | 4163 | 3026

parity +, flip — 3 12 43 | 140 | 443 | 1359 | 4063 | 2946

parity —, flip + 0 0 30 14| 60| 210| 672 | 668

parity —, flip — 0 0 3 14 60 | 210 | 672 | 669

Total 7 28 97 | 322 ] 1030 | 3192 | 9570 | 7309

Table 4.1: Number of Steinmann heptagon symbols at weights 1 through 7, and those
satisfying the MHV next-to-final entry condition at weight 7.

Table 4.1 presents the number of Steinmann heptagon symbols through weight
7; these numbers can be compared to 7,42,237, 1288, and 6763 linearly independent
heptagon symbols at weights 1 through 5, respectively [41]. By weight 5, the size of
the Steinmann heptagon space has already been reduced by a factor of six compared
to the size of the standard heptagon space! (The corresponding reduction factor for
hexagon symbols at weight 5 is only about 3.5.)

The total number of Steinmann heptagon symbols at each weight was calculated
without imposing spacetime parity or dihedral symmetries. The first four rows show
the number of Steinmann heptagon symbols that have the specified eigenvalue under
the Zsy x Zs generators of parity and the dihedral flip symmetry. There are many
more parity even (parity +) Steinmann heptagon functions than parity odd. At each
weight there are approximately the same number of flip + as flip —. Up through
weight 7, there are an equal number of flip + and flip — parity odd functions.

Table 4.1 has two columns for weight 7. The column 7” counts the number of
weight 7 symbols that satisfy an additional constraint we call the MHV next-to-final
entry condition. Paired with the MHV final entry condition, which requires the final
entry of the symbol to be ay; or as;, integrability imposes an additional constraint that
prohibits the seven letters ag; from appearing in the next-to-final entry of any MHV

symbol. Symbols satisfying this additional constraint are useful for bootstrapping the
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four-loop MHV heptagon, to be discussed in subsection 4.5.3 below.

The fact that there are many more parity-even than parity-odd Steinmann hep-
tagon functions is also true in the hexagon case [68]. In that case, it is possible to give
a closed-form construction of an infinite series of parity-even “K” functions. The K
functions apparently saturate the subspace of Steinmann hexagon functions having
no parity-odd letters. This series of functions can also be repurposed, with appro-
priate arguments, to describe some, but not all, of the Steinmann heptagon symbols
having no parity-odd letters.

Before concluding this section, let us emphasize that we are here counting inte-
grable symbols, not functions. We expect each such symbol to be completable into
a function. However, there are other functions (with vanishing symbol) obtained
by multiplying lower-weight functions by multiple zeta values. When we impose
physical constraints on the full function space, parameters associated with these ad-
ditional functions will also have to be determined. On the other hand, sometimes the
function-level constraints are more powerful than the symbol-level constraints. As
first observed in the case of the 3-loop MHV hexagon [32, 34], the number of n-gon
functions obeying additional constraints, such as well-defined collinear limits, may be
smaller than the number of the corresponding symbols. That is, completing a symbol
to a function with proper branch cuts may require adding to it functions of lower
weight that don’t have a well-defined collinear limit, even if the symbol does. We
leave the problem of upgrading our heptagon bootstrap from symbol to function level

to a later work.

4.5.2 The Three-Loop NMHYV Heptagon

Once we have constructed the Steinmann heptagon symbol space, we can assemble it
into an ansatz for the seven-particle amplitude and apply the constraints outlined in
section 4.4 to fix the free parameters. Let us describe the steps of this computation
in the NMHYV case.

The NMHV amplitude is a linear combination of 15 transcendental functions mul-

tiplying the independent R-invariants. Therefore the initial number of free parameters
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Loop order L = 1 2 3
Steinmann symbols 15 x 28 | 15x322 15 x
3192
NMHYV final entry 42 85 226
Dihedral symmetry D 11 31
Well-defined collinear 0 0 0

Table 4.2: Number of free parameters after applying each of the constraints in the
leftmost column, to an ansatz for the symbol of the L-loop seven-point NMHV BDS-
like-normalized amplitude. The first row in column L is equal to the last line of column
k = 2L of table 4.1, multiplied by 15 for the 15 linearly independent R-invariants.

at L loops, shown in table 4.2, is given by 15 times the entry in table 4.1 that counts
the total number of Steinmann heptagon symbols of weight 2L.°

We then impose the heptagon NMHYV final entry condition discussed in subsec-
tion 4.4.1. Similarly to the NMHYV hexagon case [38], the list of allowed final entries
in eq. (4.4.1) can be translated into relations between the 42 different {k — 1,1}
coproduct components for each of the 15 functions multiplying the independent R-
invariants, for a total of 42x15 = 630 independent objects. Note that eq. (4.4.1)
contains all 21 distinct R-invariants, so in order to obtain the aforementioned equa-
tions we first need to eliminate the dependent R-invariants with the help of egs. (4.13)
and (4.14).

In principle, one can impose the NMHYV final entry equations at L = k/2 loops
on the ansatz of weight-k integrable symbols appearing in the first line of table 4.2.

In practice, we have found it more efficient to solve these equations simultaneously

°If we had imposed dihedral symmetry first, we would have had only three independent functions
FEy, E12 and FEq4 to parametrize, each with some dihedral symmetry, and there would have been
fewer than 3 times the number of independent Steinmann heptagon symbols in the first line of the
table. This part of the computation is not a bottleneck either way. This alternative procedure would
also give rise to a different set of numbers in the second line of table 4.2.



CHAPTER 4. THE MHV (NMHV) SYMBOL AT FOUR (THREE) LOOPS 171

with the weight-k integrability equations (4.39), namely the equations imposing in-
tegrability on the last two slots of an ansatz for £. The number of free parameters
after imposing this condition (using either method) is reported in the second line of
table 4.2. We see that the final entry condition is already very restrictive; out of the
47880 possible NMHV symbols with generic final entry at three loops, only 226 of
them obey the NMHYV final entry. Next we impose invariance of F under dihedral
transformations, as discussed in subsection 4.4.2. The dihedral restriction leads to
the small number of remaining free parameters reported in the third line of table 4.2.

We then examine the behavior of the amplitude in the collinear limit. To this end,
we recall from subsection 4.4.3 that it is advantageous to convert to the BDS nor-
malization, since the BDS-normalized amplitude is finite in the collinear limit, while
the BDS-like normalized one becomes singular. Converting our partially-determined
ansatz for £ to an equivalent ansatz for B with the help of eq. (4.30), we then take
its collinear limit using eq. (4.52).

Quite remarkably, demanding that the right-hand side of eq. (4.55) be well-defined,
namely independent of the spurious letters (4.53) (and thus also finite), suffices to
uniquely fix B through 3 loops! Even an overall rescaling is not allowed in the last line
of table 4.2, because the condition of well-defined collinear limits, while homogeneous
for BDS-normalized amplitudes, is inhomogeneous for the BDS-like normalization
with which we work. We did not need to require that the collinear limit (4.55) of the
solution agrees with the six-point ratio function computed at three loops in ref. [37],
but of course we have checked that it does agree.

In this manner, we arrive at a unique answer for the symbol of the NMHV heptagon
through three loops. Our results are included in the ancillary files, which can also
be downloaded from [177]. The one- and two-loop results match the amplitudes
computed in refs. [111] and [64], respectively. The fact that six-point boundary data
is not even needed to fix the symbol through three loops points to a strong tension
between the Steinmann relations, dual superconformal symmetry (in the guise of the

final entry condition), and the collinear limit.
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4.5.3 The Four-Loop MHV Heptagon

For the MHV remainder function at L = k/2 loops, we could in principle start from
an ansatz for 87(L) involving all heptagon Steinmann symbols of weight k. As with the
NMHYV case, however, it is simpler to impose the MHV final-entry condition discussed
in section 4.4.1 at the same time as integrability on the last two entries of the symbol.
In fact, our initial four-loop MHV ansatz was constructed using not just the MHV
final-entry condition, but also the MHV next-to-final entry condition discussed in

section 4.5.1.

Loop order L = 1 2 3 4
Steinmann symbols 28 322 3192 77777
MHYV final entry 1 1 2 4
Well-defined collinear 0 0 0 0

Table 4.3: Free parameter count after applying each of the constraints in the left-
most column to an ansatz for the symbol of the L-loop seven-point MHV BDS-like-
normalized amplitude.

In the first line of table 4.3, we reiterate the number of Steinmann heptagon
functions with general final entry. In the second line of the table, we report the
number of symbols that satisfy the MHV final entry condition. Clearly, there are
only a few Steinmann heptagon functions at each weight that satisfy even these few
constraints. Note that we have not even imposed dihedral invariance, nor that the
symbol have even spacetime parity.

To determine the third line of the table, we convert the ansatz to one for the
BDS normalized amplitude, using eq. (4.30) and the symbol of Y7. We then ask that
this quantity have a well-defined collinear limit. As in the NMHV case, there is a
unique solution to this constraint, this time through four loops, as reported in the
last line of table 4.3; this unique solution must be the symbol of 57(L). Our results
are included in the ancillary files, which can also be downloaded from [177]. Again

the overall normalization is fixed because the last constraint is an inhomogeneous one
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for a BDS-like normalized amplitude. The symbols of the two- and three-loop seven-
point BDS remainder functions Rg), R?) are known [181, 41]. We have converted
these quantities to the BDS-like normalization with the help of eq. (4.31), and they
agree with our unique solutions. At four loops, when we convert our unique solution
for £ (which has 105,403,942 terms) to RS (which has 899,372,614 terms), we find
that its well-defined collinear limit agrees perfectly with the symbol of the four-loop
six-point MHV remainder function Ré4) computed in ref. [35]. Because we did not
need to impose dihedral invariance, nor spacetime parity, we can say that even less
input is needed to fix the symbol of the MHV amplitude through four loops than was
needed for the three-loop NMHV amplitude!

Before concluding, let us note that although we used the Steinmann constraint
to tightly constrain the space of symbols through which we had to sift in order to
find the four-loop MHV heptagon, it is possible that the same result could have been
obtained (in principle, with much more computer power), without it. In the second
row of table 4.3 we see, for example, that at weight 6 there are precisely 2 Steinmann
heptagon symbols satisfying the MHV final-entry condition. Ref. [41] imposed the
MHYV final-entry condition, without considering the Steinmann relations, and found 4
different symbols at weight 6: (Y7)?, Y7 R(72)7 R?) and one more. Modulo the reducible
(product) functions (Y7)?* and Y5 Rg), heptagon functions satisfying the MHV final-
entry condition automatically satisfy the Steinmann relations as well, at least at
weight 6! We cannot rule out the possibility that the Steinmann constraint is also
superfluous at weight 8 (or, perhaps, even higher), but certainly the complexity of

the computation is significantly reduced if one allows oneself to input this knowledge.

4.5.4 Three Loops from Dihedral Symmetry

In this subsection we consider dropping the final entry condition, which derives from
dual superconformal invariance. One motivation for doing this is to check indepen-
dently the NMHYV final entry conditions detailed in eq. (4.4.1). Another possible
motivation, in the MHV case, is to try to widen the applicability of the bootstrap ap-
proach to the study of (bosonic) light-like Wilson loops in weakly-coupled conformal
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theories with less supersymmetry than A/ = 4 SYM.

Let us consider adding general L-loop Steinmann heptagon symbols ééL) (with
no restrictions on the final entry) to the known answer S#L) and see whether we can
preserve the conditions of dihedral symmetry and good collinear behavior. We can
ask this question through three loops, because we have a complete basis of Stein-
mann heptagon symbols up to (and beyond) weight six. Since such symbols appear
additively in the BDS-normalized quantity BgL), we need the Steinmann symbols <9~7(L)
themselves to be well-defined in the collinear limit. The numbers of Steinmann hep-
tagon symbols obeying the successive conditions of cyclic invariance, flip symmetry,
and well-defined collinear behavior are detailed in table 4.4.

We find that the first dihedrally invariant Steinmann symbol with well-defined
collinear limits appears at weight six, i.e. at three loops. We denote this symbol by
c‘:}. In fact the collinear limit of 57, which we denote by 8~6, automatically turns out
to possess six-point dihedral invariance as well. Furthermore the collinear limit of &
from six points to five is vanishing. Therefore the symbol & could be added to that
for 57(3) (and simultaneously E to Sés)) without breaking dihedral symmetry or good
collinear behavior either at seven points or at six points.

Neither & nor & obey the MHV final entry condition, as required to be consistent
with the results of section 4.5.3. Thus at the three-loop order, Q-supersymmetry
is really fixing only a single parameter, after the consequences of the Steinmann
relations, dihedral symmetry and good collinear behavior are taken into account.
A different criterion that can be used to uniquely determine 57(3) is that the three-
loop remainder Rés) should have at most a double discontinuity around the locus
u = 0 where u is one of three the cross ratios available at six points. The double
discontinuity is in fact predicted from the original implementation of the Wilson line
OPE [46], which we will not delve into here. We may simply observe that & has a
triple discontinuity and hence we can rule out adding & to 57(3) on these grounds.

We may similarly examine the consequences of dihedral symmetry and collinear
behavior for the NMHV amplitude. In this case there are some additional conditions
which we can impose, from requiring the absence of spurious poles. We recall the

form of the NMHV ratio function given in eq. (4.15), or equivalently the form of F
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Loop order L = 1 3
Steinmann symbols 28 322 3192
Cyclic invariance 4 46 456
Dihedral invariance 4 30 255
Well-defined collinear 0 0 1

Table 4.4: Number of linearly independent Steinmann heptagon symbols obeying,
respectively: cyclic invariance, dihedral invariance, and well-defined collinear behavior
together with dihedral symmetry.

given in eq. (4.28). The tree-level amplitude P() obviously possesses only physical
poles, but the individual R-invariants have spurious poles. Requiring that the NMHV

amplitude as a whole has no spurious poles leads us to the following conditions:

Spurious I Ey7|(1356=0 = 0, (4.56)
Spurious 1I: E23|<1467>:0 = E25|<1467>:0 . (457)

In table 4.5 we detail the number of Steinmann symbols obeying the successive
conditions of cyclic symmetry, absence of spurious poles, well-defined collinear be-
havior, and flip symmetry. At weight two, we find a single combination obeying all
conditions, which is precisely the combination B(M) itself, which is therefore deter-
mined up to an overall scale by these conditions. Note that unlike the B%) for L > 1,
the function BM obeys the Steinmann relations.

At weight four, we find no Steinmann symbols obeying all the conditions. This
is not in contradiction with the results of section 4.5.2: we recall that the quantity
E® does not exhibit well-defined, finite collinear behavior; rather it is the (non-
Steinmann) function B which manifests this. The zero in the final row of the L = 2
column in table 4.5 rather reflects the fact that there is no Steinmann symbol which
could be added to E® while preserving the good collinear behavior of B, even if

we are willing to abandon the NMHYV final entry condition.
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At weight six, we find a single Steinmann symbol with all the properties listed in
table 4.5. Tt is precisely the same symbol & appearing in table 4.4 multiplied by the
tree-level amplitude P . Hence it only appears as a potential contribution to Eég).
In other words, the symbols of Eg) and ES) are uniquely fixed by the constraints
of dihedral symmetry, absence of spurious poles and correct collinear behavior. The
appearance of the same ambiguity & in Eé?’) is to be expected since the only additional
criterion imposed in table 4.5, that of spurious-pole cancellation, cannot constrain
potential contributions to FEjy. Finally, we note that the addition of & in E(()?’) is
connected to its addition to 57(3) by the NMHV to MHV collinear limit which relates
E; to &. Thus dropping the final entry condition from Q-supersymmetry allows

only a single potential contribution at weight 6 in all of the heptagon and hexagon

amplitudes.

Loop order L = 1 2 3
Steinmann symbols 15 x 28 15x322 15 x 3192
Cyclic invariant 4+ (2x28) | 46+ (2 x 322) 456 + (2 x 3192)
Spurious vanishing I 441+ 28 46 + 19 4+ | 456 + 208 + 3192

322
Spurious vanishing II 44+ 6 46 + 89 456 + 927
Well-defined collinear 1 0 11
Flip invariant 1 0 1

Table 4.5: Number of Steinmann heptagon symbols entering the NMHV ampli-
tude obeying respectively cyclic invariance, vanishing on spurious poles, well-defined
collinear behavior and flip symmetry.

We conclude that, up to three loops, starting from an ansatz of Steinmann hep-
tagon functions, all heptagon amplitudes and hence all hexagon amplitudes (by
collinear limits) in planar N/ = 4 SYM can be determined just by imposing dihe-

dral symmetry and well-defined collinear limits, combined with the requirement of no
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6 5

Figure 4.2: Factorization of a seven-point amplitude in the limit s345—0. Notice that
the collinear limit p7 || p; can be taken “inside” the factorization limit.

triple discontinuity in R,(S?’) and no spurious poles in the NMHV amplitudes. These
results provide an independent check of the NMHV final entry conditions (4.4.1). It
would be interesting to investigate whether the ambiguity functions & and & could
play a role in the perturbative expansion of any weakly-coupled conformal theories

with less supersymmetry than N =4 SYM.

4.6 The Multi-Particle Factorization Limit

One of the kinematic limits we can study using our explicit seven-point results is the
multi-particle factorization limit. In this limit, one of the three-particle invariants
goes on shell, s;;11;40 — 0. Figure 4.2 shows the limit s3y5 — 0. In this limit
the seven-point NMHV amplitude factorizes at leading power into a product of four-
point and five-point amplitudes, multiplied by the 1/s345 pole. The seven-point MHV
amplitude vanishes at leading power. Indeed, all supersymmetric MHV amplitudes
are required to vanish at leading power when a three-particle (or higher-particle)
invariant goes on shell. This result holds because all possible helicity assignments
for the intermediate state require at least one lower-point amplitude to have fewer
than two negative-helicity gluons; such amplitudes vanish by supersymmetry Ward
identities [195, 196]. For the same reason, MHV tree amplitudes [2] have no multi-
particle poles.

Before turning to the behavior of the seven-point NMHV amplitude, we recall

the multi-particle factorization behavior of the BDS-like-normalized six-point NMHV
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amplitude [37]. As s345 — 0, two of the six-point R-invariants become much larger
than the rest, and they become equal to each other. Therefore the singular behavior
of the six-point amplitude is controlled by a single coefficient function, which we
denote by Us and whose limiting behavior takes an especially simple form.® Up to
power-suppressed terms, the limit of Us was found to be a polynomial in log(uw/v),
whose coefficients are rational linear combinations of zeta values, and whose overall
weight is 2L. Here, u, v, and w are the three dual conformal invariant cross ratios

for the hexagon, whose expressions in terms of six-point kinematics are

2 .2 2 .2 2 .2
_ Ti3Tye  S12545 v — Loy T51 523 856 w — T35 Tgo 534 S61
- 2 .2 = ) -2 .2 = ) -2 .2 :
T14 T36 5123 $345 Tos Tyq 5234 5123 T36 Lx2 5345 S234
(4.58)

The six-point limit s345 — 0 sends vw/v — oo.

The logarithm of U, called U in ref. [37], has an even simpler behavior than Us.
The L-loop contribution U is also a polynomial in log(uw/v), but it has only degree
L at L loops, for L > 1. This three-loop result was later found to hold also at four
and five loops [38, 68]. Because U™ has weight 2L, but a maximum of L powers of
log(uw/v) for L > 1, every term in it contains zeta values, and its symbol vanishes.

The only exception is the one-loop result,

$345 1
UD (u, v, w) ol 5 log? <#> —2Cy, (4.59)

where we have converted the result in ref. [37] to that for expansion parameter g*.
The results for U agree with the perturbative expansion of an all-orders prediction
based on the Pentagon OPE [197, 198].

Ref. [37] also made a prediction for the multi-particle factorization behavior of
NMHYV n-point amplitudes, which we can now test at 7 points at the symbol level.

Define the factorization function F;, by

ASMHV(]CZ) — Aj—i-i—l(ki) ki—i—la RN kj—la K) (460)

5The function Us can be identified with the function E in refs. [38, 68], but we prefer to adopt
a different notation here to emphasize that this function is not the BDS-like-normalized NMHV
superamplitude FEj.
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Fn(K27sl,l 1)
X T+An7(jfi)+l(_Ka kj kit k1),

as K? — 0, or in the seven-point case,

F7(K27 Sl,l+1)

AI;IMHVU%') M) As(k’6,/{:7,k‘1,k2,K) K2

A4<—K, k3,k4,k5) s (461)

where K = ks + k4 + ks, K? = s345. Then F% was predicted to have the form

log B = 6us { 8_12 {((—5(712125334) ) - ((—séi);jm) ) ]
(i
%log2 <—$$3x%5x36x32) } : (4.62)

w275, (36)°
For simplicity, we have dropped all terms that vanish at symbol level, which kills
all terms in log F; beyond one loop, and we have converted to the ¢? expansion
parameter.
We should now convert this prediction to one for the BDS-like normalized ampli-

tude. Apart from trivial tree-level factors, we have
ANMHV ANMHV ABDS 4BDS
log F; = log(7—> = 10g(7—_ie) — log <5—_41€) : (4.63)
ABDS ABDS ABDS-Tk ABDS-Tk

So to obtain log(ANMHV / ABPSlke) we peed to add to [log F7]™) the quantity

N Ay VS VS (4.64)

where M is given in eq. (F.14), and Mf) and Mél) are the four- and five-point MHV
amplitudes, for the kinematics shown in fig. 4.2, and normalized by their respective

tree amplitudes.
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Adding eqs. (4.63) and (4.64), we find, in terms of dual variables,

1
APV NGy a2aladad) L 2Rkl
log | —pmee | 5 log?( TREBTACTE ) D og
| BDS—Tike 2 22,25, (136)? 2 L3375, 73
7 5724\ 36 732461

ET (—x§5x§2x§1> > (4.65)
2 Lo l57L13
at symbol level, and a vanishing contribution to the logarithm beyond one loop. Note
that the first term in eq. (4.65) comes directly out of eq. (4.62), and is the “naive”
generalization of —3log*(uw/v) to the seven-point case. The first term diverges
logarithmically as s3q5 = 35 — 0, while the last two terms are finite in this limit.

The one-loop factorization behavior in eq. (4.65) could have been extracted, of
course, from the one-loop seven-point amplitude. Thus the symbol-level content of the
prediction is really the vanishing of the logarithm beyond one loop. Beyond symbol
level, the all-loop-order prediction of ref. [37] is that (up to an additive constant) the
first term gets upgraded to the function appearing in the six-point limit, namely U (z),
where r = (22323, 2%72,) /(22,23,(235)?), while the last two terms should simply get
multiplied by the cusp anomalous dimension.

Now let us test the symbol-level prediction (4.65) by taking the limit s345 — 0 of
the seven-point NMHV amplitude. Referring back to (4.32), we have

. (2356)

S345 = Tag = 23)(56) — 0. (4.66)

Keeping so3 and ssg generic requires us to take this limit by sending (2356) — 0. This

limit can be accomplished using the replacement

(1436)
(1456)

(1453) (3456)

2, 2 z
27 Es (1456) ~° " “(1456)

Zs+b

z (4.67)

where a,b € C are generic and € is a regulator. In the limit € — 0, ay4 vanishes while

the other a;; map into a space of 31 finite letters.
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The map works out to be

aiiarr aiy 21024 aiiayr
Qo5 — ; asz —» —, asq — ; asy —
a21G24 a24 a7 a21
A21024 air a110a17
Qg2 — (24 Q46 — ) as2 — —, as6 —
a7 A24 A21024
ags — —1, gy — —1, (468)

which removes 10 of the 42 letters, leaving a4 and the 31 finite letters.

We also need the limiting behavior of the seven-point R-invariants. Referring back
to their definition (4.8), we see that the invariants (71), (14) and (47) become singular
as (2356) — 0 while all others remain finite. The finite R-invariants are suppressed

in the identities (4.10) in this limit, giving us
(71>S345—>0 - (14)5345%0 - (47)8345%0‘ (469>

The function controlling the behavior of E7; as s3y5 — 0 is thus given by the sum
of functions multiplying these singular invariants in eq. (4.28), corresponding to the

combination
U; = |En + By + Byr + EO] . (470)

53450

Note that from eq. (4.13), the coefficient of Ej receives a 3/7 contribution from (71),
and 2/7 +2/7 from (14) and (47).

Ignoring the tree amplitude, the quantity Uz is the exponential of log(

whose prediction is given in eq. (4.65). Using eq. (4.68) to compute U; from eq. (4.70)

in terms of the letters a;;, we find at one, two, and three loops,

Z/{(l) — _1 10g2 a}—i — 1 10g2 ail — 110g2 a7 (471)
7 2 aj1ary 2 2 ’
< (1))2
e 7 4.72
T -
< (1))3
(3) _ ’
U = 2 (4.73)

AyMHV/A]EDS—like)

Y
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Hence U; exponentiates at symbol level, as predicted by eq. (4.65). Substituting
eq. (4.36) for aj;, and its cyclic permutations, into eq. (4.71), we find perfect agree-

ment with eq. (4.65). We can also express the result in terms of the cross ratios

1 1 1
Z/{7(1) = ——log? el . log? ) o log? SO (4.74)
2 U3y 2 U3Ug 2 Urlig

Once this analysis is repeated at function level, we expect the first term in L{7(1) to

Ui

receive higher-loop zeta-valued contributions, dictated by the six-point function U(x),
while the last two terms simply get multiplied by the cusp anomalous dimension.

The last two terms in eq. (4.71) or eq. (4.74) do not diverge in the factorization
limit. On the other hand, they play an essential role in endowing U; with the correct
behavior as p; and p; become collinear. Fig. 4.2 shows that this collinear limit is
well away from the factorization pole, in the sense of color ordering. So it should be
possible to take this collinear limit “inside” the s345 — 0 multi-particle factorization
limit, i.e. as a further limit of it.

The p; || p1 collinear limit takes 2, — 0, and hence the cross ratio us — 0.
Equation (4.74) shows that the last two terms of L{7(1) diverge logarithmically in this
collinear limit, while the first term behaves smoothly. Recall that the n-point BDS
ansatz smoothly tends to the (n—1)-point BDS ansatz in all collinear limits. However,
this is not true for the BDS-like ansatz; that is, Y7 /4 Yj in collinear limits, rather it
diverges logarithmically. Essentially, the last two terms of eq. (4.71) account for this

non-smooth behavior. In the p7 || p; collinear limit,

1 a’? I 1 uw
— Zog? 14 PriPY o Zop? [ — 4.75
5 og <a11a17) 2 og v ) ( )
1 1
-3 log” ayy — B log” ay7 + Y7 m Ys. (4.76)

Thus the last two terms in eq. (4.71) precisely account for the non-smooth collinear
behavior of the BDS-like-normalized amplitude at seven points, within the multi-

particle factorization limit.
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4.7 Discussion

Following the inclusion of the Steinmann relations in the hexagon function boot-
strap program [68], we have applied these constraints to heptagon symbols, in order
to drastically reduce the number of symbols needed to bootstrap seven-point scat-
tering amplitudes. We have been able to construct a basis of Steinmann heptagon
symbols through weight 7, and those which further satisfy the MHV final-entry con-
dition at weight 8. In order to apply the Steinmann relations transparently, we have
shifted our focus from the familiar BDS-normalized amplitudes to BDS-like normal-
ized analogues. The simple conversions (4.30) and (4.31) between functions in these
two normalizations allow us to simultaneously take advantage of the smaller space
of Steinmann heptagon symbols, and utilize the simple behavior exhibited by BDS-
normalized functions near the collinear limit. With these advances, we have com-
pletely determined, in a conceptually simple manner, the symbols of the seven-point
three-loop NMHV and four-loop MHV amplitudes in planar N' =4 SYM theory.
Calculating the symbol of these particular component amplitudes is only the tip
of the Steinmann iceberg. The main limiting factor in applying the bootstrap at
higher weight is the computational complexity resulting from the size of the space
of Steinmann heptagon functions, which still grows close to exponentially, despite
its small size relative to the general heptagon function space. This growth can be
especially prohibitive when generating the general basis of Steinmann heptagon sym-
bols at each higher weight. At the same time, nearly the entire space of Steinmann
heptagon symbols is needed to describe the amplitudes we have bootstrapped — in-
cluding derivatives (coproducts) of higher-loop amplitudes. That is, the full space
of Steinmann heptagon symbols is spanned by the derivatives of our amplitudes at
weights 2 and 3. Only 15 of the 322 Steinmann heptagon symbols are absent from the
span of these derivatives at weight 4. This situation resembles what is observed in the
hexagon function bootstrap [68], where the derivatives of the five-loop six-point am-
plitude also span the full weight-2 and weight-3 Steinmann hexagon symbol spaces,
while only 3, 12, and 30 symbols are absent from the span of these derivatives at

weights 4, 5, and 6. In the hexagon case, all of these symbols are observed to drop
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out due to lower-weight restrictions on the appearance of zeta values (i.e. the zeta
values only appear in certain linear combinations with other hexagon functions, and
this leads to symbol-level restrictions at higher weights). We expect that a similar
set of function-level restrictions will explain why a small set of weight-4 Steinmann
heptagon symbols are not needed to describe the seven-point amplitude. (Only 386 of
the 1030 weight-5 Steinmann heptagon symbols are currently needed to describe the
four-loop MHV and three-loop NMHV amplitudes, but here we expect significantly
more of these symbols to be needed to describe coproducts of yet higher-loop contri-
butions.) No physical explanation for the restrictions on the occurrence of zeta values
at six points has yet been discerned, indicating that there remains some physics to
be discovered.

More generally, the task of upgrading our symbol-level results to full functions will
be left to future work. A full functional representation would be valuable for checking
seven-point predictions in both the near-collinear [162, 48, 49, 51, 163, 56, 57, 164]
and multi-Regge limits [58, 59, 102, 60, 61, 105, 169, 170, 171, 172, 173, 174]. An
important problem is to generalize the all-loop results for six-point scattering in the
multi-Regge limit [62] to the seven-point case. The full functional form of the seven-
point amplitude could assist the construction of an all-loop multi-Regge heptagon
formula.

Bootstrapping amplitudes with eight or more external legs will require more than a
simple extension of the heptagon bootstrap presented in this work. Both the hexagon
and heptagon bootstrap approaches depend on the assumption that the weight-2L
generalized polylogarithms can be built from a finite symbol alphabet, corresponding
to an appropriate set of cluster A-coordinates. Going to n = 8, we move into a cluster
algebra with infinitely many A-coordinates. It is expected that only a finite number
of letters will appear at any finite loop order, but it is currently unknown how to
characterize what sets may appear. In principle, this information ought to follow
from a careful consideration of the Landau singularities of these amplitudes (see for
example refs. [199, 167] for recent related work). There is hope that patterns may
emerge at currently accessible loop orders, which may provide insight into the letters

appearing for n > 7.
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Appendix A

Hexagon Function Basis at
Weights 6, 7, and 8

Building on the basis of hexagon functions through weight five introduced in ref. [34],
we describe here a complete basis of hexagon functions at weight six, seven and eight.
These functions can be defined in terms of their {n — 1,1} coproduct components,

which for a generic hexagon function F' take the form

3
A1 (F) = Z FU@nu; + F7" @In(l —u) + F¥% @ Iny;, (A.1)

i=1
where the functions {F“ F''=% F¥} uniquely determine the derivatives of F' to be

OF

P Fl7v*  1—u—v—w
ou N

v,Ww U _1_U’+ U\/Z
l-u—-v+w l—u+v—w
e W4 Vv, A2
TN TN (8.2)
=1l-uw)(l—-v—w)F*—u(l—v)F" —u(l—w)F"

Yv,rYw

Fyu

—~— OF
Ayu a
OYu

—u(l —v—w)F7 4+ wF'™ + wwF™ + VAFY | (A.3)

and the cyclic permutations of these formulae. We fix the overall integration constant

of each function by stipulating that it vanish at the point F(u,v,w) = F(1,1,1).
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The process of constructing such functions is described in ref. [34], and proceeds
analogously to the construction of the spurious pole functions which we cover in
detail in appendix D. The definitions of the basis functions in terms of their {n—1, 1}
coproduct components are lengthy and unilluminating, so instead of writing them out
explicitly we will only describe their formal properties; these definitions can be found
in the ancillary files.

One way of organizing the space of irreducible hexagon functions is by the maxi-
mum number of times the y; variables appears in a single term of a function’s sym-
bol. Since this number is additive under function multiplication, it endows the space
of hexagon functions with a grading which naturally separates parity-odd functions
(those with odd numbers of y entries) from parity-even functions (those with even
numbers of y entries). The dimension of the hexagon function space with each y-
grading through weight eight is given in table A.1. The hexagon function space also
has an S3 symmetry that acts by permuting the variables w, v, and w. We have
selected basis functions that form orbits under this S5 symmetry, and we only label
one representative of each orbit, since the other members can be found by permuting
the arguments of the representative.

At weight six, we denote the i*" odd function by A;(u,v,w) and the i'" even
function by B;(u,v,w). Up to the action of the S3 symmetry there are 11 independent
odd functions and 11 independent even functions. The size of each basis function’s
orbit is specified alongside its y-grading in table A.2. Similarly, we denote the weight
seven odd functions by C;(u, v, w) and the weight seven even functions by D;(u, v, w).
All 28 odd functions and 36 even functions fit into orbits of S3, and these orbits are
specified with the y-gradings of these functions in table A.3. Finally, at weight eight
there are 86 odd functions, denoted by S;(u,v,w), and 102 even functions, denoted
by T;(u,v,w). In table A.4 we give their S35 orbits and y-gradings. We suppress the

arguments of the basis functions in the tables.
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Weight || o° o' v o> y* 3> ¢°
1 S
2 S
3 6 1 - - - -
4 9 3 3 - - -
5 18 4 13 6 - - -
6 27 4 27 29 18 - -
7 54 4 41 63 108 39 -
8 90 4 50 108 306 238 114

Table A.1: The dimension of the space of irreducible hexagon functions at each weight,
graded by the maximum number of y entries appearing in each function’s symbol.
The ¢° column counts one-dimensional HPLs, but the other columns are nontrivial.

S3 orbit yt Y3 1> Y

6—Cy€1€ Bl, BQ Al, A2 B5, B()’ -
3—Cy€1€ Bg7 B4 Ag ce A7 B7 c. B11 AIO
Singlet - Ag, Ag - AH

Table A.2: The weight-six hexagon basis functions organized by the size of their S5
orbits and y-grading.

S5 orbit Yo y y? y? y'

6—Cy€1€ CI Ce Cg D1 .. D12 Cn Ce 015 D25, D26, D27 -
3—CYC1€ C4 ce CIO D13 R D24 Clﬁ c 026 Dgg ce D34 C27
Singlet - - - 1)357 D36 028

Table A.3: The weight-seven hexagon basis functions organized by the size of their
S5 orbits and y-grading.
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Ss orbit y° y* y® y? y'
6-cycle || T1...T15 | Sy...S% Tig...T54 Sor...S3 | Tss5...Tss | -

3-cycle || Tso...T4s6 | S35...561 | Te7...Tgg Sea...S30 | Tog...To7 | Ss1
singlet Sga Tos, Tog, Thoo | Ss3, Ssas Ss5 | Tro1, Tio2 | Sse

Table A.4: The weight-eight hexagon basis functions organized by the size of their S3
orbits and y-grading.
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Ré3>, V) and V) in Terms of

Weight 6 Basis

The weight-six basis for the parity-odd sector includes functions A;(u,v,w), i =
1,2,...,11, and for the parity-even sector, B;(u,v,w), i = 1,2,...,11. This basis
allows us to write the three-loop remainder and ratio functions directly, instead of in
terms of their {5, 1} coproduct components, as was done previously [34, 37].

Using the parity-even weight-six functions and the total symmetry of the remain-

der function, we can write the three-loop result as

RP(u,v,w) = Réf’) (u,v,w) + Rg’) (v, w,u) + Réﬂ(w, u, v)

A A
+ Ré?ll(”? w, U) + RSA(U; u, ’LU) + Ré?i\(w, v, u) , (Bl)
where
1
RY) = E8{30(15’1 + BQ) +18B; + 14B, — 2(35 + BG> 128, — 2B,
128

— 264Bg+2310—24311 + 4IH(U/'U)M1 -+ ? ln(w/v)er

- (400Hg +200HY — 101n%u — 2In*w — 204 Inulnw

104 -
4 412Inulnw — 408@) Q) 4+ —=(&o)* - 96H;

+56Hs | — 6Hyy —204H)' | | —44H3,, — 6Hy, 5 + 168Hy 4 4
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+6Hy,,, —210Hy | 1, — 2(Hy)? — 4HYHy | + 14(H3,)?
+ H;( — 3TGHY + 8HY, + 594HY, | + 96(H;)2)
+Inu(96HY — 56H}, + 10Hy, + 168Hy, | +26H

— V44H, \ + H (380H; + 213, ) )
+ In? u< — 26H + 38HY, — 60HY, | — 100(H;)2>
— 41’ u<Hg n 2H;f1) v g In® u HY

10 7

— 1 (338 HY + 4Hy, + = InuHy — <o’ u)
34 5

+HY, (6901{;1 - S hnuHy - W’ u>

575
+ H;( — T60H} — 8Hy, +1224Hy, | + 2> (Hy)?

64 2314 82

610 3 )

— Tln2uH§‘ - §1n4u
+Inv( = 8H, — 10Hg, + 120H}, | + 33Hys,
— A8HY, | | + HY <4H;; - 18H;1)
+ lnu< — 276 HY — 320Hy, — 174HY, | + 197(H;)2)
+21n? u( — 30HY, + 119H§) — 51In® uH;>
+1In? v<34H}f —10HY, — GHYy | — 9(H;)2

403 1837 1687
—lnu (? g—F T 571) — TlDQUHg — 21n4u>

1 1 2
—In®v (%lnqu + gln3 u) + ? InvHy InuHy

+ 1nw(Hg (16[{;1 +1018 InwHY + 201 In® u)

+ 1nv(—764H}f — 164HY, + 846 HY, | + 126(HY)?

1037 9 >

+Inwu|334H3 + 582H§‘71> + 5 In* uHy + 3 In* u
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913 773
+In?v (114H§‘ + 643Hy; + - InuHy + Tz In’ u))
335
2
+ G (788H}j — AHY, — 1236 HY, | + 220(HY)?

—ln2w<8H§H§ + In* vHY + %711122111&2 v)

— 783InuHy + 4lnuHy | +407In” uHy — g In*

+ m( — 13HY + 2244 HY, + 297 In wHY — 39 In® u>
4 In? v(822Hg + 314102 u) + 858 HYHY

— <4OOH§‘ + 314 1n? u) Invin w)

+ C3<281nuH§‘ +61n’u —i—lnv( — 40HY + 1251n” u)

41860 64, .,
9 Ce + E(C:s)

— G (5704[{; 4980 1n® u + 464InuIn v) } : (B.2)

+58lnulnvlnw> +

and we dropped the arguments (u,v,w) on By, M;, Qep, 0@ and &4 to save space.

The parity-even part of the three-loop ratio function is
VO (u,0,w) = Vf)(u,v,w) —|—Vf§3)(w,v,u), (B.3)

where

Vf’) (u,v,w) = 518{_4231(“’ v, w) — 38B1 (v, w,u) — 54 By (w, u, v)
— 38Bs(u, v, w) — 54 By (v, w, u) — 42Bs(w, u,v)
— 60B;3(u, v, w) — 18 B3(v, w,u) — 40By(u, v, w)
— 20B4(v, w,u) + 2Bs(u, v,w) + 2Bs(v, w, u)
+ 10B5(w, u,v) 4+ 2Bg(u, v,w) + 2Bg(v, w, u)
+ 10Bs(w, u, v) — 36 B7(u, v,w) — 20B7(v, w, u)
+ 4Bg(u, v, w) + 816 By(u, v, w) + 348 By(v, w, u)

— 12Byo(u, v,w) — 2Byg(v, w,u) + 64811 (u, v, w)
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+ 48 By (v, w, u) — 154(Pg(u, v, w))?

128

(o /u) (400, 0,10) + == (5Qup (0,0, 1) — Quplw, 1,v)))

+ In(w/v) <4M1(v,w,u) + % <5er(vaw7u) — Qep(u, v, w)))

+2(292(H;+H;+H;“> —6In*u— 32w — 5ln%v
—312Inulnv +298Inwlnv + 316In uln w
—596C2>Q(2)(u,v,w)

+2<142(2H§‘ n Hg) —12In%u — 3In2v
n <2981nv - 145ln) Inu

— 286C2)Q(2)(w,u, v) + pure HPLS}. (B.4)

The pure HPL terms are quite lengthy, so we only present them in an ancillary file.

The parity-odd part of the three-loop ratio function can be presented here in its

entirety,
\7(3)(u,v,w) = f/f)(u,v,w) — \N//(l?’)(w,v,u), (B.5)
where
~ (3 1 4 28 32
V,Lg )(U,U,’LU) = ﬁ{_gAl(uavvuo - ?Al(vawau) + EAl(wauav)

8 28 20
+ 5 AQ(U7U7w) - 3 A2<anau) + ?AQ(w7uav)

+ 12 Az(u, v, w) + 4 Ay(u, v, w) — 12 Ag(u, v, w)

+ 12 A7 (u, v,w) — 120 Ajp(u, v, w) — % Inu Hy(u, v, w)

— % (3 Inw—Inu—2 lnv) Hy(v,w,u) — ? Inwu Ji(u,v,w)

+ % (3 Inw—13 Inu+ 10 1nv> Ji(v,w,u)

—9 (4 (H;+H§+H§”) F5Inu+ 4w — 4 Inu lnw
—21InuInv+3 v — 12@) Fi(u, v, w)

+2 <1n2u— 2 lnu lnv) Fi(v,w,u)
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+4 <2 (lnu—lnw) HY +2Inu —In*u <3 lnw—l—lnv)

+2Inu (Hg + In? v) —26 (o lnu) éﬁ(u,v,w)} . (B.6)



Appendix C

Ré4>, V4 and VW in Terms of

Weight 8 Basis

Using the weight-eight basis, we can describe the four-loop quantities Ré4), V@ and
48] directly, instead of via their {7,1} coproduct components.

First we present the four-loop remainder function Ré4). Because this function is
totally symmetric in (u, v, w) = (u1, ug, uz), we can express it in terms of the weight-

eight basis as,

R = %24{ > [—320Tf — 324TY — 290T% — 268717 — 25217 — 29217
e 248TY — 252T7 — 248T, — 248T¢, — 27277, — 29677,

— 25677, — 206T% + 484877, + 5268T7, — ATG, — 4TS,

+ 1173Tg, — 254T%, — 4Ty, + 1275, + 31273, + 29275

725
o+ 24T5; + 25205 + 8T5, + 4T5, + T, + 20T,
1165
o+ 24T, + 1205, + ~=TF, + T24T5; + 4T5; + 2475,
24T, + 20T, — 3215, — ASTS, — 32T, + ATY, — 16T
— 48T, — 1675, + 40T, — 28T — 2875 — A0TF,
+ 16T, + 20T, + 20T%, — 33612, + 17775 — 4T5"8]

195
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+ 3 | -200T5, — 19875, — 13675, — 13275, — 1321,

oEZ3
122 2216
— 11475 — ?Tﬂ + 3 o+ 817, + 39077, + 817
3827 215
— 817 — 2417, — 8T7% + TTEZ) — 2475 + ?ng
— 16077, + 2075, — TS, — ATZ. + 2TS — 11675,
11102 18465
+ TT&) + 19723273, + 33615, — TTé’3
12643, 6113, 3427,
+ TTM — 19795 + B O 97}
5741 17467 292661
— T Tior — T
g 1100 + 6 101 = 102
+ products of lower weight functions} : (C.1)

where T? denotes a permuted version of T; = T;(u, v, w) = T;(uq, ug, us), namely
17 = Ti(uo(r), Uo(2), Uo(3))- (C.2)

We sum over all six permutations of the 6-cycle basis functions, 7171, ..., Tsg, and over
the three cyclic permutations of the 3-cycle ones, Txg, ..., To7. We have dropped the
terms that are products of lower weight functions because they are very lengthy, but
they are given in an ancillary file.

The parity-even part of the four-loop ratio function can be expressed in terms of

the same T} functions as

V& (u,v,w) = VXL) (u,v,w) + Vf)(w, v,u) + VE(;L)(u, v,w), (C.3)
where
1
vt = @{380T1“ + 62077 + 50077 + 596T% + 516TY + 3967

+ 5A2T + 440TY + 398T% + 376T + 4507 + 4467
+ 3R0TY + 434TY + 39211 + 4367} + 564T, + 394T
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+ 4007 + 414TY + 388T% + 422T¢ + 404TY + 3961,
+ 388T + 426TY, + 376T7% + 39277 + 42677, + 376TY
 3TATY, + 464TY) + 448T7% + A0ATY, + 554TY, + 446T7%
43277, + 406TY, + 406T7 + 554T + 446TY + 404T7%
— 6984 — T584TY — 86044 — 8347T}% — 910277,

— TBT6TY + 28T% + 4T7, + 16T + 16Ty — 8T%, + 4T7%
- 76489ng - 2216285T2'”0 185271 + 3763 + 403T%,
+ 428T + 16T + ATy, + 28T — 12T, — 26T%, — 24T,
— 4827, — 562T%, — 388717 — 40871 — A34TY, — 5427
12T — 72Ty, — 24T — A56T0 — 3947y, — 4227

+ 40T, — 36T, — 36T — 8T1 — 3213, — 2075 — AT,
2621 605 1219

— 28T — 16155 — =~ T3 — —- T3 — —5— T3 — 63
— 20T, — 267135 — 24T — 10T, + 1673 — 2673, — 1215,
2965 1405
— ATy — = =T — — T — 129735 — 1031755 — 115975
2537

5 T — AT, — ATy, — AT§h — 24T — 96Ty — 42T
+ 12T — 5ATY + 210 — 20T, — 90T + 10277 + 32T,
+ 46T + 1207 + 48T, + 18T + 38T, + 32T + 26174
— AT, — 16TY, + 8T — 20T + 16T}, — 56T + 8071,
+ 1287, + 48T + AT + 16T}, — 8T — 40T — 24T
— 96T + 36T + 38T, + 28T + 28T + 108T, + 42134
+ 24T + 96T, 4 40T — 16T%, — 28T, — 22T — 2077,
— 26T, — 6T — 10T, — 7817, — 2012 + 264T% + 56T
+ 3367 + 3T — 1771 — 10273 — 673 — 2T, + 4T
+ 20073 + 2137 + 1907 + 1867 + 186T¢, + 2137
4;9ng 34687 — 812 D u 4 2357 4 20472 + 49T
— 11667, — 44T, — 544TY, — 20T + 8T + 48T% + 8T
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. 23861, ., W 190, , 1291

—Tz4
7 U u U U u

2
42173 64501
— 284328T5) — HI0T5, + ——Tg —

34631, 4467,
24 T96+ 4 T97

— 20T —

U
T94

+TITE —

+ products of lower weight functions} : (C4)

and

1

viv = mm{mm&+¢%Tm+%ﬂ&+2MT?+%M&+1%QE
1012 304

+ 271 — 571203 — 3922035 + — =Ty + 17375 + - T3,

1561
— 121573, + 1007, — —— T4, + 28T; — 10075, + 2473,

13825 157

— 98T, + 2205 — — Ty + 14T, + 18Ty, — — =T

839 1 46967
+ —1Tg, — 68T, + §T§6 + 475 + 3015, + 17075y — 5 —T5

3
49109
— B0T344Ty, — 336Ty, + — Ty — 915515, + 36475,

8521, , 1633, , L 9155 170141
4 T96 + 3 T97 + 12T98 + 4T99 + 6 TIOO T 101

145829

o —— T, + products of lower weight functlons} (C.5)

Here T} = T;(u,v,w), T = T;(v,w,u), T} = T;(w,u,v). The 3-cycle functions
Tsg,...,S97 are chosen to be symmetric in their last two arguments, so for these
functions the permutation 7;(v, w, u) appears only in Vgl) .

Similarly, the parity-odd part of the four-loop ratio function can be expressed as

‘7(4)(u, v, W) = V1§4)(u,v,w) - 171&4)(111, v, u), (C.6)
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vy = 30%{—30057; +60SY + 2405 — 1265% + 18SY + 1085Y
+ 156S% — 22257 + 66SY — 40SY + 20657 — 16652
— 166S" — 11257 + 278SY — 976S" + 278S" + 69852
+ 445 — 525Y + 8SY — 1245Y + 2248 — 100SY + 485
+ 19287 — 2408Y + 7208% — 111087, + 3905 + 1785
— 24287 + 648" + 150", — 150S%, — 1965, — 385,
+2345% — 965, — 1857, 4 1145 + 785 — 785
4 11487, — 1148 — 785" — 185%, + 965 — 1225%
— 2657 + 1485 — 1228 — 2657, + 148S™ + 9652,
+ 185, — 1145% — 4545% + 5652, + 3985% + 125%,
+ 125, — 245, — 185 + 9653, — 785Y, + 11452,
— 9653, — 18S%, — 1665% — 405% + 2065% — 16655,
— 40S%; + 2065 + 3965 — 26645%, + 22685, + 28315
— 25985, — 25725 — 85 — 1465, + 154.5% — %Sgo

+ 21888, — %S};{) — 208 — 96652, + 9865 — 1365

+ 8S%, + 1285 + 345 — 85, — 265 + 105354,

— 123952, + 1865, + 1265 + 1265 — 16665 + 2285%
+ 3605, + 7125 + 28435Y, — 7251 + 37651 — 1535
— 4928 + 6105 + 200SY, — 8465, + 8845, — 4625,
+ 278, + TS + 1148 + T8SY, — 23135, + 1775,

— 30605, + %?;93555 + 815 — 84;—53 422275

4
1484251 1203 657
+ QOSgg -+ 13545% -+ TS% + TS% + T

34985 28471
— S St — 808, + 625}, — = — Sk + T505%,

+ 10655, — 2490485

U
S73
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+ products of lower weight functions} : (C.7)

and S = S;(u,v,w), S = Si(v,w,u), S = S;(w,u,v). Note that the singlet func-
tions S, . .., Sgg cannot appear in an antisymmetric quantity such as V. Again, the
3-cycle functions Sss, . .., Sg1 are chosen to be symmetric in their last two arguments,
so for these functions the permutation S;(v,w,u) cannot appear, and S;(w,u,v) is
related by the u <+ w exchange. The products of lower weight functions for both V®*

and V@ are too lengthy to present here, but they are given in ancillary files.



Appendix D

Functions on the Spurious Pole

Surface w =1

In section 1.7.5 we explored the behavior of the ratio function in the limit w — 1. We
also need to understand this limit in order to impose the spurious-pole constraint.
We call the functions that the hexagon functions approach in this limit spurious pole
surface functions (SP functions). Just as for the hexagon functions, the space of SP
functions can be built up iteratively in the weight. Because the construction is simpler
than for the full hexagon function space, but contains the same essential ingredients,
it may be useful for the reader to see it in some detail.!

The SP functions must have only physical branch cuts, and their symbol entries
can only be drawn from the set of letters that appear in the w — 1 limit of the
hexagon function letters (1.29). These conditions translate to functions with symbols

constructed out of the letters
Swos1 = {u, v, 1 —u, 1 —v, u—v}, (D.1)

with only u and v appearing in the first entry. The {n — 1,1} coproduct component

1One can always use multiple polylogarithms, or the 2dHPLs of Gehrmann and Remiddi [128]
to describe this function space. The main virtue of the construction described here, as with the
hexagon function approach, is imposing the branch-cut condition at the beginning, which reduces
the size of the space dramatically at high weights.

201
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of a generic SP function f(u,v) of weight n thus takes the form

A ()= @hut fP@nv+ 7@ In(l —u)

+ 7@l —v) + U @ In(u —v), (D.2)
where its derivatives are given by
af o Flou . fu-v
ou|, u l—u u-—v’
v 1—v u—v

We can take the u and v partial derivatives of a full hexagon function F'(u,v,w)
using eq. (A.2), let w — 1 in the rational prefactors, and compare with eq. (D.3). This
comparison relates the {n — 1,1} coproduct components for F' to the corresponding

ones for the function f(u,v) that it approaches on the w = 1 surface:

fvo= FUL£
fr= FFrr,
fim = FY g Fv £ Y
fi70 = F"V L FYeg P
fUU = F2Fve £ 28V, (D.4)

The overall sign ambiguity associated with the F¥ components simply reflects an
ambiguity as to whether the limit (1.133) holds, or the same limit with the y;’s
inverted, so it holds globally for all functions. We note that “coproduct matching
relations” like eq. (D.4) provide a very useful way to collapse hexagon functions into
functions on generic limiting surfaces, beyond the specific case of SP functions treated
here.

We’ll construct the irreducible part of the SP function space through weight three
here, in order to illustrate the same methods used to construct hexagon functions.

At weight one, the only functions satisfying the branch-cut constraints are In v and
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Inv. Functions of higher weight n can be constructed at the symbol level by requiring
that their symbol satisfy an integrability condition. This condition connects pairs of
adjacent entries, and there are n — 1 such conditions, one for each pair. Imposing
all these conditions ensures that the symbol can be integrated up to a single-valued
function, or equivalently that partial derivatives acting on it commute. However,
integrability can also be imposed iteratively. Suppose we have classified all functions
with weight n — 1. Then we can construct an ansatz for the space of functions with
weight n by requiring that their derivatives are given by eq. (D.3) (for the case of
SP functions) where each of the coproduct entries f*, fU, f1=%, f17v, f4=? is a generic
linear combination of weight n—1 functions. Now we just need to impose integrability
on the last two entries of the corresponding symbol. At function level, this is a linear
constraint on the {n—2,1, 1} coproduct entries f*¥, which is a set of linear equations
for the coefficients of f¥, f*, f1=%, f1=*, f*~%, when they are expanded in terms of the
weight n — 1 functions.
On the spurious pole surface, the requirement that partial derivatives commute,
0 f 0 f

dudv  ovdu’ (D5)

gives rise to six relations between the {n — 2,1,1} coproduct entries of a weight n

function f:
pietl = o,
flota —
floutl — ploul,
ool plue]
f[l—u,u—v] _ f[l—v,l—u}’
flimvu—el — pli-ui—o], (D.6)

where the square brackets indicate that an antisymmetric combination of coproduct
entries is being taken, f*¥ = f*¥ — f¥*  These relations are the analogs of the

relations (1.35) for hexagon functions.
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However, the relations (D.6) don’t completely exhaust the conditions we must
impose on an SP function. Note that transcendental constants of weight n — 1 are
in the kernel of the {n —2, 1,1} coproduct, so their coefficients remain undetermined
by the above equations. Some of these coefficients will lead to unwanted branch
cuts for f, even if all of the {n — 1,1} coproducts f* have only the proper branch
cuts. We must also check the first derivatives of our candidate functions at particular
locations, in order to make sure that they remain finite away from the allowed physical
singularities (v — 0, v — 0). From eq. (D.3) we see that we must inspect the lines
u =1, v =1 and u = v, where the symbol letters (other than v and v) vanish. We

must impose

fl_u|u:1 = fl_v’vzl = fu_v|u=v = 07 (D7)

which are the analogs for SP functions of eqs. (1.37) and (1.38) for the hexagon
functions.

After we have found the space of functions with good branch cuts, we remove the
ones that are reducible, i.e. products of lower weight functions, as well as the one-
dimensional HPLs in u and v. The remaining irreducible functions can be classified
by the discrete symmetry. For hexagon functions this symmetry group includes parity
and the S3 symmetry permuting (u,v,w). For the SP functions, there is no parity;
eq. (D.4) shows that parity even and odd hexagon functions such as F* and F¥-
combine to give SP functions. Also, the S3 symmetry is broken to S,, generated by
the exchange u < v.

When we apply the integrability constraint, eq. (D.6), at weight two we find,
interestingly, that it already allows for the appearance of an irreducible function. (In
the hexagon function case, the first irreducible function is ®g, at weight three.) We

choose to define this function’s {1, 1} coproduct to be

1
AVE! (SP?) (u, v)) = —lnu®ln(u—v)+ 5 Inu®Inwv

1
+lnv®ln(u—v)—§lnv®lnu, (D.8)
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so that it is antisymmetric under the exchange of u and v.?

No other integrable symbols at weight two involve the letter u — v. We can see
this easily from eq. (D.6): The right-hand sides of the last two relations vanish for
weight two because a first entry is never 1 —wu or 1 —v. Thus fl=%% v = fl-vu=v —
The third and fourth relations show that f“*~v = — f"*“~" which determines all the
(u — v)-dependent terms up to an overall constant. The rest of the space is spanned
by products of HPLs in u and v.

The derivative of SP§2) follows from eq. (D.8):

0 2 Inv Inv—Inu
%SPE)(U,’U):—2U+ ppp— (D.9)

It is indeed singular only in the v — 0 limit. At this weight, there would be no
possibility of adding a transcendental constant to the (weight one) functions in the
{n — 1,1} coproducts to fix such a singularity, had it been there.

We set the additive constant of all SP functions by requiring that they vanish in
the limit (u,v) — (1,1).

At weight three, there are four independent solutions to the integrability condition,
besides the reducible space of HPLs and SP§2) times In w or Inv. These four irreducible

solutions can be organized into two orbits of the Sy group that permutes u and v,
{SPP (u,v),SP (v, 1), SP¥ (u, v), Sng) (v, u)} . (D.10)

Each orbit is a two-cycle represented by one of the following functions, defined by its

{2,1} coproduct:

AVS! (SPg?’) (u, v)) =—-Hy®@In(l —v)+ Hy @ In(u —v) — Hy ® In(u — v)
1 (D.11)
+ élnulnv ®1In(1 —v) + SP¥ (u,v) @ In(1 — v)

1
AV <SP§3)(u,fu)> =3 Inulnv ®Inov + SPEQ)(u,v) ® Inwv (D.12)

—2 SP%Q)(U, v) @ In(u —v).

2In(u — v) should be considered inert under this transformation.
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Note that, since each of these two-cycles represents two linearly independent SP
functions, the dimension of the weight three irreducible space (four) is larger than the
number of functions we have indexed (two). Moreover, these definitions are relatively
simple, compared to the number of terms required to specify each function’s symbol.
This feature becomes increasingly true as we move to higher weight.

Next we inspect the behavior of these functions at u =1, v =1 and v = v. For
SP%B)(u, v), eq. (D.11) has no In(1 — u), so there can be no singularity as v — 1.
The singularity as v — v is cancelled because the first entry multiplying In(u — v)
is Hy — HJ, which vanishes in this limit. The only subtlety is for v — 1, where we

require, from setting v = 1 in the first entry multiplying In(1 — v) in eq. (D.11),
SP? (u,1) = HY = Liy(1 — u). (D.13)

But this equation follows by evaluating the u derivative using eq. (D.9) for v = 1,
and the fact that they match at u = 1: SP(1,1) = 0 = Li,(0). For the other weight
three irreducible function, the only singularity that has to be checked is the limit
u — v, where the antisymmetry of SP?) (u,v) ensures it. So again at weight three,
we do not need to add any transcendental constants (in this case only (» would be
expected) to the weight two functions appearing in the {2, 1} coproducts to fix the
branch-cut behavior. It turns out that such weight n — 1 constants are never needed
in the {n — 1,1} coproducts of SP functions. (In contrast, they do appear in the
coproducts of many hexagon functions, in order to enforce smoothness as u; — 1.)
A complete basis of SP functions through weight seven was constructed using this
method, and can be found in an ancillary file. The symmetry properties of these
basis functions under the permutation group S are laid out in Table D.1. We divide
them into two-cycles, symmetric and antisymmetric functions. Clearly one could form
symmetric and antisymmetric combinations of each member of a two-cycle, but it is
convenient to leave it as a two-cycle, in analogy to how we treat S3 for the hexagon
functions. We introduced some explicitly symmetric functions into our basis starting
at weight five. We provide another ancillary file which uses this SP basis to describe

the ratio function and remainder function on the spurious pole surface through three
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Weight two-cycles symmetric antisymmetric
2 - - spi
SP{,spyY - -
spY...spY - spyY, spyY
SP...spy  sp{Y. spy SP{y,SPy)

sp® . sp® sp® sp® sp® spl® . spl

N o Ot = W

7 7 7 7 7 7
sp{” .sp{D spll . splD sp() . splD)

Table D.1: The symmetry orbits of the SP basis functions through weight seven. The
functional dependence on u and v has been suppressed. Upon exchange of u and
v, each two-cycle is sent to a linearly independent function within the SP function
space. Symmetric and antisymmetric functions are mapped back to themselves, with
an overall sign change in the antisymmetric case.

loops.



Appendix E

Proof that c<12)(u,w) is Positive and

Monotonic

The coefficient function 052) (u, w) has weight 3, which guarantees that it can be rep-

resented in terms of classical polylogarithms. From its coproduct representation we
found that

Cfutw—1 Cfut+w—1 Cfutw-—1
052) (U, w) = —L13 (—> + L13 (T) + L13 <T>

uw

—1 —1
logwLis (w) loguLiy (&)
u w

— % log(uw) (Lig(l —u) + Lip(1 —w) — C2)

1
~ 5 <10g2 u log(1 — u) + log” w log(1 — w)> : (E.1)
Note that it vanishes on the collinear boundary v + w = 1: 052)(11,1 —u) = 0. The
representation (E.1) is manifestly real for u,w > 0 and w,w < 1. It can acquire
an imaginary part in other regions, so another representation might be preferable in
principle.

However, we are going to take its radial derivative now, and write the result in a

208
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manifestly real form:

052) (u,w) = (ud, + w@w)c@(u, w)

) (uw)

1
Cu+w-—1 2

1 1
[1—u+1—w} logu logw, (E.2)

where
cél)(u, w) = —CW(u, w) = —Liy(1 — u) — Liy(1 — w) — logulogw + G (E.3)

is positive and monotonically increasing, from the previous one-loop analysis.
Although the first term in eq. (E.2) is positive in the positive double-scaling re-
gion (3.49), the second term can be negative (say, for v < 1 and w < 1). So we have
to show that the second term is outweighed by the first term.
Rather than working with dilogarithms, we take another radial derivative. First

we multiply by the quantity (v + w — 1), which is uniformly positive in the positive
()

1 18 positive, it’s the same as showing

region. So if we can show that (u + w — 1)c

cﬁ ﬁ(u, w) is regular on the collinear boundary,
(2)

1,r

is positive. It’s easy to see that c

(1)

because ¢’ (u, w) vanishes there. Hence (u 4+ w — 1)¢;’, vanishes there, which allows

a radial flow argument to work. Multiplication by (u + w — 1) before differentiating

also allows the radial derivative to kill the polylogarithms:
2 (ww) = (udy + wd )[(u+w 1) w)}
1,rr\™ - u w 1,r\™

1 u n w | |
= —= ogu 1ogw
2 |0 —we 1wz B

1 U w ~+ 2u | 1 w U+ 2w |
2|1 —w 1—u 2 1—u  1—w | B
1 u logw U w+2u
= =1 — — — “w). E.4
2(%“{(1—wﬁ 1 —w 1—u] T (wow) (E4)

In the second form, it is enough to show that the term shown is positive everywhere
in the positive region; the same will then be true of the term obtained by (u <> w)

reflection.
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Note that the contribution of the third term in brackets, —(w+ 2u)(logu)/(1—u),
always has the desired sign, positive. Suppose first that © > 1. Then we combine
the first two terms to get (—u) x (logw + 1 — w)/(1 — w)?. The last factor is always
negative, including w = 1 where it approaches a finite limit. So we are done with the
u > 1 case.

Now let u < 1. In this case we have to combine all three terms, and use the

identity, )
U w+2u U
E.5
—w  1—u >w(1—w)’ (E5)
which can be established by writing the difference, left minus right, as
w(w +u) +u(u+w—1) _— (E6)
w(l —u)
Therefore
u logw u w4+ 2u u logw u logw + =¥
> = — . (E7
(1—w)2+1—w+ 1—wu (1—w)2+w(1—w) " (1 —w)? (E7)

The last factor is always positive, so the quantity in brackets in eq. (E.4) is negative

for v < 1. Combined with the fact that logu < 0 for ©v < 1, we are done proving
that cf)T > ( in the positive region. This in turn proves that 0522 > 0, and hence that

) (u,w) itself is positive.

For the next simplest quantity, the weight-4 function 082) (u,w), we tried to apply

the same method of taking repeated radial derivatives, but we were unable to remove
all the trilogarithms in the second iteration, because they come with different rational
prefactors. So an analytic proof would probably require another method. However, we
(2)

could establish numerically that the second such derivative, ¢;,

(u, w) was positive in

the positive region, consistent with the more general numerical study in section 3.4.2.



Appendix F

The BDS and BDS-like Ansatze

The BDS ansatz [31] for the n-particle MHV amplitude (with the Parke-Taylor tree

amplitude scaled out) is given by

A > L 1
_ o An @1 ()
M, = 20~ exp Lg_l a (f (6)2Mn (Le) + C ) (F.1)
with
FPe) = 57 + e + 217, (F.2)

and where € is the dimensional regularization parameter in D = 4 — 2¢. Here féL) is
the planar cusp anomalous dimension with
@ _ 1w _ 1o
fO - Z/YK - ircusp7 (F?))
according to the definition (4.24). However, note that in the above relation the

superscript L refers to coefficients in the expansion with respect to a = 2¢%, and not

g2

For n =7, the BDS ansatz takes the form

> 1
ABDS _ VO, lz o (fo0zuP e +e®)|. (F
L=1

211
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Here we have explicitly factored out 1/2 from the definition of M7(1)(e) appearing in
the original BDS paper. The seven-particle one-loop MHV amplitude (again with the

tree amplitude scaled out) appearing in the BDS ansatz is given by

MY () = 622(

) + FM(0) + O(e) (F.5)

—5; ;i1
where
_ TSiitl —Si41,i42 3
=> |-log log (| —"%2 ) 4+ Dy + Lo+ =G| (F.6)
1 —S4i+1,i+2 —Sii+1,i4+2 2
with
D?yi _ —L12 (1_ 1,5+1 91 171,7,+1,z+2> (F?)
Si,i41,i4+2 Si—1,i,i+1
and
Lis— —Ltlog (¢) log (ﬂ) , (F.8)
2 = Sii+1,i+2,i+3 — 81,04 1,i4+2

Notice that all of the dependence on the three-particle Mandelstam invariants is
contained within F7(1)(0), so we will focus on determining its dependence. We can
replace the four-particle invariants with three-particle invariants in both D7 ; and L7 ;.

The two equations then become

. 8i,i+15i+3,i+4,i+5
Dy7; = —Lip (1— DTSR )
Si,i+1,i425i—1,i,i+1

Lii— —Llog (M) log (w) , (F.9)

2 Sit4,i+5,i+6 Sit3,i+4,i+5

At this point, it is convenient to switch to the n = 7 dual conformal cross ratios
u;, defined in terms of the Mandelstam variables by
Si4+2,i+3 Si+5,i+6,i+7 (F.l())

Uy = Ujt1,i44 = )
Si+1,i+2,i+3 Si+2,i+3,i+4

where all indices are understood mod 7. We can see from this definition that D7 ; can

be expressed simply in the u; variables as D7 ; = —Lis (1—u;_5). Using the dilogarithm
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identity Lix(2) + Lis(1—1/2) = —1log” 2, we then rewrite D7; = Lis (1—1/u;_») +
%log2 U;—o, and express F7(1)(0) as

7
o 1
-y [ log( i1 )1 o <S'+1_+2) + iy (1-1/u) + 5 log?

i1 Sii+1,i+2 Si,i4+1,i4+2 (F.ll)
1 Sii+1, Si+1,i+2,i 3
—Zlog ( 1,42 ) log ( +1,i+2, +3> n _CQ} _
2 Si+4,i45,i+6 Si+3,i44,i+5 2
After some algebra, F7(1)(0) can be shown to be
7 1 1 Ui oW
rYo) = Lip (1—-— ) + = log [ —27=2 ) logu;
0 = Y[t (1=5) + o (2 Yo
Sii+15i4+3,i 3
—+ log 87;714_1 IOg (M) + —<2:| . (F12)
Sit1,i425i42,i+3 2

In this form, we have conveniently isolated all of the three-particle invariants in the
first two terms.
Now we would like to factor out the three-particle invariants from F7(1)(O) because

this removes their dependence from M7(1)

7

. 1 1 Uij4-2Ui—2
Y:—E L 11— — —1 —— =1 i F.13
! [ 2 < Uz) - 2 o8 (ui+3uiui3) ogu} ( )

i=1

as well. We define the function

so that adding the term Y7 removes the three-particle invariants from M7(1):

~r(1
M (e)

|
=
of
_I._
=

! 1 2 \° Siit1 Sit3. 3
= |:—— ( a ) + log Sii+1 IOg ( AR e ) + §<2:| . (F14>

—Sii+1 Si4+1,i42 Si+2,i+3

The BDS-like ansatz is defined to be the BDS ansatz with M7(1) replaced by with

]\}[7(1), which does not depend on any three-particle invariant:

. 1
A]73DS-hke — g/[HV exp [Z a (f(L 5 <M7(1) (LE) + YY) + C(L)> ) (F15)
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Factoring out the BDS ansatz explicitly, we have

e}

L
_ a

L=1

(F.16)

Recall that in the BDS ansatz formulation, the limit ¢ — 0 is taken. Since Y7 is
independent of €, we can set ¢ — 0 in eq. (F.2) and rewrite the BDS-like ansatz as
simply

A]?DS—hke — A]?DS exp

Y oo
Z7 > aLPgﬁgp] , (F.17)
L=1

where we have used the definition (F.3). After introducing Teusp = D70y alTE),,
defined in eq. (4.24), we finally arrive at a simple representation of the BDS-like

ansatz as a function of the BDS ansatz, the cusp anomalous dimension I'c,sp, and Y7,
BDS-like BDS Leusp

This result can be generalized to any n for which a suitable BDS-like ansatz exists,
see eq. (4.21).
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