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Differential cross-sections are measured for top-quark pair production in the all-hadronic decay
mode, using proton—proton collision events collected by the ATLAS experiment in which all
six decay jets are separately resolved. Absolute and normalised single- and double-differential
cross-sections are measured at particle and parton level as a function of various kinematic
variables. Emphasis is placed on well-measured observables in fully-reconstructed final states,
as well as on the study of correlations between the top-quark pair system and additional
jet radiation identified in the event. The study is performed using data from proton—proton
collisions at 4/s = 13 TeV collected by the ATLAS detector at CERN’s Large Hadron collider
in 2015 and 2016, corresponding to an integrated luminosity of 36.1 fb~!. The rapidities of the
individual top quarks and of the top-quark pair are well modelled. Significant mismodelling
is observed in the transverse momenta of the leading three jet emissions, while the leading
top-quark transverse momentum and top-quark pair transverse momentum are both found to
be incompatible with several theoretical predictions.
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1 Introduction

As the heaviest particle of the Standard Model (SM), the top quark and its properties provide insights
on a wide range of topics, including proton structure and precision electroweak physics. Top-quark pair
production is the most significant background to the bulk of searches for physics beyond the Standard
Model (BSM); therefore, improving the accuracy of theoretical models for these production processes is of
central importance to the collider physics programme.

The Large Hadron Collider [1] (LHC) is the first top-quark factory, and thus provides an unprecedented
opportunity to study the physics of the top quark. This paper reports the results of measurements of
differential cross-sections for the production of top-quark pairs in the final state with the largest branching
ratio, namely the simultaneous decay of the two top quarks each to a bottom quark and two additional
quarks. The measurements are performed in the six-jet topology, using data collected by the ATLAS
detector [2] at a centre-of-mass energy (v/s) of 13 TeV in 2015 and 2016 and corresponding to 36 fb~! of
proton—proton (pp) collisions.

Single- and double-differential distributions of the kinematic properties of the top-quark-antiquark (z7)
system are presented. They can be used to improve constraints on parton distribution functions (PDFs)
and tuning of precision cross-section computations. Correlations between the 77 system and associated jet
production are also measured, to give information on predictions of multileg matrix-element calculations.
Both absolute and normalised differential cross-sections are presented.

Previous differential measurements of top-quark cross sections, particularly in association with additional
jets, have mainly used the lepton-plus-jets (£+jets) and dileptonic decay modes [3—14], while the all-
hadronic decay mode has been studied at lower +/s by the CMS collaboration [15, 16] and in the highly
boosted regime, at high transverse momentum (pt) [17], by the ATLAS collaboration. In this analysis,
events are considered in which all three quarks from each top-quark decay are resolved into distinct jets,
leading to at least six jets in the final state. This complements the measurements made in this channel
using large-radius jets [17], which are limited to the region of top-quark transverse momentum above
350 GeV. The resolved all-hadronic final state is admittedly subject to a larger background contamination
from multi-jet production. However, this final state avoids kinematic ambiguities due to the presence of
neutrinos accompanying the leptonic decays. This allows a full reconstruction of the top-quark pair without
recourse to the missing transverse momentum, which has a relatively poor experimental resolution and
provides no information on longitudinal momentum. The good momentum resolution on both top quarks
enables characterisation of the kinematic properties of additional jet radiation accompanying the ¢7 system
in relation to the top-quark pair kinematics.

Differential distributions measured in data are presented with corrections both to the stable particle level
in a fiducial phase space, and to the parton level in the full phase space. The paper presents a set of
measurements of the ¢7 production cross section as a function of properties of the reconstructed top quark
(transverse momentum and rapidity) and of the ¢7 system (transverse momentum, rapidity and invariant
mass) as well as additional variables. Taking various reference objects such as the leading top quark, the
leading jet and the leading extra jet, angular separations and transverse momentum ratios between the
additional jet radiation and these reference objects are measured. The measured differential cross-sections
are compared with predictions from a variety of Monte Carlo (MC) event generators at next-to-leading-order
(NLO): Powngeg-Box v2 [18-21] and MADGraPHS5_aMC@NLO [22] interfaced with PyTHia8 [23] and
HerwiG7 [24], and SHERPA v2.2 [25].



2 ATLAS detector

The ATLAS detector [2] is a multi-purpose particle physics detector with a forward—backward symmetric
cylindrical geometry and nearly 47 coverage in solid angle, up to || = 4.9'. The layout of the detector is
based on four superconducting magnet systems, which comprise a thin solenoid surrounding the inner
tracking detectors (ID) and a barrel and two end-cap toroids generating the magnetic field for a large
muon spectrometer. The ID is comprised of two silicon sub-detectors, namely an inner pixel detector and
an outer strip tracker, inside a Transition Radiation Tracker (TRT) based on gas-filled drift tubes. The
calorimeters are located between the ID and the muon system. The lead/liquid-argon (LAr) electromagnetic
(EM) calorimeter is split into two regions: the barrel (|| < 1.475) and the end-cap (1.375 < || < 3.2).
The hadronic calorimeter is divided into four regions: the barrel (|5 < 1.0) and the extended barrel
(0.8 < |n| < 1.7) made of scintillator/steel, the end-cap (1.5 < |n| < 3.2) with LAr/copper modules, and
the forward calorimeter (3.1 < || < 4.9) composed of LAr/copper and LAr/tungsten modules.

A two-level trigger system [26] is used to select events for further analysis. The first level (LL1) of the trigger
reduces the event rate to about 100 kHz using hardware-based trigger algorithms acting on a subset of
detector information. The second High-Level Trigger (HLT) uses a combination of fast online algorithms
and reconstruction software with algorithms similar to the offline versions. The software-based trigger
further reduces the average event rate to about 1000 Hz.

3 Collision data and simulated event samples

The data used for this analysis were recorded with the ATLAS detector from pp collisions at 4/s = 13 TeV
in 2015 and 2016 with an average number of pp interactions per bunch crossing (u) of around 23. The
selected data sample corresponds to an integrated luminosity of 36.1 fb~!with an uncertainty of 2.1% [27]
obtained using the LUCID-2 detector [28] for the primary luminosity measurements. Only the data
collected while all sub-detectors were operational are considered.

The events for this analysis were collected using a multi-jet trigger. This trigger selects events containing
six jets with a minimum pt of 45 GeV in the central region of the detector; the n7 acceptance of all six jets
changed from || < 3.2 in 2015 to || < 2.4 in 2016 to reduce triggered event rates. Jets at the HLT are
reconstructed with the anti-k; jet algorithm [29] using a radius parameter, R, of 0.4 and are calibrated. This
trigger was chosen as it provides a high efficiency for signal events, but places no constraint on b-tagged
jets, which is crucial for evaluating background contributions in data.

The physics processes of interest to this analysis are: 17 events with both W-bosons decaying hadronically (all-
hadronic signal), #f events with at least one W-boson decaying leptonically (non-all-hadronic background)
and multi-jet production from purely strong interaction processes (multi-jet background).

1 ATLAS uses a right-handed Cartesian coordinate system with its origin at the nominal interaction point (IP) in the centre of the
detector. The z-axis is taken along the beam pipe, and the x-axis points from the IP to the centre of the LHC ring. Cylindrical
coordinates (r, ¢) are used in the transverse plane, ¢ being the azimuthal angle around the beam pipe. The rapidity y is defined
by % In gtgz , while the pseudorapidity is defined in terms of the polar angle 6 as = — Intan(6/2).




3.1 Top pair simulation samples

Tthe MC generators listed in Table 1 are used to simulate ¢7 event samples for unfolding corrections
(Section 8), systematic uncertainty estimates and comparison with results at the pre- and post-unfolding
level. The top-quark mass (m,) and width were set to 172.5 GeV and 1.32 GeV, respectively, in all MC

event generators.

Application 1t signal 11 radiation syst. 11 PS syst. tf ME syst. tf comparison
Generator PownEeG-Box v2 MapGrarus/ SHERPA 2.2.1
aMC@NLO 2.6.0

o precision NNLO + NNLL
PDF for ME NNPDF3.0NLO
Parton shower PyTHIA8 Herwic7 PyTHIAS ‘ ME+PS@NLO
PDF for PS NNPDF2.3LO MMHT2014 NNPDF2.3LO
Tune Al4 Var3cUp Var3cDown H7UEMMHT Al4 -
Scales hdamp = 1.5my damp =3me | haamp =1.5m hdamp = 1.5my ug = Hr/2 -

ur,r = 0.5 URF = 2.0

Table 1: Summary of 17 MC samples used in the analysis, showing the generator for the hard-scattering process,
cross-section (0-) normalisation precision, PDF choices for the hard process matrix element (ME) and parton shower
(PS), as well as the parton shower and hadronisation generator and the corresponding tune and scales.

The EvTGeN v1.2.0 program [30] was used to simulate the decay of bottom and charm hadrons, except for
samples generated with SHERPA [25]. Multiple overlaid pp collisions (pile-up) were simulated with the
low-pt QCD processes of PytHia 8.186 [23] using a set of tuned parameters called the A3 tune [31] and
the NNPDF2.3LO [32] set of parton distribution functions (PDFs).

The detector response is simulated using the GEaAnT4 framework [33, 34]. The data and MC events were
reconstructed with the same software algorithms.

For the generation of ¢7 events, matrix elements (ME) were calculated at NLO in QCD using the
PownEeg-Box v2 [19, 20] event generator with the NNPDF3.0NLO PDF set [35]. PyTaia 8.210 with the
NNPDF2.3LO [36] PDF set and the A14 [37] tune was used to simulate the parton shower, fragmentation
and underlying event. The hgamp parameter, which controls the pt of the first gluon or quark emission
beyond the Born configuration in PowHEG-Box v2, was set to 1.5 m,. The main effect of this parameter is

to regulate the high-pt emission against which the ¢7 system recoils. A dynamic value /mtz + p% , was

used for the factorisation and renormalisation scales (ug and pg respectively). Signal ¢f events generated
with those settings are referred to as the nominal signal sample.

The effects of different levels of initial state radiation (ISR) were evaluated using two samples with different
factorisation and renormalisation scales relative to the nominal signal sample, as well as a different Agamp
parameter value. Specifically, two settings for PowneEG+PyTHIA8 were compared [38]:

* in one sample ugr were reduced by a factor of 0.5, the h1gamp parameter is increased to 3 m, and the
Var3cUp Al4 tune variation was used. In all the following Figures and Tables the predictions based
on this MC sample are referred to as ‘PWG+PY8 Up’;

e in the other sample ugr were increased by a factor of 2, the hgamp parameter was set to 1.5 m; as in
the nominal sample and the Var3cDown A14 tune variation was used. In all the following Figures
and Tables the predictions based on this MC sample are referred to as ‘PWG+PY8 Down’.



To estimate the effect of the parton shower and hadronisation algorithms, a PowHEc+HERWIGT sample
was generated with PowHEG set up in the same way as for the nominal sample. The parton shower,
hadronisation and underlying event simulation were produced with HErwic7 [24, 39] (version 7.0.4) using
the MMHT2014L068cL PDF set and H7-UE-MMHT tune [40]. Detector simulation was performed using
a fast simulation based on a parameterisation of the performance of the ATLAS electromagnetic and
hadronic calorimeters [41] (ATLFasTII) and on GEANT4 elsewhere.

The impact of the matrix element generator choice was evaluated using events generated with MAD-
GraPHS_aMC@NLO+PyTHIA8 at NLO accuracy. The events were generated with version 2.6.0 of
MaDpGrapPH5_aMC@NLO [22] and p, = Hr/2 for the shower starting scale functional form [42]. As
for the PowneGg+PyTHIA8 samples, the NNPDF3.0NLO PDF set was used for the matrix element and the
NNPDF2.3LO set for the parton shower. Calorimeter simulation was performed using ATLFAsTII.

An additional sample of 17 events generated with SHERPA 2.2.1 to provide an extra point of comparison [25].
This sample is produced at NLO in QCD for up to 1 additional parton emission, and LO for up to 4
additional partons, using the MEPSNLO merging scheme [43], with the CKKW merging scale fixed
at 30 GeV [42]. Loop integrals were calculated with OpenlLoops [44]. The shower, factorisation and

renormalisation scales were set to L = \/mt2 + O.S(p% p% f), and the NNPDF2.3LO PDF set was used.

The cross section used to normalise the 77 samples was 07 = 832i%8(scale) + 35 (PDF, as) pb, as calculated
with the Top++2.0 program at NNLO in perturbative QCD, including soft-gluon resummation to next-
to-next-to-leading-log order (NNLL) [21, 45-50], and assuming m, = 172.5 GeV. The first uncertainty
comes from the independent variation of the factorisation and renormalisation scales, ug and pur, while the
second one is associated with variations in the PDF and «g, following the PDFALHC prescription with
the MSTW2008 68% CL NNLO, CT10 NNLO and NNPDF2.3 5f FFN PDF sets, described in Refs. [36,
51-53].

Top-quark pair events in which at least one of the W-bosons decays via a lepton and a neutrino are a source
of background contamination if the leptons are not identified. Simulated #f events with one or two leptonic
decays are produced with the same settings used for the nominal signal sample.

4 Object reconstruction

The following sections describe the detector-, particle- and parton-level objects used to characterise the
final-state event topology and to define the fiducial and full phase-space regions for the measurements. The
final state of interest to this measurement includes jets, some of which may be b-tagged, but contains no
isolated electrons, muons or tau leptons.

4.1 Detector-level object reconstruction

Primary vertices are formed from reconstructed tracks which are spatially compatible with the interaction
region. The hard-scatter primary vertex is chosen to be the one with at least two associated tracks and the
highest }: p%, where the sum extends over all tracks with pt > 0.4 GeV matched to the vertex.

Jets are reconstructed from topological clusters of calorimeter cells that are noise-suppressed and calibrated
to the electromagnetic scale [54] using the anti-k; algorithm with a radius parameter R = 0.4 as implemented



in FastJet [55]. The jets are corrected using a subtraction procedure that accounts for the jet area to estimate
and remove the average energy contributed by pile-up interactions [56]; these corrections can change the
jet four-momentum. This procedure is followed by a jet-energy-scale (JES) calibration that restores the
jet energy to the mean response of a particle-level simulation, refined by applying a series of additional
calibrations that correct finer variations due to jet flavour and detector geometry and in situ corrections that
match the data to the simulation energy scale [57].

Jets must satisfy pt > 25 GeV and || < 2.5 and pass the overlap removal with leptons, as described below.
To reduce the number of jets that originate from pile-up, an additional requirement on the association of
a jet to a vertex, the Jet Vertex Tagger (JVT) [58], is applied. Every jet in the range pt < 60 GeV and
|7| < 2.4 must satisfy the criterion JVT > 0.59. The JVT discriminant is based on the degree of association
to the hard scatter vertex of tracks matched to the jet through a ghost-association technique described in
Ref. [59].

Jets containing b-hadrons are tagged as b-jets using a multivariate discriminant (MV2¢10) [60]. It combines
information from the impact parameters of displaced tracks and from the location and topological properties
of secondary and tertiary decay vertices reconstructed within the jet. The jets are considered b-tagged if
the value of the discriminant is larger than a threshold applied on the discriminant output value, chosen to
provide a specific b-jet efficiency on an inclusive 77 sample. In this analysis, a threshold corresponding to
70% b-jet efficiency is chosen. The corresponding rejection factors for jets initiated by charm quarks or
lighter quark flavours are approximately 12 and 380, respectively [61].

Electron candidates are reconstructed from clusters of energy in the calorimeter combined with an
inner detector (ID) track that is refitted using Gaussian Sum Filters and calibrated using a multivariate
regression [62, 63]. They must satisty pt > 15 GeV and |n¢yys| < 1.37 or 1.52 < |neys| < 2.47 and pass
the “Tight” likelihood-based identification criterion based on shower shapes in the EM calorimeter, track
quality and detection of transition radiation produced in the TRT detector [64]. Isolation requirements
based on calorimeter and tracking quantities are used to reduce the background from jets misidentified as
prompt leptons (fake leptons) or due to semi-leptonic decays of heavy-flavour hadrons (non-prompt real
leptons) [63]. The isolation criteria are pr- and r7-dependent, and ensure an efficiency of 90% for electrons
with pr of 25 GeV and 99% efficiency for electrons with pt of 60 GeV.

Muon candidates are reconstructed using high-quality ID tracks combined with tracks reconstructed in
the muon spectrometer [65]. They must satisfy pr > 15 GeV, |p| < 2.5. To reduce the background from
muons originating from heavy-flavour decays inside jets, muons are required to be isolated using track
quality and isolation criteria similar to those applied to electrons.

Hadronically decaying 7-lepton (7,q) candidates are reconstructed from hadronic jets associated with either
one or three ID tracks with a total charge of +1 [66, 67]. Tau candidates with pr > 25 GeV and || < 2.5
are considered. A Boosted Decision Tree (BDT) discriminant is used to distinguish 1,4 candidates from
quark- or gluon-initiated jets, for which the “Medium” working point is used. A second BDT is used to
eliminate electrons faking a 7, for which a “Loose” working point was selected.

For objects satisfying both the jet and lepton selection criteria, a procedure called “overlap removal” is
applied to assign objects a unique particle hypothesis, favouring well identified and isolated particles.
If an electron candidate shares a track with a muon candidate, the electron is removed, as it is likely to
result from final state radiation (FSR). If a jet and an electron are within AR = /An? + A¢? < 0.2 the jet
is discarded. If the distance in AR between a surviving jet and an electron is smaller than 0.4, then the
electron is discarded. If a muon track is ghost-associated to a jet, or a jet and a muon are within AR < 0.2,
then the jet is removed if its pr, total track pr and number of tracks are consistent with muon FSR or



energy loss. If the distance in AR between a jet and a muon candidate is AR < 0.4, the muon is discarded;
otherwise the jet is removed. Finally, if the distance in AR between a jet and a tau jet is AR < 0.2, then the
jet is discarded.

4.2 Particle- and parton-level objects and phase-spaces definition

Particle-level objects are defined in simulated events using only stable particles, i.e. particles with a mean
lifetime 7 > 30 ps. The fiducial phase space for the measurements presented in this paper is defined using
a series of requirements applied to particle-level objects, analogous to those used in the selection of the
detector-level objects, described above.

Electrons and muons are required not to originate from a hadron in the MC truth record, whether directly
or through a 7 decay. This ensures that the lepton is from an electroweak decay without requiring a
direct W-boson match. The four-momenta of the bare leptons are then modified (dressed) by adding
the four-momenta of all photons within a cone of size AR = 0.1, to take into account final-state photon
radiation. Dressed electrons are then required to have pt > 15 GeV and |5| < 1.37 or 1.52 < || < 2.47.
Dressed muons are required to have pr > 15 GeV and || < 2.5.

Particle-level jets are reconstructed using the same anti-k; algorithm used at detector level. The jet-
reconstruction procedure takes as input all stable particles, except for charged leptons not from hadron
decays as described above, inside a radius R = 0.4. Particle-level jets are required to have pt > 25 GeV
and |n| < 2.5. A jetis identified as a b-jet if a hadron containing a b-quark is matched to the jet using the
ghost-association procedure; the hadron must have pt > 5 GeV.

The simulated top-quark four-momenta are recorded after parton shower but before decays are simulated,
and correspond to the parton-level description of the event. The full phase-space is defined by the set of ¢7
pairs in which both top quarks decay hadronically. The measurements presented in this paper cover the
entire phase-space.

5 Event selection and reconstruction

After events have been selected by the trigger, a series of selection criteria are applied to define a signal
region (SR) containing a pure sample of resolved all-hadronic top-quark pair events. First, events are
removed if detector defects or data corruption are identified, or if the events do not contain a primary vertex
with at least two associated tracks. Events must contain at least six jets with pt > 55 GeV and || < 2.4
to be in a regime where the trigger fires with high efficiency. Exactly two b-tagged jets must be found.
A veto is applied on events containing at least one electron or muon with pt > 15 GeV, or a 7-jet with
pr > 25 GeV.

Subsequently, a t7 reconstruction procedure is implemented, to suppress backgrounds from multi-jet
production and to calculate the observables to be measured (see Section 7).



5.1 Kinematic reconstruction of the ¢ system

The identification of two top-quark candidates from the many jets in the event is a combinatorially complex
problem. Each b-jet is assigned to one top-quark candidate, and permutations are formed for each set of four
jets, selected from the remaining jets in the event. These four “light” jets are paired-up to form W-boson
candidates and each W candidate is, in turn, matched with one of the b-jets to form a top-quark candidate.
For the W-boson pairings and b — W pairings, all unique permutations are considered. A chi-square ( y?)
discriminant is computed for each permutation to judge whether the considered permutation is compatible
with the hypothesis of a top-quark pair; the permutation with the smallest chi-square sznin is chosen as the
one best describing the event as production of a top-quark pair decay.

The x? discriminant is defined as:

2 2 2
o (mpji = mp,g)°  (my g, —mw)” (my, —mw)
= 5 + 5 + 5 , (D
gy Tw Ow

where m; | = my,j,j, and m; > = my,j,;, are the invariant masses of the jets associated with the decay
products of the leading and sub-leading top quark, sorted in pr, respectively.” Similarly, m i1j» and mj, ;,
are the invariant masses of the jets associated with the decay products of the W bosons from the top quarks.
The W-boson mass is taken to be my = 80.4 GeV [68]. Finally, oy = 10.7 GeV and ow = 5.9 GeV
respectively represent the resolutions on the top quark and W-boson masses assuming the correct jet
matching, as determined in simulated #7 events in which the jet assignments were fixed unambiguously by
matching jets to decay partons. The y? minimisation successfully matches all jets to top decay partons in
approximately 60% of ¢7 events with exactly 6 jets, while combinatorial confusion in events with up to
three additional jets can cause the matching to degrade by 10-20%.

5.2 Multi-jet background rejection

The sznin is used as a first discriminant to reject background events; multi-jet events produce larger sznin
values, hence events are rejected if they have /\/ﬁnn > 10. In addition, the mass of the two reconstructed top
quarks is required to be in the range 130 < m; 1, m; 2 < 200 GeV.

The top-antitop quarks are normally produced back-to-back in the transverse plane, hence the two b-tagged
jets are produced at large angles. In contrast, the dominant mechanism for producing b-jets in background
multi-jet events is g — bb which typically results in collinear b-jets. Therefore the AR distance between
the two b-jets, ARpp, is required to be larger than 2. Similarly, the larger of the two angles between a
b-tagged jet and its associated W boson, AR, has good discriminating power due to the tendency for the

top-quark decay products to be slightly collimated, thus the requirement AR, < 2.2 is imposed.

Table 2 summarises the selection criteria defining the signal region at reconstruction level. The fiducial
phase space used for unfolding to particle level is defined by the same selections, with two exceptions.
First, no trigger selection need be applied, as the six-jet selection ensures full efficiency. Second, in place
of the b-tagging requirements, the truth »-hadron labelling is used, as described in Section 4.2.

In the data, 44 573 events pass the full event selection. The signal purity is predicted to be 68% for the
nominal all-hadronic ¢7 sample, with an uncertainty of 8.4%.

LI IY3

2 In this paper, “leading”, “sub-leading” etc. are always taken to refer to pr-ordering, for brevity.



Requirement Event selection

Multi-jet trigger 6 jets, pt > 45 GeV

Exactly 0 isolated leptons w: pr > 15 GeV, |n|<2.5
e: pt > 15 GeV, |n|<2.47, excluding 1.37<|n|<1.52
T: pr > 25 GeV, |n|<2.5

At least 6 jets 6 leading jets: pt > 55 GeV
Subleading jets: pt > 25 GeV

Exactly 2 b-jets b-tagging at 70% efficiency
Top mass 130 GeV < my 1, m; 2 < 200 GeV
Reconstructed Xr%qin Xiin < 10.0
AR between b-jets ARpp > 2.0
Maximum AR between b-jet and W ARZY <22

Table 2: Summary of selection requirements.

6 Background estimation

The signal region of the resolved all hadronic topology is contaminated by two major sources of background,
as shown in Table 6. The contribution of top-quark pair production decaying to non-hadronic final states is
expected to be 5% of the selected all-hadronic prediction and 3% of the total data yield. The non-hadronic
contribution is estimated using the same MC simulated samples as for the signal, but filtering instead for
at least one leptonic W decay. The total single-top-quark contribution was estimated to be below 2% of
the selected data and well within both MC and data statistical error. For this reason it is not considered
further.

Multi-jet production forms the most significant source of background contamination at about a third of the
total selected number of events. This is estimated using a data-driven procedure, as described below.

6.1 Data-driven estimate of multi-jet background

The estimate of the multi-jet background component is performed using the “ABCD Method”, which can
be applied whenever two variables exist that each provide good signal-background discrimination, while
their distributions in the background process are uncorrelated. A similar method was used in previous
measurements [17, 69]. The best performing pair of discriminating variables were found to be the b-jet
multiplicity (Np.jets) and a combination of the two top-quark-candidate masses. The masses of the two
top-quark candidates are used to define two different mass regions as described in Table 3.



Mass region  Condition

Tail At least one top quark with m, < 120 GeV or m; > 250 GeV
Peak Both top quarks have 130 GeV < m; < 200 GeV

Table 3: Definition of the mass region based on the m; of the two top quark candidates.

The two variables identify six different regions as shown in Table 4. The region corresponding to the signal
region is region D, defined by Np.jers = 2 and 130 GeV < m, < 200 GeV for both top quark candidates,
together with the other criteria in Table 2. Background control regions are defined by a lower b-jet
multiplicity and/or in the sidebands of the top-quark candidate mass distribution. In the control regions, at
least one top-quark candidates must satisfy m, < 120 GeV or m; > 250 GeV. Excluding events where one
top-quark candidate is in the signal region mass window and the other falls in either of the intermediate
ranges 120 GeV < m; < 130 GeV or 200 GeV < m, < 250 GeV strongly reduces the signal contamination
in the control regions with a negligible increase in the total statistical uncertainty (at 1% level), improving
the overall robustness of the estimate.

Tail Peak
Npjers =0 Ag By
Nb—jets =1 Ay By
Nb—jets =2 C D

Table 4: Division into orthogonal regions according to the My.je;s parameter and a combination of the two top-quark
masses as defined in Table 3.

The background estimate is carried out for each bin in the measured distributions. The differential
background estimate D in one bin of a generic observable X is defined as:

Bi(X) - C(X)

bx) = AXx)

2
where the control region background yields {A;, B, C} are determined by subtracting the MC #7 predictions
(of all decay modes) from the data yields in each region.

A parallel estimate D’ is made using regions Ag and By to assess the systematic uncertainty of the method,
which accounts for potential differences in the kinematic properties for the various flavour components of
the multi-jet background. This is defined as:

By(X) - C(X)

D'(X) = 20X

3)

such that AD = D’ — D gives the systematic uncertainty on the nominal prediction D.

Table 5 shows the fraction of signal and background #7 events estimated from MC in the various regions.
More signal contamination is observed in regions with b-tagged jets, but sufficient background purity
is observed in all regions such that signal mismodelling should not substantially bias the background
prediction.

The spectra of observables used to define the signal region, namely sznin, ARpp and AR;T are presented in

Figure 1. These plots are done in an “N — 1” requirement configuration; the plot for a particular variable
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Region Definition All-hadronic ¢t#/Data  Non all-hadronic ##/Data

Ap Np-jets = 0 tail 1.87 % 0.19 %
By Np.jers = 0 peak 0.96 % 0.08 %
Ay Np-jets = 1 tail 3.35 % 0.69 %
B Np.jers = 1 peak 16.10 % 1.16 %
C Np-jets = 2 tail 16.14 % 2.90 %
D No-jets = 2 peak 66.09 % 3.35 %

Table 5: Fractional yields from top-quark pair production processes in the different regions, defined by the values
assumed by My.jers and the two top quarks mz, as defined in Table 3.

is made after applying all signal region requirements except that on the variable being displayed. The
my,1 and m; > spectra are not shown since those observables are used to define the control regions in the
multi-jet estimation.

Although the total predictions do not perfectly reproduce the data distributions everywhere they are
compatible with data within the total uncertainties, given for illustrative purposes by the sum of statistical
and dominant systematic components. The dominant source of uncertainties in the six-jet case is the #¢
theoretical modelling (parton shower and initial-state radiation), whereas the systematic uncertainty on the
multi-jet estimate dominates the inclusive jet distributions. Together, the comparisons indicate an adequate
description of the signal and background processes.

The event yields after this selection are shown in Table 6 for data, simulated MC signal and background (as
estimated following the procedure described in Section 6).

Process Event yield | Fraction (%)

= ; 2000

tt (all-hadronic) 29500 izsoo 68%

f (non all-hadronic) | 1490 *130 3%
o 1900

Multijet background | 12600 |5 29%
Total prediction 43500 f%ggg

Data 44573

Table 6: Event yields for data, signal and background processes after the signal region selection. Uncertainties are
quoted as the sum in quadrature of statistical and detector-level systematic uncertainties. The composition of the
selected events is also given in terms of the fractional contribution of the signal and background processes to the total
yield.

Figure 2 shows the jet multiplicity distribution for selected events in data compared to the total SM prediction.
This demonstrates that the 6-jet bin is essentially pure ¢7, with negligible background contamination, and in
fact the nominal signal MC slightly exceeds the data yield. In higher jet multiplicity bins the combinatorial
difficulty for correctly identifying the jets from the top-quark decays increases, resulting in a growing
multi-jet background contribution.
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Figure 1: Detector-level distributions in the signal regions as a function of the (left) sznm, (middle) ARpp and (right)
AR, for (top) all selected events and (bottom) exclusive six-jet events. The signal prediction is based on the
PowHEG+PYTHIAS generator. The background is the sum of the data-driven multi-jet estimate and the MC-based
expectation for the contributions of non all-hadronic #f production process. Statistical uncertainties combined with
the dominant systematics for the applied selection are shown in hatching. In the inclusive Nje selection, only the
systematic uncertainty on the multi-jet background estimate is included, while for the six-jet selection only the ¢7

modelling uncertainties are considered.
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7 Observables

In the analysis described in this paper, the differential cross-sections are measured as a function of a variety
of observables sensitive to the kinematics of top-quark pair production and accompanying radiation. The
all-hadronic final state makes each of the top-quark decay products visible, making it especially suited to
determining the kinematics of the individual top quarks and of the 7 system. These variables rely on the
reconstruction of the ¢7 system, which is described in Section 5.1.

7.1 Single-differential cross-section measurements

In the following subsections, the observables used to measure the single-differential cross-sections are
described.

7.1.1 Kinematic observables of the top quarks and ¢ system

A set of baseline observables is presented. These variables describe the characteristic features of the
four-momentum of the individual top quarks and the ¢f system. The cross-section is measured both at
particle and at parton level as a function of the transverse momentum (p%land p%z) and absolute value
of rapidity (Jy”!| and |y"?|) of the leading and sub-leading top quarks. For the 7 system the transverse
momentum (p’Tf ), the absolute value of rapidity (|y’ 7]) and mass (m'") are measured.

In addition, differential cross-sections as a function of the observables listed below are measured. These
variables extend the information on the properties of the ¢7 system and they are sensitive to more than one
aspect of the #f production:

. Hf: the scalar sum of the pr of the two top quarks;

.| y{)f) ostl’ [y1—y"2|/2 the absolute value of the average rapidity of the two top quarks;

o x'": exp(]y*'=y"2|), which gives sensitivity to small rapidity differences between the top quarks.

The | yl’)i ost| Observable is expected to be sensitive to the PDF description, while the x'* variable is of
particular interest as many processes not included in the SM are predicted to peak at low values of y'’ [17,

70].

Differential cross-sections as a function of another set of observables are measured at particle level, such
that they may be used to constrain the modelling of the direction and the pr-sharing of the top quarks and
their decay products by various matrix element and parton shower MC generators. These observables
comprise directional observables and transverse momentum ratios, as listed below:

 A¢'": the angular distance in ¢ between top quarks;

. |PgOSS : ![51 X (1 X )] % [b2 % (J3 X ﬁ;)]| cross products of the jets directions;
St 2 n
. |P(t)’ult |t |§;2§§| out-of-plane momentum defined as the projection of the top-quark three-

momentum onto the direction perpendicular to the plane defined by the other top quark and the beam
axis () in the laboratory frame [71];

Z'": the pr ratio of the sub-leading to the leading top quark;

14



* Rw,: pr ratio of W boson to its associated top quark (leading and sub-leading);
* Rwp: pr ratio of W boson to its associated b-quark (leading and sub-leading);

These observables were first studied in the 8 TeV {+jets differential cross-section measurement [13]
and were also included in the hadronic di-boosted measurement at 13 TeV [17]. By repeating these
measurements in the resolved channel it is possible to complement the results of the latter publication.
Furthermore, the channel used in the analysis described in this paper does not have neutrinos in the final
state, avoiding the dependency on the E%“iss, whose resolution is affected by all measured jets in the event.
Hence, a good resolution is achieved on all directional observables such as |Pé’ult|, x' and A¢'. Given that
four-momenta are available for all visible decay products, a new variable was introduced using only the

direction of the jets which is called P!/ ., for which the magnitude will be measured.

7.1.2 Jet observables

A set of jet-related observables is presented, unfolded at particle level in the fiducial phase space. The
differential cross-section is measured as a function of the number of reconstructed jets (Njes). In addition,
a set of observables sensitive to the angular and energy correlations between the additional jets and the top
quarks is listed below. The additional jets are those jets that are not associated with either top quark by the
reconstruction procedure. The closest top quark refers to the top candidate with a smaller AR separation to
the jet in question:

* AR between the leading, sub-leading, sub-subleading extra jet and the closest top quark, denoted
AR extral AR extra2 AR extra3.

t,close’ t,close’ t,close’

 pr ratio between the leading, sub-leading, sub-subleading extra jet and the leading top quark, denoted
R extral R extra2 R extra3.
SIS A

B

* pr ratio between the leading, sub-leading, sub-subleading extra jet and the leading jet, denoted
R extral R extra2 R extra3.
jetl  ? “jetl  ° Tijetl

* pr ratio between the p7and leading extra jet, denoted R} ..

The AR is taken with respect to the closest top quark, as collinear emissions are favoured, and furthermore
the sub-leading top quark is more likely to have lost momentum via a hard emission. The first pr ratio
uses the leading top quark as a reference for the hard scale in the event, while the second is sensitive to
emissions beyond the first, in particular soft gluons that may not be resolved as jets, allowing a test of
resummation effects.

Further constraints can be placed on correlations between the angles and between the transverse momenta
of additional jets themselves, which are particularly of interest for multileg matrix element calculations, by
measuring differential cross-sections as a function of the following observables:

* AR between the leading extra jet and the leading jet, denoted ARjeet"ltral ;

* AR between the sub-leading, sub-subleading extra jet and the leading extra jet, denoted AR;(’S;‘}Z,
AR extra3.
extral

* pr ratio between the sub-leading, sub-subleading extra jet and the leading extra jet, denoted R X3

extral °’
extra3
extral *
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Because ISR scales with the partonic centre-of-mass energy, when the leading extra jet is the hardest object
in the event its transverse momentum serves well as a reference for the energy scale of the interaction.

7.2 Double differential measurements

The observables described below are used to perform double-differential measurements at both particle
and parton level. The measurements of these observables allow finer understanding of correlations
between different aspects of the 77 system kinematics. These combinations are useful to extract information
about PDFs and measure the top-quark pole mass from the differential cross-section measurements. The
combinations considered are:

i ; - .
« pp, P3P Iyh2l, pi and |y?| in bins of m'’;

. p%l in bins of p%z;

* |y*!] in bins of [y"?|.

Additional observables are measured differentially at particle level only as a function of the jet multiplicity
which can be used to tune and constrain the parameters of MC generators. The combinations considered
are:

t,1 .2 ¢f t,1 tf tf . .
* iP5 P [Pyl A@' and | P | in bins of Niets.

8 Unfolding strategy

The measured differential cross-sections are obtained from the reconstruction-level distributions using an
unfolding technique which corrects for detector and reconstruction effects such as efficiency, acceptance
and resolution. The iterative Bayesian unfolding method [72] as implemented in RooUnfold [73] is used.

For each observable, the unfolding procedure starts from the number of events observed in data at
reconstruction level in bin j of the distribution N(’) bse from which the background event yield Ngkg, estimated
as described in Section 6, is subtracted. Then the corrections are applied. All corrections are evaluated

using the MC simulation of the signal ¢7 sample.

8.1 Unfolding at particle level

As the first step, an acceptance correction is applied. The acceptance correction in bin j is defined as the
fraction of signal events reconstructed in this bin that also pass the particle-level selection:

J
N, recoApart

J
NI‘CCO

fhe 4)

This correction is a bin-by-bin factor which corrects for events that are generated outside the fiducial
phase-space region but pass the reconstruction-level selection. The resulting distribution is then unfolded
to the particle or parton level.
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The unfolding step uses as input a migration matrix (M) derived from simulated ¢ samples which maps
between the particle-level bin i in which an event falls to the bin j in which it is reconstructed. The
probability for particle-level events to be reconstructed in the same bin is therefore represented by the
elements on the diagonal, and the off-diagonal elements describe the fraction of particle-level events that
migrate into other bins. Therefore, the elements of each row sum to unity (within rounding). For each
observable, the number of bins is optimised to maximise information extraction under stable unfolding
conditions, based on the resolution of the ATLAS detector and reconstruction algorithms.

The unfolding is performed using four iterations to balance the unfolding stability with respect to the
previous iteration and the growth of the statistical uncertainty, which is limited to be below 0.1%.

Finally, an efficiency correction (€) is applied to the unfolded spectrum, correcting the result by a bin-by-bin
factor to the fiducial phase space, defined in Section 5. The efficiency correction in bin i is defined as the
fraction of the events generated in a particle-level bin i that pass the inclusive reconstruction-level selection:

Ei = N;l)art/\reco ] (5)

i
N part

This factor corrects for the inefficiency of the event selection and reconstruction.

As an example, Figure 3 shows the corrections and the migration matrix for the case of the pr of the leading
top quark.

The extraction of the absolute differential cross-section for an observable X at particle level is then
summarised by the following expression:

dofid 1 1 ‘ : -

dX7 T L-AX & ZMUI ace (Nébs - Ngkg)’ ©
J

where the index j iterates over bins of observable X at reconstruction level while the index i labels bins at

particle level; AX’ is the bin width while £ is the integrated luminosity, and the inverted migration matrix

as obtained with the iterative unfolding procedure is symbolised by /\/(l‘Jl The integrated fiducial cross

section is obtained by integrating the unfolded cross section over the bins, and its value is used to compute

the normalised differential cross-sections:

1 dofd

ofid T dxi

(7
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Figure 3: The (a) acceptance f;., and (b) efficiency € corrections binned to detector- and particle-level pt respectively,
and the (c) particle-to-detector-level migration matrix (evaluated with the MC ¢7 signal sample) for the transverse
momentum of the leading top quark.

8.2 Unfolding at parton level

The measurements are extrapolated to the full phase space of the ¢7 system using the same procedure as for
extrapolation to the fiducial phase space. The binning is re-optimised due to the different resolution; this
leads to similar migration matrices. Since in this case the measurements are unfolded to the full phase
space, the acceptance correction is irrelevant, however large efficiency corrections are needed due to the
larger extrapolation.
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As an example, Figure 4 shows the efficiency corrections and the migration matrix for the case of the pt of
the leading top quark.

ATLAS Simulation Preliminary Vs =13 TeV
Full phase-space bin-to-bin migrations
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Figure 4: The (a) efficiency € corrections in bins of the parton-level pt respectively and the (b) parton-to-detector-level

migration matrix (evaluated with the MC 7 signal sample) for the transverse momentum of the leading top quark.
The acceptance correction f is identically 1, and therefore not displayed.

The unfolding procedure is summarised by the following expression:

d O_fu]l 1 1 4 y y

= Z Mij ’ (Nobs - kag) >
J

— = — . — 8
dxt L-B-AX' € ®)

where the index j iterates over bins of observable X at reconstruction level while the index i labels
bins at the parton level; AX' is the bin width, 8 = 0.456 is the all-hadronic branching ratio, £ is the
integrated luminosity, and the inverted migration matrix as obtained with the iterative unfolding procedure
is symbolised by /\/(l‘,1

9 Systematic uncertainties

Several sources of systematic uncertainties affect the measured differential cross-sections. The systematic
uncertainties due to detector effects and the ones related to the modelling of the signal and background MC
components are found to be the most relevant, compared to uncertainties on the unfolding procedure.

Each systematic uncertainty was evaluated before and after the unfolding procedure (described in Section 8).
Deviations from the nominal predictions were evaluated separately for the upward and downward variations
(or in the case of a single variation by symmetrising the single deviation) for each bin of each observable.

In the absence of backgrounds, the uncertainty on the predictions (ASgy) would be evaluated as the
difference between the nominal and alternative MC signal samples using the formula ASgys = Ssyst — Snominal-
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To account for the effect of the uncertainties on the background yields, the total predictions (7") need to
be compared instead: ASgyst = Tsyst — Tnominal- The total predictions, for both nominal and systematically
varied samples, are given by the sum of the all-hadronic signal sample, the non-all-hadronic contribution
and by the multi-jet background estimated with those samples. Hence, for the estimate of the uncertainty
on the signal modelling, the non-all-hadronic events and the multi-jet events are considered fully correlated
with the all-hadronic signal sample.

The varied MC detector-level spectrum is then unfolded using the background subtraction and corrections
evaluated with the nominal ¢7 signal sample and the unfolded result is compared to the corresponding
particle- or parton-level distribution. All detector- and background-related systematic uncertainties are
evaluated using the nominal MC generator, while alternative event generators are employed to assess the
systematic uncertainties related to the ¢z system modelling as described in Section 9.2. In the latter case,
the corrections derived from the nominal event generator are used to unfold the detector-level spectra of the
alternative event generator.

The detector-related uncertainties are briefly described in Section 9.1 while the uncertainties on the ¢7
signal and background modelling are discussed in Sections 9.2 and 9.3 respectively.

9.1 Detector modelling

The experimental uncertainties quantify the degree to which the simulated detector response is trusted
to reproduce collision data for each of the reconstructed objects as well as other empirical uncertainties
on object reconstruction and calibration. For a given source of systematic uncertainty, its impact on the
measurement is evaluated by replacing the nominal MC predictions for signal and non-QCD background
with their systematic variations, then rerunning the QCD background estimate and unfolding the data
using the nominal correction factors. Due to the selected final state, the main experimental systematics
arise due to jet reconstruction and flavour tagging. As events with leptons are removed, the corresponding
uncertainties are negligible.

Jet reconstruction

The uncertainty on the JES were estimated by using a combination of simulation, test beam data and in situ
measurements. Additional contributions from jet flavour composition, n-intercalibration, punch-through,
single-particle response, calorimeter response to different jet flavours and pile-up are taken into account,
resulting in 29 independent sub-components of systematic uncertainty [57, 74, 75].

The uncertainty due to the difference in jet-energy resolution (JER) between the data and MC events was
evaluated by smearing the MC jet transverse momentum according to the jet resolution as a function of the
jet pr and i [76]. Uncertainties on the efficiency of the requirement on JVT are determined from efficiency
measurements made on Z — ee/uu+jets events [77] and applied as variations on the jet-by-jet efficiency
corrections.
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b-tagging

Systematic uncertainties associated with tagging jets originating from b-quarks are separated into three
categories: the efficiency of the tagging algorithm for tagging b-initiated jets, the misidentification rates for
jets initiated by c-quarks and finally the misidentification rates for jets originating from light-quark flavours.
These efficiencies are estimated from data and parametrised as a function of pt and n [78]. Uncertainties
on the efficiencies arise from factors used to correct the differences between the simulation and data in each
of the categories. The uncertainties in the simulation modelling of the b-tagging performance are assessed
by studying b-jets in dileptonic 77 events. While the systematic uncertainties on the c-jet and light-jet
tagging efficiency are generally sub-percent level, the uncertainty on b-jet tagging efficiency systematics
can grow as large as 5%.

Luminosity

The uncertainty in the combined 2015+2016 integrated luminosity is 2.1% [27].

9.2 Signal modelling

The choice of MC generator used in the signal modelling affects the kinematic properties of simulated ¢#
events, the reconstruction efficiencies and the estimate of the multi-jet background.

MC generator: matrix element and parton shower and hadronisation models

Signal and background ¢7 events simulated with generator configurations other than the nominal were used
to assess the impact of different NLO matrix element calculations, as well as those of the parton shower and
hadronisation models. Consistent detector simulation is used for both nominal and systematic variations.

The uncertainty due to the choice of matrix element generator is determined by unfolding a Mabp-
GrapHS_aMC@NLO+PyTHIA8 sample using corrections and response matrices from the nominal sample.
The unfolded result is then compared to the truth-level spectrum of the MADGrRAPHS_aMC@NLO+PyTHIAS
sample and the relative difference is used as the systematic uncertainty from the ME generator.

The uncertainty due to the choice of fragmentation model is determined by unfolding a PowneEc+HERWIGT
sample using corrections and response matrices from the nominal sample. The unfolded result is then
compared to the truth-level spectrum of the Pownec+HERWIG7 sample and the relative difference is used
as the systematic uncertainty from the parton shower and hadronisation.

The resulting systematic uncertainties are found to depend strongly on the variable and the bin. The matrix
element and parton shower variations are found to be the most significant sources of systematics and usually
affect the tails of the distributions by 20% at the most, although for most distributions they amount to a few
percent.
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Initial-state QCD radiation

The amount of ISR changes the number of jets in the event as well as the transverse momentum of the
tt system. In order to evaluate the uncertainty linked to the modelling of the ISR, t#f MC samples with
modified ISR modelling are used. In particular, samples generated similarly to the nominal sample are
unfolded, where the factorisation and re-normalisation scales as well as the value of the hgamp parameter
were co-varied as described in Section 3.1.

In each case, the spectrum unfolded using the nominal sample is compared to the truth-level spectrum of
the corresponding ISR sample. Being at the level of a few percent for most bins, the ISR variations are at
most comparable to the parton shower and matrix element uncertainties.

Parton distribution functions

The impact of the choice of different PDF sets has been assessed using the 30-eigenvector set of the
PDFALHC15 prescription [53]. The effect of a different PDF choice modifies the efficiency, acceptance and
potentially also the response matrix, i.e. the corrections used to correct the spectrum at the detector level to
the particle level. The PDF choice effect has been evaluated by unfolding the nominal PowHEG+PyYTHIAS
sample using differently PDF re-weighted corrections. The intra-PDF variations were combined to define a
relative uncertainty as:

Y (Ui Ry—To)
i€sets

6intra = TO > (9)

while the relative inter-PDF between the NNPDF3.0 and the PDF4LHC15 central is evaluated as:

U “Ro — T
Sinter = NNPDF3.7(30 0~ To (10)

where the O (i) subscripts denote the PDF4LHCI15 central (varied) PDF set, R represents the distribution at
the detector level while T symbolises the distribution at the particle level, and the unfolding procedure
is represented by the U factor, with subscript on each characterizing the PDF set used to evaluate the
spectrum or the corrections. The resulting uncertainties are found to be at the sub-percent level, with few
excesses to 1% or 2% in small-population bins.

MC generator: sample size

To account for the limited size of the signal MC sample, pseudo-experiments are used to evaluate the
impact of sample size. The event yield in each bin is generated from a Gaussian distribution with mean
equal to the yield of the bin and standard deviation equal to the Poisson uncertainty on the bin yield. This
smeared spectrum is then unfolded. The procedure is replicated 10000 times, then the final statistical
uncertainty is evaluated as the difference between the nominal prediction and the average over the 10000
pseudo-experiments. The resulting systematic uncertainty was found to be typically below 0.5%, increasing
to 1-2% in the tails of some distributions.
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9.3 Background modelling

Two sources of uncertainty on the background predictions are assessed in addition to the effects of the
signal modelling uncertainties on the background subtraction in the control regions. The first is related
to the finite number of events used in the evaluation of the background. This uncertainty is treated in
the same way as the MC sample size and is listed as multi-jet Stat in all plots. The second component
represents the intrinsic error of the ABCD method used for estimating the multi-jet background. An
alternative background prediction is made, substituting the 0-b-tag control regions for the 1-b-tag control
regions, according to Eq. 3 and used in the background subtraction step of the unfolding. The background
systematic error is given by the difference between the unfolded distributions in the two scenarios and
symmetrised. For example, bins at low p%Z have a larger background contamination and therefore suffer
more from this uncertainty.

The statistical uncertainty on the multi-jet background estimation is small, usually under 5%. The systematic
uncertainty is ordinarily sub-dominant to uncertainties from modelling and JES/JER, occasionally reaching
10%. In rare cases the uncertainty can be larger, but this mainly implies a low signal purity, which amplifies
the effect of the background systematic uncertainty.

An assessment is also made of the impact of using a fixed total ¢7 cross-section when computing the
background prediction. In the background estimation, the normalisation is varied by the uncertainty of the
inclusive cross-section, which in relative terms is 5.2%. The corresponding uncertainty on the measurement
is very small, normally less than 1%, given the small contamination of the signal in the control regions.

9.4 Systematic uncertainty summary

A general overview of the dominant systematic uncertainties that affect the measurement is reported in
Table 7. In the Table, the systematic uncertainties that affect the inclusive cross section measurement at
both particle and parton level, grouped per type, are shown. The total cross-section measured in the fiducial
phase space and compared with several MC predictions is reported in Subsection 10.3.

Looking at the Table, the dominant source of uncertainty at particle level is the contribution of the
hadronisation component, followed by the contribution of the JES and JER uncertainties. The same
conclusion can be drawn at parton level, were the dominant source of uncertainty is the hadronisation
component followed by the uncertainty on the QCD estimation and the uncertainty on the JES and JER
components.
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Source Uncertainty [%]

Particle level Parton level

PS/Hadronisation 8.2 7.9
Multi-jet Syst. 7.7 7.7
JES/JER 6.7 6.7
ISR, PDF 33 3.5
ME Generator 2.4 5.3
Flavour Tagging 2.2 2.2
Luminosity 2.1 2.1
Multi-jet Stat. 0.6 0.6
MC Signal Stat. 0.3 0.3
Stat. Unc. 0.7 0.7
Stat+Syst Unc. 14 15

Table 7: Summary of the main relative uncertainties on the inclusive cross-section measured at particle and parton
level. The uncertainties are symmetrised.

10 Results

In this section, the measurements of the differential cross-sections are reported. First, the overall agreement
between the measurements and various theoretical predictions are shown in the form of y? tables. A more
detailed discussion of the modelling of individual observables follows. Finally, comparisons are made
between the results of this analysis and other measurements of specific observables.

10.1 Overall assessment of data-MC agreement

The agreement between the measured differential cross-sections and the theoretical predictions is quantified
by calculating y? values. These are evaluated using the total covariance matrices of the uncertainties on
the measurement; the uncertainties in the theoretical predictions are not included in this evaluation. The
y? is given by the following relation:

X2 =VE - Covyl -V, (11)

where M, is the number of bins of the spectrum and Vj, is the vector of differences between the measured
and predicted cross sections. Covy, represents the covariance matrix. The p-values (probabilities that
the y? is larger than or equal to the observed value) are then evaluated from the y? and the number of
degrees of freedom (NDF), which is equal to Nj,. The total covariance matrix including the effect of all
uncertainties is obtained by summing two covariance matrices.

The first covariance matrix incorporates the statistical uncertainty and the systematic uncertainties from
detector and background modelling. It is obtained by performing pseudo-experiments where, in each
pseudo-experiment, each bin of the data distribution is varied following a Poisson distribution. Gaussian-
distributed shifts are coherently added for each systematic uncertainty by scaling each Poisson-fluctuated
bin with the relative variation from the associated systematic uncertainty effect.
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If the number of events in a given bin of a pseudo-experiment becomes negative due to the effect of the
combined systematic shifts, this value is set to zero before the unfolding stage. Differential cross sections
are obtained by unfolding each varied reconstructed distribution with the nominal corrections, and the
results are used to compute the first covariance matrix.

The second covariance matrix is obtained by summing four separate theory-model covariance matrices
corresponding to the effects of the ¢7 generator, parton shower/hadronisation, ISR and PDF uncertainties.
Elements of these covariance matrices are computed by multiplying the relative systematic uncertainties
scaled by the measured cross section in each bin. The bin-to-bin correlation value is set to unity for each
contribution. This procedure is needed for the signal modelling uncertainties because they cannot be
represented as smooth variations at detector level, and so cannot be included in the pseudo-experiment
formalism used for the first covariance matrix.

To compare only the shapes of the measured cross-sections and the predictions, the results are also presented
as normalised cross-sections. This treatment reduces the contribution of uncertainties common to all bins
of the distributions, highlighting shape differences relative to the absolute case. For normalised differential
cross-sections, Vy, is replaced with Vi, _1, which is the vector of differences between data and prediction
obtained by discarding the last one of the N, elements and, consequently, Covy;, —1 is the (My — 1) X (N, — 1)
sub-matrix derived from the full covariance matrix discarding the corresponding row and column. The
sub-matrix obtained in this way is invertible and allows the x? to be computed. The y? value does not
depend on the choice of the element discarded for the vector V, -1 and the corresponding sub-matrix
Covp,-1. In this case, the NDF becomes N, — 1.

The x? values and their corresponding p-values are reported below for differential cross-sections measured
at particle level in the fiducial phase space (Section 10.1.1) and at parton level in the full phase space
(Section 10.1.2). All observables introduced in Section 7 are included in these tables.

10.1.1 Cross-sections in the fiducial phase space

The quantitative comparisons among the single-differential particle-level results and theoretical predictions
are shown in Tables 8 and 9. Overall, the MC generator that gives the best description of several single-
differential distributions is PowHeG+HERWIG7, followed by PowHEG+PyYTHIA8. Other predictions are less
accurate, with MADGrAPHS_aMC @NLO+PyTHIAS8 and the PowHEG+PyYTHIA8 Var3cDown variation giving
the poorest agreement. Some variables that are generally well described by all the MC generators show a
mismodelling with only one of the available MC generators: this is the case of the ARef(’t‘g]‘zobservable,
where PowHEG+HERWIGT shows a poorer agreement with data, while, for the absolute measurements of
the A¢'" and Z'’ observables, the MADGRAPHS5_aMC@NLO+PyTHIAS is the only sample that shows a
disagreement with the data.

Conversely, it is noted that Ri;’,a td "¢ is not well described by any MC prediction while Rei’t‘r‘;*f is only
described accurately by MADGrAPHS_aMC@NLO+PyTHIAS8. The two top-quark pt observables are
only described correctly by PowHEG+HERWIG7 and PowHEG+PyTHIA8 Var3cUp predictions while the

PownEG+PYTHIA8 Var3cDown prediction shows the poorest agreement for these observables.

The results of the double-differential cross-sections are shown in Tables 10 and 11 and demonstrate a larger
difference between MC predictions. Again, PowHEG+HERWIG7 gives the best agreement overall, although
it does not provide adequate descriptions for a few variables. MADGRAPHS_aMC@NLO+PyTHIA8 and
PowHEG+PyYTHIAS8 Var3cDown have the poorest agreement among all MC predictions.
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Observable PWG+PY8 PWG+PY8 Var. Up | PWG+PY8 Var. Down | AMC@NLO+PY8 SHERPA PWG+H7
X*/NDF  p-value | y*/NDF  p-value | y*/NDF  p-value | y*/NDF p-value | y>/NDF p-value | y2/NDF  p-value

X 3.6/7 083 497 067 7477 0.38 4211 076 77/7 036 59/7 055
AR 12.1/12 044 6.3/12  0.90 18.9/12  0.09 46.3/12 <001 | 26.1/12 001 21.6/12 004
AR 58/16 099 | 213/16  0.17 4.1/16 1.00 8.8/16  0.92 8.7/16 093 6.6/16 098
ARSI 7015 096 7915 093 8.0/15 0.92 9.5/15  0.85 9915  0.83 18.8/15 022
AR | 142/9 012 | 2359 <001 | 10.8/9 0.29 9.6/9 039 709 063 9.4/9 040
ARSI 29/6  0.82 50/6 055 2.9/6 0.83 42/6 065 37/6 072 6.9/6 033
AR 707 042 | 121/7 0.0 551 0.59 89/7 026 10777 0.15 737 040
Ap't 43/6 063 4216 0.66 11.2/6 0.08 305/6  <0.01 3.6/6 073 39/6  0.69
HY 252/11 <001 | 24.8/11 <001 | 354/11  <0.01 27711 <001 | 16.1/11  0.14 9.7/11 055
Rdne 506 055 38/6 071 5.4/6 0.49 356 0.74 9.0/6  0.18 6.8/6 034
Ry | 4606 0.60 39/6 069 5.6/6 0.47 24/6 088 3206 078 406 0.67
Riune 12.9/7 0.07 15.2/7 0.03 14.1/7 0.05 12.6/7 0.08 16.8/7 0.02 12.8/7 0.08
Ryieadine 2.5/6 0.87 17/6 094 3.8/6 0.71 32/6 0.8 6.5/6 037 53/6 050
R 9.2/5  0.10 22/5 082 16.9/5 <0.01 439/5 <001 38/5 057 305 070
Rexl 15377 0.03 4017 078 | 25.8/7 <0.01 1987 <001 877 028 6.3/7 051
Revra 16.7/6  0.01 21.1/6  <0.01 | 18.4/6 <0.01 10.1/6 012 70/6 032 115/6  0.07
RO 145/6  0.02 146/6  0.02 17.7/6 <0.01 9.2/6  0.16 51/6 053 112/6  0.08
ReYra 6.5/5 026 140/5 002 5.8/5 0.33 72/5 020 | 1085  0.06 7.8/5 017
Rexad 133/5  0.02 197/5 <001 | 12.5/5 0.03 9.0/5 0.1 17.0/5 <001 | 143/5 001
R 6.9/4  0.14 84/4  0.08 7.3/4 0.12 734 012 574 022 704 013
Ry 1.6/3 066 223 054 1.9/3 0.59 383 029 043 093 213 055
RE 77 036 9517 022 8.5/7 0.29 8.6/7 028 1057 0.16 12007 0.10
z" 4.1/5 053 1175 004 5.7/5 0.34 11.6/5 004 | 132/5  0.02 57/5 034
|Péfos| 4.9/10  0.90 2710 0.99 7.3/10 070 3.010 098 29/10 098 3510 097
[P 2777 091 28.1/7  <0.01 6.3/7 0.51 1597 0.03 6.8/7 045 3217 087
[y"!] 28/6 083 41/6  0.67 3.0/6 0.81 47/6 0.8 L7/6 094 45/6 0.6l
[y 336 0.77 22/6  0.90 4.0/6 0.68 3.1/6 080 55/6 048 7.1/6 031
y| 11718 0.86 12.8/18  0.80 12.9/18 0.80 154/18 063 | 24.0/18  0.I5 12.3/18  0.83
[ 11.6/15 071 12115 0.67 12.8/15 0.62 112/15 074 | 168/15 033 11.8/15  0.69
Niets 72/5 021 LO/5  0.96 19.3/5 <0.01 26.1/5  <0.01 9.6/5  0.09 6.6/5 025
! 22711 0.02 19511 005 | 27811  <0.01 149/11 019 | 293/11  <0.01 82/11  0.69
Py’ 212/9 001 11.4/9 025 | 37.1/9 <0.01 356/9  <0.01 2609 098 84/9 050
mi? 17.6/9  0.04 128/9 017 | 23.1/9 <0.01 223/9 <001 | 1089 029 108/9 029
pi 6.0/8 065 | 584/8  <0.01 7.1/8 0.52 1938 001 | 2768 <001 508 075

Table 8: Comparison of the measured particle-level absolute single-differential cross-sections with the predictions
from several MC generators. For each prediction a y? and a p-value are calculated using the covariance matrix of the
measured spectrum. The number of degrees of freedom (NDF) is equal to the number of bins in the distribution.
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Observable PWG+PY8 PWG+PY8 Var. Up | PWG+PY8 Var. Down | aAMC@NLO+PY8 SHERPA PWG+H7

X*NDF  p-value | y*/NDF  p-value | y*/NDF  p-value | y*NDF p-value | y*/NDF  p-value | y*/NDF  p-value
X 34/6  0.76 40/6  0.68 6.6/6 0.36 446 0.62 8.5/6  0.20 336 0.77
AR 16.7/11  0.12 7011 079 | 259/11  <0.01 63.7/11 <001 | 27.4/11 <001 | 17.3/11  0.10
e 6.9/15 096 | 21.0/15 0.14 5.8/15 0.98 13.5/15 057 10.8/15 077 10.8/15  0.77
AR 8.4/14 087 83/14  0.88 9.3/14 0.81 10.6/14 072 10.5/14 073 | 262/14  0.02
ARTSZ | 104/8 024 1358 0.10 8.8/8 0.35 63/8 061 4718 079 46/8  0.80
ARSIra3 32/5 066 39/5 056 3.1/5 0.68 54/5 037 355 0.62 8.1/5 0.5
e 6.9/6 033 79/6 025 5.9/6 0.44 127/6 0.5 9.9/6  0.13 8.6/6 020
Ag'T 39/5 057 28/5 074 8.3/5 0.14 31.1/5 <001 3.1/5 068 37/5 060
HY 227/10 001 194/10 004 | 347/10  <0.01 346/10 <001 | 18.0/10  0.05 13.0/10 023
Rydine 4.8/5 0.45 2.7/5 0.74 5.4/5 0.37 2.8/5 0.73 6.5/5 0.26 4.0/5 0.55
RyDdne | 485 0.44 4255 052 5.1/5 0.40 2.8/5 073 415 054 2055 085
Riune 14.2/6  0.03 159/6 0.0l 14.8/6 0.02 16.6/6  0.01 186/6 <001 | 156/6 0.2
Ryleadine 32/5 067 27/5 075 4.0/5 0.55 42/5 052 7.6/5  0.18 355 0.62
R 774 0.10 214 072 13.6/4 <0.01 40.9/4  <0.01 354 047 3.04  0.56
Rexma! 137/6  0.03 306 081 22.4/6 <0.01 227/6  <0.01 85/6 021 7216 030
exirad 955 0.09 107/5  0.06 10.2/5 0.07 123/5 0.3 58/5 032 6.0/5 030
RO 755 019 6.9/5 023 10.2/5 0.07 32/5 067 3415 0.64 48/5 044
Rexra 6.7/4 015 1254 0.01 6.2/4 0.19 6.6/4  0.16 10474 0.03 8.1/4  0.09
Rexuad 11.0/4 003 14174 <001 | 10.1/4 0.04 63/4 018 149/4 <001 | 1354 <001
R 6.8/3 008 743 0.06 7.2/3 0.07 703 007 533 015 723 007
Ry 102 062 142 049 0.9/2 0.63 142 049 032 086 0.82  0.66
ol 6.5/6 037 97/6 014 5.9/6 043 99/6  0.13 14.4/6 003 18.0/6  <0.01
z" 38/4 043 11.6/4 002 4.9/4 0.30 233/4 <001 | 1254 001 44/4 035
[P 6.1/9 073 309 096 8.3/9 0.50 49/9 084 17/9  1.00 26/9 098
[P 336 0.77 6.2/6 041 7.5/6 0.28 123/6  0.05 L1/6 098 2606 0.86
Iy L1/5 096 2155 083 0.9/5 0.97 205 085 09/5 097 205 085
[y 3.8/5 057 1.6/5 090 4.9/5 0.42 3.1/5  0.68 58/5 032 49/5 043
y| 12.0/17  0.80 132117 072 12.7/17 0.76 16.2/17 051 22117 018 11.8/17 081
i 10.1/14 076 11.6/14  0.64 9.9/14 0.77 12.8/14 054 153/14 036 11.4/14 065
Niets 504 029 0.8/4 094 13.7/4 <0.01 27.8/4  <0.01 6.4/4 017 15/4 082
! 153/10  0.12 11.6/10 031 21.2/10 0.02 127/10 024 | 30.6/10 <0.01 8.7/10  0.56
Py’ 19.1/8 001 93/8 032 | 3778 <0.01 453/8  <0.01 34/8 091 103/8 024
mi? 19.9/8  0.01 128/8 012 | 26918 <0.01 26.5/8  <0.01 9.8/8 028 103/8 024
P 4417 073 18.1/7 0.0l 10.2/7 0.18 156/7  0.03 1327 007 6.3/7 050

Table 9: Comparison of the measured particle-level normalised single-differential cross-sections with the predictions
from several MC generators. For each prediction a 2 and a p-value are calculated using the covariance matrix of the
measured spectrum. The number of degrees of freedom (NDF) is equal to the number of bins in the distribution

minus one.
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Observable PWG+PY8 PWG+PY8 Var. Up | PWG+PY8 Var. Down | AMC@NLO+PY8 SHERPA PWG+H7
X*INDF  p-value | y*/NDF  p-value | y*/NDF p-value X?INDF  p-value | y’2/NDF  p-value | y*/NDF  p-value
[Pl vs Njets | 20.5/13 0.08 5.9/13 0.95 43.7/13 <0.01 442/13  <0.01 23.7113 0.03 9.8/13 0.71
|Pf;u]t| Vs Niets 49.8/14  <0.01 50.3/14  <0.01 79.9/14 <0.01 90.6/14  <0.01 38.6/14  <0.01 17.4/14 0.23
p%l VS Niets 29.3/19 0.06 20.6/19 0.36 48.3/19 <0.01 62.1/19  <0.01 38.1/19  <0.01 22.9/19 0.24
p%l vs mtt 27.8/11  <0.01 19.2/11 0.06 39.3/11 <0.01 37.4/11  <0.01 13.8/11 0.24 13.8/11 0.24
p%l Vs p%z 22.8/12 0.03 25.8/12 0.01 33.7/12 <0.01 33.7/12  <0.01 297112 <0.01 7.3/12 0.83
p%z VS Niets 26.9/14 0.02 22.3/14 0.07 46.2/14 <0.01 91.1/14  <0.01 30.1/14  <0.01 31.8/14  <0.01
p.’[’2 vs m't 15.9/12 0.20 7.5/12 0.82 32.5/12 <0.01 26.6/12  <0.01 10.9/12 0.53 8.4/12 0.75
p.’l.'- VS Niets 34.6/11  <0.01 52.1/11  <0.01 59.7/11 <0.01 135.0/11  <0.01 33.3/11  <0.01 18.0/11 0.08
pfrf vs m't 35.8/11  <0.01 92.8/11  <0.01 35.9/11 <0.01 33.3/11  <0.01 46.4/11  <0.01 17.3/11 0.10

Table 10: Comparison of the measured particle-level absolute double-differential cross-sections with the predictions
from several MC generators. For each prediction a y? and a p-value are calculated using the covariance matrix of the
measured spectrum. The number of degrees of freedom (NDF) is equal to the number of bins in the distribution.

Observable PWG+PY8 PWG+PYS8 Var. Up | PWG+PY8 Var. Down | AMC@NLO+PY8 SHERPA PWG+H7
X?INDF  p-value | x*/NDF  p-value | y*/NDF p-value X*/NDF  p-value | y/NDF  p-value | y*/NDF  p-value
[P | vs Niets | 14.3/12 0.28 5.8/12 0.93 30.6/12 <0.01 50.1/12  <0.01 16.7/12 0.16 8.2/12 0.77
|P(’)‘ul[\ VS Niets 53.4/13  <0.01 354/13  <0.01 85.2/13 <0.01 111.0/13  <0.01 28.4/13  <0.01 26.3/13 0.02
p‘T’1 VS Niets 22.6/18 0.21 22.0/18 0.23 34.2/18 0.01 65.0/18  <0.01 40.2/18  <0.01 24.9/18 0.13
p%l vs m't 31.9/10  <0.01 17.0/10 0.08 48.1/10 <0.01 46.8/10  <0.01 11.3/10 0.34 15.5/10 0.11
p%l Vs p%z 16.6/11 0.12 21.5/11 0.03 25.4/11 <0.01 36.7/11  <0.01 28.9/11  <0.01 10.2/11 0.51
p%z VS Niets 25.9/13 0.02 14.6/13 0.34 49.1/13 <0.01 113.0/13  <0.01 18.6/13 0.14 23.4/13 0.04
p.’f vs m't 21.1/11 0.03 6.3/11 0.85 39.8/11 <0.01 36.0/11  <0.01 8.9/11 0.64 8.3/11 0.69
pfl.’_ VS Niets 28.9/10  <0.01 16.7/10 0.08 56.0/10 <0.01 144.0/10  <0.01 21.7710 0.02 12.0/10 0.29
p’Tf vs m'! 50.6/10  <0.01 103.0/10  <0.01 52.9/10 <0.01 42.4/10  <0.01 62.2/10  <0.01 28.1/10  <0.01

Table 11: Comparison of the measured particle-level normalised double-differential cross-sections with the predictions
from several MC generators. For each prediction a y? and a p-value are calculated using the covariance matrix of the
measured spectrum. The number of degrees of freedom (NDF) is equal to the number of bins in the distribution

minus one.
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10.1.2 Cross-sections in the full phase space

Tables 12 and 13 show the quantitative comparisons among the single-differential parton-level results and
theoretical predictions, while Tables 14 and 15 show the results of the double-differential cross-sections.
Similar conclusions can be drawn as for the y? of the particle-level measurements, although a few minor
differences can be seen. For example, the absolute differential cross-section as a function of the H%f
variable has slightly larger p-values when unfolded to the full phase space; the same conclusion cannot be
drawn when comparing the normalised differential cross-section as a function of the Hf . Conversely, the
differential cross-section as a function of A¢*’ has smaller p-values but remains in good agreement with
the data. Once more, PowHEG+HERWIG7 and PowHEG+PYTHIAS8 perform best in terms of reproducing the
data, while MADGraPHS_aMC@NLO+PyTH1AS typically fails to reflect the data. The SHERPA predictions
disagree more with the parton-level measurements compared to their performance at particle level; this
conclusion is valid with the exception of single-differential absolute cross sections where most of the
p-values are acceptable.

Observable PWG+PY8 PWG+PY8 Var. Up | PWG+PYS8 Var. Down | AMC@NLO+PY8 SHERPA PWG+H7
Y?INDE  p-value | y*/NDF  p-value | y*/NDF p-value X*NDF  p-value | y’/NDF  p-value | y*/NDF  p-value
X 2717 0.91 2.6/7 0.92 3.6/7 0.82 4.1/7 0.76 2.1/7 0.95 2.517 0.93
Ag 3.3/6 0.77 2.7/6 0.85 4.7/6 0.59 17.1/6 <0.01 9.6/6 0.14 4.8/6 0.58
Hf 14.9/11 0.19 13.0/11 0.29 20.4/11 0.04 14.8/11 0.19 20.7/11 0.04 11.8/11 0.38
[y5!] 1.7/7 0.97 1.7/7 0.97 1.8/7 0.97 1.6/7 0.98 1.6/7 0.98 1.5/7 0.98
[y"2 2.3/6 0.89 2.3/6 0.89 2.4/6 0.89 2.3/6 0.89 2.5/6 0.87 2.3/6 0.89
[y'f] 6.9/12 0.86 6.7/12 0.88 6.9/12 0.86 6.9/12 0.86 7.5/12 0.82 6.8/12 0.87
|y,§fm[| 11.4/15 0.72 11.1/15 0.75 11.5/15 0.72 11.3/15 0.73 12.3/15 0.65 11.3/15 0.73
p%l 17.7/10 0.06 23.0/10 0.01 18.2/10 0.05 11.5/10 0.32 30.3/10  <0.01 13.5/10 0.20
p%z 4.6/8 0.80 2.6/8 0.96 8.6/8 0.38 5.4/8 0.71 7.1/8 0.53 3.3/8 0.92
m't 17.4/9 0.04 19.1/9 0.02 16.1/9 0.06 17.1/9 0.05 19.7/9 0.02 17.2/9 0.05
p.’l.f 4.3/5 0.50 35.3/5 <0.01 3.1/5 0.68 36.3/5 <0.01 21.5/5 <0.01 4.4/5 0.49

Table 12: Comparison of the measured parton-level absolute single-differential cross-sections with the predictions
from several MC generators. For each prediction a y? and a p-value are calculated using the covariance matrix of the
measured spectrum. The number of degrees of freedom (NDF) is equal to the number of bins in the distribution.
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Observable PWG+PY8 PWG+PY8 Var. Up | PWG+PY8 Var. Down | AMC@NLO+PY8 SHERPA PWG+H7
Y*/NDF  p-value | y%/NDF p-value | y*2/NDF  p-value | y*/NDF p-value | y*/NDF p-value | y%/NDF p-value
er 3.6/6 0.73 2.8/6 0.84 5.3/6 0.50 4.3/6 0.63 3.4/6 0.75 3.0/6 0.81
A¢p 3.6/5 0.60 2.5/5 0.77 5.2/5 0.40 17.7/5 <0.01 10.1/5 0.07 5.8/5 0.33
H{f 31.3/10  <0.01 25.1/10  <0.01 40.3/10 <0.01 32.1/10  <0.01 42.7/10  <0.01 24.3/10  <0.01
Iy5! 1.8/6 0.94 1.8/6 0.94 1.9/6 0.93 1.7/6 0.95 1.7/6 0.95 1.6/6 0.95
1y%2 3.6/5 0.61 3.4/5 0.64 3.8/5 0.58 3.2/5 0.66 3.8/5 0.57 3.6/5 0.61
[y 6.8/11 0.82 6.5/11 0.83 6.8/11 0.81 6.7/11 0.83 7.5/11 0.76 6.7/11 0.82
|y{£osl| 11.1/14 0.68 10.8/14 0.70 11.1/14 0.68 11.114 0.68 12.0/14 0.60 11.0/14 0.69
pflll 25.9/9 <0.01 29.5/9 <0.01 27.6/9 <0.01 17.3/9 0.04 46.5/9 <0.01 19.4/9 0.02
pfllz 14.7/7 0.04 6.6/7 0.47 25.2/7 <0.01 17.8/7 0.01 16.4/7 0.02 9.717 0.21
m't 32.7/18 <0.01 35.6/8 <0.01 29.7/8 <0.01 35.9/8 <0.01 39.2/8 <0.01 33.1/8 <0.01
[lflf 6.1/4 0.19 36.9/4 <0.01 6.2/4 0.18 44.7/4 <0.01 21.9/4 <0.01 9.3/4 0.05

Table 13: Comparison of the measured parton-level normalised single-differential cross-sections with the predictions
from several MC generators. For each prediction a 2 and a p-value are calculated using the covariance matrix of the
measured spectrum. The number of degrees of freedom (NDF) is equal to the number of bins in the distribution

minus one.
Observable PWG+PY8 PWG+PYS8 Var. Up | PWG+PY8 Var. Down | AMC@NLO+PY8 SHERPA PWG+H7
X2INDF  p-value | y*/NDF  p-value | y*/NDF  p-value | y*/NDF p-value | y’/NDF  p-value | y*/NDF  p-value
p@] vs mt 17.9/10  0.06 20.5/10  0.02 23.3/10 <0.01 31.1/10  <0.01 26.7/10  <0.01 14.4/10  0.15
pfr’l Vs p#z 22.4/12 0.03 37.2/12  <0.01 25.7/12 0.01 32.0/12 <0.01 45.6/12  <0.01 16.8/12 0.16
p¥2 vs mtt 13.5/13 0.41 16.1/13 0.25 16.8/13 0.21 15.6/13 0.27 19.6/13 0.10 13.1/13 0.44
p¥ vs m't 21.4/12 0.04 56.0/12  <0.01 19.4/12 0.08 52.4/12  <0.01 37.5/12  <0.01 18.0/12 0.12

Table 14: Comparison of the measured parton-level absolute double-differential cross-sections with the predictions
from several MC generators. For each prediction a 2 and a p-value are calculated using the covariance matrix of the
measured spectrum. The number of degrees of freedom (NDF) is equal to the number of bins in the distribution.

Observable PWG+PY8 PWG+PY8 Var. Up | PWG+PY8 Var. Down | aAMC@NLO+PY8 SHERPA PWG+H7
Y*/NDF  p-value | y%/NDF  p-value | y*/NDF  p-value Y*/NDF  p-value | y>/NDF  p-value | y*/NDF p-value
pflll vs m't 39.2/9 <0.01 30.4/9 <0.01 53.5/9 <0.01 66.9/9 <0.01 49.2/9 <0.01 33.3/9 <0.01
pflll Vs [Jfllz 33.4/11 <0.01 39.9/11 <0.01 45.6/11 <0.01 65.3/11 <0.01 58.4/11 <0.01 27.1/11 <0.01
p%z vs m't 21.4/12 0.04 17.3/12 0.14 31.5/12 <0.01 31.2/12  <0.01 28.1/12  <0.01 18.2/12 0.11
p,trf vs mtt 39.6/11 <0.01 68.7/11 <0.01 38.8/11 <0.01 105.0/11 <0.01 53.1/11 <0.01 42.7/11 <0.01

Table 15: Comparison of the measured parton-level normalised double-differential cross-sections with the predictions
from several MC generators. For each prediction a 2 and a p-value are calculated using the covariance matrix of the
measured spectrum. The number of degrees of freedom (NDF) is equal to the number of bins in the distribution

minus one.
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10.2 Discussion of individual observables

In the following Sections, trends in specific observables are discussed. In particular, in the Section 10.2.1,
particle-level results are shown for selected normalised single-differential cross-sections. Similarly, selected
parton-level results, are discussed in the Section 10.2.2.

While a large variety of observables has been considered in this analysis, as presented in Section 7,
the present section focuses on selected variables either to illustrate features when data is compared to
predictions or to achieve a comparison with other measurements done by the ATLAS experiment, in the
{+jets channel of the top-quark pair [3].

10.2.1 Results at particle level

Single-differential cross-sections are presented in Figures 5—14 for selected observables. These observables
fall into two categories:

* characteristic kinematic variables of the top-quark candidates or the top-quark pair system, specifically
the transverse momentum of the leading and sub-leading top-quark candidates, the top-quark pair
pr and mass, the azimuthal angle between the two top-quark candidates (A¢'"), the pr ratio of the

daughter W boson of the leading top-quark candidate to its parent (Ri:,"ltding);

« variables that compare the identified ‘extra jets’ to the ¢ system kinematic properties, such as the ratio
of the leading ‘extra jet’ pr to the top-quark pt and of the sub-leading ‘extra jet’ pr to the leading
‘extra jet’ pr, as well as the AR between the leading ‘extra jet’ and the leading jet. These observables
explicitly differentiate between jets from the top-quark pair system and additional radiation.

Figure 5 shows the measured normalised differential cross-sections as a function of the leading and
sub-leading top-quark transverse momenta. For illustration, these are shown alongside the detector-level
distributions. The detector-level distributions indicate that a good signal purity is achieved, with e.g.
a background contamination of 30% or less for p%l > 200 GeV. The breakdown of the systematic
uncertainties is shown on Figure 6. The less collimated top-quark decays at low top-quark transverse
momenta lead to a smaller signal-background separation, which in the case of the sub-leading top-quark pr
distribution causes the background uncertainty to be dominant, whereas the radiation and PDF uncertainties
are most important at large pt. In the case of the leading top-quark pr, the dominant uncertainties are from
theoretical sources at low pr, mainly from the matrix element calculation, while at high pr no individual
uncertainty source dominates.

Similar trends are seen in both observables, showing that the event generators predict a harder pt spectrum
than what is observed in data. These slopes are mostly significant with respect to the uncertainties. The
data are mostly consistent with the predictions from Suerpa, POowHEG+HERWIG7 and POWHEG+PYTHIAS
with increased radiation.
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Figure 5: Comparison of the ATLAS data to the fully simulated nominal SM predictions for the (a) leading and (c)
sub-leading top-quark transverse momenta. The shaded bands represent the uncertainties on the total prediction.
Data points are placed at the centre of each bin. The lower panel shows the ratios of the theoretical predictions
to data. Single-differential normalised cross-section measurements, unfolded at particle level, as a function of
the (b) leading and (d) sub-leading top-quark transverse momenta. The unfolded data are compared to theoretical
predictions. In the top panel, the unfolded data are shown as black points, while lines indicate the predictions from
several MC programmes. Uncertainties are shown by the shaded bands. The lower two panels show the ratio of the
MC predictions to the unfolded data.
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Figure 6: Fractional uncertainties for the normalised single-differential distributions unfolded at particle level as a
function of the (a) leading and (b) sub-leading top-quark transverse momenta. The bands represent the uncertainties
on the unfolded data. Lines indicate the breakdown of the major components of the uncertainties.

33



The particle-level absolute differential cross-section measurement for the leading top-quark pr is shown in
Figure 7, for comparison with the normalised measurement shown in Figure 5(b). It can clearly be seen
that the normalisation substantially reduces the total uncertainties, particularly those originating from the
parton shower and hadronisation, improving sensitivity to mismodelling of the distributions.
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Figure 7: Particle-level single-differential absolute cross-section measurement (a), as a function of the leading
top-quark transverse momentum. The unfolded data are compared to theoretical predictions. In the top panel,
the unfolded data are shown as black points, while lines indicate the predictions from several MC programmes.
Uncertainties are shown by the shaded bands. The lower two panels show the ratio of the MC predictions to the
unfolded data. Fractional uncertainties (b) for the absolute single-differential cross-sections as a function of the
leading top-quark transverse momentum. The bands represent the uncertainties on the unfolded data. Lines indicate
the breakdown of the major components of the uncertainties.

Two features of the ¢7 system are shown in Figure 8, namely the top-quark pair transverse momentum and
the top-quark pair mass. The ptTf distribution mostly agrees well with the nominal PowHEG+PyTH1AS8
prediction, but substantial deviations are seen with respect to the MADGrRAPHS_aMC @NLO+PyTHIA8
and SHERPA predictions, which predict spectra that are respectively too soft and too hard at high p’Tf . The
PowneEG+PyYTHIA8 Var3cUp variation is also harder than the data, which is at odds with the observations
on the top-quark transverse momenta in Figure 5, where this generator reproduces the data better than the
nominal PowHEG+PyTHIA8 configuration. On the other hand, the m'? distribution shows the same features
as already observed in the individual top-quark pr distributions, since for central top-quark production the
mass is dominated by the top-quark transverse momenta.
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Figure 8: Particle-level normalised single-differential cross-sections as a function of the (a) transverse momentum of
tt system and of the (b) ¢7 system mass, compared with different MC predictions. In the top panel, the unfolded
data are shown as black points, while lines indicate the predictions from several MC programmes. Uncertainties are
shown by the shaded bands. The lower two panels show the ratio of the MC predictions to the unfolded data.
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Given that in the all-hadronic channel the four-momenta of both top quarks are fully reconstructed, angular
distributions are important observables to study in this channel. One such observable is the azimuthal
separation between the top quarks, A¢'?, as shown in Figure 9, which may be sensitive to BSM couplings,
and is influenced by the pfrf distribution. Deviations from the data are observed for both PowHEG+PYTHIA8
alternative samples and for MADGrAPHS_aMC @NLO+PyTHIAS, but for the nominal POWHEG+PYTHIAS
configuration good agreement is observed.
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Figure 9: Particle-level normalised single-differential cross-sections as a function of the azimuthal separation A¢*
between the two top-quark candidates. In the top panel, the unfolded data are shown as black points, while lines
indicate the predictions from several MC programmes. Uncertainties are shown by the shaded bands. The lower two
panels show the ratio of the MC predictions to the unfolded data.
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Kinematic correlations in the top-quark decay process are probed, for example, by the ratio of the pt of the
W boson and the top quark. For the leading top quark, this distribution is shown in Figure 10. All MC
predictions show poor agreement for this observable, with p-values at or below the 10% level. The data
favours a slightly higher proportion of events where this ratio is extremal, closer to O or to 1.
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Figure 10: Particle-level normalised single-differential cross-section as a function of the ratio of W-boson pr to

parent top-quark pt for the leading top quark, Rledcllng In the top panel, the unfolded data are shown as black points,
while lines indicate the predictions from several MC programmes. Uncertainties are shown by the shaded bands. The
lower two panels show the ratio of the MC predictions to the unfolded data.

One of the chief goals of this paper is to characterise the modelling of jet radiation accompanying ¢¢
production. The unfolded jet multiplicity distribution is shown in Figure 11. From Figure 2, the signal
purity is seen to be relatively good for Njeis < 10, and the background uncertainties on the normalised
cross-section (Figure 11(b)) are small compared to theoretical uncertainties. Thus, conclusions can be
safely drawn about the properties of up to three emissions, which will be discussed subsequently.

Matrix element, ISR and parton shower/hadronisation uncertainties are dominant in most jet multiplicity
bins, while jet energy scale and resolution uncertainties are large both for the 7-jet bin and for events
with at least 10 jets. The data favour more radiation than is produced by the nominal PowHEG+PyTHIAS
configuration, being more consistent with the Var3cUp variation as well as with PowneGg+Herwic7. While
Suerpa and MaDpGrarPHS_aMC@NLO+PyTHIAS also reproduce the data fairly well, but disagree on the
frequency of a single hard emission.

Figure 12 shows the differential cross-section as a function of two pr ratios computed with the jets
originating outside the ¢7 decay. The pr of the first ISR emission and the leading top-quark pr are both
important scales for the ¢7 production process. This ratio Rt’ei“ralcompares these two scales and shows a
significant departure from the data for a number of generators. Systematic uncertainties on the background
estimation are dominant for the R, eXtraldistribu‘[ion but are substantially smaller than the observed deviation.
The background uncertainty is comparable to the modelling uncertainties for R, e’“raz , but is also dominant

for R, e’“ra3 . Itis observed that the leading extra jet pt spectrum has a mode at around a quarter of the leading
top- quark pt, and exceeds the leading top-quark pr at a low rate. Consistent with other observations,
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Figure 11: Single-differential normalised cross-section measurements (a), unfolded at particle level, as a function of
the jet multiplicity. In the top panel, the unfolded data are shown as black points, while lines indicate the predictions
from several MC programmes. Uncertainties are shown by the shaded bands. The lower two panels show the
ratio of the MC predictions to the unfolded data. Fractional uncertainties (b) for the normalised single-differential
distributions unfolded at particle level as a function of the jet multiplicity. The bands represent the uncertainties on
the unfolded data. Lines indicate the breakdown of the major components of the uncertainties.

the nominal PowHEG+PyTHIA8 configuration produces a first emission that is too soft with respect to the
data, as does MADGrRAPHS_aMC@NLO+PyTHIA8. The second emission pt peaks slightly lower than the
first. While reproduced better than the leading emission, all simulations produce too many events with
Rtﬁ“razclose to 0.3, and too few elsewhere. The third emission pr does not show significant deviations
from the data.

In events with substantial ISR, the leading extra jet may provide the relevant scale for the process. The
distribution of Rei’t‘rtﬁz(Figure 13) tests the second emission modelling relative to the leading extra jet
p1, and shows a minor trend. Cancellation of systematic uncertainties, notably those on the background
prediction, across the spectrum results in small uncertainties on the Rei’t‘rtﬁzdistribution in all bins. The
sub-leading extra jet pr is broadly peaked just below half the leading extra jet pt, with a skew towards

higher values.
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Figure 12: Particle-level single differential normalised cross sections (a,c,d) as a function of the ratio of the leading
(a), sub-leading (c) and sub-subleading (d) ‘extra jet’ pr to the leading top-quark pr. In the top panel, the unfolded
data are shown as black points, while lines indicate the predictions from several MC programmes. Uncertainties
are shown by the shaded bands. The lower two panels show the ratio of the MC predictions to the unfolded data.
Fractional uncertainties (b) for the normalised single-differential cross-sections as a function of the ratio of leading
‘extra jet’ pr to the leading top-quark pr. The bands represent the uncertainties on the unfolded data. Lines indicate
the breakdown of the major components of the uncertainties.
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Figure 13: Particle-level single differential normalised cross sections (a) as a function of the ratio of sub-leading
‘extra jet’ pr to the leading ‘extra jet’ pr. In the top panel, the unfolded data are shown as black points, while lines
indicate the predictions from several MC programmes. Uncertainties are shown by the shaded bands. The lower two
panels show the ratio of the MC predictions to the unfolded data. Fractional uncertainties (b) for the normalised
single-differential cross-sections as a function of the ratio of sub-leading ‘extra jet’ pr to the leading ‘extra jet’ pr.
The bands represent the uncertainties on the unfolded data. Lines indicate the breakdown of the major components of
the uncertainties.
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In the all-hadronic channel, the leading jet is also the leading parton-level object, which cannot be identified
unambiguously in other decay channels (as this could be a neutrino). Figure 14 shows the separation in AR
between the first emission and the leading jet in the event, which may or may not originate from the decay
of one of the top quarks. A significant peak is observed at 0, demonstrating that in events with at least one
extra jet the leading jet is most often from ISR rather than a top-quark decay product. The distribution of
AR for events in which the leading jet is associated with one of the top quarks has a tendency towards large
values, close to &, implying that the first emission in such cases is more aligned with the sub-leading top
quark.

Significant mismodelling of this distribution is observed in SHERPA, MADGRAPHS_aMC@NLO+PyTHIAS
and PowHeG+HERWIG7, all of which underestimate how frequently the leading jet is a decay product of one
of the top quarks. For such events, the extra jet is also typically emitted too close to the leading top quark.
The same trend is seen to a lesser degree for the nominal PowHEG+PYTHIAS configuration, whereas the
Var3cUp variation reproduces the data well.
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Figure 14: Particle-level normalised single-differential cross-section as a function of the geometric separation AR
between the leading ‘extra jet’ and leading jet. In the top panel, the unfolded data are shown as black points, while
lines indicate the predictions from several MC programmes. Uncertainties are shown by the shaded bands. The lower
two panels show the ratio of the MC predictions to the unfolded data.
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Normalised double-differential cross-sections as a function of the sub-leading top-quark pr and the pt of the
11 system in bins of jet multiplicity are presented in Figures 15 and 16, respectively. For low jet multiplicities,
which are relatively pure in signal, the dominant uncertainties are from jet energy scales, PDFs and
the modelling of the #7 radiation. As the parton shower modelling is particularly important at larger jet
multiplicities, the corresponding uncertainty grows to be the most significant for both observables.

In both observables, the six- and seven-jet bins show the clearest signs of mismodelling. The MC predictions
tend to be too hard for the sub-leading top-quark pr, as was observed in the single-differential measurement.
For the ¢7 transverse momentum, on the other hand, different trends are seen, where the predictions are
typically too soft in the seven-jet bin, where a single hard emission is produced, but too hard in the other
bins.
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Figure 15: Particle-level double-differential normalised cross-section (a) as a function of the sub-leading top-quark
transverse momentum p%zin bins of the jet multiplicity Njeis, compared to the nominal PowHEG+PyTHIAS prediction
without uncertainties. Different markers are used to distinguish the four bins in Njets, while p;z is shown on the

x-axis. The ratio (b) of the measured cross-section to different MC predictions. Uncertainties are shown by the
shaded bands.
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Figure 16: Particle-level double-differential normalised cross-section (a) as a function of the #7 system transverse
momentum p4’ in bins of the jet multiplicity Njes, compared to the nominal PownEG+PyTHIA8 prediction without
uncertainties. Different markers are used to distinguish the four bins in Nje, while p’T’ is shown on the x-axis. The

ratio (b) of the measured cross-section to different MC predictions. Uncertainties are shown by the shaded bands.
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10.2.2 Results at parton level in the full phase space

At parton level, the normalised single-differential cross-section unfolded to the full phase space as a
function of the transverse momentum of the leading top quark is presented in Figure 17. The corresponding
absolute differential cross-section is shown in Figure 18 for comparison. The normalised measurement
is once more characterised by significant cancellations in the uncertainties (primarily the b-tagging and
parton shower ones). However the normalisation procedure inflates the hard scatter uncertainty at large
pr, due to the normalisation being influenced mostly by bins at low transverse momentum for which
the absolute differential cross-section is affected by a large hard scatter uncertainty. Even so, the trends
are similar to those observed in the particle-level measurements, with the data being best described by
PowHEG+HERWIGT.
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Figure 17: Comparison of the ATLAS data to the fully simulated nominal SM predictions (a) for the leading top-quark
transverse momentum. The shaded bands represent the uncertainties on the total prediction. Data points are placed at
the centre of each bin. The lower panel shows the ratios of the theoretical predictions to data. Single-differential
normalised cross-section measurements, unfolded at parton level (b), as a function of the leading top-quark transverse
momentum. The unfolded data are compared to theoretical predictions. In the top panel, the unfolded data are
shown as black points, while lines indicate the predictions from several MC programmes. Uncertainties are shown
by the shaded bands. The lower two panels show the ratio of the MC predictions to the unfolded data. Fractional
uncertainties for the normalised single-differential distributions unfolded at parton level (c) as a function of the
leading top-quark transverse momentum. The bands represent the uncertainties on the unfolded data. Lines indicate
the breakdown of the major components of the uncertainties.
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Figure 18: Single-differential absolute cross-section measurements, unfolded at parton level (a), as a function of
the leading top-quark transverse momentum. The unfolded data are compared to theoretical predictions. In the top
panel, the unfolded data are shown as black points, while lines indicate the predictions from several MC programmes.
Uncertainties are shown by the shaded bands. The lower two panels show the ratio of the MC predictions to the
unfolded data. Fractional uncertainties for the absolute single-differential distributions unfolded at parton level (b) as
a function of the leading top-quark transverse momentum. The bands represent the uncertainties on the unfolded
data. Lines indicate the breakdown of the major components of the uncertainties.

46



The double-differential cross-section measurement of the leading top-quark transverse momentum versus
the top-quark pair mass is shown in Figure 19. The main trend that is observed in this distributions is once
more that the event generators predict a harder leading top-quark pr than the data. This feature appears in
all m'? bins.
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Figure 19: Parton-level double-differential absolute cross-section (a) as a function of the leading top-quark transverse
momentum in bins of the ## system mass, compared to the nominal PowHEG+PYTHIAS prediction without uncertainties.
Different markers are used to distinguish the three bins in m'?, while p%l is shown on the x-axis. The ratio (b) of the
measured cross-section to different MC predictions. Uncertainties are shown by the shaded bands.

10.3 Total cross-section

The total cross section is measured in the fiducial phase space and is compared with the MC predictions
described previously, as shown in Figure 20 and in Table 16. The total cross section as predicted by
each NLO MC generator is normalised to the NNLO+NNLL prediction as quoted in Ref. [45]. The
corresponding uncertainty includes only the uncertainty affecting the k-factor used in the normalisation.

The total cross section in the full phase space, accounting for all decay modes, and it is found to be o7

= 864*!?7(stat. + syst.) pb with a total uncertainty of 13%, to be compared with o7 = 832t§8(soale) +
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Sample Fiducial cross section [pb]
0.13
PwG+Py8 2137015
0.13
Pwg+Py8 Rad. Up 2177515
PwG+Py8 Rad. Down 2.15*0-13
0.11
Pwc+H7 18171,
MapGrapH5_aMC@NLO  1.95%0-13
SHERPA 2.2.1 2.03j8:}%
Data 2.20 + 0.31(stat. + syst.)

Table 16: Comparison of the measured inclusive fiducial cross-section with the predictions from several MC
generators.

35 (PDF, as) pb as calculated with the Top++2.0 program at NNLO in perturbative QCD, including
soft-gluon resummation to NNLL [21, 45-50], and assuming m, = 172.5 GeV.
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10.4 Consistency with other differential cross-section measurements
10.4.1 Comparison of results with £+jets channel

Many of the observables measured in this paper were also measured in the £+jets final state of the top-quark
pair production [3]. Before comparing the results, it is important to note that there are several differences
between the two approaches. The object selection, which is driven by the triggers, is significantly different
since the results presented in this paper are based on a selection of at least six jets with a pr greater than
55 GeV while the £+jets analysis requires a lepton with pr > 20 GeV and all jets to have pt > 25 GeV.
The extrapolation to the full phase space used in the parton-level results is therefore much bigger for
the all-hadronic channel and the size of the available data sample is smaller. However, the all-hadronic
channel allows for full event reconstruction from well measured objects, leading to better resolution on the
observables and to particular angular distributions and measurements of ‘extra jets’ with respect to the
top-quark pair system. These effects combine in non-trivial ways and it is therefore difficult to say a priori
which analysis can provide the highest discrimination between models.

The particle-level results of both analyses are generally compatible in terms of the amount of agreement
observed between data and predictions, with some differences identified where variables are better described
in either the £+jets channel or the all-hadronic channel. For example, consistent mismodelling is observed
in both analyses for the p’Tf distribution. The H%f distribution is strongly correlated with the top-quark
pr distributions; it is poorly modelled by all the MC predictions in the all-hadronic channel while in the
{+jets channel a good agreement is observed between data and all the MC predictions. A mismodelling
between data and some of the MC predictions is observed for the m'’ observable in the all-hadronic channel,
while, a good modelling is observed for this variable in the {+jets channel. The {+jets channel observed a
mismodelling in A¢'’ for some MC predictions, whereas in the all-hadronic channel this mismodelling is
not apparent in the single-differential distribution.

At parton level, the ptT’_ and the m'? are poorly described by most of the MC predictions in both the {+jets
and all-hadronic channels. However, a good agreement between data and all the MC predictions is observed
in both channels for the HY variable.

When considering the double-differential results at both particle and parton levels, both analyses show that
none of the predictions can describe any of the measured distributions.

Figure 21 shows a comparison between the measured absolute differential cross-sections in the {+jets and
in the all-hadronic channels, at parton level, for the H%’ and average top transverse momentum pfr. The two
measurements are qualitatively consistent in the overlap region.
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Figure 21: Comparison between the measured absolute single-differential cross-sections in the £+jets and all-hadronic
channel as a function of the (a) H%’ variable and as a function of the average top transverse momentum (b) p’T. The
latter is determined by randomly picking one of the two top candidates in each event.

10.4.2 Comparison of results with the all-hadronic channel in the boosted topology

Measurements of differential cross-sections in the all-hadronic channel have been performed in the boosted
topology [17], motivating a comparison to the results of this analysis. The all-hadronic resolved parton
level measurements are unfolded to the full phase space, while the measurements in the boosted topology
are unfolded to a fiducial phase space, therefore, a direct comparison of the differential measurements
is not possible. Instead, Figure 22 shows the ratios of the measured absolute differential cross-sections
at parton level to the predictions obtained with the PowHEG+PyYTHIA8 MC generator in the all-hadronic
resolved and boosted topologies as a function of the p%l and p%z variables. It can be seen from the figures
that the ratios between the data and the signal MC generator is consistent between the two topologies in the
overlap region.
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Figure 22: The ratios of the measured absolute differential cross-sections at parton level to the predictions obtained
with the PowHEG+PyTHIA8 MC generator in the all-hadronic resolved and boosted topologies as a function of the (a)

p%l and (b) p%z variables.
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11 Conclusions

A comprehensive measurement of single- and double-differential cross-sections for the production of
top-quark pairs are performed in the all-hadronic channel, in the resolved topology using data from pp
collisions at 13 TeV collected in 2015 and 2016 by the ATLAS detector at CERN LHC and corresponding
to an integrated luminosity of 36 fb~!.

Absolute and normalised differential cross-sections are presented as a function of several kinematic
variables at particle and parton-level.

The results show sensitivity to different aspects of predictions made by the tested MC generators. As
several predictions in a number of variables have a poor agreement with the data, these observations can be
exploited to improve the top-quark MC modelling. In particular, the double differential cross-sections at
particle level will be extremely useful for improving the MC predictions in regions of the phase space with
many additional jets, which are a region of interest for analyses of many rare processes.

Several novel variables were introduced to better probe correlations between the kinematics of the top-quark
pair and associated jet radiations which can be used to further improve the next generation of MC samples.

The measurements at parton level were compared with theory predictions obtained by NLO MC generators
enriched with parton shower and hadronisation models and can also be used in future measurements such
as PDF and top-quark pole mass extraction. The rapidities of the individual top quarks and of the top-quark
pair are well modelled. In contrast, significant mismodelling is observed in the hardness of the leading three
jet emissions, while the leading top-quark transverse momentum and top-quark pair transverse momentum
are together found to be incompatible with several theoretical predictions.

Despite non-negligible backgrounds, an effective event selection and background estimation strategy
permitted sufficiently precise measurements to constrain MC predictions in events with up to three additional
jets. The major limitation on the analysis presented is the limited efficiency of the hadronic trigger selection.
It is noted that future detector upgrades will improve the prospects for triggering on hadronic top-quark
pair production, in particular by means of advances that permit the further use of tracking at trigger level,
for jet calibration, pileup suppression and flavour-tagging. A multijet-plus-flavour-tag trigger signature is
particularly motivated by the measurements presented here.
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Auxiliary material

A Particle-level results in the fiducial phase-space
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Figure 23: Differential cross sections in the fiducial phase-space as a function of H%f : absolute (a) and normalised (b).
The shaded area represents the total statistical and systematic uncertainties.
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Figure 24: Differential cross sections in the fiducial phase-space as a function of Rjgt"ltral: absolute (a) and
normalised (b). The shaded area represents the total statistical and systematic uncertainties.
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Figure 25: Differential cross sections in the fiducial phase-space as a function of Rj:t"l‘raz: absolute (a) and
normalised (b). The shaded area represents the total statistical and systematic uncertainties.
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Figure 26: Differential cross sections in the fiducial phase-space as a function of Rj;’t"l“a3: absolute (a) and
normalised (b). The shaded area represents the total statistical and systematic uncertainties.

B Parton-level results in the full phase-space
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Figure 27: Differential cross sections in the full phase-space as a function of m': absolute (a) and normalised (b).
The shaded area represents the total statistical and systematic uncertainties.

> E 3 S 107E =

g E ATLAS Preliminary ® Data = 8 E ATLAS Preliminary ® Daa 3

g  (s5=13Tev,36.1fb" PWGHPYE b = [ f5=13Tev,36.1fb" PWGPYS b

=Y L — . PWG+PYBUp | o r - PWG+PYS Up b
10 Al 4 s !

-:I._ E All-had resolved . PWG+PYS Down E T 102 All-had resolved . PWGHPYEDOMN o
o £ Full phase-space i aMC@NLO+PY8 3 N E Full phase-space e aMC@NLO+PY8 3
e = Sherpa - oF [ Sherpa q
8 1 — — PWGHH? — a8 T — — PWGHH? ]

E st unc. E! o107 = st unc. E
= Stat.+Syst. unc. — Al E Stat.+Syst. unc. E
107 5 0L _
107 108 L .
E 145

8|, 12 8lg 120
Lz E Ll E
e & g 1
al osF al osf

= 14

8§, 12F 8§l 126
Bl 4E 3|1 E
ERE S Slg 1=
o0 oe
& 08E al 08f

200 400 600 800 1000 1200 200 400 600 800 1000 1200
HT [Gev] HY [GeV]

Figure 28: Differential cross sections in the full phase-space as a function of H%’_ : absolute (a) and normalised (b).
The shaded area represents the total statistical and systematic uncertainties.
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Figure 29: Absolute (a) and normalised (c) differential cross sections and absolute (b) and normalised (d) ratio of
predictions over data in the full phase space as a function of p’T’ in bins of m'". The shaded area represents the total
statistical and systematic uncertainties.
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