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Abstract

This study treats the problem of particle identification and data analysis in
a magnetic spectrometer, PRISMA, devoted to nuclear physics experiments
with heavy-ions at LNL. In this work, this problem is framed into a descrip-
tion of the physics purposes and the instrument in itself. Firstly, a rapid
overview of the spectrometer (e.g. optics, electronics, detectors) and of the
experimental methods used is given, then, the techniques for data analysis
and particle identification are presented and illustrated in detail. The disser-
tation ends with an example of the analysis process applied to the data set
from the 505 MeV 82Se+238U reaction, which was recently studied at LNL,
and where transfers of several nucleons were observed.

PRISMA has an entrance solid angle of 80 msr and can identify each nu-
cleus, unambiguously, in the whole Chart of Nuclides. These peculiar char-
acteristics of the spectrometer, together with the features of the accelerator
complex of the LNL, make it very suitable for studies of heavy-ion reactions,
including the processes, known as the grazing reactions, where the projectile
and the target interact gently with each other. Multi-nucleon transfer reac-
tions, where cross sections may be very small, can be studied with PRISMA.

In order to allow this, one needs to track the trajectories of the ions
passing through the spectrometer. The algorithms for full ion tracking must
reconstruct the trajectories from the target to the focal plane detectors, by
taking into account both the exact optics of the magnets and the geometry
of the instrument. This method requires a lot of computational power. A

simple and fast, but less accurate, geometrical method is presented as well.



i

The full ion tracking allows also to calculate the velocity vector at any
point of the trajectory. This information is necessary to apply the Doppler
corrections, in nuclear spectroscopy experiments, when PRISMA is coupled

with an array of y-detectors, such as CLARA.



Acknowledgments

[ am grateful to my supervisors Dr. Alberto Stefanini and Prof. Giovanni Pol-
larolo that they have given me the opportunity to work with them. Their en-
gaged support, guidance and help throughout this project contributed greatly
to its success.

During the project Dr. Fernando Scarlassara has been a continuing source
of inspiration and ideas. For these contributions and for the numerous and
pleasant discussions we had, I thank him. I am also grateful to all the mem-
bers of the PRISMA group: Dr. Giovanna Montagnoli, Dr. Monica Trotta, Dr.
Lorenzo Corradi, Dr. Silvio Beghini and Dr. Enrico Fioretto for their enthusi-
asm and professionalism. I would like also to mention the post-docs I had the
chance to meet along these years, Dr. Suzana Szilner and Dr. Bivash Ranjan
Behera, they have been not only precious collaborators but also good friends.
I am also sincerely thankful to all the members of the GASP-CLARA group,
in particular Dr. Andres R. Gadea, Dr. Daniel Ricardo Napoli, Dr. Giacomo
De Angelis, Dr. Enrico Farnea and Dr. Nicu Marginean, their professionalism
and personal warmth have made working with them an unforgettable expe-
rience. Finally, I would like to thank the technical and administrative staffs
of Laboratori Nazionali di Legnaro, without whom my experience would not
have been so positive, and this work not possible.

Greatly acknowledged is the receipt of a scholarship grants from the Na-

tional Italian Nuclear Physics Institute.

il



v



Contents

Heavy-Ion Magnetic Spectrometers

1.1 Magnetic Spectrometers . . . . . . . .. ...

1.1.1
1.1.2
1.1.3

Properties . . . . . . .. ...
Ray Tracing . . . . . . . .. . ... ...

Modern Spectrometers . . . . . .. ... ... ... ..

1.2 Heavy-lon Transfer Reactions . . . . .. ... ... ... ...

1.3 Achievements in multinucleon transfer reactions . . . . . . . .

2 The Magnetic Spectrometer PRISMA
2.1 Description . . . .. ..o
2.2 Jon Optical Elements . . . . . . ... ... ... ... .....

2.3 Detectors and Electronics . . . . . . . . . . ... ... ..

2.3.1
2.3.2
2.3.3

The Entrance Detector . . . . . . . . . . . . . .. ...
The Focal Plane Detectors . . . . . . . . .. ... ...

The Ionization Chambers . . . . . . . . . . ... ...

Data Acquisition on PRISMA

3.1 Overview of the DAQ System . . . . ... ... ... ... ...

3.1.1
3.1.2
3.1.3
3.14
3.1.5
3.1.6

Electronics and Readout . . . . . ... ... ... ...
NEO++ Event Formatter . . . .. ... ... .. ...
On-line Data Histogramming . . . . .. .. ... ...
On-line Data Displaying . . . . . ... ... ... ...
On-line Data Storage . . . . . .. .. .. .. ... ...
On-line Data Monitoring: Spy Channels . . . . .. ..

15
16
17
20
20
21
25



vi

CONTENTS

3.2 Overview of the Experimental Histograms . . . . . .. .. .. 34
3.2.1 Entrance Position Detector. . . . . . . . ... ... .. 34
3.2.2 X-TOF Matrix at the Focal Plane Detectors . . . . . . 35
3.2.3 Ionization Chambers . . . . . . ... ... ... .... 38

Particle Identification on PRISMA 41

4.1 Strategy . . . . ... 41

4.2  Geometrical Trajectory Reconstruction . . . . . . . .. .. .. 41

4.3 Ray Tracking . . . . ... ... .. .. 49

4.4 Numerical Ton Optics . . . . . .. .. ... ... ... ... .. 50
4.4.1 Magnetic field Computation . . . . . .. ... .. ... 51
4.42 Dipole Field . . . . . .. .. oo 55
4.4.3 Quadrupole Field . . . . . ... ... ... ... ... 56

Data Analysis Techniques 59

5.1 On-line Monitoring . . . . . . . . ... ... ... ... .. 59

5.2 Off-line Data Analysis . . . . . . ... ... ... ... .... 61
5.2.1 prismaCalibration . . . . . . . ... ... ... ... .. 62
5.2.2  prismaAnalysis . . . .. ... 65

Study of the Reaction 505 MeV #Se on 233U 73

6.1 The ™Ni Region of the Nuclear Chart . . . . . . .. ... ... 73

6.2 A Previous Test Run . . . . ... .. ... ... .. ...... 75

6.3 Analysis Procedure . . . . . . ... ... ... ... ... 78
6.3.1 Filtering the Data. . . . . ... ... ... ... .... 78
6.3.2 Detectors Calibration . . . . . . . ... ... ... ... 78
6.3.3 Resolving the Nuclear Charge State . . . . . . . . ... 81
6.3.4 Resolving the Ion Charge State . . . . . ... ... .. 81

6.4 Evidence of Nucleon Transfers . . . . . .. ... .. ... ... 82

6.5 Conclusions . . . . . . . . ... 86

7 Summary 91



CONTENTS

A Appendices

A.1 Central trajectory coordinates reference . . . . . . . . . .. ..

A.2 Example of the Over-Relaxation Method . . . . . . . .. ...

A.3 Table of Experimental Data . . .

A.4 Example of Acquisition Program

Bibliography

vil

93
93
94
95
96

99



viii CONTENTS



Chapter 1

Heavy-Ion Magnetic

Spectrometers

1.1 Magnetic Spectrometers

Magnetic spectrometers have been very powerful instruments of research
since the beginning of experimental nuclear physics. In some case even neces-
sary, when the energy resolution was important or it was difficult to suppress
the background. For many years experimentalists have been committed to de-
sign best characteristics of the spectrometer such as: good optical properties,
good energy resolution and background suppression etc.

Nowadays, magnetic systems serve many essential purposes in nuclear lab-
oratories, particularly in the preparation of high-quality accelerator beams
and in the analysis of complex spectra from nuclear reactions. The technol-
ogy of magnetic spectrograph design and construction has advanced greatly.
Exploitation of fringe-field focusing and many-element design with multi-pole
lenses has produced improved resolution and two-dimensional focusing. Well-
known types are the Enge split-pole magnet and the family of Q3D magnets.
A review of magnetic spectrographs can be find in [12]. The characteristics
of several types are given in Fig. 1.1.

As reaction products analyzers, magnetic spectrographs offer the advan-
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FOCAL SURFACE

(e FOCAL PLANE

TARGET (C )

Figure 1.1: Diagrams illustrating several magnetic spectrometer designs: (a) from
Berkeley 88-in Cyclotron Laboratory; (b) Enge split-pole type; Strasbourg Q3D
(QWTH) type with flat focal surface. Q, quadrupole; M, multi-pole; S, sextupole.

Focusing is shown only in (b).

tages of high resolution and large solid angle of acceptance and they allow
the deflection of unwanted particles away from the open window of the focal
plane detector. The radius of curvature of an ion in the magnetic field is

given by

p
p= 4eB (1.1)

where p is the momentum, ge is the ionic charge and B is the magnetic
induction. In magnetic spectrometers the information about the mass and the
energy of the ions is extracted by measuring their position on the focal plane

and their time of flight inside the instrument. Formerly, several spectrometers
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have been designed explicitly for heavy ions (e.g. Jaeri [23], GSI [37]), but,
since their optical aberrations could be corrected only by hardware, they had
a very small entrance solid angle. The project for the spectrometer SUSAN
8], at Daresbury, has represented a big improvement in this field: its entrance
solid angle was 10 times larger than any other spectrometer with conventional

optical corrections. Unfortunately, SUSAN was never constructed.

1.1.1 Properties

The properties of a magnetic spectrometer lie in its focal plane detection
system and in the optical properties of the magnets, especially the length,
width, and curvature of the focal surface, the range of the angles of incidence
of the particles at the focal surface, and the line-width limit inherent in the
electron optical design.

Here are briefly reviewed the properties of the magnetic spectrographs
shown in Fig. 1.1. The nominal 41° and 45° angles of incidence of the split-
pole and Q3D magnets are excellent for a photographic plate recording de-
tection system, because they produce tracks easily counted under the mi-
croscope. On the other hand, the normal angle of incidence of the Berkeley
magnet [20] is superior for those position-sensitive detectors which give best
spatial resolution with particles arriving at & = 0°. Finally, the curvature
of the focal surface of the split-pole spectrograph and some Q3D types may
cause little troubles with the detection system. These spectrometers in fact
would require detectors conform to the focal surface, but it can be a problem
for some types of detectors to be designed curved. In practice flat counters
shorter than the overall length of the focal surface are often used, placed so
as to keep the maximum deviation of the counter axis from the focal surface
small. The Q3D magnets at Groningen and Strasbourg have flat surfaces fa-
cilitating the design of long detectors. In other q3D series magnets, the focal
surface radius of curvature is about 2.4 to 3.2 times the mean projectile path
radius of curvature py. In those cases broad-range, in absence of automatic

event-by-event correction, detectors should be curved.



4 CHAPTER 1. HEAVY-ION MAGNETIC SPECTROMETERS

Aberrations inherent in the optical deign set an ultimate limit on the
sharpness of focusing. Under the assumption of a 1-mm-wide target spot
and negligible target thickness and beam energy spread, at the midrange
radius pg the inherent line-width limit is roughly 0.3 mm for the split-pole
spectrometer and 1 to 1.5 mm for Q3D types. These numbers correspond to
moderate openings of the spectrographs entrance slits; they become larger or
smaller as the slit opening increases or decreases. Severe broadening occurs
when the slit becomes wider than the maximum design limit; in these cases

are necessary systems with event-by-event correction via ray tracing.

1.1.2 Ray Tracing

Ray-tracing, which can be done if two points sufficiently separated along the

track can be determined [13], offers valuable possibilities [17]:

1. Correction of optical aberrations, permitting the use of solid angles
much larger than the normal design. In some cases y coordinates as

well as x coordinates may be needed;
2. Correction of possible curvature of the focal surface;
3. Correction of the path differences in the time of flight work;

4. Simultaneous observation of a reaction at many scattering angles. This
is especially useful in heavy-ion experiments, where cross section often

varies rapidly with scattering angle;

5. Elimination of impurity lines. In favorable cases the focal surface for
an impurity spectrum, and for the spectrum of interest, lie so well sep-
arated from one another that a sharp line in either will be seen as a
broad band in the other; then the data processing computer can be
programmed to find the intersection of all rays with the impurity focal

surface and to reject all which pass with in a specified short distance of
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the position of known impurity lines. The wider the spectrograph en-
trance slits are, the smaller will be the correction required for particles

eliminated from the desired spectrum.

1.1.3 Modern Spectrometers

In modern spectrometers (PRISMA[41], Vamos[36]), refined detectors and
ion track reconstruction have a key role. High-resolution detectors can com-
pensate approximated optical properties because the aberrations can be cor-
rected during the analysis by a computer reconstruction of the trajectories.
This allows constructing spectrometers with wider angular acceptances, so
wide as it never has been thinkable in the past. Surely, this trend has been
also favored by the recent developments in fast multi-parametric acquisition
systems as well as in copter performances in general. This permits to acquire
and to analyze big quantities of data in a reasonable amount of time.

This frame fits with PRISMA and the heavy ions reactions of interest
at LNL, where the collisions between the beam and the target, usually gen-
erate many reaction products, with possibly very low cross sections, whose
identification is much more difficult than with light ions. Moreover, in case
of heavy ions, the ion charge state ¢ distribution complicates the situation.
Position spectra on the focal plane are in fact an overlap of ¢ and mass A
distributions with different energies. In this case, the dispersion on the focal
plane is no longer enough to identify the reaction products, i.e. to determine,
unambiguously, their nuclear charge Z and atomic mass number A. There-
fore, one must measure additional quantities such as the time of flight and
an accurate AE/FE. For these reasons and in order to measure very weak re-
action channels embedded in a huge background of elastically scattered ions,
very high quality detectors are required.

For the sake of completeness, it is well known that a combination of mag-
netic and electric fields induces a spatial dispersion of the ions with different
masses along the focal plane. Instruments based on this principle are called

recoil-mass spectrometers and several spectrometers of this kind have been
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built and operated in recent years, including CAMEL at Legnaro [38], the
FMA at Argonne [3], the Oak Ridge RMS [18], HIRA at NSC New Delhi [39],
the JAERI RMS [23], and DRAGON at TRIUMF [22]. These instruments
are frequently used at 0° or small angles to identify the resulting particles of
fusion-evaporation reactions; their limits are the small entrance solid angle
(a few msr, but actually the evaporation products are focused forwards) and
the maximum electric rigidity which can be analyzed. For instance, RMS, the
recoil mass spectrometer of LNL, can analyze only fragments with an electric
rigidity up to 7-8 MeV/q, whereas quasi-elastic reactions produce fragments
with rigidities of 15-20 MeV /q, even with beams with masses 80-100, already

at energies near the Coulomb barrier.

1.2 Heavy-Ion Transfer Reactions

In all heavy-ion experiments near and above the Coulomb barrier, one has
been able to identify a characteristic type of reaction products where the
projectile has lost only a moderate amount of energy and has exchanged
only a few nucleons with the target nucleus. These reactions are called quasi-
elastic reactions and are assumed to correspond to collisions in which the
surfaces of the two ions have just been in grazing contact (i.e., the grazing
reactions).

The grazing reactions, for their simplicity, permit to find the main degrees
of freedom which are excited in the collision. Among them, an interesting field
of research is covered by the multinucleon transfer reactions. Studying this
type of reactions it is possible to investigate the correlations between nuclear
dynamics and nuclear structure effects, although theoretical analysis of these
reactions have only been performed with relatively light projectiles where the
effects associated with Coulomb excitation are of minor importance.

We consider such grazing reactions where the trajectory of relative motion
can be described by the classical trajectory in the combined field of Coulomb

repulsion and a nuclear attraction and where the depopulation of the ground
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state is accounted for by absorption.

In many cases, an enhancement has been observed in the cross sections
of a pair of particles with respect to the sequential transfer of single nucle-
ons. Nevertheless, a complete analysis of these data has not been possible,
with the present instruments, and it has not been possible to verify quanti-
tatively the effect of pair correlations and how they influence the reaction.
In order to understand these aspects, it is necessary to measure the transfer
of several pairs with a very good resolution in charge (Z), mass (A) and
@-value. Multiple transfer of nucleons has already been observed in many
cases: e.g., grazing reaction between heavy ions at energies 10 or 20 % above
the Coulomb barrier, in deep-inelastic scattering reactions, but usually with
a poor resolution in Z and no resolution in mass or energy at all.

A detailed study of such reactions, where transfer of several nucleons takes
place at energies where effects of nuclear structure still dominate, is missing.
From a theoretical point of view we can only treat in detail the transfer
of a single nucleon or, introducing a proper macroscopic form factor, the
transfer of two nucleons. When the number of transferred nucleons increases,
the calculations get extremely complex and, for this reason, the theoretical

studies of this phenomenon have been limited for several years.

1.3 Recent achievements in multinucleon trans-
fer reaction studies at LNL and present

perspectives with PRISMA

Transfer reactions between heavy ions provide important information for
both nuclear structure and reaction dynamics studies. In a single particle
transfer one can deduce shell properties of nuclei populated via stripping
and pick-up of neutrons and protons. In the transfer of two nucleons one can
investigate nucleon correlations, pairing in particular. In multinucleon trans-

fer one can study the important degrees of freedom acting in the transfer
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process, namely single nucleon, pair or even cluster transfer modes, and how
they evolve as a function of the transferred nucleons.

An extensive work using different heavy ion reactions was performed dur-
ing last years at LNL, using the PISOLO detector [31]. PISOLO is a time
of flight spectrometer, which has been operating in the LNL during the last
decade, whose characteristics are: magnetic focusing, solid angle ~3 msr,
mass resolution AA/A ~ 1/100, nuclear charge resolution AZ/Z ~ 1/50.

See Fig. 1.2 for a schematic picture of the set up. The variety of channels
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Figure 1.2: The time of flight spectrometer PISOLO[31]

which could be observed in several experiments allowed to follow in a sys-
tematic way the population pattern of the reaction products in the Z-A
plane. Parallel to this experimental work, semi-classical theories have been
developed, and new models have been implemented treating quasi-elastic
and deep-inelastic processes on the same ground. This allows a meaningful

quantitative comparison with the experimental observables.
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multinucleon transfer reactions constitute also a valuable tool to populate
neutron-rich isotopes, at least in specific mass regions. The study of the lowest
excited levels of neutron-rich nuclei is an area of increasing interest since one
gets information on changes of shell structure and on the behavior of nucleon
correlations in unexplored mass and spin regions. A very powerful technique
is coupling large y-detector arrays with the new generation large solid angle
spectrometers.

Comparing one- and two-particle transfer processes one can learn a lot
on the interplay between single nucleon and pair transfer modes, but it is
only when several nucleons get transferred that one has a better view on how
the mechanism evolves. An example of a complete measurements performed
with the TOF spectrometer PISOLO is that for the **Ni+2%Pb system.
The experimental total angle- and )-value integrated cross section for pure
neutron pick-up and pure proton stripping channels are reported in Fig.
1.3 and are compared with calculations performed within the semi-classical
Complex WKB (CWKB) model (see [10] and references therein for details).

The experimental data show a quite regular drop of the cross sections as
a function of the number of transferred nucleons, indicating that the transfer
mechanism likely proceeds as a sequence of independent particle modes. Sim-
ilar results have been obtained at Argonne [24]. With the dotted line of Fig.
1.3 we show the calculations made treating the transfer in a successive ap-
proximation considering all the transition as independent. A good agreement
between data and theory is obtained for the case of pure neutrons and for
channels involving the stripping of one proton. However, as more proton are
transferred, the calculations are not able to follow the trend of the data. The
discrepancies indicate that degrees of freedom beyond single-particle transfer
modes have to be incorporated in the theory, or that more complex processes,
i.e., deep inelastic components, play an important role. Adding into theory
the transfer of a pair of protons and fixing the strength of the macroscopic
form factor to reproduce the pure —2p channel, one sees (dashed line) that

the predictions for the other charge transfer channels are also much better.
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However, the treatment of this pair mode is only at a phenomenological level
due to the well known difficulties to relate microscopically its strength to the
pair correlations in target and in projectile. For the pure neutron transfer no
pair mode was included and the cross section represented by the dashed and
the dashed-dotted lines (not shown) are very close to the full line. In multin-
ucleon transfer channels large energy losses show up, therefore the final yield
can be considerably altered by evaporation. Including these evaporation ef-
fects in the calculation the final cross sections are shown as full lines in Fig.

1.3.

10” ET T T T T ™ E T T T T T T T3
proton stripping | F neutren pick—up ]
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Figure 1.3: Total cross sections for pure proton stripping (left side) and pure
neutron pickup (right side) channels for the indicated reaction. The lines are the

CWKB calculation (see text).

In heavy-ion transfer reactions the strong Coulomb interaction favors in-
elastic excitations and an interesting question is to what extent pair correla-
tions play a role at high excitation energy. To answer this question is not an
easy task since several effects are mixed up, for instance it is not clear if the
pair transfer proceeds in a cluster- or sequential-like picture. For the system
62Ni+4-206Pb, cross sections have been measured at three bombarding energies

up to three nucleon pairs (here all pure neutron channels have well matched
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@-values). Only the +1n and +2n channels have the main population close
to the (Q-value corresponding to nucleon transfers between ground states
(“ground-to-ground”). More massive transfer channels display a population
towards more negative (J-values, with a tail increasing with the number of
transferred neutrons. The observation of these long tails suggests that contri-
butions from “cold” transfers, associated with low excitation energy, is likely
hidden by dominant “warm” sequential transfer processes.

On the other hand a significant fraction of the flux remains close to @ ~ 0
up to the +4n channel. This indicates that experiments with higher energy
resolution may be able to distinguish the population to the ground state from
the flux going to excited states, thus giving better signatures of the transfer
contribution coming from pair modes.

Further interesting results from )-value distributions come from the study
of ?Ca+2"Pb, where both projectile and target are magic (double closed-
shell nuclei) and therefore provide an excellent opportunity for a quantitative
comparison with theoretical models. Fig. 1.4 shows TKEL distributions at
the three measured bombarding energies for the two neutron pick-up channel
together with CWKB calculations. As can be appreciated, the two neutron
pick-up channel displays at all measured energies a well defined maximum,
which, within the energy resolution of the experiment, is consistent with a
dominant population, not of the ground state of “Ca, but of the excitation
region around 6 MeV. The final population of the single particle levels used
in the CWKB theory suggests that the maxima are essentially due to two
neutrons in the ps/, orbitals. This corresponds to the excited 07 states that
were interpreted as multi (additional and removal) pair-phonon states. If so,
these results show that, at least in suitable cases, one can selectively populate
specific ()-value ranges even in heavy-ion collisions, opening the possibility to
study multi pair-phonon excitations. The strong concentration near 6 MeV
of excitation energy of these peculiar 0" states for **Ca is clearly visible in
the bottom part of Fig. 3, where the strength distribution S(£) performed

in the framework of large scale shell model (SM) calculations is shown [42].
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Figure 1.4: Experimental (histograms) and theoretical (curves) total kinetic energy
loss distributions of the two neutron pick-up channels at the indicated energies. The
arrows correspond to the energies of 0% states in *?>Ca with an excitation energy
lower than 7 MeV. Bottom panel shows the strength function S(E) from shell model
calculations (see [42] for details).

As can be argued from the results presented above it would be important
to distinguish the population to specific nuclear states and to determine

both their strength distribution and decay pattern. This, in fact, carries
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information on the wave-function components of the populated levels and
therefore also on the pairing correlation [6]. Experiments in this direction
must exploit the full capability of spectrometers with solid angles much larger
than the conventional ones, and with A, Z, and energy resolutions sufficient
to deal also with heavier mass ions. This is possible now with the PRISMA
spectrometer. First experiments on heavy-ion grazing collisions have been
already performed with beams in the A=40-90 mass range.

A further interesting issue is studying nuclear structure of neutron-rich
nuclei, populated of relatively high angular momentum, by means of binary
reactions. These studies have been initiated by combining PRISMA with the
CLARA gamma-array [14], recently installed close to the target point and
consists of an array of 24 Clover detectors (from the Euroball collaboration).
With stable beams at energies and intensities typical of tandem accelerators,
one can presently reach regions moderately far from stability (about 3-5
nucleons from the last stable isotope), and one can investigate nuclei through

the entire nuclear chart, by suitable projectile/targets combinations.
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Chapter 2

The Magnetic Spectrometer
PRISMA

PRISMA is a magnetic spectrometer recently installed at the Legnaro Na-
tional Laboratories (LNL), born by a collaboration between the Universities
of Padua, Turin, Naples and the LNL themselves. PRISMA fits with the
physics scenario described in the previous chapter. It has been designed for
the identification of nuclei produced in heavy-ion binary reactions at ener-
gies E=5-20 MeV/A, like those of the XTU Tandem-ALPI-PIAVE accel-
erator complex of the LNL[28]. The spectrometer’s characteristics make it
suitable for experiments in the field of reaction dynamics at low energies as
well as for nuclear structure studies, when coupled with a modern array of
v-detectors, such as CLARA [14], temporarily operating in conjunction with
PRISMA until the end of 2006. The spectrometer will permit also to exploit
the features of the proposed radioactive beam facility SPES[40, 1].

The PRISMA project was first funded by INFN in 1998, its real construc-
tion begun in 2000 (when magnets have been delivered to LNL) and the full
set-up was completed before the end of 2003.

The year going from Summer 2003 to Summer 2004 has been the first of
full operation of the spectrometer. Various experiments, in the fields of few-

and multinucleon transfer between heavy ions, have been performed. This

15
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chapter reviews the main characteristics of PRISMA and its detectors.

CHARACTERISTICS OF PRISMA

Solid angle 80 msr
Energy acceptance + 20%
Resolving power p/Ap ~ 2000
Mass resolution 1/300
Energy resolution up to 1/1000
Z resolution 1/60
Kinematic correction via software
Aberration correction via software
Dispersion 4em /%
Count rate capability up to 50-100 KHz

Table 2.1: Characteristics of PRISMA.

2.1 Description

A picture of the spectrometer is shown in Fig. 2.1. The spectrometer’s fea-
tures are summarized in Tab. 2.1. Such performances are achieved by software
reconstruction of the ion tracks using the position, the time of flight and the
energy loss information provided by the entrance and focal-plane detectors.
The spectrometer consists of a dipole with a quadrupole lens for vertical fo-
cusing. Its optics is described in the next section. In the design of PRISMA,
detectors are very important. The PRISMA detectors are three: the entrance
detector based on micro-channel plates (MCP), the multiwire PPAC (MW-
PPAC) detector and the ionization chamber at the focal plane. The time
of flight information comes from the delay between the signals derived from
the entrance and the MWPPAC detectors. Since the focal plane detector is
at a large distance (& 6.5 m) from the entrance detector, the time of flight

is typically quite large (200 — 400 ns), and this allows to have a very good
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Figure 2.1: The PRISMA magnetic spectrometer

resolution in the time of flight measurement. The entrance MCP detector is
mounted between the target and the quadrupole magnet; it gives the position
information for both X and Y coordinates (with better than 1 mm FWHM
resolution), on a sensitive area 80x100 mm?. The MWPPAC, a gas-filled
multi-wire proportional counter, is placed 323 cm away from the exit of the
dipole; it also gives both the X and Y coordinates (with 1 mm of resolution)
on a detecting area 100 x 13 cm?. An array of ionization chambers, for en-
ergy and energy loss measurements, is placed beyond the MWPPAC, 72 cm

away from it.

2.2 Ion Optical Elements

The optics of PRISMA consists of a quadrupole singlet and a bending dipole.

The quadrupole lens is mounted 50 cm away from the target, and its main
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Figure 2.2: The PRISMA magnetic spectrometer

purpose is collection efficiency. Its aperture diameter is 32 cm and its effective

length is 50 cm. It must be noticed that the ratio, length over diameter,

is slightly below the limit for the fringing field domination, so that the fringe
field is small enough compared to the inner field. This magnet focuses in the
vertical (V) direction and defocuses in the horizontal (X) direction (see Tab.
2.2).

The dipole magnet is placed 60 cm downstream of the quadrupole. It
is of the uniform field type and has a bending angle of 60° for the central

trajectory. The bending radius is 1.2 m and the maximum B is 1 T, which
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corresponds to a maximum rigidity of 1.2 Tm (Bp = 1.2 Tm). The pole gap
is 20 cm and the entrance and exit widths are 1 m. The entrance effective
field boundary (EFB) forms an angle of —20° at the entrance and +5° at the
exit. The main reason for this choice is to maximize the transmission and
the resolution (see Tab. 2.3). Simulations of the PRISMA optical properties
are visible in Fig. 2.3.

The magnetic rigidity of 1.2 T 'm has been calculated in order to be able to
exploit the specific characteristics of the LNL ALPI-Tandem complex, where
ions up to an energy of 5-10 MeV per nucleon can be accelerated, for ions up
to 298Pb.

QUADRUPOLE

Max. field gradient G |53 T/m
Max. pole tip field By | 0.848 T
Effective length logg | D00 mm
Aperture diameter d | 320 mm

Pole profile Multi-faceted
Yoke shape Square

Table 2.2: Characteristics of the PRISMA Quadrupole Magnet.

DipOLE

Maximum field B |10T

Bending radius Ry | 1200 mm

Bending angle o | 60°

Entrance angle € | -20°

Exit angle €2 | +5°

Pole gap d | 200 mm

Homogeneity at the Center 1 x 1072 over +500/ — 400 mm

Table 2.3: Characteristics of the PRISMA Dipole Magnet.
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Figure 2.3: Trajectories calculated with GIOS[26], for particles of mass 58 and
charge 28 passing through PRISMA at 15 MeV /nucleon, £10%, +20%.

2.3 Detectors and Electronics

2.3.1 The Entrance Detector

The entrance detector for the PRISMA spectrometer has to provide time and
position information in both X (along the dispersion plane) and Y directions
with minimum scattering. It was designed and constructed in a collaboration
between Padua and LNL.

The detecting surface of the detector is based on large area Micro-Channel
Plates (MCP). The active area of the MCP is 80x100 mm?, and covers the
whole solid angle of PRISMA at 25 cm from the target. A thin Carbon foil
(=~ 20pug/cm?) is passed by the particles at an angle of 135°. The backward

emitted secondary electrons are accelerated towards the MCP by an elec-
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trostatic field (up to ~ 300 eV) and spiraled by a parallel magnetic field
produced by an external coil (~ 120 Gauss), which limits the spread of the
electron cloud, preserving the particle position information [34]. The electric
field between the Carbon foil and the accelerating grid (placed at ~ 1 cm)
has typical values of 30-40 kV/m. The front surface of the MCP is at the
same potential as the accelerating grid.

The anode structure for X, Y readout is made of two orthogonal delay
lines, wrapped around rounded plastic frames of two different diameters to
keep the two lines insulated from each other and both from the inner metallic
plate. The delay lines are homemade using Cu-Be wire 70 um diameter. The
charge coming out from the MCP is shared between the two delay lines thanks
to a suitable DC-voltage adjustment. Each delay line consists of two windings
with 1 mm pitch and only one collects the charge. The two windings are
connected on one side to low-noise differential amplifiers, while on the other
end they are grounded. Position information is obtained from the difference
in arrival time of the signal at one end of the delay line with respect to a
fast time signal independently derived from the output face of the MCP pair.
This fast signal is used both as reference signal for the X, Y positions and
for the time of flight, MCP vs. MWPPAC.

The intrinsic time resolution of the MCP detector was measured to be

250-300 ps, and its efficiency with the heavy ions is near to 100%.

2.3.2 The Focal Plane Detectors

The focal plane detector consists of an array of Multiwire Parallel-Plate
Avalanche Counters (MWPPAC) followed, downstream, by a second array of
transverse field multi-parametric Ionization Chambers (IC). Fig. 2.5 shows
an exploded view of the MWPPAC assembly.

The chosen detector combination is a compromise to fulfill the PRISMA
requirements that can be summarized as: 1) good nuclear charge resolution
for ions up to Z ~60; 2) energy resolution <2% for identifying the ion charge
state; 3) fast timing (/300 ps); 4) counting rates as high as 100 kHz.
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Figure 2.4: Photos of the entrance (left) and the focal plane MWPPAC (right)

detectors.

The MWPPAC array consists of 10 equal sections for a total active focal
plane surface of 100x13 cm?. The structure is with three electrodes; a central
cathode (polarized at high voltage) for timing, and X and Y wire planes for
the positions, symmetrically placed, at ground potential, with respect to the
cathode and at a distance of 2.4 mm from it. The X-position sensitive wires
(in-plane coordinate) are distributed over 1000 mm with a step of 1 mm.

Although they are divided in 10 sections of 100 wires each, there is no dead

Figure 2.5: Exploded view of the MWPPAC assembly.
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space because the sections are constructed in such a way that the 1 mm step
is preserved. The position signals are derived with the delay-line method,
hence one has two signals from each section, one on each side, whose relative
delay is proportional to the position of the incoming ion. In order to have an
attenuation of the signals as small as possible, the delay lines are produced
directly on the frame where the wires are soldered. The Y position (out
of plane) is made by only one section of 136 position wires over 135 mm.
They are 1 meter long and the wire step is 1 mm, so to preserve the electric
field symmetry. Since the required Y resolution is only 2-3 mm, they are
connected in groups of two giving 68 effective position wires with a 2 mm
position resolution. The choice of making the Y wires 1 m long (the full in-
plane window opening) is dictated by the fact that cutting in many sections
also the Y side, one would have lost ~15% of the solid angle because of the
frames where the Y wires and the delay lines should have been connected.

The cathode is made by a plane of wires divided in 10 sections, like for the
X wire plane. Each section constitutes one cathode with its own polarization
and timing output signal. The cathode wires are mounted on the same printed
circuit frame as the Y wires (on the opposite side); the same frame keeps both
sets of wires. All the electrodes are mechanically connected to each other and
then fixed on the vacuum vessel. Two 200 ug/cm? Mylar windows separate
the MWPPAC gas volume from the rest of the spectrometer.

The vacuum regions upstream and downstream the MWPPAC are com-
pletely separated. Thus the region between this detector and the ionization
chambers IC, where the vacuum may become poor because of the unavoid-
able gas leak through the IC window, is separated from the high vacuum side
(upstream the MWPPAC). The possible leak on the IC side is due to the
relatively high gas pressures we need (up to 100-120 mbar, CH, or CF,) on
a large surface Mylar window which has to be kept thin enough to preserve
the energy resolution. The pressure inside the MWPPAC is in the range 7-10
mbar of Isobuthane and the gas leak through the high vacuum side window

is low enough for maintaining good vacuum conditions (107-10~" mbar) at
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a distance of around 6.5 m upstream where the entrance MCP detector is

| ]
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placed.

Figure 2.6: Typical position spectra for the MWPPAC: one section of the X (left),
Y (right).

The pads of the anodes and cathodes are produced with the printed circuit
technique with 2 mm isolating space between two elements. The electrical
connections are made on the back side through thin metalized holes. Due to
technical problems for producing such a big printed circuit, there are four
equal pieces (for the anodes and for the cathodes) supported by a suitable
frame. All the electrodes are mechanically connected and allocated inside
the IC vessel. In addition, it is planned to install a single-wire proportional
counter near the entrance window on the anode side so to allow a second
measurement of the X coordinate that, combined with the X and Y positions
of the MWPPAC, can give the in-plane angle of the incoming ion. A careful
study has been done to produce the wire system for sustaining the Mylar foil
on the IC window. In order to keep the Mylar deformation less than 3-4 mm,
stainless steel wires with a diameter of 150 pm and with a step of 2 mm are
used. They are stretched with 1500 g and fixed on the window frame by a

special clipping system. construction.
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2.3.3 The Ionization Chambers

The array of IC is at 72 cm downstream of the MWPPAC with an active full
size volume of 120x13x100 cm?® (widthxheight xdepth respectively). The
number of sections is 12 and each of them consists of 1) 4 anode elements to
be used as AE-E in different combinations depending on the energy and type
of ions under study; 2) a common Frisch grid and 3) a common cathode. Two
anode sections (the leftmost and rightmost ones) are used as guard rings and
vetoes for the ions going partially outside the IC active volume.

The IC covers the same total area of the MWPPAC with a 100 cm active
depth and, as well as the MWPPAC, cathode and anode are divided in 10
identical sections. The depth of the chambers has chosen to be as long as 100
cm, because this length is comparable with the path length of such heavy
ions, taking into account the stopping power and the maximum pressure of
the gases used.

The distance between the cathode and the Frisch grid is 13 cm, and the
anode is located at 13 mm from the Frisch grid. Each section of the IC is
segmented in 4 equal sectors of 10x25 cm? providing the energy loss AE (for
particle identification) and the total energy E. Fig. 2.7 shows an exploded

view of the ionization chambers.

oPtE

Figure 2.7: Exploded view of the IC.

The IC can work with different filling gases and several test have been
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performed: with CH; and CF,4. The best results have been obtained with
methane (CHy) which is a relatively fast gas but has a low stopping power
with respect to CFy4. This one should be the best candidate for the filling
of the detector because it is very fast (an electron drift velocity around 10
cm/ps with a reduced electric field E/p ~ 1.3 V/(ecmhPa) and has a higher
stopping power than CH,. However, the tests show a degradation of the
energy resolution when CF, was used after half an hour from the filling of
the detector. Then a continuous gas circulation has to be kept for a long-term
stability of the detector operation.

The IC has been tested with methane at pressures ranging from 20 to
40 hPa. The working pressure, depending on the reaction, must be adjusted
to a value such that the maximum range of the fragments produced in the
reaction almost equals the chamber length (1 m). The cathode was held at
ground potential while the Frisch grid and the anodes were biased at 200 V
(400 V) and 400 V (800 V) respectively, corresponding to a reduced electric
field (E/p) of about 0.8 V/(cmhPa) in the active region. See Fig. 2.8.
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Figure 2.8: A typical energy loss vs. total energy scatter plot, measured in the
PRISMA ionization chambers for the reaction 3254292 Pb, O1,, = 80°, at 195 MeV.



Chapter 3

Data Acquisition on PRISMA

During a run, the data are taken on-line from the detectors by a farm of
computers and written on magnetic tape or hard disks for final analysis.
PRISMA generates an average trigger rate of 10 kilo-events per second, with
peaks of 100 kilo-events per second depending on the entrance angle, the
reaction participants, the energy, and so on. ..

The PRISMA data acquisition system is an application of the “General
Framework for Small Acquisition Systems” [5] that has been designed at
LNL, in the last years, to face up the data acquisition requirements for po-
tentially any type of experimental setup. Up to now, it has been successfully
used with GASP, PRISMA and the test-beam for CMS. This acquisition
framework, quite general and flexible, was initially developed for the Sun
workstations on the basis of the Euroball acquisition system. The experi-
ence with PRISMA drove to a complete porting of the whole system to
the more convenient and modern Linux environment, running on common
desktop computers. The porting led also to a deep re-design, renewal and
rewriting of the existing software which are also object of this thesis. The
PRISMA Data Acquisition framework was also enriched with several tools
designed specially for PRISMA and for the experiments performed at LNL;
these tools will be described in this chapter.

27
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3.1 Overview of the DAQ System

The acquisition scheme is shown in Fig. 3.2. About hundred electronic chan-
nels come out from the PRISMA detectors. All these signals are handled by
a single VME crate which, through a PCI/VME interface, sends the data to
a farm of Linux computers. The acquisition software, running distributed on
the farm, takes care of collecting, histogramming and displaying the data,
and gives the user the possibility to interact with the data and to perform
on-line analysis (see Fig. 3.1).

The Data Acquisition System for the combined PRISMA-CLARA set-up
has to collect the data generated at high event rates. The corresponding raw
data rate depends on the particular experiment and rates up to 4 MB/sec
with 200 electronic channels have to be handled by the system. To combine
the two sub-systems and to accomplish the requirements, a DAQ design was
developed on the base of event synchronization with a time stamp technique.

The acquisition system has been developed in collaboration between the
LNL and Daresbury data acquisition groups using as a base the Euroball
distributed system. The VXI electronics setup and control, and most of the
starting procedures for the front end electronics are done through the MIDAS
software [29]. The user graphic interface (OCP) for the distributed acquisition
system has been programmed at LNL and allows an easy interaction of the
users with the system.

The data merging procedure is based on the synchronization VME card
TITRIS developed at GSI Darmstadt. The necessary tools have been pro-
grammed by the LNL data acquisition group, and are fully compatible with
the present LNL Linux version of the NEO++ software [33]. Since the setup
does not include VXI Euroball trigger cards, it has been necessary to design
and build a trigger interface for the VXI electronics. The module, developed
at INFN-Padua, includes all inputs and outputs of the trigger, validation
and inhibit signals. Work on the HV power supply control system is still in
progress at LNL. The shutdown hardware is already working for protection,
in connection with the cryogenic control system. The PRISMA-CLARA Data
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Acquisition System structure is shown in Fig. 3.2. The main components are
the Readout Unit (RU), the Builder Unit (BU) and the Filter Unit (FU).
The purpose of the Readout Unit is to read events from the front-end elec-
tronic, buffer them locally and serve them to the Builder Unit. The Filter
Unit are “spy” channels on which events can be redirected for the feeding
of the lower level analysis programs or monitoring systems, without interfere

with the data flux directed to the mass storage devices.

PRISMA
ACQUISITION smad
SYSTEM prismads /prisma-daq DAQ Software
= /prisma-ware Useful tools (nedit, gv, ...)
) /prisma—-data Acquired DATA
= /prisma-online Online programs (neo...)
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- HistogramService
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pc216 pc217

Tape Unit —. —.

e
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Figure 3.1: Scheme of the computer farm used for the data acquisition.

3.1.1 Electronics and Readout

The PRISMA data acquisition system is based on the VME bus (CAEN
modules): one 32 channels TDC (V775); three peak-sensing 32 channels ADC
(V875); and a 32 channels scaler (V830). All these modules are read-out by a
VME CPU.The CPU contains a trigger card with a readout input signal and
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the busy and veto outputs for the trigger electronics. This CPU sends the
information to a farm of Linux PC (see Fig. 3.1) which acts as event builder
and processing farm. The farm is connected through the acquisition network
(through an Ethernet connection) to the histogram server, tape server and
disk server. In addition, it is possible to use extra Linux computer as spy
processors for the on-line analysis. The farm of event builders and the spies

are programmed in C++ extended by the NEO++ library.

3.1.2 NEO-++ Event Formatter

To cope with the complexity of the analysis programs for nuclear physics
experiments, powerful programming language constructs have been made
available to the users. Central to analysis programs is the concept of “event”,
i.e. a collection of digitized data corresponding to a signal produces by a
detector in the spectrometer. The event is set up both from the input data
source and the basic unit of elaboration in on-line and (possibly) off-line
programs. For these reasons it seems natural to express the idea of event in a
programming language by means of reserved keywords or dedicated features.
In order to do that, a battery of C++ classes and macros has been created,
extending the basic set of keywords of such programming language; this gives
the user the possibility to handle the events in a high level programming
environment. The set of libraries was called “NEO++". An example of simple

acquisition program, written in NEO++, is presented in the Appendix.

3.1.3 On-line Data Histogramming

The raw data histogramming is required to offer high speed of response and
stability, and to guarantee the success of the acquisition process and of the
experiments. For this reason, the system of histogramming has been devel-
oped as a distributed application on a dedicated computer farm, so that
accidental crashes of the histogramming system would not affect other, more

important, jobs, such as the data taking and the data storage. The choice
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Figure 3.2: Block Diagram of the PRISMA-CLARA Data Acquisition system.

for the computer farm has also been necessary in order to face up the high
trigger rate of PRISMA and the large number of signals acquired (for exam-
ple, when coupled with the CLARA array of germanium detectors, the total
number of signals grows up to about two hundreds).

The architecture of the system has been based on the client(s)/server
paradigms. When an acquisition process boots up, it contacts the histogram
server, which is running on a dedicated machine. At this moment, the his-
togram server scans a list of the computers in the farm and selects the one
with the lowest CPU load. Then, the server connects the acquisition pro-
grams with the histogramming process and let them communicate directly
with each other.

The communication protocol between the acquisition processes and the his-
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togram server, and between the histogramming programs and the server is
based on the CORBA technology for distributed applications, while the com-
munications between the acquisition processes and the histogramming pro-

grams are direct implementations of the TCP /TP protocol.

3.1.4 On-line Data Displaying

During the data taking, single spectra of entrance position, focal plane po-
sition, time of flight, AF and FE, two-dimensional spectra of entrance x vs
entrance y, focal plane X vs time of flight, AF vs E, or any other user-defined
histogram, are accumulated and can be individually displayed on the com-
puter screen. A tool for displaying the histograms has been created, called
d. The d program was originally created for the PISOLO spectrometer, and
has been adapted to the PRISMA case by introducing the communication

protocols required by the distributed histogramming service.
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Figure 3.3: A screenshot of the histograms display, d, here showing the energy

spectra of four sections of the ionization chambers.
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3.1.5 On-line Data Storage

The interface provided to the final user allows to manage a tape like an object
in the system and then to perform read-write operations of fixed sized buffers
over it. Transparent to the user is the effective device location and set-up:
it is performed through a graphical interface; it provides the association of
one or more devices to the object defined in the program and a “manager”
program enables/disables the operations issued by the analysis processes.
The media used for the data storage are magnetic tapes and hard discs.
Usually both the systems are in use at the same time. The disc storage allows
quick data sorting, so that the user can perform preliminary off-line analysis
of part of the data, even during the on-line data taking. The disc system of
PRISMA consists in a disc server, equipped with 5 Tb of disc space. The
tape units (DLT technology) are used for back-up purposes. The average
amount of acquired data per experiment is about 200 GB, depending from
the experimental conditions and the reaction in study (trigger rate, detecting

angle, etc. ).

3.1.6 On-line Data Monitoring: Spy Channels

One of the PRISMA system requirements stresses the fact that the farm of
computers dedicated to event processing should be divided in (at least) two
levels: in the upper one a certain number of computers should be dedicated
essentially to events reassembling, formatting and mass-storage recording,
while in the lower one a real complex analysis should be possible on (at
least a part of) the event flow. A link between the two levels should be
explicitly provided inside the data acquisition program. For this purpose,
the PRISMA acquisition software includes the definition of so-called “spy”
channels on which events should be redirected for the feeding of the lower level
analysis programs. From the user perspective, spy channels are semantically
equivalent to mass storage output channels, terminal output channels,...: in

other words, all of them are treated as generic output streams.
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3.2 Overview of the Experimental Histograms

This section is an overview of the plots which are important during an exper-
iment or an analysis. In spite of the complexity of the spectrometer, which
provides hundreds of signals, a few on-line raw spectra and matrices involve a
clear and direct physical interpretation. The experimentalist must be aware

of this in order to face up the experimental needs and to tune the instrument.

3.2.1 Entrance Position Detector

The entrance detector provides an X and Y two-dimensional spectrum. A
typical example is shown in Fig. 3.4. This spectrum has been obtained during
an experiment, when the trigger of the acquisition system was set as a logic
“AND” between the signals of the MCP and the PPAC detectors, so that
only the events passing through the MCP and also reaching the PPAC were
triggering the start of the acquisition process. Observing this matrix, three
characteristics are clearly visible: (1) the elliptic shape of the highlighted
part, (2) a cross with four arms within it, and (3) a slight background sur-
rounding the ellipse. The elliptic shape of the matrix is easily understandable
considering the geometry of PRISMA: since the detecting surface of the Mi-
cro Channel Plate is placed between the target and the quadrupole entrance,
the fraction of the reaction products emitted at the target’s point, that the
spectrometer transmits toward the focal plane, is approximately a cone en-
tering the quadrupole and crossing the MCP. The ellipse raises from the
intersection between this cone and the detecting surface of the MCP.

The cross visible in the figure is the projection of a mask placed on the
Carbon foil and it is used for calibration purposes. This mask has four arms
intersecting in a point which is almost coinciding with the center of the MCP,
namely the point where the central trajectory of PRISMA crosses the carbon
foil. Four small flags are visible on the cross arms. These flags are 4 cm distant
from the center and are used for calibration purposes. All this information

allows the user to calculate the entrance angles (6, ¢) of the ions traversing
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Figure 3.4: Typical two-dimensional histogram of the entrance detector. Every pair
(X,Y) in the matriz corresponds to a bin, whose color relates the number of counts
it is carrying in. Here and in the following colored scatter plots, the blue indicates
an empty bin (zero counts), whereas the colors, shading to the white, correspond

to the bin which are populated.

the PRISMA.

3.2.2 X-TOF Matrix at the Focal Plane Detectors

By gating on the MCP detector’s X —Y matrix (i.e. by reducing the entrance
solid angle of PRISMA), an histogram showing the horizontal position on the
focal plane X versus the time of flight TOF looks like Fig. 3.5. The structures
visible in this matrix are related to the specific characteristics of the ions
detected by the spectrometer (such as mass, charge, velocity, etc. ). In order
to understand this matrix, we need considering the equation governing an

ideal spectrometer:

P
Bp=-. 3.1
. (3.1)
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The quantity B p is called magnetic rigidity and addresses the resistance op-
posed by the particles to the bending of their trajectories due to the magnetic
field B; ions with a higher magnetic rigidity will be deflected less than ions
with a lower magnetic rigidity. For this reason, we can roughly say [37] that
the position of the focal plane is related with the magnetic rigidity of the

ions,

Bp~ X. (3.2)

X denotes the horizontal position of the ions on the focal plane; in other
words, higher rigidities mean less deflection, which implies larger X posi-
tions on the focal plane, whereas lower rigidities mean higher deflections,
i.e., smaller X positions on the focal plane. The vertical axis, TOF', shows
the time of flight information, expressed in channels (here 10 channels cor-
respond to 1 ns). Notice that, since the TOF is measured from the time
occurring between a start signal, generated by the focal plane detector, and
a stop signal, generated by the entrance detector (suitably delayed), the time
of flight grows downwards.

Let us now examine the structures visible in Fig. 3.5. Equations 3.1 and
3.2 relate the ions ionic charge state ¢ with the magnetic rigidity; in other
words, magnetic spectrometers deflect different ionic charge states ¢ to differ-
ent positions X of the focal plane, according with the inverse of their charge
state ¢; namely, higher charge states are deflected more (right side of the
picture), while lower charge states are deflected less (left side of the picture).
Usually, the intensity of the magnetic field of the dipole is calculated so that
the mean charge state ¢ is placed at the center of the focal plane. Refer-
ring to Fig. 3.5, i.e. the reaction *°Zr+2%Pb at 560 MeV, the central charge
state was ¢ = 33™. In this picture 6 different charge states, from ¢ = 31* to
g = 36T, are visible.

Looking at this matrix, it emerges that the events are clustered in struc-
tures shaped like bands. What is the physical meaning of these structures? It
is possible to understand it, selecting a narrow vertical slice on the graph and

reminding equation 3.2. Selecting vertically on the X-TOF matrix, namely
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Figure 3.5: Horizontal position on the focal plane, X, vs. time of flight, TOF, for
the reaction %0 Zr+2%8 Pb at 560 MeV. The X axis shows the whole X focal plane
of PRISMA, which is 1 meter large. The X axis grows from left to right as if it is

seen from the beam view.

corresponds to pick a constant Bp and neglect the superimposition of the
ionic charges states, focusing only on a particular charge state q. Therefore,
according to equation 3.2, when two events have the same charge state and
magnetic rigidity, but different TOF, they must have different momenta. Par-
ticles having different momenta p = muwv, must have either different velocity or
different mass. Therefore the different bands correspond to different masses.
Since heavier masses correspond to slower ions (i.e. longer time of flight),
this means that the mass number grow in the same direction of the TOF,

downwards.
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3.2.3 Ionization Chambers

When an ion in a certain charge state, e.g. a reaction product, passes through
a gas detector, it ionizes the gas molecules. If the gas detector operates as
an ionization chamber or in the proportional regime, the integrated charge
is proportional to the energy loss, which itself depends on the charge state,
the mass and the energy of the ion. The rate of energy loss of an ion passing
through a medium is described by the well-known Bethe-Bloch equation [17].
For non relativistic particles, one has approximately
C;f x ]\/[ggff (3.3)
where dFE is the energy loss over the differential distance dz, M is the atomic
mass and Z.ss is the effective nuclear charge state of the ion.
Equation 3.3 suggests the use of a detector system consisting of a gas-

detector, which measures the energy loss AFE over a small distance Ax with

dE

followed by a measurement of the residual energy FE,.;. The sum of AFE
and F,.s gives the particle’s energy E. The product E AE/dz provides a
measure of M Z? in this simplified case. In a plot of AE versus E, different
charge states correspond to segments of hyperbolas which have their vertexes
at different points of the diagonal AE = E. These segments of hyperbolas
identify different Z lines.

Lengthwise, the forty ionization chambers of PRISMA are divided in four
rows composed by ten sections each one. The energy measured in the first
(or first two) row(s) of the ionization chambers act as AFE, while the total
energy released inside the whole chambers is the E. In Fig. 3.6, AF and E are
plotted on the vertical and on the horizontal axes, respectively. In this plot,
the most evident line is due to the beam-like ions (such as the elastically
scattered ones, for instance), because of their larger cross section; proton
pick-up and proton stripping appear respectively above and below this line;

so that the atomic number Z grows upwards.
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It must be noticed, however, that for the heaviest elements some overlap
exists. The intrinsic limits to the energy resolution of these gas filled de-
tectors, approximatively AE/E ~ 1.5%, contitute a contraint that must be

taken into account.

Focal Plane Detector
Tonization Chamber

250

200

@
S

AE / channels

100

50

0 o0 150
Figure 3.6: Energy released in the first row of the ionization chambers, AE, versus
total energy E of the ions, for the reaction 82Se+23U at 505 MeV. In this matriz
several Z lines are clearly visible. The beam-like particles correspond to the high-
lighted line. Proton stripping and proton pick-up are respectively below and above

this line.
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Chapter 4

Particle Identification on
PRISMA

4.1 Strategy

The identification of the reaction products on PRISMA is based on the re-
construction of the ion trajectories. The strategy proposed at this purpose
consists in two steps: a preliminary geometrical approximation for the central
trajectories, where the simple behavior of the magnetic fields is exploited in
order to obtain an absolute calibration of the TOF raw signals, then, the full
tracking of the ion paths event by event. The core of the tracking code con-
sists in three parts, an integrator of the equations of the motion, an accurate
model of the magnetic fields and a minimization procedure, for minimiz-
ing a merit function quantifying the agreement between the on-line and the

simulated signals.

4.2 Geometrical Trajectory Reconstruction

The TOF raw signals need to be calibrated in order to provide a reliable time
information in unit of nanoseconds, instead of channels. This is required by

the tracking algorithms.

41
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By virtue of the equation

Bp="2,
q
mv m S
¢ ¢ qTOF
one obtains .
m
TOF =S 7 By

Therefore, if one knows m/q ratio (it can be taken from the X-TOF matrix),
pathlength, and radius of curvature p, it is possible to calculate the absolute
TOF.

To a first approximation, the path length and the radius can be calcu-
lated geometrically, at least for certain trajectories. The trajectories close to
the central one, for example, can be decomposed in elementary parts such
as two straight lines and a circular sector, because the quadrupole field van-
ishes along the central axis and the dipole field can be reasonably considered
constant. Therefore, any central trajectory is composed in three parts: (1)
a straight line, connecting the target with the entrance of the dipole, (2) a
circular sector, when the ion passes inside the dipole, and again a straight
line (3), when the ion flies in the vacuum, from the dipole exit until the focal
plane is reached.

The calculation of the trajectory length

L = Lycp + Lprpore + Lppac,

starts from the focal plane and entrance detectors and proceeds along straight
lines toward the dipole magnet, where the radius of curvature is calculated

from geometrical information. The algorithm is summarized as follows:

1. computation of the entrance angle at the PPAC, by means of the po-
sition information provided by the IC and by the PPAC itself. It is

worth to remember that the ionization chambers IC are composed by
4 rows, each divided in 10 sectors, which correspond to the 10 sections

of the PPAC. The IC do not really give a position information, but
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it is possible to calculate it considering the relative amount of energy
released by an ion in each section.

There are two possible cases: 1) the trajectory is oblique and the ion
crosses consecutive sections of several rows, 2) the ion proceeds per-
pendicularly to the detector. In the first case, the ion releases part of
its energy in each one of the triggering sections and we can calculate
its position by an average weighted by the energy released in each one

of them:
XXy - AEy

X =
2 AEp
where [i] tags the IC section and runs from 0 to 9. See Fig. 4.1. In

the second case the ions likely “fires” only one section per row; this is
the worst case, since it is not possible to guess the ion position better
than assuming it is passed through the middle point of the triggering

section.

2. back projection of the trajectory from the PPAC to the dipole exit (this

gives the base of the tangent vector to the trajectory, at the dipole exit,
whose direction has been calculated at (1)). Assuming a system of ref-
erence located at the dipole exit, with the X axis along the effective
field boundary of the dipole, the Y axis directed toward the focal plane
detectors and the Z axis perpendicular to the focal plane (see Fig 4.2),
the desired projection is

7= L

where Cj is the vector position of the ion, and m is the tangent unit

l

|

vector to the trajectory, that is m =

9

2y

3. computation of the position of the ion at the dipole entrance. For ions

directed along the central trajectories, this information is straightfor-
wardly evaluable. Since the quadrupole field can be neglected along its
axis, this distance derives only from the set-up geometry and, in par-

ticular, from the distance between the MCP and the dipole entrance
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PPAC

(@) S

1C

row 1
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Figure 4.1: Extracting the position from the ionization chambers. (a) When a par-

ticle enters straightly the detector, we barely assume it passed through the middle

point of the triggering section. (b) When the trajectory is oblique, the position is

calculated as an energy-weighted average of the positions of the triggering sections.

In the picture, different tones of gray represent different amounts of energy re-

leased in the section (darker=more energy). We finally calculate the ion’s direction

combining this information with the position provided by the PPAC.

window, i.e.

Lyep = (160 — 25) cm = 135 cm.

. computation of the curvature radius R of the trajectory, inside the

dipole, fulfilling the conditions imposed by the previous steps on the
tangents to the direction at the entrance and exit of the dipole. Assum-
ing P and C_j as representing the ion position at the entrance and at
the exit of the dipole, respectively, and m and n being the unit vectors
tangent to the trajectory, respectively in P and Q (see Fig. (4.4)). The
vector connecting P and C?, barely P_Q = Cj — ﬁ, is a chord of the circle
subtending the arc whose length we are now calculating (see Fig. 4.4).

Identifying with C' the center of this circle, we know from trigonometry
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5
y

Figure 4.2: System of reference system used when calculating the position of the
ions at the exit of the dipole. It refers to the effective boundary of the dipole mag-
netic field.

that: . o
Q-Pr [Q-P|

cos(Z —a)  sin(a)’

R:

where « is the angle between m and the vector Q — ]3,
L a-F
a=arccos| mx<x ———=1.
Q- P
The length of this part of trajectory, L, follows now straightforward:

. 1PQ)

sin(a)

Lprpore =2-a-R=2 -«

In order to evaluate the reliability of the algorithm, this approximation
has been applied to simulated trajectories and compared with the correspond-
ing real pathlengths. Three cases have been examined: trajectories covering
the full entrance angle of PRISMA, trajectories belonging the dispersion

plane and central trajectories!.

IFor this computation the approximation was extended in order to take into account

the effects of the quadrupole, in a rough approximation.
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DETECTING SURFACE

TARGET
PRISMA

CARBON FOIL

View from the top

: CENTRAL TRAJECTORY
o  OF PRISMA

REACTION
PRODUCT

Figure 4.3: System of reference used on the entrance detector. The reference frame
for the MCP, and MCP, signals is located in the center of the carbon foil, as
illustrated in the figure. The ion direction is determined by the polar angles (0, ¢)

shown in the picture.

An event generator, simulating Rutherford scattering events, has been used.
The simulated reaction was *Fe+19"Au at 186 MeV in the laboratory’s frame,
which is in fact an energy below the Coulomb barrier. Fig. 4.5 depicts the
histograms of the ratio between the simulated trajectory length and its ap-
proximation on 100000 events for each one of the three cases.

Fig. 4.5 shows the good reliability of the geometrical approximation for
the central trajectories, and reveals its inaccuracy in the other cases. Let us

examine, from the plot, the average ratio r, defined as

R =< R > +og,
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Figure 4.4: The notations used calculating the length of the trajectory inside the
dipole. The ion enters the dipole in P and gets out in @

for each case:
Ry = 0.997 £0.024

Rpignar = 0.999 £ 0.021
Reentrar = 0.999 £ 0.002
As it will be shown in the following sections, the mass identification depends
strongly on the quality of the ¢ charge state identification. The resolution
Agq/q in charge state identification depends itself from the path length. From
2 E-TOF
1T80,0) B0, 9)’
where E is the total energy, TOF is the flight time and Bp(0, ¢) is the

magnetic rigidity, derives that the errors of these values propagate to Ag/q

like this:
AqN\/ASQ ATOF\? = (AE\?
q <S> +<T0F> +<E)
where
AS N Ai
S R
For the three cases:
ARy

= 24% (4.1)
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Figure 4.5: Monte Carlo simulations showing the histograms of the ration between
the length of 100°000 realistic trajectories (i.e. calculated taking into account the
correct dipole and quadrupole fringe fields) and their approzimated length (calcu-
lated with the algorithm described in the text). Continuous line: central events;
Dashed line: events belonging to the dispersion plane; Dashed and dotted line: all

solid angle.
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Therefore, the approximation for central trajectory is quite reliable, whereas
it fails for the other trajectories (this implies that full tracking algorithms
are specifically required).

The need for an accurate ion trajectory reconstruction rises also from
another reason. The heart of this approximated method lies in the geometrical

issues of the problem, but, actually, we must consider also that the position
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information obtained from the ionization chambers is very poor.

4.3 Ray Tracking

The off-line analysis, being (to some extent) unaffected by the speed con-
straints of the high frequency rates of the on-line data taking, allows the
user to apply more accurate data analysis algorithms and sophisticate tech-
niques, which, in the specific case, must involve the full ion tracking inside
the spectrometer. We stress here that tracking the ions means calculating
the length of the trajectories, and that this implies considering properly the
magnetic fields of the PRISMA. In order to perform this computation, an ion
tracking code has been developed. This code has been written in the C++
programming language.

The ion track integrator appears to the user like a black box: it takes an
input describing the experimental conditions, then, event by event, calculates
the trajectory, transporting the ions up to the focal plane. It provides, as
output, the ion position on the PPAC, the TOF and the the length of the
trajectory. The parameters related to the spectrometer, such as its central
angle, the magnetic field intensities must be provided by the user before to
start the analysis.

An ion is fully identified when its mass m, its charge states ¢ and Z, and
its energy E are known. As it is shown in the previous chapters, we can get
some of these quantities directly from the raw signals we take out from the

detectors after their calibration, that is:

the entrance direction in the spectrometer, (6, ¢);

an estimate of the m/q ratio, from the X — TOF matrix;

the identification of the Z, from the AFE/FE matrix;

the position on the focal plane;
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e the time of flight TOF (made absolute, as it will be described in the

following sections.).

The charge state ¢ identification will be described in the next chapter. When
the charge state ¢ is know, the mass is identified.

The algorithm searches for the parameters that match the experimental
data, among all possible trajectories reaching the focal plane in the point
(X1g), Yig)) with the TOFj. It works as follows:

1. initialize the simulation engine;

2. initialize a candidate particle, setting up the estimated m/q ratio, the
initial direction taken from the MCP and the approximative energy

(taken from the ionization chambers);
3. transport the particle up to the PPAC and calculate the quantity:
x> = (TOFy — TOFq)* + (Xig — Xig)* + [ (Yig = Yi)* |,

where X(;/Y}y and X /Y[ are the ion’s horizontal/vertical positions
on the focal plane, respectively simulated (Xig,Y}q) and estimated
(X1, Yje), and, analogously, TOFi, and TOF|,) are the simulated and
the estimated TOF;

4. change suitably m/q, the velocity v and go back to item number 2,

until the minimum of y? is found [15].

4.4 Numerical Ion Optics

The strength of the identification procedure relies in the suitable and reliable
simulation of the magnetic fields and their fringing fields.

There are several codes for simulating particle optical systems. Generi-
cally, those codes fall into two categories. One category includes ray tracing
codes, which use numerical integrators to determine the trajectories of indi-

vidual rays through external and possibly internal electromagnetic fields. The
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core of such a code is quite robust, flexible and accurate; but its execution
may be somewhat slow.

The other category of codes are the map codes, which compute Taylor
expansions to describe the action of the system on the phase space. Describ-
ing the field configuration through a chain of transport matrices, these codes
are usually faster than the integration ones. On the other hand, traditional
mapping codes have only very limited libraries for quite standardized exter-
nal fields and lack the flexibility of the numerical integration techniques. In
particular, only integration codes can treat properly the fringe fields.

With the magnetic spectrometer PRISMA, the accurate simulation of
the fringe fields is crucial. The correct working of the spectrometer, in fact,
depends also on the software for analysis, which must reconstruct the ion
trajectories, event by event, taking into account the magnetic fields with
their correct fringe fields. The simulation of the magnetic fields has been

realized by means of the Finite Element Method [7].

4.4.1 Magnetic field Computation

In the static form the Maxwell’s equations, in regions without charges or

currents, have the form

V-E=0, VxE=0, (4.4)
V-B=0, VxB=0. (4.5)
As it is known, the electrostatic potential is determined by the second-order
differential equation, the Laplace equation, V2¢ = 0. In this case, the mag-

netic field can be determined from the same equation by defining a new

quantity, the magnetic potential U, such that
V2U,, = 0. (4.6)

Equation 4.6 is formally equal to the Laplace equation. This means that

methods used for electric field problems, in source-free regions, can also be
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applied to determine magnetic fields?.
Examples of a numerical method for solving the Laplace equation are dis-
cussed in the following sections. The final calculations of the magnetic fields
are a direct solution of the intermediary of the vector potential. The numer-
ical technique of successive over-relaxation is explained and emphasized.
The main reason for using the Laplace equation, rather than solving for
magnetic field directly, is that boundary conditions can be satisfied more
easily. The difficulty, in solving the Maxwell equations directly, lies in de-
termining boundary conditions for vector fields on surrounding conducting

surfaces.

Numerical Solutions to the Laplace equation

The Laplace equation determines electrostatic potential as a function of po-
sition. Resulting electric fields can then be used to calculate particle orbits.
Electrostatic problems may involve complex geometries with surfaces at many
different potentials. In this case, numerical methods of analysis are essential.
Digital computers handle discrete quantities, so the Laplace equation must
be converted from a continuous differential equation to a finite difference
formulation. As shown in Fig. 4.6, the quantity ®(i,7, k) is defined at dis-
crete points in space. These points constitute a three-dimensional mesh. For
simplicity, the mesh spacing A between points in the three Cartesian direc-
tions is assumed uniform. The quantity ® has the property that it equals
¢(z,y,z) at the mesh points. If ¢ is a smoothly varying function, then a
linear interpolation of ¢ gives a good approximation for ¢ at any point in
space. In summary, ® is a mathematical construct used to estimate the phys-
ical quantity, ¢. The Laplace equation for ¢ implies an algebraic difference
equation for ®. The spatial position of a mesh point is denoted by (i, j, k),
with x = iA, y = jA and z = kA. The x derivative of ¢ to the right of the

2The function U,, should not be confused with the vector potential.
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Figure 4.6: Finite difference approximation for electrostatic potential.

point (x,y, z) is approximated by
9p(x + A/2)/0x = [@(i + 1,5, k) — (i, j, k)]/A

A similar expression holds for the derivative at x — A/2. The second

derivative is the difference of derivatives divided by A, or:

aax <8qaﬁ(xx)> . i <8¢(x ;;3 AJ2) 6¢(ma—IA/Q)>

Combining expressions,

0z2 A2 ’

Similar expressions can be found for the 92¢/0y* and §?¢/92* terms. Setting
V2¢ = 0 implies

1
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O(i,j+ 1,k) + ®(i,j — 1,k)+ (4.7)

O(1,7,k+ 1)+ (i, 4,k — 1)].

In summary, 1), ®(7, j, k) is a discrete function defined as mesh points, 2), the
interpolation of ®(7, j, k) approximates ¢(x,y, z) and, (3), if ¢(x, y, ) satisfies
the Laplace equation, then ®(i, j, k) is determined by equation 4.7. According
to equation 4.7, individual values of ®(i,7, k) are the average of their six
neighboring points. Solving the Laplace equation is an averaging process;
the solution gives the smoothest flow of field lines. The net length of all field
lines is minimized consistent with the boundary conditions. Therefore, the
solution represents the state with minimum field energy.

There are many numerical methods to solve finite difference form for the
Laplace equation. In this work, we have concentrated on the method of suc-
cessive over-relazation [21]. Although it is not the fastest method of solution,
is has the closest relationship to the physical content of the Laplace equation.
To illustrate the method, it is convenient to formulate the problem on a two-
dimensional, square mesh (a graphical example is given in the Appendix).
Successive over-relaxation is an iterative approach. A trial solution is cor-
rected until it is close to a valid solution. Correction consists of swapping
through all values of an intermediate solution to calculate residuals, defined
by

R(Zaj> = Z[(I)(Zilaj)+q)(27]i1)] _(I)(Zaj)a (48>
where ®(i +1, j) stands for (i +1,5) + P(i — 1, 7), and similarly ®(z, 5 £1).
If R(i,7) is zero at all points, then ®(7,j) is the desired solution. An inter-

mediate result can be improved by adding a correction factor proportional
to R(i, j),

The value of w can be set between 1 and 2, for obtaining a faster convergence.

The algorithm stops when R(i, j) is zero at all the mesh points.
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4.4.2 Dipole Field

The fringe field of the PRISMA dipole magnet has been calculated using
the Finite Elements Method fixed up with the field maps provided by the
company Danfysik® which constructed the magnets. Danfysik mapped the
fringing field at entrance and at exit of the magnet on the median plane and
at two planes, located 5 cm above and below the median plane, with 2 cm
steps for the mapping. The profile of the field and the field map, provided
by the Danfysik are shown in Fig. 4.7. The profile of the fields have been

parametrized with a Fermi-like function,

1

Bz:Bmax ’
I+exp(aa®+bx?+ cx+d)

whose parameters a, b, ¢, d have been calculated by means of a best fit over
the map provided by the constructor.

Danfysik provided the maps for the main component of the magnetic field,
B., therefore it has been necessary to calculate the components B, and B, in
order to obtain a reliable simulation of the full magnetic field. On the basis
of the Maxwell equations, by means of a Taylor expansion, we expressed B,

and B, in terms of B,(0), which has been taken from the maps:

1 1
B.(h) = B.(0)+ ho,B,(0) + §h2 0% B,(0) + 6h3 9% B, (0) + o(h*)
1
= 0+h0,B.(0)+0+ 6h3 0%0,B,(0) + o(h®)
1.
= h0,B.(0) — éfﬁ 0u(0% + 022) B.(0) + o(R°)
Analogously:
1
B, = h9,B.(0) — 6h3 9y(0% + 02)B.(0) 4 o(h”)

These expressions have been implemented in our simulations, using the dis-

crete differential operators described in the previous sections.

3Danfysik A/S, Jyllinge, Denmark
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Profile of the Magnetic Field at the Dipole's Entrance Profile of the Magnetic Field at the Dipole's Exit
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Figure 4.7: Measured dipole field profiles at the median plane of the entrance (left)
and exit (right) windows, in the fringing regions. Here the B, component of the
field is shown, along an axis perpendicular to the window. The dotted lines, at

X =0, correspond respectively to the entrance and the exit windows.

4.4.3 Quadrupole Field

The ideal quadrupole magnetic field is defined by the equation

B=VU,,
where 5
U, = g‘m xy

is the magnetic potential.

The PRISMA quadrupole fringing fields have been calculated by applying
the over-relaxation method, that has been briefly described in the previous
sections, on a rectangular three-dimensional lattice, big enough to contain
the whole magnet (whose inner dimensions are 32 x 32 x 50 cm?®) and the
mirror plate. This lattice was 100 x 100 x cm? large, at the base, and 150
cm depth, and was subdivided in a cubic mesh made of 1 x 1 x 1 cm? cells,
to which were associated the values of the magnetic potential U,,.

The reliability if the relaxation method depends on how accurate is the
model of the magnet “immersed” in the lattice. The shape of the poles, for

instance imposes the boundary conditions that finally determinate the field
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lines. In this case the geometry of the poles (four hyperbolas, as depicted in
Fig. 4.8, with faceted surfaces, see chapter 2) have been accurately repro-
duced, according to the specifications provided by the Danfysik company. In
Fig. 4.8 is shown the model that has been used. The mirror plate placed in
front of the entrance window of the magnet has been reproduced as well.

On the poles surfaces, a constant potential, calculated on the basis of
equation 4.4.3, has been imposed, while in the mirror plate, as well as on the
boundaries of the lattice, a zero potential has been fixed.

The relaxation method has been applied to the inner part of the magnet as
well as in the fringing regions. A plot of the calculated field profile, compared
with the measured field provided by the company, is shown in Fig. 4.9. A
picture showing the reliability of the algorithms for the ion tracking is shown
in Fig. 4.10.

Figure 4.8: The Finite Element model used for the simulation of the quadrupole
fringing fields.
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Quadrupole Field Profile (B =0.848 T)
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Figure 4.9: Measured quadrupole field profile at 135 mm from the central axis.
Here the By component of the field is shown. The dotted lines at Z = —250 mm
and Z = 250 mm correspond to the entrance and the exit windows, respectively.
Z = 0 corresponds to the center of the magnet. The continuous line indicates the

simulated fields.
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Figure 4.10: Monte Carlo simulation of Rutherford events for the reaction 32Se
on 28U at 505 MeV. The ion trajectories are represented in central trajectory
coordinates (see the Appendix for details). The magnet poles are represented with

gray boxes.



Chapter 5

Data Analysis Techniques

5.1 On-line Monitoring

The on-line analysis is necessary for tuning the spectrometer for the particu-
lar need of the specific reaction and for detecting all possible problems that
may influence the data taking, during the experiment, e.g., the beam current
can decrease, the target could fail, or the detectors may not work properly. In
order to save beam-time, all these conditions must be detected and handled
promptly by the experimentalists. The way for checking the status of the
spectrometer and of the data flow, is monitoring and taking under control
the signals coming out from the detectors. As described in the previous chap-
ter, all the signals are handled by the VME crate and sent to a farm of Linux
computers, that takes care of collecting, histogramming and displaying the
data; it is through this software that the user checks the reliability of the
instrument at any time.

We now examine the most common problems encountered, during a run,
by the different detectors. The focal plane position detector (PPAC) may
show reduction of efficiency, especially with light ions, e.g., not all the ten
independent sections have the same efficiency, or there can be inconsisten-
cies within the acquired events, for example a missing TOF, for one or more

sections. Inefficiencies within the position detectors can be detected by dis-

29
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playing the ten sections in a single histogram. The spectrum of Fig. 5.1,
shows a clear inefficiency in the fifth section of the PPAC.

Fig. 5.2(a) shows an on-line two-dimensional plot Xpes vs. Xgigne for a
particular section of the PPAC. The 45° band checks the reliability of the
detector during the beam time. Fig. 5.2(b) shows an example of a scatter plot
of the horizontal position X in the focal plane vs. the entrance angle 6. The
bands correspond to different charge states of elastically scattered ions. The
slight curvature in the charge state band is due to the optical aberrations,

which anyway will be corrected by software.
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Figure 5.1: Ezperimental position spectrum for the whole focal plane detector. An
inefficiency in the fifth section is clearly visible. In red, how the spectrum should
look like.

The entrance position detector is near the target and risks to get over-
loaded by the incoming flux of reaction products, such as X-rays, v, electrons
and recoil ions. Nevertheless its efficiency has been measured to be nearly
100%, in typical reactions studied recently.

The ionization chambers need to be kept under control as well. The con-
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tamination of the filling gas may lead to a loss of resolution. Gas contam-
inants, such as oxygen, may capture the electrons formed by the ionizing
particle thus reducing the signal amplitude at the anode. This is seen, in
the on-line histograms, as a worsening in the resolution of the spectrum.
This problem always appears and must be solved by re-filling periodically
the chambers with new, “fresh”, gas. Due to the large volume of the the
IC it was found sufficient to change gas once in 24 h. Dedicated systems
for continuous gas flowing in the IC (and in the MWPPAC as well) will be
implemented in PRISMA very soon.

an

(b) up, (c) down.

Figure 5.2: (a) Xyef, (PPAC) vs. Xgight (PPAC); (b) Two-dimensional scatter plot
of position in the focal plane (PPAC) wvs. entrance angle (8), for the test run
6 Fe+197 Ay at 186 MeV and Oprisma = 70° (notice: the energy of the beam is
below the Coulomb Barrier, therefore the projectiles are elastically scattered); (c)

A computer simulated version of the same picture as (b).

5.2 Off-line Data Analysis

As described in the previous chapter, the hundreds of signals coming from
the detectors are handled by the VME crate and sent to a farm of Linux

computers, through a PCI/VME interface. The acquisition software, running



62 CHAPTER 5. DATA ANALYSIS TECHNIQUES

on the Linux farm, takes care of collecting, histogramming and displaying the
data; this software allows to interact with the data for the on-line and off-
line analysis. The purpose of PRISMA is the complete identification of the
nuclides, i.e. their mass and atomic number. While the atomic number Z is
obtained from the IC signals, the mass is not directly measured but must be
reconstructed using the information from the MCP, PPAC and IC detectors.

For this reason it is necessary to “reconstruct” the physical information
contained in every event, before proceeding with the actual off-line analysis.
During the off-line data analysis, one needs this physical information for the
final ray-tracing and mass reconstruction procedures; in fact, exact position
(0, ¢) information from the entrance detector is necessary for tracing the
trajectory. Moreover, for the determination of the absolute cross section or
the relative yield of different reaction products, knowledge of charge state of
the reaction products is necessary.

The package created for the off-line data analysis provides tools which
take care of this event reconstruction. Tools have been created to process
and convert the raw data files into binary data files, in which the physical
parameters are directly stored in a proper data structure. Every detector
must be treated separately and in a different way, depending on its working

conditions and on the kind of signals it is providing.

5.2.1 prismaCalibration

Several measurements are required to identify the products of a reaction: the
ion entrance position, the position after the magnets, the time of flight and
the energy and the energy loss from the ionization chambers. During the on-
line acquisition, the data are stored, on tape and/or on disk, in a raw format
(i.e. as they come from the buffers of the data acquisition system). Thus,
before starting the physical data analysis, the raw data must be calibrated,
made linear and merged in order to obtain the physical information event
by event. To perform these operations, as quickly and easily as possible,

a graphical program has been created (see Fig. 5.3). This program is just
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|
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Figure 5.3: “prismaCalibration” easily calibrates the raw signals. Here the user

can calibrate the position focal plane detectors.

a graphical interface relying on many different sub-tools that take care of

properly managing the signals of the detectors.

Entrance detector. A mask has been placed parallel to the carbon foil
(CF) and about 1 cm downstream of the CF in order to perform a geometrical
calibration (see Fig. 5.4). From this two dimensional matrix a table has been
extracted with the correspondences between the pair of coordinates in units
of channels and their coordinates in millimeters with respect to a known
reference system (i.e., the laboratory frame). In principle, this “in beam”
calibration of the entrance detector should be repeated for every experiment,
but it has been found that the resulting X vs. Y matrix does not really
change from one run to the next. For this reason, it is enough to check such

a calibration procedure only once in a while.

Focal plane position detector. The PRISMA focal plane position detec-
tor is made by ten independent sections, each one 10 cm large (the total focal
plane is 1 meter long). In each section, the position information is obtained
from the time difference between the signals from the left and right of the

delay lines (namely Xy and Xgigne) of each section (see Chapter 2). This



64 CHAPTER 5. DATA ANALYSIS TECHNIQUES

1.11‘00
% & a & # B
4 & 32 v w 4
'R NN N
# § b 8 ¥ »
g8 oA

#

Y (channels)

1 ¥ & i F2 & B & F g K =
-
.

L ow o m o o& & F ooy & F ¥

X r‘i o B + -

u-l!.‘.ltl!!l'rl
PR I 4
IR ‘ 3 y
il +
4 M

.

X (channels)

Figure 5.4: The image of the mask obtained during the in-beam test. The mask
was placed on the carbon foil of the detector. The counts are shown in a log scale.
In this case we have two diameters for the mask holes, i.e. 8 mm and 1 mm. The

holes are 5 mm apart from each other.

means that, for each section (i), the position X(;) is calculated as:

X5y = X(i)Right — X (i)Left-

This quantity is within the range [—4095,4095], but normally occupies a
smaller range. For numerical reasons, it is convenient to move it into the
interval [0,8191]. A typical spectrum is shown in Fig. 5.5. Then, the position
information for each section, provided by the acquisition system must be con-
verted from units of channels into a distance, in units of length, with respect
to a convenient frame of reference. This operation consists in “stretching”
the spectra and “gluing” them together. The program “prismaCalibration”
accomplishes this task is a very user-friendly way, i.e. by means of a graphical

window where the user can perform these operations by using the mouse.
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- 82 238
Position Spectrum on the Focal Planefor ~Set+ U at 500 MeV
(section #7 of the PPAC)
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Figure 5.5: X position spectrum measured in one of the ten sections of the MW-
PPAC, for 828e+%38U at 505 MeV. In the top-right window, a detail showing the
individual wires. The two central wires have been joined together for reference, thus

causing the central peak and dip.

5.2.2 prismaAnalysis

The analysis of a data file is a complex process, made in several steps that
must be executed in a precise order (see Fig. 5.6). The “prismaAnalysis” pro-
gram takes care of collecting all the necessary information before performing
the trajectory reconstruction. This program leads the user through the anal-
ysis process asking for his cooperation only when automatic decisions cannot
be taken.

In the following figures, the main steps are shown. Fig. 5.7 shows the first

panel proposed to the user by the program. In this window the user must
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|1. ADC Calibration |

Y
2. Detector Calibration (MCP, PPAC, TOF)

Y
3. Physical Calibration (X-TOF, AE/E)
4
|4. Absolute TOF Calibration |

4

’ 5. Trajectory Reconstruction‘

Figure 5.6: The analysis process consists of five steps.

provide the main parameters of the reaction, such as the angle of PRISMA,
the magnetic field intensity, the energy of the beam, the thickness of the
target and the identity of the reacting particles. This information teaches
the program about the key quantities important for the reaction, and will be

used in the next steps of the analysis.

Start the Analysis
Data ["/prisma-data/64Ni+X-filtered/RUN35_0" )
~PRISMA
Prisma angle 64 :
Dipole field (T) lo.86
~Reaction
Prajectile ‘64N\
Target 238U
Projectile Energy (MeV) 330
Target thickness (mg/cm?) ‘0»4
Target angle [-90°,90°] ‘45‘
Cancel | ) q Next > ] | Help |

Figure 5.7: Setting up the reaction parameters.

After this step, the program asks the user to partition the entrance solid

angle by setting slices in the entrance 6 angle. Using this information, the
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program creates a stack of X-TOF matrices, one for each slice defined by the
user. Any X-TOF matrix, as it is known, represents a mass/charge (A/q)
spectrum. For each matrix, the user is now required to highlight the main
A/q lines, in order to set the parameters for linearizing them(see Fig. 5.8).
The program is now able to compute the A/q ratio for any entrance angle,
focal plane position and time of flight, event by event, interpolating between

the different slices. It must be noticed, that the tagging of the X-TOF matrix

& prismaAnal lysis e

XTOF Linearization

[610 G0 [ &30 [640 | 650 [ e [670 )

Scale | LOGARITHMIC | ¥
Style | COLOR v

cancel < Back Help

Figure 5.8: X-TOF matriz for a particular selection in the entrance angle.

is not necessary for the success of the trajectory reconstruction algorithms,
because the code identifies the events, no matter which point it is starting
from in the configuration space, but it is worth to make it because it will
speed up the convergence.

The definition of the Z-lines is the next step. A window showing the
ten AE/E matrices for all sections of the ionization chamber is presented.
The user is now required to identify at least two Z-lines (one of them could
correspond to beam particles) for each one of them. The identification is made
by defining a polygonal line with the mouse (see Fig. 5.9). For each section
it is also possible to exclude the regions where the Z-lines are overlapping,
or where the Z identification could be difficult or ambiguous. According to
the indications of the user, the program linearizes the Z-lines, and creates a

Z coordinate. In Fig. 5.10(left) the resulting A/q vs. Z matrix is shown, for
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one of the recent experiments. The ambiguity in the ion charge state ¢ will

'Z Selection
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Figure 5.9: Defining the Z-lines.

be solved by using the independent information coming from the energy F of
the ionization chambers. As a matter of fact, in a representation F vs. z (the
position along the focal plane), for each selected Z, the various charge states
are clearly separated at least for the most intense channels, as shown in the
example of Fig. 5.10(right). Once ¢ has been identified, distributions of Z, A
and reconstructed energy can be produced, and subsequently summed over

q, if needed.

Absolute TOF Calibration

The time of flight signal measures the time interval between the start and
the stop signals coming from the entrance and the focal plane detectors (see
chapter 2). “prismaCalibration” allows the alignment of different TOF signals
coming from the ten PPAC sections but, in order to perform the full ion
tracking, it is necessary to find out the absolute offset for the time of flight.

For a given event ’e’, the absolute offset is calculated, ATOF}, as the
difference between the real (i.e. calculated) TOFj,) and the measured TOFg:

ATOF = TOF, — TOFy,.
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Figure 5.10: Two-dimensional spectra A/q vs. Zfor S Ni + 238U (left), and X wvs.
energy for 82Se + 23U (right).

The problem is to deduce the actual time of flight from the measured

signals. From the equation

where
mv m S

¢ q qTOF

one obtains
m 1

TOF =S < B
Thus, if the length of the trajectory, the Bp, and the m/q are known, then it is
possible to calculate the absolute TOF'. Following what has been described in
the previous chapter, it is clear that both the path length S and the radius of
curvature p can be determined by means of the geometrical reconstruction of
the trajectories. In fact, this algorithm gives a reliable approximation both
for S and p, when applied to the central trajectories. On the other hand,
the X-TOF matrix provides the m/q ratio. Therefore, the absolute TOF
can be calculated from the central trajectories. That is useful in order to

calculate absolute mass values, with no need to calibrate the mass spectrum.

An example of this system will be presented in the following chapter.
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Resolving the Nuclear Charge State

As discussed chapter 3, paragraph 3.2.3 the nuclear charge state Z can be
determined in the usual way, linearizing of the AE/FE matrix. It must be
noticed that the resolution depends only on the intrinsic resolution of the
IC, while it is not affected by the energy loss and straggling in the entrance
window. An important consideration here is the relative calibration of the
different sectors of the IC, since a single trajectory may affect quite a few
of them. To begin with, the gas pressure is adjusted in such a way that the
ions fully stopped in the fourth row of section, and secondarily the trajectory
may be such that it crosses to nearby side sectors (see Fig. 3.3 and 4.1). A
careful calibration of the amplifiers and ADC’s makes it possible to preserve
a sufficient resolution even after summation of the different sectors (see Fig.
3.6).

Resolving the Ionic Charge State

For the ¢ charge state identification, three basic relations between the mea-
sured quantities, energy loss AFE, total energy E, flight time T and position

of the focal plane X, are used:

S (6
=09 g4tk
(% q
(5.1)
1
E=_A*
From these follows:
2 E-T
q= (5.2)

S(0,6) Bp(6,6)

In spite of the fact that several signals have to be combined, the resolu-
tion is mainly determined by the total energy resolution of the focal plane
detectors, which is deteriorated by the energy loss and straggling in the my-
lar windows. The optical aberrations are accounted for in the flight length
S(0, ¢), which, as it has been shown in the previous chapters, must be recon-

structed event by event.
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If we were in an ideal world, equation 5.2 would give directly the charge
state ¢; unfortunately, this is not true. The two dimensional scatter plot of
charge state ¢ vs. A/q helps in understanding the problem and at the same
time provides a mean to identify the charge state (see Fig. 5.11 for an old
example taken from [37] with the GSI spectrometer, the same matrix, ob-
tained with PRISMA will be shown in the next chapter). In this picture, the
horizontal structures correspond to individual masses with the same charge
state (and the charge state shows a mass dependence). The distortions visible
in the figure, may be due to the energy resolution of the chambers, which is
moreover deteriorated by the energy loss of the ions in the entrance and exit
windows of the PPAC, and in the entrance window of the IC. The fraction
of energy released in the three windows, composed by a layer of Mylar 200
pg/cm? thick each one, depends on Z, M, and E of the incoming ions, and
amounts to ~ 20 — 30 MeV.

1 1 1 |

000 2000 3000 4000 5000

Figure 5.11: Typical two dimensional scatter plot of charge state q vs. A/q. The
vertical lines correspond to individual masses, whereas the horizontal lines corre-

spond to different charge states q (for details about this figure see [37]).

Sometimes the charge state cannot be determined unambiguously for any
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event: there exists the possibility of a misidentification of the charge state
and this unfortunately produces spurious mass peaks which contribute to
the “background” in the mass spectra. The problem depends entirely on the
energy resolution of the IC and is most critical for heavy masses and low

energies.

Trajectory Reconstruction

Once the program “prismaAnalysis” has collected almost all the necessary
information, the ion tracking begins. The program just asks the user the file
name in which the reconstructed events must be saved, then it starts. It must
be noticed that the reconstructed parameters M, Z, ¢ and E, will be stored
together with their corresponding raw buffer, so that it is possible to re-sort
the data for further analysis. For instance, while PRISMA is coupled with
CLARA, studies of y-spectroscopy on specific isotopes identified by PRISMA
are possible making use of the software developed for Euroball and GASP
throughout the last years (i.e. gsort, xtrackn, ...[16]).



Chapter 6

Study of the Reaction 505 MeV
8286 on 238U

In the first half of the 2004, the first experiments with the spectrometer
PRISMA have been performed. In this chapter the analysis of the reaction
828e+23U at 505 MeV (close to the Coulomb barrier) is considered. The
study of this system was proposed in order to investigate the production of
neutron-rich nuclei in the vicinity of the expected double shell closure of ®Ni,
via multinucleon transfer collisions. We take this experiment as an example
of the application of the data analysis techniques which are the main part
of the present work. The result will show that a very accurate and efficient
ion identification (in mass, Z and energy) has been accomplished using the

off-line software for the treatment of the raw data.

6.1 The ®Ni Region and the Stability of the
Shell Gaps in Nucleon-rich Nuclei

In the whole nuclear chart only a few cases of magic nuclei are accessible
to experimental studies. The structure of the nuclei in the neighborhood of
double shell closures provides vital information of the effective interaction,

through the single particle energies and the two-body residual interactions.

73
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This information can be extracted from the nuclear structure of one and
two valence nucleons systems. Core excitations across the shell gaps are also
fundamental for our understanding of nuclear structure. It is of particular
interest to study of how the structure evolves in a series of nuclei with a magic
number of protons or neutrons, which lie between two shell closures of the
other kind of nucleon (e.g. %°Ni-%®*Ni-"™Ni). The fact that only one of the two
kinds of nucleon contributes to the low energy states, implies that the only
isovector (7" = 1) interaction plays a role in such states and this interaction
can not generate quadrupole deformation. This property is well described in
the framework of the generalized seniority scheme [43]. One example of the
validity of this scheme is provided by the even-even Sn (Z = 50) isotopes,
where the 07-2% spacing is constant from N = 52 to N = 80. The same effect
should be found in the Ni (Z = 28) isotopes between the magic numbers
N =40 and N = 50. The population of nuclei in the vicinity of the "®Ni is in
principle possible in multinucleon (multi-proton) transfer reactions, as shown
schematically in Fig. 6.1. Via multi-proton stripping channels one can in fact
populate neutron-rich nuclei in the Ni region, and in principle get close to the
nucleus “®Ni, which is of great interest for future y-spectroscopic studies. The
difficulty in populating these extreme isotopes via multinucleon transfer in
not only the low primary cross sections but the fact that as more nucleons are
transferred the excitation energies of the fragments increase significantly and
neutron evaporation effects modify the final yields in a significant way. The
effects of nucleon evaporation from the primary fragments has been shown
to play an important role in multinucleon transfer reactions (see [10] and
references therein).

Several nuclear structure calculations [19, 25] predict radical changes in
the shell structure of very neutron-rich nuclei. As we move away from sta-
bility, the shell gaps known in stable and proton-rich nuclei will gradually
narrow and then disappear. The main reason for this change is the reduction
of the spin-orbit interaction strength in nuclei with high diffuseness due to

the large neutron excess.
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Figure 6.1: The population of nuclei in the vicinity of doubly-magic " Ni in mult-

inucleon transfer reactions.

In particular it is predicted [32] that the starting point for this transition
lies not very far from stability, in neutron-rich nuclei reachable by multin-
ucleon transfer reactions. As an example, the calculations of R. Nayac [32]
predict a reduction in the shell gap at N = 50, between %2Ge and %°Zn. A
theoretical calculation performed with the code GRAZING [45] predicts for
82Ge (-2p+2n channel starting from %2Se) a cross section o > 200pbarn in

multinucleon transfer reactions.

6.2 A Previous Test Run

Within this physical frame, a few years ago a test of 2Se+23%U at an energy of
500 MeV was performed by using the Time-of-Flight spectrometer PISOLO
[11]. A 32Se average beam current of ~ 1 pnA was delivered on a ?**U target
with a thickness of ~ 200ug/cm?. The yields of the main transfer channels,
populated at different angles around the grazing angle, were measured.
Even with the limited PISOLO angular acceptance, transfer channels up

to 8 proton stripping were observed at the grazing angle, in about 8 hours of
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beam time (see the experimental AE — E matrix depicted in Fig. 6.2). The
mass resolution of PISOLO was not sufficient to distinguish the individual
masses of transfer products, unfortunately.

From previous tests and taking into account the large acceptance of
PRISMA (80 msr), and also requiring mass spectra with good or reason-
able statistics for the many-proton stripping channels, four days of beam
time were estimated necessary for an experiment with the new spectrometer,

with a beam current of ~ 1 pnA.

AE (cha.)

o 150 200 o1

E (cha.)

Figure 6.2: AE — E matriz of 82Se+23 U obtained at 90° with PISOLO.

Experimental Conditions

The PRISMA spectrometer was rotated to 64°, which is an angle close the
grazing angle for this reaction (that is ~ 67° in the Laboratory frame). The
target was a 1.55 mm strip of 28U 400 pg/cm? thick, evaporated on a carbon-
backing with a thickness of 28 pg/cm?.

The quadrupole and dipole magnetic fields were set so that the most
probable charge state of the beam-like ions (i.e. selenium) was bent and
focused on the center of the focal plane. The most probable charge state

< q > for a beam of ions with atomic number Z, energy F, expressed in
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MeV, and atomic mass A, can be estimated by [46]:

<q>=Z(1+ (27385 \/E/A]7MT)700,

For a #2Se beam at 505 MeV scattered to 0,4, = 64° by a 23U target, < ¢ >

is 27+.

Further details about the experimental conditions and the beam’s character-

istics are summarized in Tab. 6.1.

REACTION & BEAM

Projectile

Beam Current
Beam Spot Radius
Target

Target Angle
Target Thickness

< E > for #8Se

82Se at 505 MeV

1 pnA

/A~ 2 mm

23817

45°

400 pg/cm? with C-backing (/28 ug/cm?)

Energy Loss in the Target | ~ 6.5 MeV

320 MeV (calculated)

PRISMA

Detection Angle
Dipole Field
Quadrupole Field
PPAC Filling Gas
PPAC Filling Pressure
IC Filling Gas

IC Filling Pressure

Oprisma = 64°

63.99% max current intensity (~0.705213 T)
50.82% max current intensity (/0.430945 T)
Isobuthane (C4Hyp)

7 mbar

Methane (CHy)

72 mbar

Table 6.1: Summary of the experimental conditions.
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6.3 Analysis Procedure

The experiment lasted four days of beam time, and 330 GB of raw data were
written by the data storage system. Here the analysis process is presented,
from the sorting of the raw data to the mass spectra, and the final tagging

of events with their proper Z, A, F and ¢ quantities.

6.3.1 Filtering the Data

Raw data need to be filtered in order to remove the events where particles
recoiling from the target have reached the focal plane. The cross section for
the recoil ions is much larger than the cross section for 82Se-like particles.
Therefore these heavy ions trigger the data acquisition system much more
rapidly than the light ones. The relative amount is approximatively 90%
of recoils and %10 of interesting reaction products. Fortunately, it is quite
straightforward to separate the “bad” recoil events from the “good” ones
because recoils are usually slower. For this reason, their time of flight does
not fit within the temporal window of the Time-to-Amplitude converters and
then their structure on disk will result incomplete. Summarizing, “filtering”
the data means removing all the events lacking the TOF information. This

avoids the analysis of unwanted events and makes faster the analysis sessions.

6.3.2 Detectors Calibration

The signals coming from the PRISMA detectors have been calibrated and
linearized in order to proceed with the off-line analysis procedures. In other
words, the raw signals have been converted into a “physical event”, i.e. a set
(x,y,X,Y,TOF,AFE, E), whose entries are expressed in their proper units,

as far as this is possible.
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Entrance Detector

The MCP output has been linearized and calibrated in order to provide
a physical position information, in units of length, which is necessary to
calculate the exact direction of the ions entering the spectrometer. To this
end, a mask was placed in front of the MCP detecting area (see Fig. 6.3). A
typical experimental X,Y matrix of the entrance detector is shown in Fig.
3.4 at page 35. The mask was a cross with four arms and four small flags,
at a fixed distance from the center (4 cm), on each of the four arms. Thanks
to this particular shape, it was possible to calibrate the MCP XY matrix,
namely finding the center and the scale factor. This calculation was done by
using two polynomials of the third degree, one for the X coordinate and one
for the Y coordinate, calculated in order to fit with five reference points: the

center and the four small flags.

Figure 6.3: The calibration mask placed in front of the detector (see text). The
ellipse sketches the intersection between the cone corresponding to the acceptance
of PRISMA and the detecting area of the MCP. The ellipse is not centered because

was slightly off-axis in this experiment.

Finally, it must be noticed that, since the crossing strips are only 2 mm
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wide, this mask does not significantly reduce the entrance solid angle of the

spectrometer and for this reason was kept during all the experiments.

Focal Plane Detectors

The calibration of focal plane detectors proceeded as described in the previous
chapters. The computer program prismaSort, can easily set the necessary
parameters for stretching and translating opportunely the ten position spec-
tra. Then the ten time of flight signals were aligned with respect to the each
other. Fig. 6.4 shows how the X-TOF matrix did look like before (left) and
after the time of flight calibrations (right).

TOF (channels)
TOF (channels)

X (channels) X (channels)

Figure 6.4: Time of flight vs.focal plane X position for this reaction. The left panel
shows the matriz before the alignment of the ten time of flight signals, whereas the

right panel shows the same matriz after the calibration.

The prismaAnalysis program calculates also the absolute TOF offset cal-
ibration, by means of the geometrical approximation for the central trajecto-
ries described in Chapter 4. The resulting offset was calculated by averaging

the result of 10000 trajectories. The result is:

ATOF = (235.33 + 1.61) ns.
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6.3.3 Resolving the Nuclear Charge State

The nuclear charge Z could be determined in the usual way, that is by means
the energy loss/energy (AFE/FE) matrix of the ionization chambers. The res-
olution of the ionization chambers is in principle sufficient to guarantee a
resolution AZ/Z of ~ 1/50, which is enough for the experiment under study.
Therefore, the AE/E scatter plot were mapped by labeling some Z lines.

Actually several reasons may have influenced the energy resolution in
this experiment: the 400 ug/cm? thick target and its inhomogeneities, for
instance, introduced a non-negligible kinetic energy loss and straggling, about
6.5 MeV (i.e. &~ 2% of the total kinetic energy). Furthermore, ~ 30 — 35 MeV
were lost in the three Mylar windows (in total 600ug/cm?) in front of the
IC. All this led to a Z resolution in the AE/E scatter plots, which was not
optimal.

Besides that, another difficulty raised in the identification of the Z = 33
(arsenic) events. Being the Z line of this nucleus just below the one corre-
sponding to the elastic plus inelastic channel 82Se (Z = 34), the identification
of Z = 33 was not unique over all the energy range. This problem was par-
tially solved putting suitable “veto” gates on the problematic areas of the
AFE/E matrix.

6.3.4 Resolving the Ion Charge State

The g charge state identification has been calculated with the algorithms
described in the previous chapters. Although the procedure is fully auto-
matic, being based on the tracking algorithms, in this case was necessary
to put additional gates on the scatter plot A/q vs. ¢, in order to avoid the
non-linearities that could have badly influenced the mass identification par-
ticularly for the weak channels. The A/q vs. ¢ scatter plot is shown in Fig.
6.5). Referring to the cited [46], we know that the most probable charge state
of the charge distribution is < ¢ >= 27"; then, it is straightforward to as-

sign the correct charge state to each bunch of events visible in the ¢ vs. A/q
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Figure 6.5: Two dimensional scatter plot of charge state q vs. A/q for this reaction.
The vertical lines correspond to individual masses, whereas the horizontal lines

correspond to different charge states q.

matrix. The charge states were labeled by means of gates. The reconstruc-
tion algorithms provide a method for checking the correct assignment of the
charge states. They provide the reconstructed mass M in atomic mass units,
therefore any error in the charge state assignment would produce a shift in
the mass spectra, that would be noticed in the mass of the elastic peak.
For this reaction, eight charge states have been assigned, that is ¢ from
23" to 307", In the scatter plot of Fig. 6.5, the most populated charge states,
25T to 30", are the most visible ones, but even the lower charge states, such

as 231 or 24", can reasonably be identified, in a logarithmic scale.

6.4 Evidence of Nucleon Transfers

Following ion trajectory reconstruction, the final mass spectra are shown in
Fig. 6.10 and the region of the Chart of Nuclides that has been populated
by the reaction is visually reported in Tab. 6.6. The reported “counts” are

the number of events associated with a particular (Z, A) combination (see
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also Appendix A.3), where the identification (through ion tracking) was per-
formed for the ~ 10% of the total statistics accumulated in the experiment.
There is no normalization to an absolute cross section scale. This further
analysis goes beyond the aim of the present work.
These results show the reliability of the algorithms discussed in the pre-
vious chapters. The mass resolution in this experiment was
AA 1
— = 350 (FWHM). (6.1)

In Fig. 6.10 the mass distribution for selenium isotopes is shown in red.

N—

Figure 6.6: Region of the Chart of Nuclides populated by the reaction 82Se+>3U.
The stable nuclei are highlighted by black contours. The projectile is highlighted in

white.

Fig. 6.7 shows the angular distribution for the most important trans-
fer channels observed in the same reaction in the previous test experiment
with the spectrometer PISOLO, where the resolution in Z was good enough.
PRISMA, has a high resolution in mass, and its 12° wide angular acceptance
in )4 (see the red lines in Fig. 6.7), cover most of the quasi-elastic transfer
flux when the spectrometer is set at 6;,, = 64°, as in this experiment.

A further interesting aspect of the reaction is obtaining the @-value dis-
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Figure 6.7: Angular distribution for the most important channels of the reaction
828e+238 U, for the previous experiment with PISOLO. On the top-left frame the
elastic+inelastic differential cross sections are plotted. The dashed red line indi-
cates the central angle 0 = 64° to which PRISMA was set for the current ex-
periment. The dotted red lines subtend an angle as wide as the 6 acceptance of

PRISMA (please notice the logarithmic scale).

tributions. The @)-value, for a binary reaction, can be obtained from

Ms; + M. My — M 2/ M1 MsELE
:MEg— : LB — Sk 3005@/} (6.2)

@ M, M, ! M,

where:

M,/FE, mass/energy of the incident particle
M;/FE5 mass/energy of the light reaction product
M, mass/energy of the heavy reaction product

P the scattering angle in the laboratory frame.
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Starting from this, the total kinetic energy loss (TKEL) for the reaction, de-
fined as the difference between the ingoing and the outgoing kinetic energies,

is simply

TKEL = —Q. (6.3)

TKEL distributions for some representative transfer channels are shown in
Fig. 6.8. Such TKEL are derived assuming a pure binary process and no
correction has been applied for nucleon evaporation from the fragments. From
the figure, one sees that the distribution for the one-neutron pick-up channel
has its major contribution close to the optimum @-value (@ ~ 0 MeV), with
a tail extending toward larger TKEL.

In Fig. 6.9 the experimental mass spectra are compared with the predic-
tion of the code GRAZING [45]. Here, the experimental counts have been
normalized to the calculated cross section for the one-proton stripping chan-
nel. The model [44] treats on the same footing quasi-elastic and deep inelastic
processes. It takes into account the lower inelastic excitation of the colliding
nuclei and considers in a simple way nucleon evaporation from the primary
fragments. The program describes the transfer reaction as a sequence of inde-
pendent single nucleon transfer modes. In the comparison with experimental
mass distributions, one sees that there is in general a good agreement between
data and theory for neutron pick-up transfer channels and for the isotopes
belonging to the (-1p) channel. For the (-2p) channels discrepancies start to
show up and this is more evident as the number of transferred protons in-
creases. However GRAZING maintains a certain quantitative agreement on
the very neutron-rich side of the isotope yields [27]. This is in fact the region
closest to the neutron pick-up channels, whose behavior as a function of the
number of transferred protons is much more regular than the corresponding

one where neutron stripping channels are involved [27, 10].
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Figure 6.8: Ezperimental TKEL distributions (histograms) for the quasi-elastic
and the +1n, -1p channels. The dashed and the full lines are the GRAZING model

predictions, with and without taking into account the 2% energy loss into the target.

6.5 Conclusions

This preliminary analysis of the data set from reaction 82Se+2%U shows
the good quality of the tracking methods described in this thesis. It has
been shown that individual nuclei populated via multinucleon transfer in

this reaction, have been unambiguously identified in mass, ion charge and
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Figure 6.9: Ezperimental vs. theoretical (GRAZING) total cross sections for the
mass chains corresponding to Z = 34 (0p), Z = 33 (-1p-) and Z = 32 (-2p).
Full and dashed lines are the theoretical calculations with and without the pairing

interaction [44).

nuclear charge. Energy (Q-value) spectra were derived from the data (with
a resolution essentially depending only on the target thickness, and on the
Mylar windows of the detectors). In particular, a good mass resolution of
AA/A = 1/250 has been reached, very near to the design value. Moreover,
it was demonstrated that neutron-rich nuclei can be produced by multinu-
cleon transfer reactions. One of the aims of this experiment was actually to
populate the ™Ni region. Looking at Fig. 6.10, it emerges that the difficulty
in populating these extremely neutron-rich nuclei via multinucleon transfer

reactions is not only due to the low primary cross section, but also to the fact
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Figure 6.10: Mass spectra for different Z in the reaction 505 MeV 82Se on 238 U.
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that as more protons are stripped from the projectile, Q)-values get more neg-
ative and neutron evaporation effects modify the final yields in a significant
way. Effects of such nucleon evaporations from the primary fragments had
already been shown to play an important role in such multinucleon transfer
reactions (see [10] and references therein).

The information on the population of neutron-rich nuclei from the reac-
tion 82Se+238U, will be extremely useful for further nuclear structures studies
in this mass region, along the physical frame discussed at the beginning of

this chapter.
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Summary

The aim of this work was developing a suitable and reliable computer analysis
procedure for the data taken in the experiments with the heavy-ion beams
at the spectrometer PRISMA | recently installed at Laboratori Nazionali di
Legnaro of INFN.

The most interesting features of PRISMA are a very large solid angle (80
msr) and momentum acceptance (£10%), good mass resolution (1/250) via
(TOF) measurement, energy resolution up to 1/1000, and capability of rota-
tion around the target in a wide angular range from -20° to 130°. PRISMA is
based on a simple quadrupole-dipole magnet configuration, but the ion tracks
are reconstructed event by event, via software, using the position, time and
energy signals from the entrance detector, and from the array of focal plane
detectors, on the basis of the detailed mapping of the magnetic fields.

The strength of this method lies is the mapping of the magnetic fields,
which has been made through a “Finite Elements” approach tuned on the
measured maps of the magnetic fields. This method leads to a realistic sim-
ulation of the fields even in their (non-negligible) fringing regions. All this
software package has been framed into a user-friendly graphical interface.

Because of the difficulties of the problem in itself, as well as of the com-
plexity of a set-up like PRISMA, the analysis has to deal with the ion tracking
problem and with the physical case under study, but several other experi-
mental issues (such as, for instance, electronics, heavy-ion detectors, data
acquisition processes) have to be taken into account.

The procedure has been successfully applied to the data set from the

91
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reaction 505 MeV #2Se+23U, close to the grazing angle, recently studied at
LNL. A very good result has been obtained in terms of mass resolution, as
it is described in chapter 6 of this thesis. The results of this analysis allows
the study of multinucleon transfer channels in this reaction, and preliminary

results have been compared with the semi-classical model GRAZING.



Appendix A

A.1 Central trajectory coordinates reference

individual particle trajectorsy

5

ideal beam path

Figure A.1: Coordinate system for particle motion in curved systems.

It is common to use a fixed Cartesian coordinate reference system (z,y, z)
to define the ideal ion path as determined by the Lorenz force. In most cases
this ideal path is determined through the location of the deflection magnets
along a system of magnetic fields. Once the ideal path is known and fixed, we
are interested only in the deviation of individual particle trajectories from
this ideal path. The natural reference system for curved trajectories is an
orthogonal coordinate system (x,y, s) that follows an ideal particle traveling
along the central path of the system (see Fig. A.1). It is convenient to use a

the vector s for the coordinate along the ideal path in contrast to z in the
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fixed coordinate system. The transverse coordinates will measure only the
deviations from the ideal path, that are assumed to be small in linear beam
dynamics.

In this reference system, the motion of each individual particle is defined
in the six-dimensional phase space formed by the three space coordinates

(x,y,s) and the three momentum coordinates (p,, py, ps)-

A.2 Example of the Over-Relaxation Method

(i)

0 10

Number of

relaxations

0 z— 20

20 30 40
50 60 70
80 90 100

Figure A.2: Relazation method for solving the Laplace equation. Successive
one-dimensional solutions for electrostatic potential between charged plates as a
function of the number of mesh relazations. Initial conditions: ®(0)..®(19) =

0; ®(20) = 1.
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A.3 Table of Experimental Data

Z =28 Z =29 Z =30 Z =31 Z =32
A | Counts| |A | Counts| |A | Counts| |A | Counts| |A | Counts|

62 1 65 3 68 37 70 13 73 86
63 17 66 47 69 253 71 186 74 866
64 40 67 133 70 623 72 684 75 | 2107
65 127 68 307 71| 1067 73 | 1448 76 | 4417
66 204 69 419 72| 1349 T4 | 2246 77| 6821
67 234 70 496 73| 1339 75 | 2870 78 | 8586
68 242 71 488 74| 1121 76 | 2707 79 | TTTT
69 154 72 343 75 643 77 | 2038 80 | 5486
70 62 73 170 76 332 78 | 1042 81 | 2165
71 13 74 70 7 99 79 307 82 189
72 1 75 16 78 6 80 49 83 1
76 2 81 1
7 =33 Z =34 Z =35 Z =36
| A | Counts | | A | Counts | | A | Counts | | A | Counts |
74 1 78 115 7 17 81 14
75 42 79 | 3494 78 401 82 230
76 365 80 | 15998 79 | 1432 83 972
77| 2185 81 | 49402 80 | 2813 84 | 2454
78 | 5980 82 | 191580 81 | 3692 85 | 4171
79 | 13449 83 | 100099 82 | 5269 86 | 4351
80 | 17443 84 | 29638 83 | 8744 87 | 3328
81 | 21886 85 | 4185 84 | 8855 88 | 1843
82 | 24370 86 167 85 | 5259 89 696
83 | 9434 87 1 86 | 1601 90 171
84 | 1508 87 184 91 2
85 57 88 3

Table A.1: Mass distributions for different Z values from the 82Se+?32 U reaction.
The counts observed for each (Z, A) pair are reported (see text).
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A.4 Example of Acquisition Program

A typical NEO++ program starts with the declaration of the data format
of the incoming events and is followed by the acquisition loop, within which
many useful operations on events may be stated by means of predefined data

structures that ease the task of programmers.

The event description

Before introducing the input data format syntax, it is worth noticing that the
specification of the incoming data format is equivalent to the specification
of the present configuration of the spectrometer, or at least of that part
of the configuration in which the user is interested in: hence, prior to any
operation on events, it should be possible to express the type and number
of parameters measured by each detector. That is why the first section of a
NEO++ program should deal with the declaration of such parameters; for

instance, the expression:

format (Ge_type)
item energy;
item time;

end_format

states that Germanium type detectors consists in two measured parameters
(items). The item keyword declares the following identifier to be semantically
equivalent to an unsigned short, for which all operations allowed on integer
type variables hold (including explicit assignment). The syntax of the format

statement follows:

format (detector_type_identifier)
item_list

end_format

where item_list is a list of the items “measured” from that type of detector

and is set up by a sequence of statements of the form:
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item item_name;

The format declaration really defines a new data structure, but has not
a physical variable associated with it, i.e. it cannot be addressed prior to a

declaration of a variable of that type:
Ge_type a_germanium;

As usual for C language data structures, the items of the a_germanium
variable may be addressed using the dot notation, so that the following code

would compile correctly:

unsigned short usl, us2;

usl = a_germanium.energy;

us2 = 3 * a_germanium.time + 2;

The Detector statement

The specification of the present configuration of the spectrometer is accom-
plished through the use of a number of Detector declarations like the follow-

ing:
Detector <Ge_type, 40> ge;

which states that the spectrometer is set up with forty Ge_type detectors,
each one measuring the two parameters declared in the previous format state-
ment (energy and time). Addressing each one of the forty detectors is now

straightforward; the syntax:
ge[7] .energy

addresses the energy item of the eighth detector (the C language rule of
numbering arrays starting from the zeroth element holds) in the collection
of forty. It is worth underlining the fact that, with such a syntax, we have

implicitly put an order relation on our collection of forty Ge_type detectors;
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that is, each detector is now distinguishable of the others by means of its
position in the array, a position that we will subsequently refer to as the key

of the detector.
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