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Calculation of the Green’s function on near-term quantum computers
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The Green’s function plays a crucial role when studying the nature of quantum many-body systems, especially
strongly correlated systems. Although the development of quantum computers in the near future may enable
us to compute energy spectra of classically intractable systems, methods to simulate the Green’s function
with near-term quantum algorithms have not been proposed yet. Here, we propose two methods to calculate
the Green’s function of a given Hamiltonian on near-term quantum computers. The first one makes use of a
variational dynamics simulation of quantum systems and computes the dynamics of the Green’s function in real
time directly. The second one utilizes the Lehmann representation of the Green’s function and a method which
calculates excited states of the Hamiltonian. Both methods require shallow quantum circuits and are compatible
with near-term quantum computers. We numerically simulated the Green’s function of the Fermi-Hubbard model

and demonstrated the validity of our proposals.
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I. INTRODUCTION

The advent of a primitive but still powerful form of
quantum computers, called noisy intermediate-scale quantum
(NISQ) devices, is approaching [1]. NISQ devices have a few
hundred to thousands of qubits under highly precise control
but they are not fault tolerant. It is believed that the behavior of
NISQ devices will soon reach a stage that one cannot simulate
its dynamics using classical computers, due to exponentially
increasing size of the Hilbert space with the number of qubits
[2-6]. Therefore, many researchers expect that NISQ devices
will exhibit supremacy over classical computers for some
specific tasks, even though they cannot execute complicated
quantum algorithms requiring a huge number of qubits and
gate operations due to the erroneous nature of them [1].

One of the most promising tasks in which near-term
quantum computers may outperform classical computers is
quantum simulation, where one computes energy eigenvalues
and/or eigenstates of a given quantum system. It enables us
to calculate and predict properties of quantum many-body
systems, which is of great importance to many fields such as
quantum chemistry, condensed matter physics, and material
science [7,8]. The most celebrated algorithm for quantum
simulation on near-term quantum computers is the variational
quantum eigensolver (VQE) [9-12], in which energy eigen-
states and eigenenergies of the system are obtained based on
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the variational principle of quantum mechanics. Although the
VQE was originally proposed for finding only the ground
state, its extension to excited states was discussed in several
recent works [13—17].

However, other important quantities to investigate quantum
many-body systems other than eigenenergies and eigenstates
have remained relatively disregarded in the recent develop-
ment of near-term quantum algorithms, i.e., the Green’s func-
tion and the spectral function [18-20]. They are fundamental
to study quantum many-body systems, especially strongly
correlated systems; for example, in condensed matter physics,
the spectral function tells us that the dispersion relation of
quasiparticle excitations of a system, which gives crucial
information on high-7, superconductivity [21], magnetic ma-
terials [22], and topological insulators [23]. While several
methods based on the Suzuki-Trotter decomposition of the
time evolution operator [24,25] or quantum phase estimation
[26-28] were already proposed to calculate the Green’s func-
tion on quantum computers (including general multipoint time
correlation functions [29] used in gauge theories and nuclear
physics [30-32]), they require a large number of qubits and
gate operations which are hard to realize with near-term
quantum computers.

In this paper, we propose two different algorithms for eval-
uating the Green’s function on near-term quantum computers.
The first one takes advantage of the variational quantum simu-
lation (VQS) algorithm [33-37] for an efficient calculation of
the Green’s function in real time. We extend the original VQS
algorithm in order to calculate the transition amplitude of gen-
eral quantum operators between two different quantum states
after time evolution. The second one is based on the Lehmann
representation of the spectral function [18-20]. By calculating
excited states of a given system and evaluating the transition
amplitude of appropriate operators by using the subspace-
search variational quantum eigensolver (SSVQE) [13] or the
multistate contracted VQE (MCVQE) [16], one can compute
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the spectral function (hence the Green’s function). We confirm
the validity of our methods using numerical simulations of
the Fermi-Hubbard model, a model of strongly correlated
system. The extension of our methods to finite temperature
and general correlation functions is also discussed.

The rest of the paper is organized as follows. In Sec. II, we
briefly review the definition of the Green’s function and the
spectral function at zero temperature. In Sec. III, we propose
a method to calculate them by using the VQS algorithm. We
describe another method to calculate the Green’s function and
the spectral function as a simple application of the SSVQE
algorithm [13] and the MCVQE algorithm [16] in Sec. IV.
Section V is dedicated to demonstration of our methods
by performing numerical simulations calculating the spectral
functions of the two-site Fermi-Hubbard model. Section VI
discusses how the depth of the Ansatz for the VQS affects the
accuracy of numerical simulations. In Sec. VII, we discuss the
feasibility of implementing our proposed algorithms on near-
term quantum computers from the viewpoint of the number of
gate operations and their error rate required. We present the
extension of our methods to the finite-temperature Green’s
function in Sec. VIII. We discuss implications and possible
future directions of our results, and make a conclusion in
Sec. IX. Appendix A provides detailed resource estimations
of our algorithms. In Appendix B, we describe details of
the discussion in Sec. VII. Appendix C provides additional
numerical results, e.g., four-site Hubbard model simulation.
Appendix D gives details of the numerical simulations.

II. REVIEW OF THE GREEN’S FUNCTION AND THE
SPECTRAL FUNCTION AT ZERO TEMPERATURE

In this section, we briefly review definition of the Green’s
function at zero temperature for consistency [18-20].

Let us consider a fermionic system described by Hamil-
tonian H which is composed of fermionic creation (anni-
hilation) operators c,, cfl, where a is a label to specify the
fermionic mode. For example, a can be (k,o), where k
denotes the momentum and o =1, |, denotes the spin of the
fermion. The retarded Green’s function at zero temperature is
defined as

Gp() = —iO(1) (ca(t)c}(0) + ¢y (O)ca(®)y, (1)
where O(t) is the Heaviside step function, ¢,(t) = e c,e~ "
is the Heisenberg representation of the operator c,, and
(...)0 = (GJ...|G) denotes the expectation value by the
ground state of the Hamiltonian |G). We employ the natural
unit where the Planck constant /i and the Boltzmann con-
stant kg are i = kg = 1. For simplicity, throughout this paper
we consider the Green’s function Gfb with a = b = (k, 1),
namely, the Green’s function in the momentum space with
identical spin. We simply write

Gfk,m,(k,ﬁ(t) = Gf(t) (2)

in all other parts of the paper. We note that extension of
proposed methods in this study to the Green’s function with
general indices is straightforward.

The Green’s function is related to another important phys-
ical quantity to investigate quantum many-body systems,
namely, the spectral function A (w). It is defined through the

Fourier transform of GX(z),

GR(w) = / dt & TMIGR (1) 3)
—0o0
o0 A /
- / doy @) “)
oo w—o +in

where n — 40 is a factor to assure the convergence of the
integral. The spectral function and the Green’s function G¥ ()
have a relation

Ap(w) = —~'Tm GR(w). ©))

Finally, we introduce the Lehmann representation of the spec-
tral function which utilizes the energy eigenvalue E, and the
eigenstate of the Hamiltonian |E,,),

(E,|cf|G)?
A =
K@) Z(a)—i-Eg—En-I—in

(Enlck]|G)?
w—Eg+E,+in)’

(6)

where we call the first (second) term as particle (hole) part of
the spectrum function.

In Sec. III, we compute the spectral function by performing
the Fourier transformation to Gf (t) calculated by the VQS-
based method while we compute it by the Lehmann represen-
tation (6) with quantities calculated by the VQE-based method
in Sec. IV.

III. COMPUTATION OF GREEN’S FUNCTION WITH
VARIATIONAL QUANTUM SIMULATION

In this section, we first review the VQS algorithm [33-36]
which calculates a quantum state after the time evolution by
a given Hamiltonian within parametrized Ansatz states. Next,
we propose the method to compute the Green’s function by
extending the original VQS algorithm.

A. Review of variational quantum simulation

Here we review the variational quantum real-time sim-
ulation algorithm introduced in Ref. [33]. Let us consider
an Ansatz quantum state created by a parametrized quantum
circuit

[y (@) = U@)lgo) = Un, (6,) - .- Ui(6) ... Ur(8)] o),
7

where U;(6;) is some unitary gate with (real-valued) parameter
60;, Ny is the number of parameters, and |¢y) is a reference state
to create the Ansatz state. We assume that U;(6;) is composed
of a set of Pauli rotation gates %" with a coefficient /)
and a Pauli matrix P, and other nonparametrized gates. For
a given initial state |1ﬁ(§ (0))) and Hamiltonian H, the VQS
algorithm finds the solution of the Schrodinger equation,

dl%& — —iH [y B)), ®)

within the Hilbert space spanned by the Ansatz quantum

state {W(@ ) }5. Specifically, the time evolution described by
Eq. (8) is mapped to the time evolution of parameters 9 (¢). Al-
though there are several variational principles to map Eq. (8)
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to the equations for 6(¢) [38—40], we choose McLachlan’s
variational principle [40] in this paper because it is the most
stable and physically reasonable among them [34].

McLachlan’s variational principle [40] maps Eq. (8) to
the equation of motion of the parameters 6(1) by minimizing
the distance between the exact evolution of the Schrédinger
equation and the evolution of the parametrized Ansatz state
under infinitesimal variation of time &¢ [33]:

min 3” (% + iH)|1//(é(t))) , )

where [||@)|| = (¢lg) is the norm of |p). One can explicitly
write the equation determining {6;};,

> M jb; =V, 10)
j
where
g,
V= Im((‘ﬁ(é(f))lH%é@ftm)’ an
fori=1,..., Ny. We note that the matrix M and vector V' can

be efficiently obtained by measurements of quantum circuits
as described in Refs. [33,41].

Finally, from the solution of Eq. (10), one can evaluate the
parameter at time ¢ + &t as é(t + 6t) ~ 5([) + é(t)ét. By iter-
ating this procedure from the initial parameters 6(0), we can
obtain the time evolution of the parameters 6(t) and the quan-
tum state |1ﬂ(§ (t))). We note that the VQS algorithm can be
viewed as approximating the time evolution operator U (¢) =
e~ by the variational quantum circuit U (6(¢)), although the
approximation is valid only when the operators are applied
for the initial state W(@ 0)): UB(@)) is optimized to the
chosen initial state |y (8(0))) and U(8(1))|¥1) # e H|yy)
for a different initial state i) in general.

B. Computation of Green’s function

Now, we discuss how we can apply the VQS algorithm for
evaluating the Green’s function. What we want to evaluate is
the retarded Green’s function for ¢ > 0:

GR(t) = —i((Gle" cere™ ¢, |G)

+ (Gle) e crre™|G)). (12)

The first and second terms can be evaluated similarly, so we
focus on the first term.

First, we prepare the (approximate) ground state of a given
Hamiltonian H described by N qubits on near-term quantum
computers, by using the conventional VQE method [9—-12] or
the variational imaginary-time simulation algorithm [35,42].
We denote it as |G) = Ug|py) with a unitary Ug and a refer-
ence state |¢o). Next, we decompose the fermion operator ¢y 4
into a sum of Pauli matrices [7,8,43-45],

Ni
Ckp —> ZA;“P,,,

n=1

N
iy = 2w P, 13)
n=1

[0)+e’®|1)
V2

FIG. 1. Quantum circuit to compute Eq. (17). The upper hor-
izontal line represents the ancillary qubit and the lower line rep-
resents the qubits for the system of interest. The initial state
for the ancillary qubit is taken as 27'/2(]0) + ¢|[1)). The ex-
pectation value of Z measurement on the ancillary qubit yields
Re(e (G|U M (6))'R,U®(6,)P;|G))/2. Hence, by choosing ¢ =0,
7 /2, we can measure both the real and imaginary parts of Eq. (17).

where P, is a tensor product of Pauli matrices acting on N
qubits that satisfies P/ = P,, P2 = Iy and A¥) is a (complex)
coefficient. For example, one can adopt the Jordan-Wigner
transformation [45] for the decomposition. The first term of
Eq. (12) can be rewritten as

> a0 (GleM P Py G). (14)
iJ
Therefore, the problem reduces to finding a way to compute
(Gle™' P.e~" P;|G) on near-term quantum computer.

1. Direct method to compute Green’s function
A direct way to evaluate (Gle”' P,e="H'P;|G) by the VQS
algorithm is as follows. The time evolution of the states |G)
and P;|G) are approximated on quantum computers as

e MGy ~ UM (6,(1))|G), (15)

e M1 PIGY &~ U By(1))P)|G), (16)

where U2 (@) are parametrized unitary circuits and the
initial parameters 51 (0) and 52(0) of the VQS are taken so
as to satisfy U2 (8, ,(0)) = Iy. Note that, as UM (6,(1))
and U (6,(1)) are optimized for initial states |G) and P;|G),
respectively, generally U (8, (1)) # U@ (8,(t)) holds. Then,
(Gle™' Pe=' P;|G) can be evaluated as the transition ampli-
tude of P; between e~"|G) and e~ P;|G):

<G|eiHlPie—thPj|G>
~ (GIUV G ) PUP@G(t)PIG). (17

This can be evaluated by using the quantum circuit shown in
Fig. 1.

However, this quantum circuit necessitates a huge number
of control operations from an ancillary qubit because two
controlled-unitary operations for U™ (8, (1)) and U@ (6,(1))
are present. Since control operations in near-term quantum
computers are costly and have relatively low fidelity in gen-
eral, the large number of them in the algorithm will deteriorate
the performance of computations in real near-term quantum
computers. Therefore, we propose another more efficient
method to evaluate (Gle'™' P,e="' P;|G) which will safely run
on near-term quantum computers.

2. Efficient method to compute Green’s function

The problem in the previous method stems from the fact
that the variational representations of the time evolution
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FIG. 2. Quantum circuit to compute Eq. (18). Again, the up-
per horizontal line represents the ancillary qubit and the lower
line represents the qubits for the system of interest. The initial
state for the ancillary qubit is taken as 27'/2(|0) + ¢®|1)). The
expectation value of Z measurement on the ancillary qubit yields
Re (e (G|U(8)"P,U (6)P;|G))/2, so we can measure both the real
and imaginary parts of Eq. (18) by choosing ¢ = 0, 7 /2. The number
of required controlled Pauli operations is only two in this case.
We can further eliminate controlled operations by using the method
proposed in Ref. [41].

operator U (t) = e~H" are different between two initial states

|G) and P;|G). If we can construct the variational circuit
U (é(t)) which simultaneously approximates the time evolu-
tion operator for the initial states |G) and P;|G), we obtain

<G|eiHlPie—thPj |G)
~ (GI(UB(1))'PUB(1))P;|G). (18)

In this case, the quantum circuit for evaluating the term is
significantly simplified as depicted in Fig. 2. We will now
describe how to construct such variational quantum circuit
which simultaneously approximates the time evolution opera-
tor for general multiple states.

Here, we consider the most general case where we have L
multiple initial states for the time evolution {|wl)}lL:_01. Let us
consider a state with ancilla

1 L—1
Uo) = — Y 1), ® Y1), 19
W) ﬁ,;') Y1) (19)

where subscripts a and s denote the ancilla and the system
of interest, respectively, and {|/),}; is orthonormal state of the
ancilla. We note that when 25~ < L < 2%, k ancilla qubits are
needed. By using the VQS algorithm to the state |Wy) with
the variational quantum circuit 1, ® Us(é ), we can construct
the unitary operator U,(6(t)) which approximately behaves
as the time evolution operator for {|y;) IL;()I. To be more
concrete, the Ansatrz state for the VQS algorithm is

W) := I, ® Uy(H)| W)
- _
=—> ), ® @), (20)
il

where we define |y, (@"))‘Y = U5(§)|I//1)S. The M matrix and V
vector in Eq. (11) become

M;; = Re(aw(@(t))l 8|\P(9(t))>)
aei 30]

L—

1 = >
Re(a(wz(e(t))h3|¢1(9(f)))s) on

par 36; 36,

0), 1H T

o)y 4 Uc HPi HU,(6)

FIG. 3. The Ansatz quantum circuit for the VQS algorithm
to construct the variational unitary gate U,(6(t)) which approx-
imates the time evolution operator U(t) = e~ for |G) and
P;|G). Here, we assume that the ground state |G) is obtained as
IG) = Ugleo)-

and

a|\11(é(r))>>
006;

vV, = Im(<\v(é(r))|H

Iy 2 @),

=7 glm(w,w(r»w % ) (22)
From this expression, one notices that this algorithm min-
imizes the average of §|(d/0t + iH)|1,ﬁ;(§(t)))|| for [ =
0,...,L — 1. We also note that the algorithm itself can run
without resorting to the ancilla because each summand in
Egs. (21) and (22) can be computed by a distinct quantum
circuit: one can compute each term in different run of quantum
computers and sum up them by classical computers. The
advantage of using the ancilla is that we can compute M
and V for exponentially increasing number of input states in
terms of the number of ancilla qubits. For example, when
L = 4 one should sum up results of four runs of quantum
computers without the ancilla, whereas one run is necessary
with the ancilla (accompanying with the drawback of the
complicated quantum circuit). We remark that the evaluation
of the transition amplitude between the time-evolved states
“bl(é))x = U5(§)|1ﬁ1)s requires some ancilla qubits in general
such as Fig. 2.

In the case of calculation of the Green’s function, the initial
states are |v/o) = |G) and |y1) = P;|G). The Ansatz quantum
state (20) for the VQS algorithm can be constructed by a
quantum circuit shown in Fig. 3.

To sum up, the calculation of each term in Eq. (14), and
consequently the Green’s function, with the VQS algorithm
proceeds as follows:

(1) Prepare the approximate ground state of a given
Hamiltonian H by conventional methods on near-term quan-
tum computers, such as the VQE [9-12]. We denote the
ground state as |G) = Ug|¢o).

(2) Construct the variational quantum circuit U (5) which
approximates the time evolution e~ for two initial states |G)
and P;|G). The VQS algorithm with the circuit shown in Fig. 3
will find such U (9).

(3) Evaluate (G|U(6)'RU(6)P;|G) by the quantum cir-
cuit shown in Fig. 2.

Finally, we present a detailed resource estimation about the
number of required distinct runs of the quantum circuits for
this algorithm in Appendix A.
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IV. COMPUTATION OF GREEN’S FUNCTION WITH
EXCITED-STATES SEARCH ALGORITHM

In this section, we describe another method to compute
the Green’s function of a given quantum system. We compute
the energy eigenstates and transition amplitudes of fermion
operators by the algorithm based on the SSVQE method
[13] and the MCVQE method [16], and take advantage of
the Lehmann representation of the spectral function (6). We
discuss two types of algorithms for calculating the excited
states and the transition amplitudes. The first one is based
on the SSVQE algorithm with different weights where one
obtains the excited states directly on quantum computers,
while the second one is based on the SSVQE algorithm with
identical weights where some classical postprocessing after
the use of quantum computers is required. The computation
of the first algorithm is simpler than that of the second one,
but the convergence of the algorithm is better for the second
one in general. We note that the essential part of the algorithm
described in this section is already discussed in Refs. [13,16],
so our contribution will be application of it for calculation of
the Green’s function.

A. Computation by SSVQE with different weights

Let us consider finding K smallest eigenenergies and
eigenstates of a given Hamiltonian. The SSVQE algorithm
with different weights finds the variational quantum circuit
U (6*) which makes input orthonormal states {|y J) } into

approximate eigenstates of H, |E y:=U (9 ). The ap-
proximate eigenenergies are obtained as E; := (E |H |E ) =
(¥ |U(9*)7HU(9*)|1ﬁ1). The algorithm performs this task by
minimizing the cost function
K-1
Co6) =Y wi(y; U@ HU@)y,), (23)

j=0

with respect to the parameters é, where wg > --+ > wg_1 >0
are weights which ensure the approximate eigenstates {£;};
have the ascending order Ej < < Ex_,. After conver-
gence of the classical minimization for C()(é), one obtains
optimal parameters 6* and can compute {E;, |E;)} ;.

To compute the Lehmann representation of the spectral
function (6), we also need the transition amplitude of the
fermions c 4, c,: 1+ such as (E j|ck,¢|b:k). In general, the eval-
uation of the transition amplitude between different quantum
states needs a complicated quantum circuit, but in this case
the evaluation will be done in a simple way due to the fact
that |E ;)’s are created from the same unitary gate U (6*).
Specifically, if we can easily make superpositions of the input
states |;) and |y), (Ej|ck 1 |Ex) can be evaluated by simply
taking the expectation value of ¢ 4 for several superpositions.
To see this, first we map cy4 into qubit operators like Eq. (14)
and decompose it into real part and imaginary part, ¢4 =
Ay + iBy, where Ay and By, are Hermitian operators. Then, we
have

(WU @) cry UGHIY)
= (Y, U @) AU @)|y;)
+i (Y U (8*) B U (8)Yr;). (24)

Each term can be evaluated by using |wﬁ j,,) =U (5*)(|w i) £
[ ))/2and [YiE,) = U@ ) () ilyr)/~/2 as

Re((y/1U (6*) AU G 1yr;))
= (W] AT ) — Al ),
Im((y; U @*) AU @)]¥))
= (Wi AT — A ), (25)

and similar equations for the By term.

In typical situations, the input states are taken as simple
states, e.g., computational basis, so preparing superpositions
of them on quantum computers is not so difficult. Therefore,
by substituting eigenenergies of Eq. (6) with E; and the
transition amplitudes with (Ey|cy 1 |Ex), we can evaluate the
spectral function and the Green’s function accordingly.

B. Computation by SSVQE with identical weights

Next, we introduce another type of algorithm to obtain
excited states and the transition amplitude between them.
This algorithm combines the SSVQE algorithm with identical
weights and the quantum subspace expansion method [17,46],
and is essentially the same as the MCVQE algorithm [16].

The procedure of the algorithm is as follows. First, we
prepare orthonormal input states {|y j) } which are simple
and easy to realize a superposition of them on quantum
computers. Then, we minimize the cost function

K1

Ci@) =) (WlU@HUG)IY)), (26)

Jj=0

with respect to parameters 5, where U (é) is the Ansatz
quantum circuit. After the optimization, the subspace spanned

by {U (5*)|1ﬁ_,-)}f=_01 will be close to that spanned by the

true K eigenstates {|E;) §<:—01’ where 6* is the parame-

ter after optimization. At this stage, U (5*)|wj) is gener-
ally the superposition of the excited states {|E j)}fz_ol and
(xlrﬂU(é*)THU(@*)Wj) is not a good approximation to the
true eigenvalue E;. Therefore, to obtain the eigenstates and
eigenvalues of H, we solve the eigenvalue problem within the

subspace spanned by {U(9 )|1ﬂj)}] 0>

HY = VE, 27
where M, ; = (Y;|U(@*)THU (6")|y;), V is K x K matrix
containing eigenvectors as its columns, and £ is a diagonal

matrix whose diagonal elements are eigenvalues. The approx-
imate mth excited state |E,, ) is expressed as

= > VinU@Y)). (28)
J

and the approximate eigenenergies appear as E =&

The transition amplitude C\f) =
puted as

c® = Zv*,,m W U@ ey UGHIYy).  (29)

= (E/ |ckT|E ) can be com-
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FIG. 4. Hardware-efficient-type Ansatz used to obtain the ground
state of the model (30) for the VQS algorithm. Each rotational gate
Ry(0) = €72 R;(0") = ¢®?%/? has a parameter angle and D denotes
the depth of the Ansatz.

The quantity (wjv|U(§*)'i'ckT U(é*)hpjr) can be evaluated in
the way described in the previous subsection. Thus, we can
compute the transition matrix C¥), and evaluate the spectral
function by Eq. (6) and the Green’s function.

V. NUMERICAL DEMONSTRATION

In this section, we numerically demonstrate our proposed
methods to calculate the Green’s function and the spectral
function at zero temperature. We consider the Fermi-Hubbard
model of two sites with the particle-hole symmetry

2
H=—t Z (c;gcza +H.c.) + UZC{,WMCLCW
o=11 i=1

U
-5 > o (30)

where t is a parameter characterizing hopping between the
sites and U denotes the strength of the onsite Coulomb repul-
sion [47-49]. We set the hopping parameter ¢ = 1 throughout
this paper. We simulate two proposed protocols in Secs. III
and IV by classical computers with the fast quantum circuit
simulation library QULACS [50]. We use the Jordan-Wigner
transformation [45] to map the fermionic Hamiltonian (30)
into the qubit one with four qubits by using the library
OPENFERMION [51].

A. Numerical simulation of the method based on variational
quantum simulation

We calculate the real-time Green’s function of the model
(30) at zero temperature by using the method described in
Sec. III. First, we prepare the ground state of the model (30)
by the standard VQE algorithm with a hardware-efficient-type
Ansatz [10] depicted in Fig. 4. Then, we perform the VQS
algorithm. As an Ansatz quantum state, we adopt the so-
called variational Hamiltonian Ansatz [52,53] inspired by the
Suzuki-Trotter decomposition of the time evolution operator
e~ The variational Hamiltonian Ansatz is defined through

the qubit representation of the Hamiltonian

Hyuit = Y P, 31

where P,, is a (multiqubit) Pauli matrix and ¢,, is a coefficient.
An Ansatz state for the variational Hamiltonian Ansatz is given
by [¥(0)) = Uvna(6)lgo), where

G (6], ) = ] (H e <fe,5f>Pm>), @

d=1 m

and n, denotes the depth of the Ansatz. We note that we
remove the identity operator from Eq. (31) when constructing
the Ansatz. If the qubit representation of the Hamiltonian (31)
has Np terms (except for the identity operator), the number
of parameters of the Ansarz will be Npn,. In our simulation,
Np = 6 and we choose n; = 8, so there are 48 parameters
in the parametrized quantum circuit whereas general uni-
tary operators on the system have (2*)> =256 parameters.
Further details on numerical calculations are described in
Appendix D.

The result is shown in Fig. 5. The VQS algorithm nicely
reproduces the exact dynamics (the panels in left and center
columns), and the spectral function (right columns). These
figures illustrate the possibility of the VQS algorithm pro-
posed in this study to calculate the Green’s function. In
Sec. VI, dependence of the results on the depth of the Ansatz
is analyzed. Furthermore, numerical simulations for n; =
4 and the four-site Fermi-Hubbard model are presented in
Appendix C. One can see that numerical results for n; =
4 have almost the identical performance compared to the
case of ny; = 8; therefore, depending on strength of physical
noises, the choice of n; = 4 may be recommended to avoid
accumulation of physical errors.

B. Numerical simulation of the method based
on excited-state search

Next, we numerically simulate the method described in
Sec. IV. We adopt the symmetry-preserving Ansatz [54]
drawn in Fig. 6, which preserves the total number of particles
in the system. We use the SSVQE algorithm with identical
weight and calculate five energy eigenstates of the model
(30). As input states, we simply choose the computational
basis states with desired particle number: to calculate the
particle (hole) part of the spectrum function, we choose |@y) =
|0011) for the ground state, |¢;) = [0001), |p,) = 0010},
lp3) = [0100), lga) = [1000) (lgy) = [0111), |g2) = [1011),
lp3) = |1101), |¢4) = |1110)) for the excited states.

Figure 7 shows the result of numerical simulation. The
SSVQE algorithm almost perfectly reproduces the exact result
obtained by exact diagonalization.

VI. DEPENDENCE OF ACCURACY OF THE VARIATIONAL
QUANTUM SIMULATION ON DEPTH OF THE ANSATZ

In this section, we provide a systematic analysis on how
the accuracy of the numerical simulations of the variational
quantum simulation (VQS) in Sec. V depends on the depth
ng of the Hamiltonian Ansatz [Eq. (32)]. We run numerical
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FIG. 5. Numerical simulation of the VQS algorithm to compute the Green’s function in real time G () [(a), (b), (d), (¢)] and the spectral
function [(c), (f)] for the model (30) of U = 3 [(a)—(c)] and U = 6 [(d)—()]. The time step is taken as dt = 0.1(0.03) for U = 3(6). The exact
spectral function is calculated by the exact dynamics of the Green’s function in real time from # = 0 to 100 with step dt = 0.1. We take n = 0.2

for the calculation of the spectral functions.

simulations for ny; = 4,5, ..., 10 under the same conditions
as in Fig. 5.

To see the accuracy of the simulations quantitatively, we
calculate the mean absolute error (MAE) of the spectrum
function at k = 7 in the region of w € [—5, 5],

O pp— %: a0t = 2
2N, +1 = ’ N,
5
—AVQS(k,a) = —") . 33)
N,

where 2N, + 1 is the total number of data points and
ANV (k) is the spectrum function calculated by exact
diagonalization (VQS). We take N,, = 5000. Interestingly, as
seen from Fig. 8, the MAE decreases with the inverse of

B | A(62,00) | | A, 9) |
lpi) | A(6r,¢1) || | A(0a, ¢4) | o
A(0s, ¢3) A(fs, ¢6) |
A0, ) =
= —  —{rRO.9}-O{RO.9) |

FIG. 6. (Top) Definition of the symmetry-preserving Ansatz [54]
used for the demonstration of the SSVQE algorithm with iden-
tical weight. (Bottom) Definition of the A gate. Here, R(6, ¢) is
defined as R(6, ¢) = Ry(0 + m /2)R;(¢ + m), where Ry () = €/'/?
and Rz (¢) = €%/2,

the depth of the Ansarz. This dependence reminds us of the
Suzuki-Trotter decomposition of the time evolution operator,
ie.,

ng
U(t) — e—inubill ~ U"[Tdrot(t) — <1_[ eiCum',,L) (34)
m

with the error of O(t?>/ng), where we have used the nota-
tion in Eq. (31). In Fig. 8, we also show the MAE of the
spectrum function calculated by the dynamics obtained from
the approximate time evolution operator (34) with the same
time step and duration used for the VQS. The MAE for this
case exhibits 1/n; dependence as expected, but the values
of the MAE are much larger than those for the VQS; the
slope of the fit of the MAE with 1/n,; is about six times
smaller for the VQS (1.820/0.285 =2 6.4). The result shown
in Fig. 8 not only provides an estimation of errors in the VQS
calculation when the Ansdtze with various depths are used,
but also illustrates the practical advantage of employing the
VQS compared with the Suzuki-Trotter decomposition of the
time evolution operator which has the same-depth quantum
circuit.

VII. FEASIBILITY OF QUANTUM ALGORITHMS ON
NEAR-TERM QUANTUM COMPUTERS

In this section, we discuss the feasibility of implementing
our proposed algorithms on near-term quantum computers.
Let us consider 25 sites two-dimensional Fermi-Hubbard
model on a square lattice, whose exact simulation requires 50
qubits and is almost intractable for classical computers. The
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FIG. 7. Result of numerical simulation of the method described in Sec. IV for calculating the spectral function of the model (30) at

U=3()and U = 6 (b).

model is defined as

Hyy = —t Z (czacj,o +H.c)+ UZ C:’,TCi,TCzici,J,, (35)

(i.j).o i

where (i, j) runs nearest-neighbor sites on a square lattice
and o =7, | denotes the spin. Based on the argument in
Ref. [55], using the Hamiltonian Ansatz [Eq. (32)] with the
Jordan-Wigner transformation, we need Ny, =~ 1000 two-
qubit gates per depth of the Ansatz when we employ the
rotation Z gate and partial swap gates as elementary gates.
Although near-term quantum computers contain inevitable
noise in gate operations, the technique of quantum error
mitigation [56,57] can suppress errors and recover noiseless
results with a reasonable overhead when the error rate per
gate €gye satisfies Ngue€gare S 2, Where Ny is the number
of gates. Therefore, when we adopt the Hamiltonian Ansatz
of two depths as an Ansatz quantum circuit for the VQS or
the SSVQE, we need at least 2/2000 = 0.1% for the error

0.6
- e VQS
3 -—-- VQS fit, y = 0.285x e
<0.51 o
< e Trotter [ Yol
G ---- Trotter fit, y = 1.820x e
= 0.4
o 7’
= 4
9] el
0.3 4
=} /”
S *
20.21 e
© 7
c 7
©0.11 o -
= ,// _______ —tf"'"_——.__--‘
0.Q w====== ' ' ' '
0.00 0.05 010 0.15 0.20 0.25 0.30
1/depth

FIG. 8. The MAEs [Eq. (33)] calculated for the spectrum func-
tion obtained by the VQS (black dots) and the Suzuki-Trotter decom-
position of the time evolution operator (34) (red dots) for k = 7 and
U = 3. Dotted lines represent fittings of the data by a linear function
y = ax, where the slope a is a parameter to be optimized. The values
of the slope for both cases are shown in the legend.

rate of two-qubit gates, which has been achieved in current
experimental setups [58,59]. We note that the error of single-
qubit gate is ignored here because it is negligible compared
with that of two-qubit gate. Only a few additional controlled
operations in the VQS-based algorithm introduced in Sec. III
are also neglected. In addition, for the VQS-based algorithm,
gates for the unitary Ug which prepares the ground state of
the system must be taken into account. The more detailed
argument has been made in Appendix B.

VIII. EXTENSION TO FINITE-TEMPERATURE
GREEN’S FUNCTION

Here, we discuss the extension of our proposed methods
to the Green’s function at finite temperature. For finite tem-
perature 7 > 0 or inverse temperature § = 1/T < oo, the
retarded Green’s function is defined as

R 1
G (t;B8) = Z(_,B)

Z(B) = Tr(e "),
GR (1) = =IO (Eyle™ crre ™ ] |E,)

e PEGE ),

+ (Eslcpe™ cipe ™ |E,)), (36)

where |E,) and E, denote the eigenstates and eigenvalues
of Hamiltonian H, respectively. The corresponding spectral
function is

oo
Gi(w: B) = / dr &M GE (1 B),
_ﬂEm< [(Enlci 1En) I*

w+E,—E,+in

1
Ap(w; B) = 0)

[(Enlck|En)I? 37)
a)—Em+E,1+iT} .

A. Variational quantum simulation for Green’s
function at finite temperature

Equation (36) can be evaluated on quantum computers
by combining the VQS method and the thermofield double
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FIG. 9. The Ansatz quantum circuit for obtaining the purified
Gibbs state |®(8)) for N = 2.

Y

V
I

technique which purifies the Gibbs state of the system. The
procedure is essentially the same as the finite-temperature
version of the density matrix renormalization group method
[60,61]. We note that several methods based on the typical-
ity in Hilbert spaces of chaotic quantum systems at finite
temperature [62—-64] might also be combined with the VQS
algorithm.

Let us consider a N-qubit “environment” system (denoted
by subscript e) in addition to the original N-qubit system
of interest (denoted by subscript s). First, we prepare a
state |®¢) which satisfies Tr.(|®Pg)(Pg|) = I;. For example,
we choose |®y) = # 1.220_1 li)s ® |i), where [i),, is the
computational basis of the system and environment. By us-
ing the method of variational imaginary-time evolution in-
troduced in Ref. [34], one can obtain the state |®(B)) ~
Z(B)~'/2e=PH/2|d). Namely, the variational imaginary-time
evolution for the total system with the “Hamiltonian” H ® I,
and the variational quantum circuit drawn in Fig. 9 will
produce |®(8)). We note that |®(8)) satisfies

Tr.(|P(B)) (DB ~ e . (38)

Z(B)

Next, we perform the same VQS algorithm for the Green’s
function at zero temperature by replacing |G) with |®(8)). It
will bring out the variational quantum circuit on the original
system Uy (6) satisfying

(@(BIULB) POULG)IP | 2(B))
~ (@Bl PV P 10(p)
1

— —BE, iHt p(s) —iHt p(s)
_Z(ﬁ) d e (E,le Pl e Pj |E,), (39)

where superscript of the Pauli operator Pi(s) implies that it only
acts on the system s. In Fig. 10, we show the Ansatz quantum
circuit to construct the unitary gate U, (6 (1)). By substituting
the above quantity into Eq. (36), we can evaluate (each term
of) G(z; B).

We finally remark on another way to evaluate Eq. (36)
based on the VQS algorithm. It is possible to obtain several
approximate eigenenergies {£,}X | and eigenstates {|E,)}%_,
of the system by the SSVQE or MCVQE algorithm, and
to perform the VQS algorithm in Sec. III for each obtained
eigenstate |E,). The result approximates an(t) in Eq. (36), so
substituting it as well as £, into Eq. (36) will give the Green’s
function at finite temperature (with truncating the summation

S e R

Vee (Gcin)

=]
~—

»

—
oD
>

|
I

P& | | U, (6)

0) 50 - 7 M -

FIG. 10. The Ansatz quantum circuit for the VQS algorithm
to construct the variational unitary gate Ux(é(t)) which approxi-
mates the time evolution operator U () = =" for the purified state
Gibbs state |®(B)) = V;c(foin)| o) and P{”|®(B)) simultancously
(N =2).

up to n = K). This type of the algorithm does not need the
environment qubits, but the number of energy eigenstates K
to evaluate the Green’s function with fixed accuracy would
exponentially increase as the size of the system and the inverse
temperature S.

B. Computing Green’s function at finite temperature
with excited-states search method

Extension of the algorithm in Sec. IV to the finite-
temperature Green’s function is rather simple. Since we al-
ready introduce a way to evaluate the quantity |(E, [ck 1 |E.) 2,
putting them into Eq. (37) gives the spectral function at
finite temperature with truncating the summation up to n =
K, where K is the number of eigenstates obtained by the
excited-states search algorithms. Again, this method also has
a potential problem of the exponentially increasing number
of eigenstates required to compute the Green’s function with
fixed accuracy.

IX. DISCUSSION AND CONCLUSION

In this paper, we proposed two methods for calculating the
Green’s function compatible with NISQ hardwares. One of
the proposed methods uses the conventional VQE to prepare
a ground state, and directly calculate the real-time retarded
Green’s function for the obtained ground state by the VQS
algorithm. We introduced a method for constructing a vari-
ational quantum circuit which acts as the time evolution
operator for multiple initial states simultaneously, and makes
the quantum circuit for computation of the Green’s function
significantly shallower. Note that this method can be straight-
forwardly applied to evaluation of the linear response function
[65] expressed as

$pat —1') = i(B(t —1'), A(0))o,
B(l _ t/) — eiH(l_t,)Be_iH(t_t/), (40)

where A is an observable coupled to external field, for ex-
ample, magnetic moment or charge density, B an observ-
able to be measured. The other proposed method evaluates
the transition amplitude of the fermion operators between
energy eigenstates of the system by exploiting either the
SSVQE or MCVQE method, and computes the spectral
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function and the Green’s function with the use of the Lehmann
representation.

In numerical simulation for the Green’s function at zero
temperature, both methods successfully reproduced the spec-
tral function of the two-site Fermi-Hubbard model. We here
discuss possible causes to hinder or deteriorate the perfor-
mance of the methods for general large systems. For the first
method by the VQS algorithm, the choice of the Ansatz for the
real-time evolution is crucial: once the variational quantum
state is out of the correct trajectory in the Hilbert space, it is
rare that the state returns to it. Therefore, the Ansatz has to
be chosen carefully so that the simulated quantum state has
remained in a correct trajectory. As for the second method by
the excited-states search methods, it is in general unclear how
many excited states are required to reach the desired precision
of the Green’s function. It will possibly grow exponentially
as the inverse temperature 8 and the size of the system N.
We leave the investigation of these problems and further
comparison of two methods proposed in this study to future
work.

Since the Green’s function is fundamental to study the
nature of quantum systems, we believe our study will extend
the possibility to utilize near-term quantum computers in
condensed matter physics, quantum chemistry, and materials
science.

Note added in proof. Recently, a paper discussing calcu-
lation of the Green’s function with NISQ devices appeared
[66]. The method used in that paper is based on the Lehmann
representation of the Green’s function, and the authors calcu-
lated excited states of the system by performing the VQE with
penalty terms which are proportional to the overlaps between
previously found low excited states [14,15].
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APPENDIX A: RESOURCE ESTIMATION OF THE
ALGORITHM BASED ON THE VARIATIONAL
QUANTUM SIMULATION

In this Appendix, we discuss the number of distinct runs of
quantum circuits required to implement our algorithm based
on the VQS introduced in Sec. III. We first show that the
error of the Green’s function can be upper bounded by a
product of the operator norm of observables involved in the
Green’s function and the trace distance between the ideal
time-evolved state and the state computed by the VQS. Next,
based on the argument in Ref. [33], we discuss the errors
of the real-time Green’s function and clarify two sources of
error: algorithmic error and implementation error. Finally,
we estimate the number of total distinct runs of quantum
circuits needed to achieve a certain accuracy in computing the

Green’s function in the frequency domain, i.e., the spectral
function.

1. Relationship between the error of the Green’s function
and the trace distance

a. Difference of expectation values of an observable
between two states

First, we prove the difference of expectation values of
an observable M for two distinct quantum states (density
matrices) p and o can be upper bounded by the product of the
operator norm of M and the trace distance of the two states. It
follows that

TiM(p — o) = ) miTrlEx(p — )]
k
<D ImilTe[E(p — o)
k

<D IM|Te(Eelp — o)
k

=2|M|D(p,0), (AD)
where ||M|| is an operator norm of M (the largest singular
value of M), and M = )", myE is the spectral decomposition
of M (my, is an eigenvalue of M and E; is the corresponding
projector). We used |Tr[Ex(p — o)]| < Tr(Ex|p — o| [67] and
S E =1

b. Error of the Green’s function as the trace distance
of the ideal state and the trial state

Next, we show the trace distance between the exact state
after time evolution and the state obtained by the VQS gives
the upper bound of the error of the calculated Green’s function
in our algorithm. For simplicity, we only consider ¢ > O.

Let us introduce two wave functions as

1

W (@) = 0. ® U@))IG), + 1),
® U(B(1))P;|G),). (A2)
| (1)) = L(|0> ® e M\G), + 1)
N/ ’ ¢
® e "Pj|G),), (A3)

where a subscript a denotes an ancilla qubit and |G); is the
ground state of the system.

In our algorithm based on the VQS, the Green’s function is
calculated based on the following decomposition [Eq. (14) in
the main text]:

Gi) =Y A (Gle ™ Pe ™ Pj|G)

i
k)4 (k 0
= > A6 w).

iJj

(A4)
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The quantity G}?)(t) is approximated by

Gij(6(1)) = (WEO)XPIWB(1))) + i(W @) YLPIWE®))), (A5)

where the measurement of X,P; and Y, P, correspond to the cases we set ¢ = 0, /2 in Fig. 2 in the main text, respectively. By
using Eq. (A1), the error of this approximation is upper bounded as

. - 2
€.; = |Gij(01) — G| S2V2DAWE ), (1)) + % (A6)

where Gi, i (é (¢)) is an experimentally obtained value of G; ; (5 (t)) according to Eq. (A5) and we denote the trace distance between
two pure states |¢) (| and |¢"){¢’| as D(|¢), |¢’)). The second term in the right-hand side indicates the shot noise, where N, is
the number of measurements for X, P, and Y, P;. Finally, we can describe the error of the Green’s function as follows:

B=Y OIPle <X, |x§">\|xf,-">!<2ﬁ0<|wé)>, |D(1))o) + %) = a(zDu\v(é(r)», D)) + #) (A7)
iJ

where o = «/_Z )»(k)||)\(k)|

2. Algorithmic and implementation errors

We now analyze sources of errors of the real-time Green’s function in this subsection and clarify two of main contributions of
them: algorithmic and implementation errors. According to Ref. [33], we can upper bound the trace distance between the ideal
time-evolved state and the simulated state by the VQS as

Neep

D(W(B(T))), |D(T))y) < D(WE0))), [D(0))g) + Y DUIW(@((n — 1)81))), |¥(F(n81)))), (A8)

n=1

where T is the time to be simulated, U is the exact time evolution operator of small time step 8¢ described as U = exp(—iH §t),
and Ny, = T /6t is the number of time steps. The first term corresponds to the state preparation error of the ground state
via the variational quantum eigensolver (VQE), which we denote as ¢; = D(|\If(§(0))), |®(0))g). The second term, which
accumulates an error for each time step, can be decomposed into two types of errors: algorithmic and implementation errors.
Algorithmic errors contain error due to imperfection of the Ansatz approximating the trial state and one due to a finite time
step. Implementation errors are caused by physical errors stemming from the noisy nature of near-term quantum computers and
the shot noise. We assume physical errors can be ignored because they can be suppressed by using quantum error mitigation
techniques [56,57,68-71], i.e., we consider only the shot noise as the implementation error. By using the triangle inequality, it
follows that

DU|W(@((n — 1)81))), |¥(BH(nd1)))) < DWUWE((n — 1)81))), [W OB (n1)))) + D(W (B 1)), ¥ Q@ ®st))),  (A9)

where | W) denotes the state without implementation errors. The first term in the right-hand side corresponds to the algorithmic
error and the second term does to the implementation error for each time step. We denote these errors de4(n) and de;(n),
respectively.

a. Algorithmic error

The algorithmic error can be written as [33]

Sea(n) = DUV @ (n — 1)st)), |¥ Q@ (ndt)))) = \/A%ﬂ + AP813 + 0(81%), (A10)
where
AP = ($W(B(nd1))|8W (B (nst))) — [(§W(B(nét)| W@ ((n — 1)s1))I?,
_ _ 0y W@ ((n — 1)8t
|8W(B(ndt))) = —iH|W(@B((n — 1)81))) — Ze,fm WO =~ 1) ))), (A11)
p 30k
1 dR ||| d*R d3R > ld?R
A® = [HIIH + - I1H ) + | = || 5= H| +||H?
& = NHIH |+ S0+ | = = —5| I — ) FaE ||>
the matrix norm || .. .| is induced by the vector norm, the operator d/dt is defined as d/dt = é(t) . 3/85, and R==1,®

U (6(1)) is the unitary circuit consisting of the Ansatz [Eq. (20)]. The term proportional to A stems from limited representative
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capability of the Ansarz state |W(®(6)) approximating the true state. The term proportional to A% is, on the other hand, due to
a finite time step §¢. Therefore, the total accumulation of algorithmic errors from¢ = 0to T is

Nslsp

e =Y sealn) S ARLT +/AGher. (A12)
n=1

where AZ), = max, A?) and AY) = max, A?). The first term in the right-hand side does not depend on the time step 5t
because this is the error caused by imperfections of the Ansatz to represent the quantum state after the time evolution, whereas
the second term can be suppressed by taking the small time step.

Here, we also show another important property of our algorithm based on the VQS. By denoting |\II(§ (1)) as |\Il(§ @) =

510), ® [Y1 @) + 1), ® [¥2(6()))) for simplicity, we have

AP = (8910 (n8))|591 (B (n81))) + (842(B(n61))|8v2(6 (n1))))
— 18V 1 @St ) Y1 B (ndt)) > + [(892(6 (1)) [¥2(B (nd1)))[*)
— IRe((8Y11(6(n80))| Y1 (B (n81))) (892(8 (n81)) Y2 (B (nd1))))
= 1(AZ, + AL ) + 118Y1 @ @8 [Y1 B (ns1))) — (812 (B(n8t)) Y26 (nd1))) |, (A13)
where

A2 = (890 (n8t)) 890 (n81))) — (5B (n8t)) [ (B ((n — 1)81)))I,

189:((n81))) = —iH [y (B((n — 1)81))) — Y _ 6" VOt = 130D, (Al4)
k

06k

From the expression above, one can see that Aﬁlz) for |W) is not just a mean of Af) for |v;) and |yr;) but also includes the
term 8y, = %|(8 Vi) — (82 |n)|?. This term, 8,5, indicates that the algorithmic error due to the insufficient Ansatz increases
when we want to find a unitary operator to evolve two input states simultaneously, compared with finding different unitaries for
each state. The term &, clarifies the drawback of our algorithm to find a unitary which simultaneously approximates the time
evolution operator for multiple states.

However, as seen in numerical simulation in Sec. V, we successfully reproduced the real-time Green’s functions of the
two-site Fermi-Hubbard model, which implies that the effect of §;, can be made small. In general, the cost for employing
different unitaries for multiple states and the circuit like in Fig. 1 is much larger than employing a single unitary and the circuit
like in Fig. 2.

b. Implementation error

The implementation error is caused by the shot noise and gives errors in the solution of Eq. (10) in the main text:

MB =V, (A15)
where
(W(H)| 9| W@
M, = Re (W(0)| a[W(H)) 7 (A16)
90; 36; o
k 6=6(nst)
NG
V,~=1m<<xy(9)|H | ()>> (A17)
X 891 N
0=0(nét)

At each time step, the matrix M and the vector V are obtained by measuring outputs of appropriate quantum circuits [33,41],
which include the shot noise. We denote error-free values of the matrix M and the vector V as M, and Vj, and observed values

of them as My + M and V, + 8V, respectively. The solution of Eq. (A15) calculated by M, and V, is denoted by 6o and the one
calculated by My + M and \70 + 5V as 50 + 86. In the first order of 8M, and 8\70, it follows

86 ~ My '8V — My MV, (A18)
and we thus have
> _ - 112
18611 < || My |18V I + |My " | IVolllIsMIl. (A19)
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Since we consider only the shot noise, |18V || and ||SM | can be
described as

M|~ B1 (A20)
N,
Ay

18V ~ N (A21)

where N, is the number of shots to evalgate M and V. When
we denote the derivative of the state |W(6)) as

3|W(0))
06,

D.k
= ng,ila ® WUy ... Ues1Peili—t ... UD|W(D)).
i=1
(A22)

where g;; is a complex number and Py ; is a Pauli operator
[recalling that we have assumed the Ansatz has the form of
Eq. (7) in the main text], Ay, can be written as

Ay =2 Z Z |87‘c,;gq,jl2 (A23)
kg \ i.J
Similarly, Ay is written as
(A24)

Ag=2 > D 1erh ],
k i,j

where the Hamiltonian is written as H =}, h;P; with P
being a Pauli operator and 4; a coefficient.

In Ref. [33], the implementation error is shown to be
approximated as

Ser(n) = D(W(H(nd1))), [w Q@ (ndr))))

_ \Js87BsHs + 051%) < /TBT I8 51
Ap

N,
where A; = |My | Ay + 1My 121IVoll Ay and

S VIB

dt, (A25)

5 — NYOr = Do) 3|W@((n — 1o1))
o 30; 30;

_A(WE((n = 1)30))
d06;

|W(@((n — 1)81)))

W@ ((n — 1)81)))

X (W(@((n — 1)) 0
J

Finally, the total implementation error will be

Nstep (max)
e =Y 8en) < VIBlmn——=T,  (A26)
n=1 Nr
where the superscript and subscript “max” on ||B|| and A;
represent the maximum value forn =1, ..., Nyep.

3. Resource estimation

a. Evaluation of the error of the real-time Green’s function
and the resource estimation

From Egs. (A7), (A12), and (A26), the error of the com-
puted Green’s function by our algorithm based on the VQS
reads as

ef < a<2(es +ex+e)+

1
)
= Ol|:2<65 +VADT + VACST

A 1
VIBl—=T —,
)+ |
where we omitted the subscript and superscript “max” for
simplicity. The first and second terms in the right hand
correspond to the state preparation error and the (part of)
algorithmic error, respectively. Both stem from imperfections
of the Amsatz to represent the ideal quantum state to be
simulated and the analysis of them is not straightforward;
e.g., it depends on details of the system (Hamiltonian) and/or
the Ansatz as well as the optimization method used for the
VQE. We leave them for future work. On the other hand, the
third, fourth, and fifth terms in the right-hand side can be
suppressed by employing sufficiently small time step ¢ and
the large number of shots N,, N,, for measuring the quantum
circuits. Those terms represent the algorithmic error due to a
finite time step, the implementation error, and the shot noise in
evaluating the Pauli matrices involved in the Green’s function,
respectively.

Let us evaluate the size of time step §¢ and the number of
shots N,, N, so as to bound each term in the right-hand side
of Eq. (A27). To upper bound the third term by ¢4, we need
the time step

(A27)

2
—_ %
It means that the number of time steps will be
T  4a?AP9T?
Nstep =L, =3 - (A29)

5t €4
To upper bound the fourth term by ¢;, we need to set the
number of shots to evaluate the matrix M as

42 ||B|| T?
BT, 0
€]

Similarly, if we want to upper bound the fifth term by &, it is
required

012

Ny =—.
2
Em

(A31)

Finally, let us count the number of distinct runs of the
quantum circuits to obtain the Green’s function and discuss its
dependence on the required error bound to the Green’s func-
tion. The number of shots (distinct runs of quantum circuit) to
populate M and V matrix is at most N(,zNg + NygNyNp, where
Ny is the number of parameters (the number of elements of
é), Ny is the number of terms of the Hamiltonian, and Np is
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maxy Np ;. Hence, the number of distinct runs of the quantum
circuits to obtain the Green’s function will be

Niot = Nytep X N, X (NgzNg +N9NHND) + Ny X N,

1604 |BIIA®TS Nio?
= ———————(N;Nj + NyNuyNp) + 2
m

oy , (A32)
where N; is the number of the Pauli matrices in which we
expand the electron creation operator ¢; [see Eq. (13) in the
main text]. This is one of the main results for the resource
estimation for calculating the Green’s function based on the
VQS, although this number is a very loose, or pessimistic,
estimation.

We note that further simplification may be possible when
we set g4 = & = &, = €/3, i.e., we set the total error of the
Green’s function to ¢, ignoring the errors originating from
imperfections of the Ansatz:

129604 B| AT, 9N
tot = ot (NHND + NGNHND) + &2
12960 ||B| AP T?
~ = (N;Nj, + NgNyNp). (A33)

We will use this relationship in the next section.

b. Evaluation of the error of the Green’s function in frequency
domain and the resource estimation

The Green'’s function in frequency domain is defined as

o0
G (w) = f T GR(tYdt (n — +0), (A34)
0
and its imaginary part Im Gf(w) gives the spectrum function.
Suppose the Hamiltonian of interest has the energy spectrum
{Emins - - - » Emax}, where Epin (max) 18 the minimal (maximum)
energy. We assume all energies are positive, Eyi, > 0, without
loss of generality. According to the sampling theorem, to
avoid aliasing in Gf(w), we need to sample the real-time
Green’s function Gf(t) with over twice the maximum fre-
quency contained in it. It means that we need to have the time
step
1 1

8t < = b
2fmax Emnax /N

where fiax = Emax/27 is the maximum frequency of the real-
time Green’s function, in the VQS algorithm. It is important
to note that this bound is constant with regard to the required
accuracy to the real-time Green’s function while the time step
shown in Eq. (A28) depends on it, so we adopt Eq. (A28) as
the time step to be considered. Meanwhile, the necessary evo-
lution time 7j to obtain information of the lowest-frequency
component is Ty = 27 /Eip.

In our simple numerical integration scheme, the real-time
Green’s function is sampled at 7 = 0, 6, ..., Ty. The Green’s
function in frequency domain is approximated as

(A35)

7}] . .
CR(w) ~ / ST GR(dr (7 — +0)
0

Nslep
~ Z GR(nst)e™™ st + 0(81),
n=0

(A36)

where Ny, = Tp/8t is the total number of time steps for
simulation. We note that the first term in the last line is O(8¢°).
When the errors of all data {Gf ~(n(St)}f:’;‘e(‘j are bounded by £, the
error of the imaginary part of Gf(w) can be upper bounded as

3(Im[Gf(@)]) S Nyep - 8- 8t =& Tp. (A37)
The same argument can be made for the real part. Therefore,
if we want to set total accuracy of G,((R)(w) to g, i.e., we should
take & = ¢/Tp. In that case, the total number of measurements
[Eq. (A32)] will be

12960 || B ACTY

tot —

S (NN N

271)° x 1296 || B| A®
- e4E?

min

(N;Nj + NgNuNp). (A38)

Conversely, when the time step 6t is fixed and takes only
errors related to &¢ into account, the error of the Green’s
function in frequency domain is

$(Im[GF(w)]) ~ 20Ty*V A®s1. (A39)

APPENDIX B: DETAILS OF DISCUSSION ON THE
FEASIBILITY OF OUR ALGORITHMS IN SEC. VII

In this Appendix, we provide details of the discussion on
the feasibility of our proposed algorithms in Sec. VII based
on Ref. [55]. We take the the two-dimensional Hubbard model
[Eq. (35) in the main text] of N sites with the open boundary
condition as an example. By applying the Jordan-Wigner
transformation, the Hamiltonian will have the form of H =
> hjPj, where h; is real coefficient and P; is Pauli matrices.
The Hamiltonian Ansatz is defined as [Eq. (32) in the main
text]

nq

[T{]]exp(6\"P) |. (B)
J

d=1

where ny is the depth of the Ansatz and 0D is a parameter
to be optimized in the Amnsatz. In Ref. [55], it is shown
that the number of single-qubit gates and two-qubit gates to
implement the single-depth (ny; = 1) Hamiltonian Ansatz of
this model is

3
Nsingle = 4N51?te + TNsie — 4+/Nsite.»

3
Newo = 8N5§te + Niite — 4+/Nsites (BZ)

with assuming the Z rotation gate and the partial swap gate
as elementary single- and two-qubit operations. Therefore,
the total number of gates is 714 (Nsingle + Niwo). By putting
ng = 1 and N = 25 as in the main text, we obtain Ngjpgle ~
650, Nwo =~ 1000. Alternatively, when we set ny; = N, the
total number of gates is Ningle ~ 16400, Nyywo A~ 2600. In this
case, the tolerable error rate for quantum error correction,
Noae€gate S 2, gives €gae = 8 X 107%2% even if we consider
only the two-qubit gates. This value indicates that the further
improvement of two-qubit gate fidelity is required.
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FIG. 11. Numerical simulation of the VQS algorithm to compute the Green’s function in real time Gf () [(a), (b), (d), (e)] and the spectral
function [(c), (f)] for n; = 4 and the model (30) of U = 3 [(a)—(c)] and U = 6 [(d)—(f)]. The time step is taken as dt = 0.1(0.03) for U = 3(6).
The exact spectral function is calculated by the exact dynamics of the Green’s function in real time from ¢ = 0 to 100 with step dt = 0.1. We

take 1 = 0.2 for the calculation of the spectral functions.

APPENDIX C: ADDITIONAL SIMULATION RESULTS

Here, we show additional numerical results. The results for
ng = 4 are presented in Fig. 11. We can see that the results are
almost identical with the result of n; = 8 in Fig. 5 in the main
text although the peaks of the spectral function are slightly
smeared.

Furthermore, we present results of the variational quantum
simulation (VQS) for four-site Fermi-Hubbard model for fur-
ther convincing the readers of the feasibility of our algorithm.
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The Hamiltonian of the four-site Fermi-Hubbard model is
defined as

>

(czgc,qu,g + H.c.)

i,=1,23,4,0=1,]
! U
+U ZC;,Tcichhciqi -3 Z ngci,a~
i=1 i=1,2,3,4,0=1,]
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FIG. 12. Numerical simulation of the VQS algorithm to compute the Green’s function in real time Gf_,(¢) (a) and the spectral function
(b) of the four-site Fermi-Hubbard model (C1) of U = 6. The Hamiltonian Ansatz (32) of the depth n; = 16 is used and the time step is taken
as dt = 0.03. The exact spectral function is calculated by the exact dynamics of the Green’s function in real time from r = 0 to 100 with step

dt = 0.1. We take n = 0.4 for the calculation of the spectral functions.

033281-15



ENDO, KURATA, AND NAKAGAWA

PHYSICAL REVIEW RESEARCH 2, 033281 (2020)

Simulating this model requires eight qubits, so it is closer to
the current experiments of the near-term quantum computers.
We employ the Hamiltonian Ansatz (32) of the depth ny; = 16
which has 320 parameters (the number of Pauli terms in the
Hamiltonian except for the identity operator is Np = 20). The
result of the numerical simulation of the VQS is displayed
in Fig. 12, which well reproduces the exact result. While
general unitary operators on the system have (2%)? = 65536
real parameters, our Ansatz only uses real 320 parameters to
simulate the dynamics for computing the Green’s function by
using the VQS algorithm in Sec. III.

APPENDIX D: DETAILS ON NUMERICAL SIMULATION

For the numerical calculation in Sec. III, we evaluate the
derivatives appearing in Eq. (11) by numerical differentiation
by taking 86; = 10~* for all parameters 6; of the Ansatz

quantum state. We solve Eq. (10) by minimizing ||M o—V|
by using numpy.linalg.lstsq function implemented in
Python library NUMPY [72] with neglecting the singular values
of M smaller than 1078, The size of the time step dt is taken
so small that there is no significant change in the final result
when decreasing dt.

[1] J. Preskill, Quantum 2, 79 (2018).

[2] A. W. Harrow and A. Montanaro, Nature (London) 549, 203
(2017).

[3] S. Boixo, S. V. Isakov, V. N. Smelyanskiy, R. Babbush, N.
Ding, Z. Jiang, M. J. Bremner, J. M. Martinis, and H. Neven,
Nat. Phys. 14, 595 (2018).

[4] B. Villalonga, D. Lyakh, S. Boixo, H. Neven, T. S. Humble,
R. Biswas, E. G. Rieffel, A. Ho, and S. Mandra, Quantum Sci.
Technol. 5, 034003 (2020).

[5] Z.-Y. Chen, Q. Zhou, C. Xue, X. Yang, G.-C. Guo, and G.-P.
Guo, Sci. Bull. 63, 964 (2018).

[6] J. Chen, F. Zhang, M. Chen, C. Huang, M. Newman, and Y. Shi,
arXiv:1805.01450.

[71 S. McArdle, S. Endo, A. Aspuru-Guzik, S. Benjamin, and
X. Yuan, Rev. Mod. Phys. 92, 015003 (2020).

[8] Y. Cao, J. Romero, J. P. Olson, M. Degroote, P. D. Johnson, M.
Kieferova, 1. D. Kivlichan, T. Menke, B. Peropadre, N. P. D.
Sawaya, S. Sim, L. Veis, and A. Aspuru-Guzik, Chem. Rev.
119, 10856 (2019).

[9] A. Peruzzo, J. McClean, P. Shadbolt, M.-H. Yung, X.-Q. Zhou,
P. J. Love, A. Aspuru-Guzik, and J. L. O’brien, Nat. Commun.
5,4213 (2014).

[10] A. Kandala, A. Mezzacapo, K. Temme, M. Takita, M. Brink,
J. M. Chow, and J. M. Gambetta, Nature (London) 549, 242
(2017).

[11] N. Moll, P. Barkoutsos, L. S. Bishop, J. M. Chow, A. Cross,
D. J. Egger, S. Filipp, A. Fuhrer, J. M. Gambetta, M. Ganzhorn
et al., Quantum Sci. Technol. 3, 030503 (2018).

[12] J. R. McClean, J. Romero, R. Babbush, and A. Aspuru-Guzik,
New J. Phys. 18, 023023 (2016).

[13] K. M. Nakanishi, K. Mitarai, and K. Fujii, Phys. Rev. Res. 1,
033062 (2019).

[14] O. Higgott, D. Wang, and S. Brierley, Quantum 3, 156 (2019).

[15] T. Jones, S. Endo, S. McArdle, X. Yuan, and S. C. Benjamin,
Phys. Rev. A 99, 062304 (2019).

[16] R. M. Parrish, E. G. Hohenstein, P. L. McMahon, and T. J.
Martinez, Phys. Rev. Lett. 122, 230401 (2019).

[17] J. R. McClean, M. E. Kimchi-Schwartz, J. Carter, and W. A. de
Jong, Phys. Rev. A 95, 042308 (2017).

[18] V. L. Bonch-Bruevich and S. V. Tyablikov, The Green Function
Method in Statistical Mechanics (Dover, New York, 2015).

[19] A. A. Abrikosov, L. P. Gorkov, and 1. E. Dzyaloshinski, Meth-
ods of Quantum Field Theory in Statistical Physics (Dover,
New York, 2012).

[20] A. L. Fetter and J. D. Walecka, Quantum Theory of Many-
particle Systems (Dover, New York, 2012).

[21] H. Ding, T. Yokoya, J. C. Campuzano, T. Takahashi, M.
Randeria, M. Norman, T. Mochiku, K. Kadowaki, and J.
Giapintzakis, Nature (London) 382, 51 (1996).

[22] J. M. Coey, Magnetism and Magnetic Materials (Cambridge
University Press, Cambridge, 2010).

[23] M. Z. Hasan and C. L. Kane, Rev. Mod. Phys. 82, 3045 (2010).

[24] B. Bauer, D. Wecker, A. J. Millis, M. B. Hastings, and
M. Troyer, Phys. Rev. X 6, 031045 (2016).

[25] J. Kreula, S. R. Clark, and D. Jaksch, Sci. Rep. 6, 32940 (2016).

[26] D. Wecker, M. B. Hastings, N. Wiebe, B. K. Clark, C. Nayak,
and M. Troyer, Phys. Rev. A 92, 062318 (2015).

[27] A. Roggero and J. Carlson, Phys. Rev. C 100, 034610 (2019).

[28] T. Kosugi and Y.-I. Matsushita, Phys. Rev. A 101, 012330
(2020).

[29] J. S. Pedernales, R. Di Candia, I. L. Egusquiza, J. Casanova,
and E. Solano, Phys. Rev. Lett. 113, 020505 (2014).

[30] H. Lamm, S. Lawrence, and Y. Yamauchi (NuQS Collabora-
tion), Phys. Rev. D 100, 034518 (2019).

[31] N. Mueller, A. Tarasov, and R. Venugopalan, Phys. Rev. D 102,
016007 (2020).

[32] H. Lamm, S. Lawrence, and Y. Yamauchi, Phys. Rev. Res. 2,
013272 (2020).

[33] Y. Li and S. C. Benjamin, Phys. Rev. X 7, 021050 (2017).

[34] X. Yuan, S. Endo, Q. Zhao, S. Benjamin, and Y. Li, Quantum 3,
191 (2019).

[35] S. McArdle, T. Jones, S. Endo, Y. Li, S. C. Benjamin, and
X. Yuan, npj Quantum Inf. 5, 1 (2019).

[36] S. Endo, J. Sun, Y. Li, S. Benjamin, and X. Yuan, Phys. Rev.
Lett. 125, 010501 (2020).

[37] K. Heya, K. M. Nakanishi, K. Mitarai, and K. Fujii,
arXiv:1904.08566.

[38] J. Frenkel, Wave Mechanics: Advanced General Theory
(Clarendon Press, Oxford, 1934).

[39] P. A. M. Dirac, Math. Proc. Cambridge Philos. Soc. 26, 376
(1930).

[40] A. D. McLachlan, Mol. Phys. 8, 39 (1964).

[41] K. Mitarai and K. Fujii, Phys. Rev. Res. 1, 013006 (2019).

[42] J. Stokes, J. Izaac, N. Killoran, and G. Carleo, Quantum 4, 269
(2020).

[43] J. T. Seeley, M. J. Richard, and P. J. Love, J. Chem. Phys. 137,
224109 (2012).

[44] S. B. Bravyi and A. Y. Kitaev, Ann. Phys. 298, 210 (2002).

033281-16


https://doi.org/10.22331/q-2018-08-06-79
https://doi.org/10.1038/nature23458
https://doi.org/10.1038/s41567-018-0124-x
https://doi.org/10.1088/2058-9565/ab7eeb
https://doi.org/10.1016/j.scib.2018.06.007
http://arxiv.org/abs/arXiv:1805.01450
https://doi.org/10.1103/RevModPhys.92.015003
https://doi.org/10.1021/acs.chemrev.8b00803
https://doi.org/10.1038/ncomms5213
https://doi.org/10.1038/nature23879
https://doi.org/10.1088/2058-9565/aab822
https://doi.org/10.1088/1367-2630/18/2/023023
https://doi.org/10.1103/PhysRevResearch.1.033062
https://doi.org/10.22331/q-2019-07-01-156
https://doi.org/10.1103/PhysRevA.99.062304
https://doi.org/10.1103/PhysRevLett.122.230401
https://doi.org/10.1103/PhysRevA.95.042308
https://doi.org/10.1038/382051a0
https://doi.org/10.1103/RevModPhys.82.3045
https://doi.org/10.1103/PhysRevX.6.031045
https://doi.org/10.1038/srep32940
https://doi.org/10.1103/PhysRevA.92.062318
https://doi.org/10.1103/PhysRevC.100.034610
https://doi.org/10.1103/PhysRevA.101.012330
https://doi.org/10.1103/PhysRevLett.113.020505
https://doi.org/10.1103/PhysRevD.100.034518
https://doi.org/10.1103/PhysRevD.102.016007
https://doi.org/10.1103/PhysRevResearch.2.013272
https://doi.org/10.1103/PhysRevX.7.021050
https://doi.org/10.22331/q-2019-10-07-191
https://doi.org/10.1038/s41534-019-0187-2
https://doi.org/10.1103/PhysRevLett.125.010501
http://arxiv.org/abs/arXiv:1904.08566
https://doi.org/10.1017/S0305004100016108
https://doi.org/10.1080/00268976400100041
https://doi.org/10.1103/PhysRevResearch.1.013006
https://doi.org/10.22331/q-2020-05-25-269
https://doi.org/10.1063/1.4768229
https://doi.org/10.1006/aphy.2002.6254

CALCULATION OF THE GREEN’S FUNCTION ...

PHYSICAL REVIEW RESEARCH 2, 033281 (2020)

[45] P. Jordan and E. Wigner, Z. Phys. 47, 631 (1928).

[46] J. I. Colless, V. V. Ramasesh, D. Dahlen, M. S. Blok, M. E.
Kimchi-Schwartz, J. R. McClean, J. Carter, W. A. de Jong, and
I. Siddiqi, Phys. Rev. X 8, 011021 (2018).

[47] M. C. Gutzwiller, Phys. Rev. Lett. 10, 159 (1963).

[48] J. Kanamori, Prog. Theor. Phys. 30, 275 (1963).

[49] J. Hubbard, Proc. R. Soc. London, Ser. A 276, 238 (1963).

[50] Qulacs, https://github.com/qulacs/qulacs

[51] J. R. McClean, N. C. Rubin, K. J. Sung, I. D. Kivlichan, X.
Bonet-Monroig, Y. Cao, C. Dai, E. S. Fried, C. Gidney, B.
Gimby et al., Quantum Sci. Tech. 5, 034014 (2020).

[52] D. Wecker, M. B. Hastings, and M. Troyer, Phys. Rev. A 92,
042303 (2015).

[53] J.-M. Reiner, E. Wilhelm-Mauch, G. Schon, and M. Marthaler,
Quantum Sci. Technol. 4, 035005 (2019).

[54] B. T. Gard, L. Zhu, G. S. Barron, N. J. Mayhall, S. E.
Economou, and E. Barnes, npj Quantum Inf. 6, 10 (2020).

[55] Z. Cai, Phys. Rev. Appl. 14, 014059 (2020).

[56] K. Temme, S. Bravyi, and J. M. Gambetta, Phys. Rev. Lett. 119,
180509 (2017).

[57] S. Endo, S. C. Benjamin, and Y. Li, Phys. Rev. X 8, 031027
(2018).

[58] T. P. Harty, D. T. C. Allcock, C. J. Ballance, L. Guidoni,
H. A. Janacek, N. M. Linke, D. N. Stacey, and D. M. Lucas,
Phys. Rev. Lett. 113, 220501 (2014).

[59] C.J.Ballance, T. P. Harty, N. M. Linke, M. A. Sepiol, and D. M.
Lucas, Phys. Rev. Lett. 117, 060504 (2016).

[60] M. Zwolak and G. Vidal, Phys. Rev. Lett. 93, 207205 (2004).

[61] F. Verstraete, J. J. Garcia-Ripoll, and J. I. Cirac, Phys. Rev. Lett.
93, 207204 (2004).

[62] S. Sugiura and A. Shimizu, Phys. Rev. Lett. 108, 240401
(2012).

[63] E. M. Stoudenmire and S. R. White, New J. Phys. 12, 055026
(2010).

[64] J. Cohn, K. S. Najafi, F. Yang, B. Jones, and J. K. Freericks,
arXiv:1812.03607.

[65] R. Kubo, J. Phys. Soc. Jpn. 12, 570 (1957).

[66] 1. Rungger, N. Fitzpatrick, H. Chen, C. H. Alderete, H. Apel,
A. Cowtan, A. Patterson, D. M. Ramo, Y. Zhu, N. H. Nguyen et
al., arXiv:1910.04735.

[67] M. A. Nielsen and I. Chuang, Quantum Computation and Quan-
tum Information (Cambridge University Press, Cambridge,
2002).

[68] S. McArdle, X. Yuan, and S. Benjamin, Phys. Rev. Lett. 122,
180501 (2019).

[69] C. Song, J. Cui, H. Wang, J. Hao, H. Feng, and Y. Li, Sci. Adv.
5, eaaw5686 (2019).

[70] A. Kandala, K. Temme, A. D. Coércoles, A. Mezzacapo,
J. M. Chow, and J. M. Gambetta, Nature (London) 567, 491
(2019).

[71] S. Zhang, Y. Lu, K. Zhang, W. Chen, Y. Li, J.-N. Zhang, and
K. Kim, Nat. Commun. 11, 1 (2020).

[72] T. E. Oliphant, Guide to NumPy, 2nd ed. (CreateSpace Indepen-
dent Publishing Platform, North Charleston, SC, 2006).

033281-17


https://doi.org/10.1007/BF01331938
https://doi.org/10.1103/PhysRevX.8.011021
https://doi.org/10.1103/PhysRevLett.10.159
https://doi.org/10.1143/PTP.30.275
https://doi.org/10.1098/rspa.1963.0204
https://github.com/qulacs/qulacs
https://doi.org/10.1088/2058-9565/ab8ebc
https://doi.org/10.1103/PhysRevA.92.042303
https://doi.org/10.1088/2058-9565/ab1e85
https://doi.org/10.1038/s41534-019-0240-1
https://doi.org/10.1103/PhysRevApplied.14.014059
https://doi.org/10.1103/PhysRevLett.119.180509
https://doi.org/10.1103/PhysRevX.8.031027
https://doi.org/10.1103/PhysRevLett.113.220501
https://doi.org/10.1103/PhysRevLett.117.060504
https://doi.org/10.1103/PhysRevLett.93.207205
https://doi.org/10.1103/PhysRevLett.93.207204
https://doi.org/10.1103/PhysRevLett.108.240401
https://doi.org/10.1088/1367-2630/12/5/055026
http://arxiv.org/abs/arXiv:1812.03607
https://doi.org/10.1143/JPSJ.12.570
http://arxiv.org/abs/arXiv:1910.04735
https://doi.org/10.1103/PhysRevLett.122.180501
https://doi.org/10.1126/sciadv.aaw5686
https://doi.org/10.1038/s41586-019-1040-7

