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Abstract

A measurement of the top-quark mass is presented using the distribution of the in-
variant mass my;, of the lepton and the b-quark originating from top-quark decays.
The analysed dataset of pp-collisions at a centre-of-mass energy /s = 8 TeV was
recorded by the CMS experiment at the LHC, and corresponds to an integrated lumi-
nosity of 19.7 fb~!. Top-quark pair candidate events are selected with two opposite-
charge isolated leptons, one electron and one muon, and at least two jets in the final
state. Using the m;; shape prediction from MadGraph a top-quark mass of 172.3 £1.3
GeV is obtained, consistent with previous measurements and with the world average.
In addition, a study is presented in which the shape and/or normalisation of the mea-
sured my;, distribution are used to extract the top-quark mass using different theory
predictions, the MadGraph simulation as well as a fixed-order QCD calculation.
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1 Introduction

The top quark is the heaviest of the known elementary particles. The top-quark mass, my,
is a fundamental parameter of quantum chromodynamics (QCD) and its value affects the-
oretical predictions significantly. Most direct measurements of m; are based on the full or
partial kinematic reconstruction of top-quark decays in tf events and make use of the rela-
tion of reconstructed observables with the top-quark mass parameter m; as implemented in
the simulation. The current world average of direct measurements is m; = 173.34 £0.27 (stat)
£0.71 (syst) GeV [1]. Despite the remarkable precision that has been achieved already, the phe-
nomenological applications give strong motivations to further decrease the uncertainty and to
gain a better understanding of the relation between the experimental results for m; and the
mass parameters that are employed in the theory calculations [2, 3].

It is thus necessary to use alternative methods of top-quark mass determination and to study
the involved theoretical uncertainties. One alternative approach is to determine m; from the
inclusive cross section measurement. This yields m; as defined in the theory scheme of the
employed calculation of top-quark pair production. However, the obtained precision is inferior
compared to direct measurements, with similar contributions from experimental and theory
uncertainties. In particular, sensitivity of the measurement to the theoretical description of the
top-quark pair production, like missing higher order contributions, description of the proton
structure and uncertainty on the value of the strong coupling constant, limit the precision of
this method of top-quark mass determination [4]. Extensive theoretical studies were performed
to explore different kinematic distributions involving the top-quark decays, as reviewed in [3],
which could be promising in determination of an unambiguously defined top-quark mass with
only small dependence on the description of the production mechanism.

Top quarks decay almost exclusively into a bottom quark (b) and a W boson. Events with top-
quark pairs (tf) can thus be classified according to the decay modes of the two W bosons. In the
present analysis, we consider cases where top quarks and antiquarks decay semileptonically
viat — WTb — [Tvb. The invariant mass of the b-quark and the lepton, my,, is found [5]
to be very sensitive to the top-quark mass value and not significantly affected by the details
of the production mechanism or the choice of parton distribution functions (PDFs) of the pro-
ton. Already before the start of the LHC, it was suggested to employ the my, distribution in
dileptonic t decays for measurements of m; [6]. Next-to-leading-order (NLO) corrections to the
top-quark decay are available [7, 8]. It has been concluded [5], that this distribution is well
under theoretical control and can be used for the determination of the top-quark pole mass.

In the present analysis, the my, distribution of tf candidate events is reconstructed and con-
fronted to theory predictions using Monte Carlo (MC) simulation and fixed-order QCD predic-
tions at leading order (LO) and at next-to-leading order (NLO), which implies an unambigu-
ously defined pole mass of the top quark. Pair production of top quarks yielding an electron
and a muon in the final state is investigated. This channel is chosen because of its high exper-
imental precision. The top-quark mass is determined by studying the m;-dependence of my,
and investigating the impact of both the relative shape and the absolute event rate of the my,
distribution.

2 Theory and simulation

The production of top-quark pairs is simulated using MC techniques based on the matrix-
element (ME) generator MADGRAPH 5.1.5.11 [9], interfaced with MADSPIN [10] for the decay
of heavy resonances, PYTHIA 6.426 [11] for parton showering (PS) and hadronization using the
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Z2* tune [12], and TAUOLA for the decay of T leptons. In the simulation, the proton structure
is described by the PDF set CTEQ6L1 [13]. Dedicated MC samples are employed to study the
dependence of the result on the choice of the hard scattering scale (Q?), of the ME-PS matching
scale, and of the value of the top-quark mass. The tf simulation is normalized to the integrated
luminosity of the data using the prediction at NNLO+NNLL QCD for the inclusive tf cross
section [14]. In the following, the MC simulation will be referred to as MADGRAPH+PYTHIA.

The production of single top-quarks in association with a W boson is simulated using POWHEG
1.0 r1380 [15-18] interfaced with PYTHIA and TAUOLA. These tW samples are normalized us-
ing the cross-section prediction at approximate NNLO [19] taking the m; dependence of the
single-top production rate into account according to [20]. The production of top-quark pairs in
association with vector bosons (tf + vy, tt + W, tf + Z) as well as Drell-Yan and W+jet produc-
tion are simulated with MADGRAPH interfaced with PYTHIA. Diboson production (WW, WZ,
27) as well as QCD-production of eu+jets events are simulated with PYTHIA. The MC gener-
ated events have been passed through a full simulation of the CMS detector based on GEANT
4 [21].

Alternatively, the fixed-order calculation MCFM [8, 22, 23] at LO and NLO is used for the de-
termination of m;. The simulated top-pair production includes semi-leptonic decays for both
the top quark and antiquark. At NLO, the calculation includes radiative corrections to the
decay and to the production, which allows for study their impact on the determined m;. All
calculations used in this analysis assume Wtb couplings according to the standard model.

3 Dataset and event selection

The present analysis makes use of tf candidate events with an opposite-charged lepton pair
e*uT in the final state. The data were recorded by the CMS experiment at a centre-of-mass
energy /s = 8 TeV, corresponding to an integrated luminosity of 19.740.9 fb™'.

The events are triggered if they contain at least one isolated electron and at least one muon, with
one of these lepton candidates having a transverse momentum, pr, larger than 17 GeV and the
other above 8 GeV. For the final selection, both electron and muon are required to have a trans-
verse momentum of pr > 20 GeV and a pseudo-rapidity of |1| < 2.4. Furthermore, they are re-
quired to fulfill the isolation condition [24] I; < 0.1 (electrons) and I,; < 0.12 (muons), where
Lo is defined as the sum of the transverse energy deposits in a cone of AR = /(An)? + (A¢)?
around the lepton, relative to the transverse momentum of the lepton itself. Here, Ay and A¢
are the differences in pseudorapidity and azimuthal angle between any element of energy and
the axis of the lepton. The cone is chosen as AR = 0.4 for muons and AR = 0.3 for electrons and
the isolation values are corrected for pileup effects. The invariant mass of the two leptons is
required to be mj; > 20 GeV. The pair with the largest scalar sum of lepton transverse momenta
in the event is considered as a signal candidate.

In addition, the event must have at least two jets, with at least one of them being b-tagged.
Jets are reconstructed using the anti-kr clustering algorithm [25] with a distance parameter of
R = 0.5 and are required to have pr > 30GeV and || < 2.4. The b-quark jets are identified
by using secondary vertex information with a mis-identification rate of O(10%). Electrons,
muons, and jets are reconstructed using the particle-flow algorithm. The contamination from
pileup is minimized by performing a charged-hadron subtraction and removing remaining
neutral components. Top-quark pair events involving decays W — tv are considered as signal
if the T decays directly to e or u and the final state of the event satisfies the e*u™ selection
criteria described above.
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Figure 1: Event rate, shown as a function of the transverse momentum (left) and pseudora-
pidity (right) of the leading b-jet (top), the leading lepton (middle), and the second leading
lepton (bottom). The bullets represent the experimental data with their statistical uncertainties,
shown by the vertical error bars. The simulated rates for signal and different background con-
tributions are represented by the histograms of different styles. The corresponding ratios of the
observed and the predicted event rates are also shown. Here, the filled areas represent statis-
tical uncertainties on the prediction. These are combined with systematic uncertainties due to
systematic variations into a total uncertainty, indicated by the hatched areas in both, top and
bottom panels. These systematic uncertainties do not account for luminosity and background
normalization.
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In Figure 1 comparisons of the data to the simulation are shown as functions of several vari-
ables. The simulation is corrected using data-driven estimates for trigger, lepton identification
and isolation, and b-tagging efficiencies. Trigger efficiencies are derived as a function of lepton
pseudorapidities (|77.|, |77,|) by using a set of independent triggers for both data and simulated
events. Lepton identification and isolation efficiencies are extracted using a “tag and probe”
technique using Z° decays into leptons. From the total number of the selected events, the ex-
pected fraction of tf signal is 92%, with 80% being ey decays and 12% having at least one T
decay. The most significant background contributions arise from Drell-Yan (1.5%) and single-
top quark production (4%).

4 Definition of my,

The top-quark decay chain considered in this analysis is t — Wb followed by W — [v. With
neglected lepton and b-quark masses, at leading order, my, is directly related to m; and the
mass of the W boson, myy, as:

2 _ 2
m? —m
mjy = LW

L = 5 (1 —cosOy) . (1)
Here, 0y, is the opening angle between the lepton and the b-quark in the W-boson rest frame.
This relation illustrates that the my, distribution has an endpoint at

max(my,) &~ \/m? — m?, ()

i.e. around 153 GeV for a top-quark mass of 173 GeV. The actual measured my, distribution
is modified by several effects, among them higher-order corrections which include additional
radiation within the top-quark decay, and experimental effects such as limited detector accep-
tance and finite resolution in the reconstruction of the lepton and jet four-momenta. Further-
more, the endpoint is smeared out by events in which the assignment of lepton and b-jet is not
correct.

In this analysis, my, is reconstructed by choosing the permutation that minimizes the value of
my, in each event and only the b-jet candidate with the highest pr is considered together with
both leptons (e* and uT). By construction, only one top quark in each event is used. In this
particular definition, referred to as mfgm in the following, correct /b combinations are found in
about 85% of the cases [6]. The visible phase space of the analysis is defined by the transverse
momenta of p}. > 20 GeV for the leptons and pr > 30 GeV for b-jets in a pseudo-rapidity range
of || < 2.4. Throughout this paper, the analysis is performed in this visible phase space. For
the analysis using MCFM, the visible phase space is defined at parton level in the same way,
i.e.pl. > 20 GeV for the leptons and p% > 30 GeV for the b-quark in a pseudo-rapidity range
of || < 2.4.

In Fig. 2, the reconstructed mﬁ;‘in is compared to the simulation using m; = 172.5GeV. The m;-
dependence of the signal component is illustrated in Fig. 3. The value of m; alters both, the
absolute normalization of the predicted tf production rate and the shape of the mi" distribu-
tion. Therefore, the top-quark mass can be determined from the absolute rate or the shape or

the combination of both rate and shape information.
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Figure 2: Observed ml" distribution as compared to the simulation using m; = 172.5GeV.
The bullets represent the experimental data with their statistical uncertainties, shown by the
vertical error bars. The simulated rates for signal and different background contributions are
represented by the histograms of different styles. The corresponding ratios of the observed and
the predicted event rates are also shown. Here, the filled areas represent statistical uncertainties
on the prediction. These are combined with systematic uncertainties due to systematic varia-
tions into a total uncertainty, indicated by the hatched areas in both, top and bottom panels.
These systematic uncertainties do not account for luminosity and background normalization.
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Figure 3: The absolute (left) and relative (right) event rates as a function of mfgm for different
top-quark masses as predicted by the MADGRAPH+PYTHIA simulation.
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5 Determination of m; from the ml'" shape

The top-quark mass value is determined by comparison of the experimentally observed yields
Nops in individual bins of the (rate-normalized) mp™ distribution with the prediction Npeq for
different values of m;. For a given top-quark mass and bin i, an estimator x?(m;,1) is defined

as
Npreai (1t) — Nobs,i)?
Xz(mt; Z) _ ( prec;,z( t) ; obs,z) (3)
A pred,i + Aobs,i

with Apreqi and Agps,; being the statistical uncertainties in a Gaussian approximation of the
prediction or measurement, respectively.

To allow for a continuous scan of )(Z(mt, i), the m;-dependences of the predicted event yields
Npred,i(m;) are derived including both, signal and background. For this purpose, the yields are
evaluated for different values of m; = 166.5, 169.5, 171.5, 172.5, 173.5, 175.5, and 178.5 GeV. The
resulting dependence is well described by a second-order polynomial, which determines the
predicted number of events for any given value of m;. The m;-dependence of the m{l'" shape
for the background contributions is not considered. The background contribution from single-
top quark events was studied and found negligible (see Section 6). The individual x?(m;, 1)
are summed over the bins to a global x?(m;) and the top-quark mass is determined from its
minimum x2. . The statistical uncertainty is obtained applying the criterium x2. + 1. The
analysis was performed in a blind-analysis approach, using pseudo-experiments to determine
the systematic uncertainties as well as possible biases of the extraction method. No bias was
found.
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Figure 4: The normalized event yields for ¢f production at the LHC at V=8 TeV, presented as a
function of m". The bullets represent the experimental data points and the error bars indicate
their statistical uncertainties. The predictions from MADGRAPH+PYTHIA are presented for
my=178.5 GeV (red band), m;=172.5 GeV (green band) and m;=166.5 GeV (blue band). The
widths of the bands represent the statistical uncertainties of the predictions. The inset shows
the x? distribution as a function of the MC simulation parameter m; as determined from the fit
of the simulation to the shape of the data.

The resulting value of the top-quark mass with its total uncertainty is m;=172.3 1.3 GeV. The
distributions of the normalized event yields as a function of the m'", together with predic-
tions by MADGRAPH+PYTHIA is shown in Figure 4. A detailed description of the systematic
uncertainties is given in the following section.



6 Systematic Uncertainties

Systematic uncertainties on the measurement arise from detector effects as well as from un-
certainties on assumptions in the MC simulation. Each systematic uncertainty is investigated
separately, and determined individually in each bin of the measurement, by variation of the
corresponding efficiency, resolution, or scale within its uncertainty. For each variation, the
event yield as a function of mjli" is recalculated. The respective value of m; is derived and the
difference to the nominal result is taken as systematic uncertainty, if statistically significant.
Otherwise, the statistical uncertainty is used instead. The overall uncertainty on the measure-
ment is then derived by adding the individual contributions in quadrature. The considered
sources of experimental uncertainty are listed in Table 3 and described in the following.

e Lepton trigger efficiencies are measured using triggers that are only weakly cor-
related to the dilepton triggers used in the analysis. A dependence on the pseu-
dorapidity of a few percent is observed and scale factors are derived, with typical
variations of about 1.3%. The lepton identification and isolation uncertainties are de-
termined using the "tag-and-probe” method [26] with Z-boson event samples with a
typical value of O(1%).

e The uncertainty due to the jet energy scale is determined by variation of the jet en-
ergy in bins of transverse momentum and rapidity [27]. These variations are divided
into main uncertainty sources, as listed in Table 1, with the effect of each source being
estimated individually. The uncertainty on the jet energy resolution (JER) is deter-
mined by variation of the simulated JER by about £2.5%, +4%, and £5%, for the
pseudorapidity regions |y| < 1.7,1.7 < || < 2.3, and |57| > 2.3, respectively [27].

Table 1: Subgroups of the JEC-sources of the correlated uncertainty

Short name description

MPF in-situ systematic uncertainties from Z+jet/y+jet scale determinations
Intercalibration | relative uncertainties from FSR modeling

Pileup pileup dependent terms

Uncorrelated remaining uncertainties

e The uncertainty due to the b-tagging efficiency is determined by varying the b-
tagging scale factors for the b jets by the uncertainties quoted in Ref. [28].

e The impact of the b-fragmentation modeling is evaluated by varying the Bowler-
Lund b-fragmentation function in Tune Z2* to agree with xg measurements by ALEPH [29]
and DELPHI [30]. The differences are symmetrized.

e The flavor-dependent hadronization uncertainty is part of the JES uncertainty and
comes from differences in the energy response for different jet flavors and flavor mix-
tures. It originates in differences between the Lund fragmentation model (PYTHIA)
and cluster fragmentation (HERWIG++ [31]) and is evaluated for each jet flavor in-
dependently. The resulting uncertainties on m; are summed linearly.

e The semi-leptonic branching fraction of B hadrons is varied within the uncertainties
given in [32].
e The uncertainty due to the choice of the matrix element generator is estimated by

comparing the central result obtained using MADGRAPH+PYTHIA with the result
obtained with POWHEG+PYTHIA. The differences are symmetrized.

e The pileup model estimates the mean number of pp interactions to be about 20.5
events per bunch crossing. This value is derived from the total inelastic proton-
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proton cross section [33]. The systematic uncertainty is determined by varying this
cross section within £5% and propagating the effect to the simulation.

e The uncertainties on the background arise from the modeling of the background
processes. A global variation is applied to each background contribution to account
for both, normalization and differences between different background models. In
the case of single-top quark background, a variation of 30% accounts for the theory
uncertainty on the absolute rate and includes additional uncertainties due to PDF.
In addition, the influence of the m;-dependence of the contribution of single-top
quark production on the resulting my, shape is studied for the central and extreme
values of m; and found to be small as compared to statistical uncertainties. The same
global variation is applied to the second dominant background contribution from
Drell-Yan events. The predicted cross section has an uncertainty of ~ 5% and the
variation by 30% used here is a conservative estimate of the uncertainty, suggested
by data-driven estimates. Although negligible, the contributions of the remaining
backgrounds are varied by the same amount.

e Inthe MADGRAPH signal event sample, the renormalization and factorization scales

aresetto y, = u f= Q,withQ = m% +) Pzrr where the transverse momenta sum
runs over all additional final-state partons. The uncertainty due to missing higher-
order corrections in the used model is determined by the variation of the renormal-
ization and factorization scales up and down simultaneously by factors of 2 around
the central values. The influence of the scale choice for the matching of the matrix
element (ME) and the parton shower (PS) part in MADGRAPH is studied by scaling
its reference value of 20 GeV by a factor of two up and down. The corresponding
relative variations of mjii" for m; = 172.5 GeV with respect to the central result are
used also for other choices of m;.

e The uncertainty on the luminosity measurement is 2.6% [34].

e The prediction is reweighted to describe the transverse momentum of the top quark,
ptT, as measured in the data [35]. The difference between the resulting m; to its central
value is assigned as an additional symmetric uncertainty.

e The modelling of underlying event (UE) and color reconnection (CR) effects and
their impact on the top-quark mass determination are investigated using different
Perugiall tunes of PYTHIA including the tune without CR effects, respectively. The
effects of both, UE and CR are propagated into the uncertainty on the top-quark
mass and are found to be small.

e The uncertainties due to PDF are estimated as follows. The PDF uncertainties, PDF ¢,
originate mostly from the unmeasured phase space and are estimated using eigen-
vectors of the CTIONLO PDF at 90% CL according to prescription of the CT10 col-
laboration.

e The uncertainty due to choice of a second-order polynomial as parameterization
function for the m; dependence of the event yields was studied by using other func-
tional forms. The maximum variation of the resulting m; is assigned as an additional
uncertainty.

7 Determination of m; using MCFM

In the following, an alternative technique is presented which allows to use fixed-order calcu-
lations, such as MCFM, to determine their top-quark mass parameter. The advantage of this



technique is the unambiguous definition of m;, e.g.in MCFM as a pole mass of the top quark.
However, MCFM, like many other theory predictions, does not implement the simulation of the
complete final state of the events at detector level. Here, a folding approach is presented, in
which the theory prediction is folded with the detector response as described by a response
matrix, such that the folded theory prediction, for a given observable, can be confronted with
the data at reconstruction level. The analysis, performed here on MCFM as one example, can
be extended to any higher-order differential calculation of tf production and decay, using a
cleanly defined top-quark mass, once available.

The response matrix M™P relates the differential cross section prediction &pred to the number
of events N'pred,det expected at detector level:

Npred,det =L - M*P. apred/ 4)
where £ stands for the integrated luminosity.

M"*P contains all corrections, including acceptance corrections, bin-to-bin migrations and de-
tector efficiencies, and is determined from Monte Carlo simulation as

Mresp o Ni'
ii T yn N
ij 7o Nij

©)

where Nj; represent the number of events that are generated in a certain bin i and are recon-
structed in bin j, and n stands for the total number of bins. The entries Njy account for events
that belong to the generator bin i but, due to detector efficiencies, do not enter the reconstructed
distribution.

In Fig. 5 (left), the response matrix Mf].ESp is shown for the case of m;=172.5 GeV. A strong cor-
relation between the generated and reconstructed distributions is observed. The contribution
from the efficiency, i.e. the fraction of events that were generated in the my, bin i, that also fulfill
the event selection criteria and are reconstructed in any of the visible mﬁj‘m bins,

YL N

€ = ) 6
1 2;1:0 Nl] ( )

is shown in Fig. 5 (right).

In this analysis, the fixed-order calculation MCFM is used which is available at leading order LO
and next-to-leading order (NLO) QCD. The corresponding MCFM routines are modified to ap-
ply the visible phase-space requirements as described in section 4. The configuration of MCFM
that is referred to as MCFM (NLO) in the following, includes NLO contributions only to the
production of the top-quark pair, the decay of the top-quarks modelled in leading order. This
configuration is expected to correspond closest to the decay definition in MADGRAPH+PYTHIA.

The fit of the mf{)‘in distribution as predicted by MCFM (NLO) for different values of m; to the
shape of the data results in a value of m; =171.4 ﬂ:(l) GeV.

The experimental uncertainties, including those on the Monte Carlo mass parameter, are deter-
mined by use of individual response matrices for each source of uncertainty. The uncertainties
of the response matrix and of the specific theory prediction are assumed uncorrelated and are
therefore added in quadrature. The resulting distribution can be directly compared to the data,
after addition of the backgrounds, obtained using the MADGRAPH + PYTHIA simulation.

Effects from radiative corrections are also studied. The result, when using the fit to the shape
with MCFM at LO, is m; =171.5 JjH GeV, very similar to the one above with MCFM (NLO),
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Figure 5: Left panel: the response matrix, quantifying all detector detector effects, as defined in
Eqg. 5, presented as a function of generated and reconstructed values of mjp™™. Right panel: the

efficiency, as defined in Eq. 6, shown as a function of the reconstructed value of mjii".
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Figure 6: The normalized event yields for ¢f production at the LHC at /s=8 TeV, presented as a
function of m{™. The bullets represent the experimental data points and the error bars indicate
their statistical uncertainties. The predictions from the MCFM calculation at NLO are presented
for my=178.5 GeV (red band), m;=172.5 GeV (green band) and m;=166.5 GeV (blue band). The
widths of the bands represent the statistical uncertainties of the predictions. The inset shows
the x? distribution as a function of the mass parameter m; in MCFM as determined from the fit
of the simulation to the shape of the data.
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indicating that the sensitivity of this measurement to the details of the production process are
indeed small [5]. Alternatively, using MCFM including real and virtual corrections to next-to-
leading order also in the decay, a shift of the resulting value of the top-quark mass of +-0.9 GeV
is observed.

Additional Systematic Uncertainties Related to MCFM

The total uncertainty of the top-quark mass extracted from MCFM is composed of experimental
uncertainties that affect the response matrix and theoretical uncertainties affecting the MCFM
calculation. The sources of uncertainties on the response matrix are the same as those described
in section 6, propagated to mﬁ;in by applying a different folding matrix to the calculation for
each source. The additional uncertainties due to the MCFM calculation are the following;:

e The MCFM prediction is obtained using MSTWO08 PDF at LO and NLO, respectively.
The corresponding PDF uncertainty, PDFyicpy, is calculated according to the pre-
scription of the MSTWO08 group.

e The value of ag(My) is varied consistently in calculation and PDF and the differ-
ences to the central result are considered as an additional uncertainty.

e The renormalization and factorization scales are set to m; and are varied indepen-
dently by a factor of 2 up and down. The maximum deviation in each mj;™ bin is
taken as the systematic uncertainty, scaleyicpm.

e The b-quark mass m;, is set to 4.75 GeV and varied by £0.25 GeV.

A breakdown of the systematic uncertainties is provided in Table 3. The impact of top quark
pr and PDFy;c uncertainties on the MCFM-based result is slightly reduced in comparison to
the mass determination using MADGRAPH, since here these affect only the detector response
uncertainty, and not the shape of the prediction. For lack of statistics of the corresponding
samples, the uncertainties on CR and UE are taken from the result obtained using MAD-
GRAPH+PYTHIA.
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8 Determination of m; using the top-quark pair production rate

The inclusive top-quark pair cross section, i.e. the event rate, also provides information about
the value of the top-quark mass [4]. However, fixed-order LO and NLO predictions as imple-
mented in MCFM have been seen to underestimate the absolute value of the top-quark pair cross
section significantly and are thus not suitable for the extraction of the top-quark mass. Here,
a study is performed in which the top-quark mass m; is extracted from the measured recon-
structed number of top-quark pair events using the predictions from the MADGRAPH+PYTHIA
simulation in combination with the NNLO calculation [14].

19.7 b (8 TeV)

x10° 19.7 fo* (8 TeV)

s C
>
V] - data

Preliminary

36 - prediction
34

32

30

28

166 1é8 1;0 1;2 1;4 1;6 1% 180 1é6 1(‘38 1%0 1%2 31"74 1;6 1;8 180
i foed] m, [GeV]

Figure 7: Left panel: dependence of the event yields on the top-quark mass hypothesis. The

dark (light) bands represent Nyps (Npred) With the width of the band showing the statistical

uncertainty. Right panel: the estimator x2 as a function of ;.

The extraction procedure is illustrated in Fig. 7. For each value of m;, the normalization of
MADGRAPH+PYTHIA is obtained from the NNLO prediction [14]. In both calculations the
same numerical value for m; is used. From this procedure a value of m; =173.7 Jjgf’l GeV is
obtained with systematic uncertainties that are significantly larger than those obtained when
using the shape alone. The experimental systematic uncertainties are estimated as described in
6 and all systematic uncertainties are listed in table 3. The uncertainties due to the identifica-
tion of m; in MADGRAPH+PYTHIA and NNLO calculation are estimated by independent vari-
ation of renormalization and factorization scales (scalenN1.O normalization) and PDF uncertainties
(PDFNNLO normalization) Separately for MADGRAPH+PYTHIA and NNLO calculation. Both are
taken from [14].

Using MADGRAPH+PYTHIA, the rate and m"-shape information can also be combined. The
prediction for the dependence of the absolute mji"" distribution in rate and shape is shown in
Figure 8 in comparison with the data. The fit of the prediction to the data yields m; =173.1 *1.
In the case of the combined fit to shape and rate, partial cancellations of uncertainties are ob-
served. In this case, experimental normalization uncertainties, such as luminosity, background
normalization and electron identification and isolation efficiencies are dominant.

9 Summary

The top-quark mass is determined using the invariant mass distribution m" of the final state
charged lepton (electron or muon) and the b-jet from leptonic top-quark decays. The analysis
makes use of data of the CMS experiment in proton-proton collisions at a center-of-mass en-
ergy of 8 TeV at the LHC. The shape of the observed ml" distribution in the data is used to
extract the top-quark mass m; in MADGRAPH+PYTHIA yielding a value m; = 172.3712 GeV
consistent with other determinations at the LHC and the world average.
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Figure 8: The absolute event yields for tf production at the LHC at 1/s=8 TeV, presented as a
function of m{™. The bullets represent the experimental data points and the error bars indicate
their statistical uncertainties. The predictions from MADGRAPH+PYTHIA are presented for
my=178.5 GeV (red band), m;=172.5 GeV (green band) and m;=166.5 GeV (blue band). The
widths of the bands represent the statistical uncertainties of the predictions. The inset shows
the x? distribution as a function of the MC simulation parameter m; as determined from the fit
of the simulation to the shape and rate of the data.

The same data are also confronted with the fixed-order calculation MCFM to both leading order
and next-to-leading order QCD. The results on m; with the full uncertainties, as obtained from
the shape, rate and rate+shape fits are presented in Table 2. The statistical, systematic, and
theory uncertainties on m;, as obtained from the fits using the MADGRAPH+PYTHIA simula-
tion, for rate and/or shape as well as MCFM LO and NLO calculations, for shape, are listed in
Table 3.

Table 2: The top-quark mass determined from confronting the observed event yield for ¢f pro-
duction at CMS to theory predictions by using MADGRAPH+PYTHIA simulation and the fixed-
order QCD calculation MCEM. The calculation referred to as MCFM (NLO) includes next-to-
leading order contributions to the production of the top-quark pair only.

Fitted m; [GeV]

Prediction Fit method from min
MADGRAPH+PYTHIA shape+rate 173.1 13
MADGRAPH+PYTHIA rate 173.7 133
MADGRAPH+PYTHIA  shape 172.3 113
MCFM (LO) shape 1715 711

MCFM (NLO) shape 171.4 119
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Table 3: Breakdown of systematic uncertainties on the top-quark mass value, obtained by con-
fronting the inclusive event rate and the shape of the ml'" distribution the theory predictions
by MADGRAPH+PYTHIA and MCFM. The calculation referred to as MCFM (NLO) includes next-
to-leading order contributions to the production of the top-quark pair only.

Source Am; [GeV]
MADGRAPH +PYTHIA MCFM Shape
shape+rate rate shape NLO LO
Statistical uncertainty 2 T R A
b-tagging B % ot i sou
b-mistag D00l foos  Joo ool —ood
Electron energy scale To0s  Tooi Jo10 oo 009
Electron ID e 7% Ton Tom fon
Muon energy scale 001 008 F012  so12  +ols
Muon ID 034 Toa Tool oo oo
Jet energy resolution o <001 *06 HDLe o +0.08
MPF in-situ JES component 006 005 o2 r02 02
Uncorrelated JES component fg:gg’ fg% fg:gé fg:gg fg:gé
Flavor-dependent hadronization ;8:83 fg:gg ;8:% 1839 ;gég
Pileup JES component 01 Tn Son om0
Intercalibration JES component 18:01 fg:g% ;8:8% 18:8% ;8:8?
MHI (Pileup) 014 T010 1008 1006 <007
Trigger e 0% <001 <001 <001
Backgrounds om0 OB o1 o1 soa
Luminosity 066 ¥ <001 <001 <001
Top pr oot Toe  Toe Lo Lom
Fit parameterization 1 001 T006 ooz Tow ooy
ME-PS matching threshold 010 Y04 oz o o2
Renormalization and factorization (Q?) scale :8:% ;8:2; fg:gg fg:gg fg:g?
b-fragmentation 05 0n 0 T 08
B branching fractions iy w005 ot Tom oo
ME generator Y07 T116 o1o ol roos
Color reconnection 0% D To o Ton
Underlying event D021 J014 you  so14  to14
PDFyc Dos o 0% Tom foms
ScaleNNLO normalization tggg j%?? <0.01
PIDFNNLO normalization fggg t%%g < 0.01
scalenicrm 05 1o
PDFyicem 18:8% ;8:8%
as(Myz) variation <0.01 <0.01
my, variation <001 <0.01
Total uncertainty nE  nE nm o wm oww
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