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PHASE DYNAMICS NEAR TRANSITION
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The phase dynamics of small-amplitude synchrotron oscillations in the vicinity of the transition energy is
discussed with kinematical nonlinearities included. We introduce a synchrotron amplitude function
analogous to the betatron amplitude function and solve analytically the time evolution of bunch shapes,
where the kinematical nonlinearities result in unsymmetric bunch shapes. In addition, the above synchrotron
oscillation is singular at transition crossing because of the kinematical nonlinearity. From this simple fact,
we identify an inherent source of bunch diffusion. A method for estimating its size is presented. When this
theory is applied to the case of the Fermilab Main Ring, the predictions are in good agreement with
numerical simulations and are not inconsistent with experimental results.

§1. INTRODUCTION

The effect of nonlinear kinematic terms’ ~* is studied for energies below and above
transition energy. These nonlinear kinematic terms are stronger the narrower the
bunches. The momentum height of the bunch passes through a maximum at transition
and the kinematic terms therefore have a maximum at transition. They can distort the
particle orbits in different ways, and they may lead to longitudinal emittance blow-up.

In recent experiments® in the Fermilab Main Ring, bunch lengths were measured at
two energies, 14 GeV and 19.7 GeV, below and above transition, at an average
intensity of 2.6 x 10'° protons per bunch (total Main Ring intensity 2.8 x 10'3 protons
per cycle). Values for the longitudinal emittance at the two energies have been derived
from these measurements. The results were 0.22 eV-sec at 14 GeV and 0.28 eV-sec at
19.7 GeV, indicating an emittance increase in the region of transition. Bunch lengths
were also measured at transition (17.6 GeV), where they become very narrow (about
2.5 nsec). Furthermore, in order to clarify the reasons which lead to this longitudinal
emittance blow-up at transition crossing, many extensive computer simulations have
been performed independently by several people, including the present author. The
simulation results, which strongly imply that the effects of the nonlinear kinematic term
are large, are surprisingly consistent with the measurements.

It is the purpose of this paper to calculate the effects of nonlinear kinematic terms in
the range around the transition energy and compare to results of computer simulations
and real machine studies.

This paper is divided in four main parts: In the first part (§2,3), we derive difference
equations for acceleration in an explicit form and transform them into a differential
form, which enables us to construct a Hamiltonian formulation for longitudinal
motion. Here we shall restrict ourselves to small-amplitude oscillations. In addition,
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only the lowest-order nonlinear kinematic term will be retained in this formulation. In
the second part (§4), introducing the notion of a synchrotron amplitude function, we
construct the “linear classical theory” of transition in a form analogous to betatron
oscillations, where the nonlinear kinematical term is neglected. In the third part (§5,6),
using perturbation theory, we calculate increments of the longitudinal emittance as
an effect of the nonlinear kinematic term on linear motion. We identify this effect as a
source of the unsymmetric bunch shape just at transition that has been recognized in
the computer simulations. In the fourth part (§7), from a general point of view with
respect to time-reversability, it will be shown that only such nonlinear kinematical
terms can give net effects over transition crossing. Finally, a theoretical formula for the
emittance blow-up ratio will be presented.

In the present discussions, effects of longitudinal space-charge forces and timing
error of the phase jump at transition” are not included, because the former is negligible,
at least for the present situation of the Fermilab Main Ring, and exact information
about the latter has not been obtained.

§2. DIFFERENCE AND DIFFERENTIAL EQUATIONS
FOR ACCELERATION

The theory of longitudinal phase motion, describing the energy and phase oscillations
that occur when a particle passes repeatedly through one or more accelerating
cavities situated at localized points around the accelerator ring, is well known. Since
the oscillations normally are at a relatively low frequency, it is often legitimate as well as
convenient to analyze them theoretically with differential equations derived by
spreading the accelerating field uniformly around the orbit. In reality, the energy
changes experienced by a particle are better represented by difference equations and
depend on the sine of the electrical phase angle ¢ at which the particle traverses the
cavity. The corresponding equations of motion are therefore both nonlinear and
discrete.

We consider here the case of synchrotron oscillations during acceleration. To obtain
the actual transformation, we consider a short rf cavity system operating at a harmonic
number h, an angular frequency o(t) and a rf peak voltage V(t). We assume that o (¢)
and V(t) are independently controlled during acceleration. The quantities denoted by
E™ and ¢" are, respectively, the energy and the electrical phase angle with which a
particle enters the cavity at the time of transit. Then the nonlinear transformation may
be written in the form

E""' = E" + eV(n)sin ¢", (2-1a)
n+1 __ ('Orf(n + l) n . 21{__ -
ot = { o "+ ol D) co(E"“)}’ (2-1b)

where eV (n) sin ¢” is the energy gain at the n-th transit and the revolution period is
described in the form

o CO(I + ClpZ"+1) (Zn+1 _ En+1 . Es"+1>

W(E™*Y) T e[l — (moc¥/E" 1] BA(E;/THE T

(2-2)

where C, is the length of the closed orbit corresponding to the synchronous energy E,
c is the velocity of light, myc? is the proton rest energy, Z is the momentum deviation
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from the synchronous momentum, and o, is the momentum compaction factor. The
betatron acceleration can be neglected here. The synchronous particle is defined by the
equations

EM"*Y = E" + A(n), (2-3a)
n+1 __ (Drf(n + 1) n . 2n -
cbs - { (D,f(n) ¢s + (Drf(n + ]) O)(Es"+ 1)}’ (2 3b)
where
A(n) = eV(n)sin ¢,", (2-3¢)
0,¢(n) = ho(EM) + m(j:n) {sin‘1 3/((% — sin~! ﬁ/%,:_l—f)} (2-3d)

Note that A(n) is determined by the change in the external guide field B(t). Now the
momentum compaction factor o, may be written in the form?

ap — a(O) + cx(I)Zn+l + a(Z)(zn+1)2 + 0((Z"+1)3), (2_4)

where O((Z"*')%) is the Landau symbol. Expanding the right-hand side of Eq. (2-2)
with respect to Z"* !, we have the expression

2. Co
0)(En+1) - CB(Esn+1)

+ P+ D)+, (2-5)

(1 +n%m + DZ" + nBm + 1) (2" 1)

where
Co 2m  _ 2mh
cﬁ(Es'H-I) B (‘O(Es”+1) B wrf(n + 1),
nn + 1) = o@ — IYHE™Y), (@ = /1), (2-6a)

n(o)(n + 1) 362(Es"+1) ~ o) N 3BZ(Esn+1)

~ ——————, (2-6b
VEST 2B 2 T

N + 1) = oV —

2B%(EST) 4 ot 4 n%m + 1)
,YZ(ESn+1) YZ(ES"+1) 74(Es"+1)
ﬁZ(Esn+l) © 5

+ 2,Y2(Esn+l) 3(’1 YZ(ES"+1)

B 2B2(Es"+1)
,YZ(Esn+1) *

n®mn + 1) = a®

o® (2-6¢)

We note that all particle simulations for a real acceleration mode stated in the
Introduction have been performed by following the difference equations (2-1a) and
(2-1b). The pair E and ¢ is recognized not to be canonical because of the time
dependence of the rf frequency. We are interested in small-amplitude oscillations
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around the synchronous point (¢,", E;") as a guiding center. Setting
e" = E" — E/, (2-7a)
X" =9" — ¢, (2-7b)
we may write the difference equations for a small amplitude oscillation as

et =€" + eV(n)[sin ¢" — sin ¢,"]

(2-8a)
~ €" + eV(n) cos d," ",
ntl _ o(n + 1) " " An + 1) a1 A(n)
= {—w,f(n) x" + | 2nh + sin LT sin™* —> @
x MOm + et + O + 1)(e"+1)2]}, (2-8b)
where
—o n%n + 1)
nn + 1) = BXEM )EMT (2-9a)
- nMmn + 1)
M) — )
n (n + 1) [BZ(ESn+1)ESn+1]2‘ (2 9b)

To write down the difference equations in the form of exact differential ones we may use
a d-function

¢ = 2neV(t) cos d4(t)

’I;(t) X 62n(t’)’ (2-103)
1 d 2nh + T()dy(1)) — _
X = (Drf(t) u;l‘;(t) Y+ ( T +T;(st§t)¢s(t)) [n(O)(t)e + n(l)(t)ezl (2'10b)

where T,(t) is the period of the synchronous particle and one iteration of the mapping.
Here t' = Q(t)t + t'; Q(t) = 2/ T,(t) and the d-function of period 2= is given by the
Fourier expansion

o0

8,.(t) = %(l + 2 Y cosnt'). (2-11)

+1
After neglecting rapidly oscillating terms in Eq. (2-10a), we have

‘i ﬂ/‘(ﬂ;’(()y 1 (2-12a)

O, (2mh + T(00,()

oy o MO0+ nTner] (2-12b)
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§3. HAMILTONIAN FORMALISM

Under the assumption that the damping term in Eq. (2-12b) is negligible in the short
period of transition crossing, we can construct a Hamiltonian formalism for small-
amplitude oscillations. Neglecting the damping term, we find (), €) to be a canonical
pair that yields the Hamiltonian

@2mh + T()b,(1) [ 1 1— eV (t) cos dy(t)
) 3N nO(p)e +3n“’(t) :|— T X (-1

H(y, € t) =

We shall assume that the synchronous phase angle ¢, jumps discontinuously att = 0
in such a way that sin ¢, is constant and

sgn(cos ¢,) = —sgn(t).

We shall measure ¢ from this instant. Now we introduce a scale change of the

independent variable ¢ by
| _ eV(t) cos d4(2)
(t) = L l: 10 :I dt. (3-2)

Note that the new independent variable T has the dimension of energy. With the
above origin for the time ¢, T is always positive at all ¢, namely,

t - 0— (approaching transition), then © - 0+,
0+ — t (leaving transition), then 0+ — 1.
Such a scale change yields the new Hamiltonian

_ (2mh + T,(1)dy(2)
eV (t) cos d4(t)

0 1 1 1 2
[2 n®t)e? + = ’(t)e:| S5 (33

H' ;
(X’ € T) 3

For later convenience, we change the canonical variables to
X =D (3‘43)
€= —Xx. (3-4b)

Thus we obtain the Hamiltonian in the simple form

HG 50 = 307 + (0 — 3 M@, (-9
where
oy — 2 TOROIOO __ (uh + TOWO® — 1120) o

eV (1) cos ¢(t) - B (DE(DeV(r) cos d,(t)

1) 3B32(t)j|
o= e Toeoo O robo) = + 50 6ty
eV(r) cos (1) [B,>(E((t)1*eV (1) cos bi(t)
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The form of Eq. (3-5) reminds us of the betatron oscillations in a transport line with a
nonlinear component. In analogy to perturbed betatron oscillations, we separate the
right-hand side of Eq. (3-5) into unperturbed and perturbing terms

1
KOs, 73 1) = 3 p* + 5 b (3-72)

KY(x, p;1) = — % A (0)x3. (3-7b)

In the next section, we shall discuss the phase dynamics in the vicinity of transition
by studying the above linear Hamiltonian K‘©.

§4. LINEAR MOTION

We consider the linear system described by
1
KOx, p;7) = 5 [p? + ho(0)x?]. (4-1)

We make the assumption that the peak rf voltage and the synchronous phase angle are
constant near transition. At the transition energy, the quantity

a(O) - I/Ysz(t)a

vanishes. Then in the vicinity of this energy this quantity can be approximated by the
first term in a Tayler series expansion of Eq. (3-6a) for deviations of y from y;. We can
therefore write

4w - v
Mo > = BTG E0)eVeos bu07r “2

Further, the quantity y,(t) — y7 can be written in terms of

YS(t) —Yr = Ysl
eVsin &,
= —T T
moc* Ty
sin ¢4(0)
= - = 4-3
moc? cos ¢y(0) 4-3)
Substitution of Eq. (4-3) into Eq. (4-2) yields
47th sin ¢,
Ao(T) ~ ¢ (4-4)

T.
Bsz EszYTze VCOSZ ¢s
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Here all quantities are evaluated at transition. For the sake of later simplicity we set

4rh sin ¢,
BSZESZYTZeVCOSZ d)s '

K =

We point out that the system represented by Eq. (4-1) has an exact dynamical
invariant, the Courant-Snyder invariant®®

1 1. 2
I(x,p; 1) = 350 {xz + [5 Stt)x — S(T)p:I }, (4-5)

where S(7) satisfies the auxiliary differential equation

1 1,
588 = 82 + 0,087 = L. (4-6)

When (1) is constant, the invariant I is identical to the action variable of the system, if
we take the initial condition

S(+ ) = 1/ /ho(0),  S(+ ) = 0. (4-7)

In the following, S(t) will be called a synchrotron amplitude function. For a time-
varying function A (7), from Eq. (4-5), we know that an infinite sequence of phase points
that have a certain constant value of I at an arbitrary time behaves as a deformable
moving ellipse in the phase space (x, p; 1) after that time. The form of such a ellipse,
called an “invariant curve” in the following, is uniquely determined by the auxiliary
differential equation (4-6) alone. We consider the invariant curve described in terms of

I(x, p;ty) = Iy (4-8)

with constant I,. The quantity I is equal to the value of the action variable of the infinite
set of phase points that comprise the invariant curve, as mentioned above.

We may characterize the ellipse by two parameters &, 8, which are functions of S(t)
and S(7)

E(t) = /21,5(1), (4-9a)
_ [1 + $2(v)/4]
(1) = \/ 2IOTT)—. (4-9b)

They are the maximum extent of the ellipse in x and p, respectively. If we assume that
all parameters change adiabatically after T = t,, we can choose the approximate

initial conditions
S(ty) = 1//h(ry),  S(xy) = 0. (4-10)

At T = 1, the ellipse begins to move, following the time-evolution of S(t) which is
determined by Eq. (4-6). If we know the values of S(t), S(1) at T = 0, which is the
transition time, we can evaluate exactly the maximum upper or lower height from the
synchronous energy £(0) and the half phase spread 3(0).
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For the present Aq(t), we know the general solution of Eq. (4-6) can be written in
terms of Bessel functions (see Appendix A),

S(t) = (g)z r[azvf,3(z) + bJ2a(2) — 2<ab _ %)1/2 J1/3(2)N1/3(z)] @4-11)

where a and b are arbitrary coefficients that must be determined by the initial
conditions (4-10), and

z = g k32,

3

After mathematical manipulation (see Appendix B), we have the coefficients

3
a= —Z1Jf/3(21)

2 2
|:ZxJ—2/3(Z1)N1/3(Zx) + ;:l

.+_ -
2 zlef/a(ZJ
6 J (z1)Ny5( )+1 4-1
nzyNij(z) fr-2pE) Rl T (4-12a)
3 5 3 2717
b = §Z1N1/3(Z1) + m zyJ_53(z1)Ny5(20) + | (4-12b)
where
2
Zl = 5k113/2. (4—13)

The coefficients a and b have been uniquely determined by the initial conditions and we
now know the exact time-evolution of the invariant curve. In particular, we are
interested in the invariant curve just at transition; it represents a bunch envelope. From
Eq. (4-11) we obtain the values of S(t) and S(t) at T = 0 (see Appendix C)

4(n\* (kK\"*? a
036G () rem 1

$(0) = %ﬁ[——\;—g +<ab - %)1/2] (4-14b)

Introduction of Eqgs. (4-14a), (4-14b) into Egs. (4-4a), (4-4b) leads to analytical
expressions for the maximum upper or lower height from the synchronous energy and
the half spread around the synchronous phase at transition, that is,

&(0) = &(t1)/S(0)/S(xy), (4-152)

8(0) = 8(t,) \/ [1 + S(g)z] S(t,)/S(0)- (4-15b)
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We consider the case with the initial conditions at t;, = + oo where the linear z-
dependence of A (7) still holds to good approximation. In such a region, the Bessel and
Neumann functions become sinusoidal with equal amplitude and quadrature phase
relationship, namely,

Ji3(zy) = \/2/nz, cos (z; — Sm/12),
Nyj3(zy) = /2/nzy sin (z;, — Sm/12).
Also (4-16)

J_23(zy) = J/2/mz; cos(z; + m/12)
—/2/nz, sin (z; — 5n/12).

Substitution of Eq. (4-16) into Egs. (4-12a) and (4-12b) yields

Il

a=b=3/n 4-17)
From Eq. (4-17), we can obtain a universal relationship between & and §

Sy2 7172
030 = g1+ 55" |

=%ﬂmma (@18)

Equation (4-18) is equivalent to the result obtained by Hereward.'!

Predictions of the linear theory are not discussed in detail here. Nevertheless they are
in very good agreement with numerical simulations. These simulations have been
performed following the exact mapping equations (2-1a) and (2-1b) where nonlinear
kinematical terms are not included in order to verify the validity of the linear theory. In
addition, the linear theory discussed here which provides exact time evolution of bunch
shapes can re-establish the well-known story® associated with transition crossing.

§5. NONLINEAR MOTION

The nonlinear kinematic term has been distinguished as a perturbing term in Eq. (3-7b).
It gives unignorable effects to the linear oscillation only during a very short period
when a particle crosses the transition energy. In order to assess its quantitative effects, it
is convenient to use the action-angle formalism.

Under the linear canonical transformation

Q=p'x

: (5-1)
P = —px + pp,

where p(t) = /S(1) satisfies the auxiliary equation

P+ ho(p=p2, (5-2)
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the Hamiltonian (3-5) reduces to

K(Q.Pi9) = p2 B P 4507 - %le(r)cf]. (53

If a change of independent variable

0(t) = Jt p~2(t)dt + 0, (5-4)

is made, the Hamiltonian (5-3) becomes

1 5
K'(Q, P; 6) = E(PZ + 0% - pTM(T)Q3- (5-5)

Furthermore, introduction of the action-angle variables ({, J)

0 = /27 sin \, 56
P = ./2J cos V,
yields the Hamiltonian
5
G(W, J; 0) = J — % 2y (€)(2J) sin3 . (5-7)

From Eq. (5-7), we derive the canonical equations

oG

V' = A 1 — p*Ly(1)(2J)12 sin * (5-8a)
’ aG 5 3/2 o3 2
J' = ~ = p3A,(1)(2J )*? sin? s cos . (5-8b)

If the perturbing term in Eq. (5-8a) is much smaller than the unperturbed term, that is,
small compared with unity, we obtain to first order

J(8(1)) =~ J(8(c0)) + [2J(6(c0))]?/? Je(t) p3(T)A,(1) sin? 6() cos (1) dO. (5-9)

6(o0)

Using relation (5-4), we find a more convenient integral expression

J() ~ J(ty) + [2J (1,)]? Jr p3(t)A, (1) sin? O(1) cos O(1) dr, (5-10)

12

where the lower limit of the integration will be determined by the following
considerations.
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We note that the instantaneous period of phase oscillations is the same as the
synchrotron-amplitude function S(t) because the oscillation frequency is described by

. 1
v =) = S (5-11)

From Eq. (5-8b), the typical modulation period of the perturbing term is S(t)/2.
Generally, the value of S(t,)/2 is much smaller than t,. This fact means that the effects
of the perturbing term are averaged out, at least, at the early stage of non-adiabatic
motion (0 « T < 1,). So it is reasonable for us to take §(0)/2 as the typical lower
limit t, when the perturbation begins to retain net effects. Fortunately, in many
real situations, 1, is sufficiently small so as to satisfy the condition

z(1,) = %ktz”2 < 1. (5-12)

The relation (5-12) enables us to describe p(t) or S(t) by elementary functions. In order
to do this, it is necessary to know the Bessel function for small value of z. In Ref. 14 we
observe that

1 z

1/3
Jipa(2) = T@nd) <§> , (5-13a)

1 cosm/3 [z\'/3 1 z\ 13
Nis@ = G [ r4/3) <§> T TQ/3) (E) ] (5-130)

Considering Egs. (5-13a) and (5-13b), we obtain to first order with respect to t

s 2
S(t) = p*(r) = <§> (—qt + 1), (5-14)
where
4a
1= 3@3)12)3) (5-152)

4a k -2/3 4 9 1/2 1
’=m(§> +ﬁ<ab‘n—z) Tamran Y

Further substitution of the above result (5-14) into (5-4) yields

0(x) = J 1/S(t') dt’ + 6,

2

- (%) (_‘11> [log <§> (—qt + 1) — log (g) (—qt, + r)] +0,.  (5.16)



212 KEN TAKAYAMA

On the other hand, A,(t) can be expanded with respect to y, — yr and to first order

2nh[o, + 3p.2/2] [1 | 4tan ¢ST] (5-17)

~ B*moc?)’eVcos byt moc®yr

M) =

where a, (= a?/a'?) is the nonlinear lattice parameter. Using Egs. (5-14) and (5-17),
we write the perturbing integration in Eq. (5-10) in terms of

AJ = [2J(1,) ] 1, (0)S3(0) f t (1 - §r>3/2(1 4 4tan d’sr) sin2 8(t) cos 6(t) dt

2 mOC ‘YT
t 4
~ [2J(1,)]%21,(0)S>2(0) f [1 n ( tan LI ﬁ) r} sin? 8(t) cos O(7) dx.
0 MoC™Yr 2r
(5-18)
Here we set
4 tan ¢ 3q
= = = 5-19
g1 mOCZYT 2)’ s ( )
0(1) = g, log <gl + g3> + 0y, (5-20)
2
where
(3
gZ - - q ’
2
g5 = S(O0) = (g) r,
0y = —g,log <_ + ga) + 6.
92
Using the identity

sin? 0(t) cos O(t) = % [cos 6(t) — cos 36(1)],
with together (5-19), (5-20), we have
1 ' _
AJ ~ 2 [2J(t2)1Y*1,(0)S*/%(0) f (1+g, T){COS |:gz log (gi + gs) + 60]
T2 2

—cos3 |:g2 log (gi + g3> + éo]} dr. (5-21)
2

We are interested in the value of AJ at t© = 0. This value is evaluated in the following
way.
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The integration to be performed is

0 -—
I= J dt (1 + glr){cos [gz log (gi + g3) + 90]
12 2
—cm3[%km<;-+gﬁ-+%]} (5-22)
2

A change of the integration variable to

T —
w =g, log(— + g3> + 0,
[’F)
leads to

_ w2 _
I = e""’/"zj e"92(1 — g,9,95 + g19,e~ %92e"192) x (cos w — cos 3w) dw,

wi

(5-23)
where
wy = g, log (;_2 + 93> + 8y = 6, (5-24a)
2
= T
wy = g, loggs + 8, = g, log {gs/(g_z + g3>:| + 6,. (5-24b)
2

The integration of Eq. (5-23) is trivial. We obtain

1 .
e“’/92<— cosw + sinw
’p)
wz}
w2
2w/ 2 :
e“"92l — cosw + sinw
g2

w2

= 1
I = —00/92 1 —
e <( 919293){1/g22 1
1

C1/g,2 + 9

w2

1 )
ev/o2 <—‘ cos 3w + 3sin 3w>

9>

w2

1
4/g,> + 1

+ 91928‘60’”2{

w1

M}>. (5-25)

Some of the intermediate steps in the calculation are explained in Appendix D. The
final results are

1
49,7 +9

g2

2
e2via2 <~ cos 3w + 3sin 3w>

_ 9295(1 — 919295)

I
1 + g,°

{[—sin® + g, cos ® — g,(1/2g, + 1)] sin 6,

92931 — g19295)
1 + 9g,>

x {[— sin 3@ + 3g, cos 3@ — 3g,(1/2g, + 1)] sin 36,

+ [cos ® + g,sin® — (1/2g, + 1)] cos 6} —
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+ [cos 3@ + 3g,sin 3@ — (1/2g, + 1)] cos 36,}

g41_g+3_g_3_ {[—2sin® + g, cos ® — g,(1/2g, + 1)*]sin 6,
+ [2cos © + g,sin © — 2(1/2g, + 1)*] cos 6,}
% ([~ 25in 3@ + 3g, cos 30 — 3g,(1/2g, + 1)*] sin 36,
+ [2¢0s 30 + 3g, sin 30 — 2(1/2g, + 1] cos 36, ), (5-26)

where

®=g, log‘: /<2—1; + 1)] (5-27)

The value of I is dependent of the initial phase 8,. If the maximum and minimum
values of I are denoted by I,,,,,(>0)and I,,;,(<0), we can write the positive and negative
changes of the action variable in terms of

[2](12)]3 12 'y (0)S3/2(0)

AJ(0) . 4 max (5-28)

where the suffix symbols of the left-hand side do not always correspond to those of the
right-hand side because of the negative sign of A,(0). We define the emittance-increase
parameter, which is independent of the initial emittance (the initial value of the action
variable) of a particle, by

K., = %XI(O)SW(O)I (5-29)

max®
min
It is assumed that there are no net effects of the perturbing term up to t = 1, and we
can take the value of J(t,)as J(t,). Then

J)[l + K_ J/2J(t)] < < I+ Ky J/20()] (5-30)

Thus incoherent changes of the action variable give an unsymmetric ellipse in the phase
space. In particular, we can obtain expressions for the maximum upper and lower
height from the synchronous energy and the maximum and minimum excursion from
the synchronous phase as

E(0)ax = {2J(11)SO)[1 + K. \/EJ——]}UZ

min

= &(t,) S((O [1+ K:/2J(1))]"2, (5-31a)
0(0)mex = (1) SS(TO‘))[I + K. J2J(t)]"2. (5-31b)

where the value of S(0)/S(t,) has already been derived in the previous section.



DYNAMICS NEAR TRANSITION ENERGY 215

§6. APPLICATIONS

The theoretical considerations are applied to an example that corresponds to the
nominal acceleration mode in Fermilab Main Ring.!?> For this example, several
parameters of rf acceleration are listed in Table L

TABLE 1
Acceleration Parameters of the Fermilab Main Ring

Harmonic number = 1113

RF Voltage eV =-2MV
Synchronous phase b, ~ 235.87°
Transition gamma yr = 18.8

Transition energy E = 17.639 GeV
Nonlinear lattice parameter aV/a® = 0.14 (Ref. 14)

We choose 1, as

cos ¢, (0)[ E,(0) — E(t,)]
559.9428 MeV (6-1)

a
<
Il

Il

where E(t,) is enough far from transition. Using the parameters in the table and the
value for 1,, we get

4mh|sin | 112 _ _
k = g = 4.0891 10~4 MeV 32, 6-2
[Eﬁ(omz cos? dleV] 1 x ¢ 2
Then
z, = gkrﬁﬂ = 3.6120
3 (6-3)

S(ty) = 1/kt,Y/? = 103.3476 MeV.

From a table of Bessel functions,'# we read
Jis(z) = —02736,  Nya(zy) = 03172, J_ya(zy) = —0.309.  (6-4)

Substitution of these values for z,, J;3(z;), Ny 3(z;), and J_, 5(z,) into Egs. (4-12a) and
(4-12b) gives
a = 0.4056 + 0.3296 + 0.1877 = 0.9229

(6.5)
b = 0.5451 + 0.443 = 0.9881.

From Egs. (6-2) and (6-5) we get the value of the synchrotron amplitude function at
transition

4/n\*(k\"?* a
SO =3 (5) <§) T2 = 277503 MeV (6-6)
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Here, we use

I'(1/3) = 2.6801, I'(2/3) = 1.3550, TI'(4/3) = 0.89338'5.
The value of the coefficient A,(0) is

2rh[aV/a(@ + 3B,2(0)/2]

O = B30 mec? eV (0) cos 6, 0

= 12343 x 10" "MeV 3.  (6-7)

The S(0) above leads to the value of the typical boundary
1, = S(0)/2 = 138.7515 MeV (6-8)
The parameters ¢g,, g, in the integration of Eq. (5-18) are
g, = —0.8279/a = —0.8971

3T(2/3)

k
g, = 36118 x 1074 — ———(

2T(4/3)\3

® =g, log |:1/<L + 1)] = —0.7312 (6-10)
29,

Substituting these values for g,,g,,95, ® into Eq. (5-26), we obtain the integral I in
the form

2/3
) = —5.66 x 1073, (6-9)

Then

I = (—39.1614) sin 0, + (—72.9502) cos 6,
+ (71.9840) sin 30, + (—5.2259) cos 36,. (6.11)

Thus
L. = 96, I, = —174 (6-12)
From Eq. (6-12), we have

K, =1/2 x 09577 x 1077 x 4622.7619 x 179 = 3.85 x 1072

K_ = —1/2 x 09577 x 1077 x 4722.7619 x 96 = —2.1241 x 10" 2. (6-13)
Finally, substituting these values for S(0), S(t,) into Eq. (5-31a), we get
E(0)mae = &(T;) % 1.6386 x [1.0 + 3.7871 x 107 3¢(x,)]*/?

(6-14)
E0)pn = E(T;) x 1.6386 x [1.0 — 2.0894 x 107 3&(x,)]"2
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For several initial emittances which still allow a linear approximation, results
obtained from Eq. (6-14) are plotted in Fig. 1. In the same figure, numerical-simulation
results are also given. We see quite good agreement.

§7. EMITTANCE BLOWUP AT TRANSITION

When a particle crosses the transition energy, the electric phase of rf is abruptly
changed externally to 1 — ¢,. Such a manipulation yields time-reversal of the phase
motion for the dynamical system described by

1
H(X, D; 'C) = —2_ [p2 + )\.O(T)XZ],

(7-1)
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because the change of sign of the cosine function in

s B eV(t) cos (1) )
(t) = L [——77; 0 ]dt (7-2)

will lead to time-reversing while the sign of A,(7),

4nth(yy(t) — v1)
Bsz(t)Es(t)eV(t) Cos d>s(t)’YT3

Ao(1) = — (7-3)

still remains unchanged due to sign changes of the denominator and numerator. This
holds even if all higher-order terms with respect to phase are included. Consequently,
emittance blowup during transition crossing cannot in principle be explained by
synchrotron-oscillation theory, which restricts itself to ordinary pendulum oscillations
with adiabatically changing coefficients.

On the other hand, the coefficient of the nonlinear kinematic term,

_ 2mh[o + 3B2(1)/2y,°(1)]
[BJ(1)E()]%eV (¢) cos &, (1)’

changes its sign after the phase jump. The dynamical system including such a term is
therefore no longer time reversible. In other words, synchrotron oscillations accom-
panied with kinematic nonlinearity are singular at transition. Just after passing
transition, a bunch suddenly meets an unmatched bucket. This leads to actual
emittance blowup. The magnitude of the blowup is proportional to the amount of
emittance distortion due to the nonlinear kinematic term. Thus we may write the final
emittance blowup ratio during transition crossing as

R=1+2K, /2J7x,), (7-5)

where J(t,)is the emittance or the value of the action variable far below transition. The
final blowup ratio R is plotted as a function of the initial emittance for the normal
acceleration mode (h = 1113) in Fig. 2. Results of measurements are also given in the
figure. The small overestimate seen may imply that the exact nonlinear lattice param-
eter is somewhat smaller than the value used in the present calculations.

A7) = (7-4)

§8. CONCLUSION

A linear classical theory of transition, which is equivalent to the usual one of matrix
form,!!-1¢ has been developed by introducing the synchrotron amplitude function. As a
natural extension of this linear theory, a general method which relies on perturbation
techniques to assess effects of the lowest order nonlinear kinematic term is presented.
When these theories are applied to the case of the Fermilab Main Ring, they agree very
well with results of computer simulations and real measurements. This emphasizes the
importance of the higher-order chromaticity control, which can be done by adjusting
the nth and 2nth Fourier components of the sextupole magnetic fields (n horizontal
betatron tune).® If A,(t) is reduced by such higher-order chromaticity control, the
emittance blowup discussed here will be improved.
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FIGURE 2 Blowup ratio R as a function of the initial emittance.

The present analytical approach can be also used to derive explicit expressions for
emittance increments resulting from other nonlinear forces which become significant,
in particular, in the vicinity of transition.
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APPENDIX A
General Solution of Auxiliary Equation

When x,(t) and x,(t) are linearly independent solutions of the time-dependent linear
equation

X + Ao(t)x = 0, (A-1)

we can write a general solution of its modified nonlinear auxiliary equation (or
envelope equation)

. 1
P+ ho()p = peL (A-2)

where p(7) is the square-root function of S(t), in terms of x,(t) and x,(t) as

p(t) = (Cyx,> + Cyx,* + C3x1x2)”2. (A-3)

Squaring both sides of (A-3) and differentiating with respect to the independent
variable t, we have

202 + 2pp = 2C,%,2 + 2C,x, %, + 2C,%,% + 2C,x, %,
F Ca%yxy + Cyxy %, + 2C3%, % (A-4)

From (A-1) and (A-2), Eq. (A-4) reduces to an equation including first time derivatives
alone. Further, using (A-3), we obtain

(2C, %, %, + 2Cyx3%; + Cy%yxs + C3x;%,)? 2
2 2 + 2 )
2(Cyx;* + Cyxy* + Cixyxy) Cix1" + Cyxy™ + Cixyx,

LHS =
— 2M)(Cyx;2 + Cyxy* + Cyxxs),

RHS = 2C,%,% + 2C,%,% + 2C3%, %, — 2M0(Cyx, %2 + Coxy2 4+ C3xyX,).

Equating both sides and eliminating terms, we find

(C3%2 — 4C,Cy)(%1x, — x,%,)> + 4 =0. (A-5)
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From (A-95), the arbitrary constant C,, C,, and C; are not independent. Namely, C; is
determined from C, and C, as

/ 4
C; =+ [4C,C, — WE (A-6)

where W is the Wronskian x,;x, — X;x,, which is a constant. Consequently, we can
write the general solution of Eq. (4-6) as

/ 1
S(1) = C1x, (1) + Cyx,%() — 2 [C1C, — le(f)xz(f)- (A-7)

For the present case
Mr) = k1 (A-8)

the independent solutions of the linear equation can be written in terms of Bessel and
Neumann functions of order 1/3,

x,(1) = r”le@ krm), (A-92)

2
x,(1) = 11/2J1/3<§ kt3/2>. (A-9b)

Thus the general solution becomes

2 2
S(t) = rliawa(gkth) + be/3<§kt3/2>
/ 1 2 2
-2 ab — W N1/3<§kT3/2>J1/3<§kT3/2>:|,

W = x,(0)x,(0) — x,(0)x,(0) = 3/m.

(A-10)

with

This is in agreement with the result obtained by Lewis.'°

APPENDIX B
Particular Solution of the Auxiliary Equation (4-6)

Since the initial conditions are

S(ty) = 1/kt /2, (B-1a)

S(ty) = 0, (B-1b)
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we have immediately two algebraic equations for a and b

2 2 9 12 6
aN,? + b1 = 2(ab - — | JN, = o, (B-2a)

n?z,

1/2
aN,N, + bJ,J, — <ab - :—2> (J/N, + J,N,)) = — — (B-2b)

nlz,

where v is 1/3, the prime denotes derivatives with respect to z, and all Bessel functions
are to be given their values at z; = z(t;). From (B-2a), we have

9 \Y2 aNJ? + bJ? — 6/n%z,
-2 = v . B-
(”b 1\:2> 2J,N, ®-3)
Substitution of (B-3) into (B-2b) yields
N,(N,J, — N,J, J,(J'N, — J,N,/ 3(J,N, J,N,’ 2
V( v v v V)a V( v v v V)b= _ ( v 2V+ v V) _ 3 5 (B_4)
2J, 2N, n“z,J,N, T2z
Using the formula
J,N,) — J/N, = 2/nz, (B-5)
we have
J2 3 2J,N.
— v b _ ’ ! v v . _
a N7 AN (Jv N, + J N, + 32, ) (B-6)

If we substitute (B-6) into (B-3), square both sides, and compare corresponding terms,
we obtain
3 1

3 3P
== 24+ ——| = (J/N, + J,N/ JN, +—1|. B-7
b 2ZINV +6ZIJ‘.2 [2( vily + v v)+ vily + ﬂ] ( )

Further, from a recursion equation for Bessel functions

J =J,_, —vz ', (B-8)

v v

and the relation (B-5), we find

2
J/N, + J,N, = J/N, + J/N, + —

nZ4
B-9
) (B-9)

\Y
= — — J)N, + —.
2(Jv—1 z Jv) v + nz,

Introduction of (B-9) into (B-7) leads to

P DTS B (U S VA (B-10)
_Ezl v 2Z1Jv2 Z1Jdy—11Yy T .
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Thus we also find

3 3 2\*  6(z;J,_ (N, + 1/rn
a=§ZIJ”2+W<ZIJ”_1N”+;> - (1 TtZIINZ / ) (B-ll)
APPENDIX C
Evaluation of S(0) and $(0)
We set
n\? 9 \2
5(0) = lirr; <§> T IiaNf,Az(‘c)) + bJ1;5(z(7)) — 2<ab - 1t—2> J1/3(Z(‘E))N1/3(Z(T)):|
(C-1)
where z(t) is 2 kt*/2. Using the formula
1 i
Nyj3(2) = —— | cos = Jy;5(2) — J_y3(2) |, (C-2)
sin /3 3
S(0) becomes
n\% . al 5 5
g 11_1:13‘[ 5 J1/3_4J1/3J_1/3 +4J_1/3 +bJ1/3
2 9\"*
- 7§ (ab - F) (Jis — 2J1/3J—1/3)}- (C-3)

If we retain only the lowest-order term of the series expansion of the Bessel functions,
we have

K\1/3 12
Jis(z(v) = <§> m, (C-4a)
K\~ 1/3 g1/
voanle) = (3) g (C-4b)

Substituting (C-4a) and (C-4b) into (C-3) and taking its limit at T = 0, we obtain

4 /n\? (k\"33 1
S(°)=§<§> <5> @) (€3

S(0) can also be evaluated in a similar way. We set

. ) n 2 ) 5 9 1/2
S(O) = hn; <§) {[QN1/3 + bJ1/3 - 2 <ab — F) J1/3N1/3}

. ’ ’ 9 1/2 ’ ’
+ 21z [aN1/3N1/3 + bJ1/3J1/3 - (ab - ;f) (‘]1/3N1/3 + J1/3N1/3)]}5
(C-6)
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where dots denote derivatives with respect to t, primes denote derivatives with respect
to z, and all Bessel functions are functions of z(t). Using formulas (B-9), (C-2), and the
recursion relation (B-8), we have

, 1 J 2
NNy = 3 (s = 20-45) (Lm + 2y — S+ 3;J_1,3>, (C-Ta)
, 1
J1/3J1/3 = J1/3 J—2/3 - £J1/3 s (C'7b)

, , 2 1 2
Ji3Nys + JisNys = —= (J—z/a - —J1/3> (Jiz — 2J_qj3) + e (C-Tc)

\ﬁ 3z

Retaining only the lowest-order term of the series expansion for J,(z(t)) and
J_53(z(1)), we have

k 2/3
Joya(z(0) = <§> ﬁ% (C-8a)
k —-2/3 -1
J_ap(e(@) = (5) S (C-8b)

From 1z = kt*?, the limiting values of the component terms at t = 0 in (C-6) become

k 1/3-2/3 T3/2+1/2_1
li 4 _ = lim k| = —— =0,
i 12J1j3J )3 = lim <3> T@3I(/3)

1/3+2/3 3/2+1/2+1
lr = -0
1m TZJ1/3 J2/3 lm k< ) F(4/3)r(5/3) ’

k\~1/6-2/3 £3/2-1/2-1
im it dan =i k(5) S - rmarTs (©)
k\~13+23 13/2-1/2+1
lim ©27_ 33 = lim "(3) reArEs -
13+1/3  L1/2+1/2
hm 12Jy 3013 = 11_13 2( ) r(4/3)F(4/3) =0

Substitution of (C-9) into (C-6) yields

. n\% (.. 4 81z 4 81z
S(O) = (g) {11—1;1'01 [a<'3‘ J2_1/3 —_ EJ11/3> + a<_§J1/3J_1/3 + —9;:]1/3]_1/3)
9 1/2< 4 81z )]
+{ab—-= Ty gy — ———J 5l
< T[Z> \/3 1/3 1/3 3\/§Z 1/3 1/3
[ o3 s )
['(2/3)r(1/3) n’ J3repras)  nmz)l)

(C-10)



DYNAMICS NEAR TRANSITION ENERGY 225

Thus, we have

2n

$0) = - L yab— 2 ! (C-11)
3 \/§ n?

Here we use the relation

rRA3)(1/3) = \2[—“
APPENDIX D

Calculation of Perturbing Integration

One of the four parts in the perturbation integration,

1 .
evlo (—— cos w + sin w)
92

w2

[ = o dola: 1 — 919,93
4 1/g,> + 1

) (D-1)

w1

is calculated as follows:

1 - 5 .
I, = ﬂHglig;gs)e-ao/gz[ewz/gz(cos W, + g, sinw,)
92

—e"92(cos w, + g, sin w)]

_ 921 = 919295)
1+ g,°

— 0893112020+ D(cos w, + g, sin wy)]

[e'#93(cos w, + g, sin w,)

g>(1 — 919293){ [ < 1 >
=== COS lO — e
f+g2 P2 \(gy+ )"

. 1 1 .
+ ¢,93 sin [gz log <m + 60>:| —g3<2—gz + 1>(cos 0o + g, sin 60)}

92931 — 919,93) . 1 .
=72 31 +g;22 3 {[—sm®+gzcos®—g2<E+l sin 0,

1
+ [cos ® +g,sinO — <§g_ + 1>:l cos 90}, (D-2)
2

where

—g,log—— .
© =g log 1

The other three parts can be calculated in a similar way.





