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Abstract

The RIKEN linear accelerator (RILAC), which is among
the injectors for cyclotrons at the radioactive isotope beam
factory (RIBF), was upgraded by installing a supercon-
ducting RILAC (SRILAC) to search for superheavy ele-
ments with element numbers 119 and above. Prior to con-
ducting the SRILAC upgrade, the machine protection sys-
tem in RILAC was constructed using simple relay circuits.
However, most of the accelerators at RIBF other than RI-
LAC have been equipped with machine protection systems
using Mitsubishi MELSEC-Q programmable logic con-
trollers (PLCs) since 2006. They follow a mechanism that
was triggered an anomalous signal to drive the beam chop-
per to stop the beam, and are called beam interlock systems
(BIS). Machine protection was required in the SRILAC
project to prevent vacuum deterioration of the supercon-
ducting cavity owing to changes in the beam envelope.
Thus, we developed an FA-M3 PLC-based system to real-
ize a BIS with high response performance at a lower cost
than conventional systems. This system was characterized
by implementing both relatively slow response and 1/O re-
quiring high response performance. For example, in the
case triggered by an anomalous signal from the electro-
magnet power supply, the simulation of the beam envelope
indicated that the response performance was relatively
slow, with a few milliseconds being sufficient.

INTRODUCTION

One of the injectors in the RIKEN radioactive isotope
beam factory (RIBF) is the RIKEN linear accelerator (RI-
LAC) [1]. RILAC serves as an injector for the RIBF and
provides beams for standalone experimental courses. Ex-
periments are underway to search for superheavy elements
with atomic numbers greater than 119, facilitated by an up-
graded project. The primary upgrades to the RILAC in-
clude two significant improvements. The first is the instal-
lation of a new 28 GHz superconducting electron cyclotron
resonance ion source (ECRIS) upstream, which enhances
the beam intensity [2]. The second upgrade involves the
implementation of a superconducting linear accelerator
(SRILAC) downstream of the existing RILAC cavities to
boost the beam energy [3]. Because of the increased beam
intensity and energy from the upgrade, minor errors in the
accelerator components could easily cause significant
problems for the experimental equipment and the RIBF
beamline downstream of SRILAC.

In addition, issues with superconducting cavities, such
as quenching owing to vacuum deterioration caused by
beam loss, must be avoided. Therefore, the machine
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protection system (MPS), a mechanism for protecting
hardware from the beam, must be more advanced. In re-
sponse to these requirements, an MPS was developed to
operate SRILAC.

PREVIOUS SYSTEM

Before the SRILAC project, the RILAC interlock system
was implemented using hardware composed of mechanical
relays. Consequently, the response performance of the pre-
vious system was not high, typically on the order of tens of
milliseconds. In contrast, at RIBF facilities other than the
RILAC, an interlock system based on the MELSEC Q-se-
ries programmable logic controller (PLC) is employed as
the MPS [4]. This system prevents hardware failures
caused by deviations in the beam trajectory from its normal
orbit by driving a beam chopper located just downstream
of the ECRIS in response to abnormal signals from com-
ponents, such as power supplies, RF systems, and vacuum
systems. In addition to the beam chopper, the system out-
puts signals to insert the Faraday cups depending on the
type of input signal. This system is referred to as the beam
interlock system (BIS), and its response time is of the order
of 10 ms.

SYSTEM REQUIREMENT

The following system requirements have been estab-
lished to develop the MPS for the SRILAC project. The
system is designed to minimize the complexity of both
hardware and software. In addition, human and machine
protection systems are clearly separated, with the core
logic of the system following the RIBF BIS. The selected
hardware prioritizes long-term maintainability. Further-
more, all stages of system development and operation are
handled by the team to facilitate system upgrades and rapid
troubleshooting. The development of the upper-level sys-
tem is based on the experimental physics and industrial
control system (EPICS) channel access (CA) protocol,
which is the standard control protocol at RIBF. For exam-
ple, with abnormal RF signals, the system achieves a per-
formance that exceeds the typical response of the capabili-
ties of conventional PLC-based system such as RIBF BIS
and drives the beam chopper.

SRILAC BIS SPECIFICATIONS

Controller

When selecting hardware for the SRILAC BIS, the goal
was to develop and operate the system entirely within a
team, thereby ensuring long-term maintainability. Conse-
quently, the decision was made to construct the system
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using the FA-M3 series PLC, which has a proven track rec-
ord at the RIBF [5-8] and is familiar to the team. Owing to
concerns regarding reaching the upper limit of several in-
ternal registers, F3SP76-7S, the highest-performing se-
quence CPU module available at the time of system con-
struction, was selected. The main BIS sequence was imple-
mented on F3SP76-7S, whereas the upper-level system, in-
cluding the user interface, was implemented using EPICS.
To achieve this, a Linux CPU (F3RP71) [9] was installed
in the second slot of the PLC-based module to create a
multi-CPU configuration.

Communication

In the previous system, an interlock was designed with
stations equipped with sequential CPU modules communi-
cating via FL-net for CPU-to-CPU communication [10].
However, even in the smallest configuration (two stations),
a communication-induced delay of several milliseconds
was observed that increased with the number of 1/Os.
Therefore, CPU-to-CPU communication was avoided in
the SRILAC BIS. Instead, the main unit of the CPU mod-
ule communicates with seven subunits via an optical FA
bus. This configuration facilitated mutual information ex-
change between the FA-M3 series units and the construc-
tion of a remote I/O system. The system employed a loop
configuration using optical fibers to create a redundant FA
bus network (Fig. 1). Further, based on the cable length,
number of modules, and loop type, the I/O refresh time
caused by the FA link in this configuration was theoreti-
cally calculated to be approximately 300 ps.
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Figure 1: System chart of SRILAC BIS with optical FA bus
network with redundancy

Sequence

Machine protection in the SRILAC operation was real-
ized by the SRILAC BIS as a central part of the output of
the SRILAC BIS to the beam chopper switch, and by in-
putting the interlock signals output by each system, such as
the low-level RF and electromagnet power supply, to the
SRILAC BIS (Fig. 2). When an abnormality was detected,
the chopper stopped the beam and Faraday cups were in-
serted simultaneously. These sequences followed the RIBF
BIS.
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Figure 2: Flow chart of the entire system machine protec-
tion for SRILAC operation.

Standard 1/Os

The input module used as the standard /O was
F3XD32-3F [11] as digital inputs and F3ADO08-6R [12] as
analog inputs. For the output module driving the beam
chopper, the F3YD32-1H [11] was chosen owing to its cat-
alog-specified response speed of less than 0.1 ms. For the
output related to driving the Faraday cup, where a fast re-
sponse time is unnecessary, F3YD32-1P [11] with a re-
sponse speed of less than 1 ms was selected. These mod-
ules are referred to as standard I/O. For standard 1/Os, the
PLC units and numbers of input points are totally
280 points which combine digital and analog inputs.

High-Response 1/Os

Typically, PLCs have a system response time of several
milliseconds. FPGA are often selected for systems that re-
quire response times in the microsecond range [13]. In
SRILAC operations, a high-speed response is necessary to
stop the beam in response to error signals triggered by un-
stable RF phases from a low-level RF system. Thus, to
achieve a high-speed response within a BIS based on the
FA-M3 series, a field-programmable high-speed I/0 mod-
ule (F3DFO01: FPIO module) [14] was selected, and the in-
terlock logic was implemented in the FPIO module.

The FPIO module contained an FPGA (AMD Spartan-
6 LX) [15] with 24 input and output points each as high-
speed I/Os. A total of three FPIO modules are installed, and
they mainly receive interlock signals from Low-Level RF.
Because this logic can be implemented without passing
through the sequence CPU module, it can be processed in
parallel without being affected by the scan time of the pro-
gram running on the sequence CPU module. In this system,
settings such as enabling/disabling each input signal of the
FPIO module were configured via the D or I register from
the EPICS CA client. For high-response 1/Os,

SYSTEM PERFORMANCE

The response times of standard I1/Os were measured. The
test condition involved the input of a 100 Hz interlock sig-
nal into the F3XD32-3F of Subunit #6, and the response
time was defined as the time required for the output to be
generated from the chopper switch connected to the main
unit (Fig. 3). The results confirmed that the system oper-
ated with an average response time of 6 ms.
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Comparatively, the response time of the high-response
I/Os was significantly shorter. In this test, a 100 Hz inter-
lock signal was input into the FPIO module installed in the
main unit, and the response time was defined as the time
required for the output to be generated from the chopper
switch. The result was approximately 78 ps, thus demon-
strating a substantial improvement over the standard I/Os.

[
F3SP76 F3RP71
Figure 3: Photograph of the SRILAC BIS main unit.

VERIFICATION OF I/O PERFORMANCE

The SRILAC BIS includes both standard I/O and FPGA-
based high-response I/0 modules. When error signals are
triggered by a low-level RF system, driving the beam chop-
per with standard I/Os may not be sufficiently fast, poten-
tially leading to vacuum degradation within the supercon-
ducting cavity. Therefore, the error signals from a low-
level RF system should be handled using high-response
I/Os. Conversely, for triggers from electromagnetic power
supplies, the response time of standard 1/Os is expected to
be sufficient. To verify this, magnetic field measurements
at the quadrupole electromagnet upstream of SRILAC
(Fig. 4) and beam dynamics simulations were conducted to
assess the standard I/O performance. Figure 5 shows the
decay of the magnetic field when an external interlock sig-
nal was input into the electromagnetic power supply, caus-
ing it to shut off. The current through the quadrupole elec-
tromagnet was 32 A before the external interlock signal
was input.

The electromagnetic power supply received an external
interlock signal and sent it to the SRILAC BIS as soon as
the power supply was turned off. Assuming a time of 10 ms,
the SRILAC BIS required 16 ms to stop the beam, because
standard I/Os operate with an average response time of
6 ms. The results showed that the magnetic field after 16
ms, corresponding to the stopping of the beam by the stand-
ard I/Os, was equivalent to a current value of 94 % before
the input of the external interlock signal. Using the beam
dynamics simulation software TraceWin [16, 17], the sim-
ulation estimated the beam loss to be approximately 0.1 %
when the current changed from 32 A, which was the actual
operating current during the experiment, to 30 A. Because
this beam loss is minimal, it can be concluded that the error

THPB: Thursday Poster Session
MC4.5 Other technology

JACoW Publishing
doi: 10.18429/JACoW-LINAC2024-THPB052

A S
ST g (e e -
oo camyo o [ @ (LT o

TOC . & T e W
17 Testlng quadrupole magnet | N ]

Q{ Superconductlng RILAC (SRILAC) | Existing L}r}\?elfké?celerator

Figure 4. Placement of the quadrupole electromagnet for
verification of I/O performance.

Electromagnet power
supply off

Figure 5: Screenshot of an oscﬂloscope measuring the de-
cay of the electromagnet's magnetic field after inputting
the external interlock signal and turning-off the electro-
magnet power supply.

signals from the electromagnetic power supply can be suf-
ficiently managed using standard I/Os. Similarly, when sig-
nals from vacuum-control gate valves were input to the
SRILAC BIS and the beam was stopped upon closing the
gate valve, it at least 20 ms were required to close the gate
valve. This indicated that standard 1/Os are also sufficient
in this case.

CONCLUSION

The MPS was constructed for the SRILAC operation.
The SRILAC BIS was developed as a core component of
the system and operates by receiving interlock outputs
from other systems. After the interlock outputs were fed
into the SRILAC BIS, the beam chopper and Faraday cup
were driven based on the preset logic, thereby facilitating
rapid beam stopping. With a response time of approxi-
mately 6 ms and standard I/O, the performance of the PLC-
based system was satisfactory. In addition, to achieve re-
sponse speeds of less than 100 ps, which were difficult with
conventional PLC-based systems, an FPIO module was in-
troduced, and FPGA internal logic was developed sepa-
rately from the sequence CPU. By January 2020, the
SRILAC beam commissioning had been completed [18],
and the control system, including the MPS, had been oper-
ating without issues [19]. The new developed system ena-
bles us to provide the beam for experiments to search su-
perheavy elements [20, 21].
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