
DAMIC: Dark Matter In CCD

R. GAIOR
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DAMIC is a direct detection dark matter experiment using thick silicon CCDs as target
and sensor. This technique is sensitive to nuclear recoil induced by the interaction of low
mass WIMP on the target nucleus thanks to the silicon crystal characteristics and low noise
readout capabilities. DAMIC is installed at SNOLAB and has set limits on WIMP-nucleon
cross section between 1 and 20 Gev/c2 with a detector of 9 grams cumulating an exposure of
0.6 kg.day. After explaining the functioning and the advantages of the technique we will review
the performances and results of the DAMIC detector and the status of the current upgrade to
DAMIC100. We will also focus on the challenges and the potential of a prospective versions
of a kg scale detector.

Introduction

DAMIC is a detector based on cooled CCD used as a DM direct detector and sensitive to WIMP
mass below 20 GeV/c2. The technique was first considered in the years 2010 1. We will show in
this contribution that since then, many efforts were undertaken and rewarded by competitive
limits in the WIMP search at low mass.
After a short explanation of the detection general functioning, we will detail the calibration and
background studies done for the DAMIC operation. The analysis carried out with 0.6 kg·day
exposure are then presented as well as the search for hidden photon, another DM candidate, in
the range from 1.2 to 30 eV. The currently installed version the setup called DAMIC100 will be
described and the future generation, DAMIC1K is discussed.

1 The DAMIC detector

Detection principle The DAMIC sensor is a semiconductor crystal in silicon N-doped. It
is divided in pixels, and acts as the target but as the detector as well. As an energy deposit
occurs in the CCD, electron-hole pairs are created at a rate of one pair per 3.77eV deposited and
dragged to the surface of the CCD by an electric field. Charges are then stored in potential wells
in a 1µm thick layer on the surface. After the exposition of the CCD, the pixels are read out and
an image of the energy deposits during the time of the exposition is obtained. A WIMP particle
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recoil ionization e�ciency below 60 eVee, resulting in no
ionization signal for nuclear recoils below 0.3±0.1 keVnr.

B. Depth

The relationship between �xy and z of an interaction
can be analytically solved in one dimension given the
electric field profile within the CCD substrate and the
fact that the lateral variance of the charge carriers (�2

xy)
due to di↵usion is proportional to the transit time from
the interaction point to the CCD pixel array [6]. The
resulting relation is

�2
xy = �A ln |1 � bz|. (2)

The constants A and b are related to the physical prop-
erties and the operating parameters of the device and are
given by
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where ✏ is the permittivity of silicon, ⇢n is the donor
charge density in the substrate, kB is Boltzmann’s con-
stant, T is the operating temperature, e is the electron’s
charge, Vb is the bias applied across the substrate and zD

is the thickness of the device.
In practice it is most accurate to measure the param-

eters A and b directly from data. This was done us-
ing cosmic ray background data acquired on the sur-
face, by fitting the width of Minimum Ionizing Parti-
cles (MIPs) that penetrate the CCD as a function of
depth. These events are identified as straight tracks
with a relatively constant energy deposition per unit
length consistent with the stopping power of a MIP.
As MIP tracks follow a straight line, the depth can be
calculated unambiguously from the path length on the
x-y plane. FIG. 4 shows a MIP in a CCD operated
at the nominal temperature and substrate bias used in
SNOLAB. Characteristic bursts of charge (darker spots)
along the track correspond to the emission of �-rays.
The best-fit parameters to the di↵usion model (Eq. (2))
are A=215±15 µm2 and b=(1.3±0.1)⇥10�3 µm�1, which
correspond to a maximum di↵usion at the back of the de-
vice of �max=(21±1) µm⇡ 1.4 pix. The accuracy of this
calibration has been validated by studying the di↵usion
of X-ray events that interact near the surfaces on the
back and the front of the CCD [15] and from �-ray data,
which provides ionization events uniformly distributed in
the bulk of the device.

By studying the energy loss of �s from an external 3H
source we find that the CCD has a ⇠2 µm dead layer
on its front and back surfaces, as expected from the fab-
rication process of the device [6]. There is no evidence
for regions of partial or incomplete charge collection that
may hinder the CCD energy response.
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FIG. 4. A Minimum Ionizing Particle (MIP) observed in cos-
mic ray background data acquired on the surface. Only pixels
whose values are above the noise in the image are colored.
Darker colors represent pixels with more collected charge.
The large area of di↵usion on the top left corner of the image
is where the MIP crosses the back of the CCD. Conversely,
the narrow end on the bottom right corner is where the MIP
crosses the front of the device. The reconstructed track is
shown by the long-dashed line. The short-dashed lines show
the 3� band of the charge distribution according to the best-
fit di↵usion model.

V. DATA SETS AND IMAGE PROCESSING

The DAMIC setup at SNOLAB was devoted to back-
ground studies throughout the years 2013–2015, with
more than ten installations involving changes to the ex-
ternal shielding and CCD packaging, and di↵erent ma-
terials being placed inside the copper box for screening
purposes. During 2015, data was acquired intermittently
in both 1⇥1 and 1⇥100 acquisition modes with two or
three 8 Mpix, 675 µm-thick CCDs (2.9 g each). Table I
summarizes the dark matter search data runs including
the number of CCDs and images, and the total exposure
after the mask and image selection procedures discussed
below.

The energy and di↵usion responses of all CCDs were
calibrated with X-rays and cosmic rays on the surface
before deployment. At SNOLAB, a fluorescence copper
line (8 keV) induced by radioactive particle interactions
in the copper surrounding the CCDs was used to confirm
the calibrated energy scale. The value of �max was also
monitored to validate the depth response calibrated on
the surface. The radiogenic background rate measured
below 10 keVee decreased with time thanks to the con-
tinuous improvements in the radio-purity of the setup,
with an average event rate throughout the data runs of
⇠30 keV�1

ee kg�1 d�1.

Images were taken with exposures of either 104 or
3⇥104 seconds, immediately followed by the acquisition
of a ‘blank’ image whose exposure is only the readout
time. Due to the small probability of a physical event
occurring during readout, the blanks contain only the
image noise.

Each image was processed as follows. First, a pedestal
was subtracted from each pixel value, estimated from the
medians of the pixels values of the column to which the
pixel belongs. Correlated noise results in a simultane-
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(b) a–b coincidence

Figure 7. a) Three a particles detected in different CCD images at the same x-y position. Their energies and
the time separation between images are consistent with a sequence from a 232Th decay chain. b) A peculiar
cluster found in a single image, consistent with a plasma a and a b track originating from the same CCD
position. This may happen for a radioactive decay sequence occurring within the 8-hour exposure time of
an image.

same exposure, shown in Figure 7(b). As the energy of the a cannot be measured due to digitizer
saturation, this particular decay sequence cannot be identified.

4. Limits on 32Si and 210Pb contamination from b decay sequences

We have performed a search for decay sequences of two b tracks to identify radioactive contam-
ination from 32Si and 210Pb and their daughters, whose b spectra extend to the lowest energies
and could represent a significant background in the region of interest for the WIMP search. These
isotopes do not emit a or penetrating g radiation, and their decay rates are significant for extremely
low atomic abundances due to their 10–100 y half-lives, making conventional screening methods
ineffective in determining their presence at the low levels necessary for a WIMP search.

32Si is produced by cosmic ray spallation of argon in the atmosphere, and then transported to
the Earth’s surface, mainly by rain and snow. Detector-grade silicon is obtained through a chemical
process starting from natural silica. Therefore, the 32Si content of a silicon detector should be close
to its natural abundance in the raw silica. Spectral measurements of radioactive background in
silicon detectors suggest a rate of 32Si at the level of hundreds of decays per kg day [15]. 32Si leads
to the following decay sequence:

32Si �! 32P+b� with t1/2 = 150y, Q�value = 227keV (4.1)
32P �! 32S+b� with t1/2 = 14d, Q�value = 1.71MeV (4.2)

210Pb is a member of the 238U decay chain (Figure 4) and is often found out of secular equilib-
rium, as chemical processes in the manufacture of materials separate it from other 238U daughters.
It may also remain as a long-term surface contaminant following exposure to environmental 222Rn
(Section 3). 210Pb leads to the following decay sequence:
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Figure 1 – Left: sketch of the functioning of the DM detection with CCD; bottom: sketch of the charge spread
during the diffusion of the pixel surface. Right: Example of particle signal in a CCD. Characteristics features for
e−, ν, α, β can be clearly noticed.

would scatter on the silicon nuclei and induce a nuclear recoil which in turn would produce a
small energy deposit as sketched in the Figure 1-top left. The energy threshold for the electron
hole pair production of the Silicon as well as a low reading noise translates in a low WIMP mass
threshold. Furthermore, as sketched on the Figure 1-bottom left, the charges are directed along
the z axis and diffused on the x and y axis so the RMS of the charge distribution at the surface
σxy is an estimator of the depth of the interaction, giving a 3D reconstruction of the energy
deposit location. The figure 1-right illustrates the particle identification capabilities of the CCD
technology based of their characteristic features. α particle are clearly distinguished by the large
and located energy deposit, electron are more scattered and yield a wormy like track and while
muon passes through and produce a straight track.
DAMIC CCDs are three-phase polysilicon gate structure with a buried p-channel based on a
technology developped for DECam CCD2. They are 0.675 mm thick and the low density of
donors (1011/cm3), allows for a large depletion zone with a relatively low voltage ( 40V). A
CCD is composed of 4k×2k or 4k×4k pixels, and weight 2.9g or 5.8g. Each pixel is a square of
15µ m side and provides a signal almost unpolluted by dark current (less than 10−3 e−/pixel/day
at 120 K).
The read out of the CCD is carried out after each exposition, typically of 8 hours for the DM
search run. The charges are transferred from one row to the next one with a parallel clock, while
a higher frequency serial clock transfers the electrons of the last row to the output node where
the charge is measured. The operation of charge measurement adds an electronic noise, however
the uncertainty on the measured number of charges is as low as to 1.8 thanks to correlated double
sampling technique. This sets the detection threshold to low energy, around 50eVee (electron
Volt electron equivalent).
The acquisition can be operated in two modes, 1×1 and 1×100. In the former case, every pixel
is read and saved offering the best spatial resolution, whereas in the latter case, 100 rows are
transfered in the last one before its serial transfer to the output node leading to a better energy
resolution at the cost of a poorer spatial resolution.

The DAMIC detector The DAMIC detector is installed at the SNOLAB underground fa-
cility, in the Vale’s Creighton nickel mine. It is located below of 2 km of rock, or 6010 meter
water equivalent. The DAMIC CCDs are enclosed in a series of containers which are shown in
the Figure 2. Going from the most inner part, each CCD lays on a silicon support, is held in
a copper frame and is connected to a flex cable to form a module ( Fig 2-a) ). The module is
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11Figure 2 – Views of the DAMIC detector incuding its shieling. See text for details.

inserted in one slit of a copper box ( Fig 2-b) ). The box is placed in a copper vessel, under
a lead block ( Fig 2c) ) and put under a very low pressure of 10−6 mbar and cooled down to
a temperature of 120 K. The vessel is surrounded by a lead castle of 21 cm thickness to shield
the sensitive part against γ rays. Note that the lead layer close to the vessel was selected from
ancient lead, poor in 210Pb contaminant. Finally a 42 cm high density polyethylene shield acts
as a neutron absorber( Fig 2-d) ).

Energy calibration The CCD technology also has the advantage of showing a good linearity
en energy. The response of DAMIC CCD to source of photons of known energy is shown in
Figure 3-left. X-rays sources are chosen down to energies of around 1keVee and optical sources
are used to cover the lower energy region where DAMIC is still sensitive. The linearity factor
is constant to 5% error over the three order of magnitudes. Additionally, the Fano factor F ,
that enters in the energy resolution definition as σE ∝

√
E · F is found to be 0.13. As a WIMP

particle is expected to produce a nuclear recoil, the detector needs to be calibrated to such
process. The Figure 3-right shows the relation between the ionization energy and the nuclear
recoil energy. It was performed on a silicon detector with a fast neutron source above 2 keVr in
the study 4 and on a CCD similar to the DAMIC one with photoneutron at lower energy 5.

Background A crucial point in low rate experiment is the background contamination. The
DAMIC experimental technique has no discrimination power of a nuclear recoil as expected for
a WIMP signal from an electron recoil, as produced by low energy β or Compton. Hence, the
background limitation and control is of prime importance. While the detector is well shielded
from the neutron induced by atmospheric muons with 6km w.e. of rock, it can be polluted by
radioactive contaminants in the shielding, the components around the sensor, or even within
the sensor itself. A special care is given in the handling of the CCD and the nearest part of
it. The copper is etched and most of the material are screened to verify the low radioactive
contamination. Inner most lead layer are made out of ancient lead batch to ensure a low
activation by cosmic rays. A nitrogen flux is circulated around the vessel to limit the radon
concentration close to the sensor. Additionally, thanks to the combined spatial and energy
resolution specific to DAMIC, the contamination from some radioactive chain can be measured
by correlating event position and energy with their expected features. Radioactive contamination
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the standard CCD readout, where the charge collected
by each pixel is read out individually, o↵ering maximum
spatial resolution. In the latter configuration, one hun-
dred rows are transferred into the serial register before
the charge is clocked in the x direction and each column
segment is read out individually. As the total charge of
an ionization event is distributed over a smaller number
of charge measurements, there is a smaller contribution
from the readout noise. As a consequence, the energy
resolution and the energy threshold for ionization events
distributed over multiple pixels is improved. However,
the spatial resolution in the y coordinate is lost, with �x

still positively correlated to the depth of the interaction
(FIG. 2(c)). DAMIC CCDs are read out with an inte-
gration time for the correlated double-sampling of 40µs,
which leads to an image readout time of 840 s (20 s) in
the 1⇥1 (1⇥100) mode.

DAMIC CCDs feature an output node at each end of
the serial register. As described above, all the charge col-
lected by the CCD pixel array is read out through one of
these output nodes. No charge is deposited in the other
output node, which is also read out and o↵ers a measure-
ment of zero charge, i.e. of noise. Since the readout of
the two output nodes is synchronized by the clocking, the
noise image allows the identification and suppression of
the correlated electronic noise of the detector’s readout
chain (Sec. V).

IV. ENERGY AND DEPTH RESPONSE OF A
DAMIC CCD

A. Energy

The output of a CCD readout chain is recorded in Ar-
bitrary Digital Units (ADU) proportional to the num-
ber of charge carriers placed in the CCD’s output node.
The signal produced by electron recoils, which lose their
energy through ionization, is proportional to the gener-
ated number of charge carriers, with an average of one
electron-hole pair produced for every 3.77 eV of deposited
energy [9]. Thus, we define the electron-equivalent energy
scale (in units of eVee) relative to the ionization pro-
duced by recoiling electrons from the photo-absorption
of X-rays of known energy.

Calibrations were performed by illuminating the CCD
with fluorescence X-rays from O, Al, Si, Cr, Mn and Fe.
FIG. 3 summarizes the measurement of the linear cal-
ibration constant, k (ADU/eVee), at di↵erent energies,
which demonstrates the linear response of the CCD to
electron recoils. From X-ray data we also estimated the
intrinsic fluctuations in the number of charge carriers pro-
duced. The measured resolution of 54 eVee at 5.9 keVee

corresponds to a Fano factor [10] of 0.133±0.005.
To demonstrate the linearity of the CCD output to

weaker signals we used optical photons from a red light-
emitting diode (LED) installed inside the DAMIC cop-
per vessel, which produce a single electron-hole pair by
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FIG. 3. Linear constant, k, relating the CCD output signal
to the ionization generated in the substrate. Values are given
relative to k measured at 5.9 keVee. Calibrations at high en-
ergies were performed with X-rays, while the lowest energy
points were obtained using optical photons, as outlined in the
text. The linearity of the CCD energy response is demon-
strated down to 40 eVee.

photoelectric absorption. Several CCD images were read
out, each exposed to light for 20 s. For a given pixel, the
number of charge carriers detected in the images follows
a Poisson distribution. The mean (µl) and variance (�2

l )
of the increase in the pixel ADU induced by the LED
exposure are then related to the calibration constant (k)
by:

k =
1

3.77 eVee

�2
l

µl
. (1)

We employed Eq. (1) to estimate the calibration constant
at very low light levels, when only a few of charge carriers
are collected by a pixel. These results are included in
FIG. 3 and demonstrate a CCD response linear within
5% down to 40 eVee.

A recoiling silicon nucleus following a WIMP inter-
action in the CCD bulk will deposit only a fraction of
its energy through ionization, producing a significantly
smaller signal than a recoiling electron of the same en-
ergy. The nuclear recoil ionization e�ciency, which re-
lates the ionization signal in the detector (in units of
eVee) to the kinetic energy of the recoiling nucleus (in
units of eVnr), must be known to properly interpret the
measured ionization spectrum in terms of WIMP-induced
recoils. Until recently, measurements of the nuclear recoil
ionization e�ciency in silicon were available only down to
⇠3 keVnr [11] and a theoretical model from Lindhard [12]
was usually employed to extrapolate to lower energies.
We adopt new results [13, 14] that extend the measured
nuclear recoil ionization e�ciency down to ⇠0.7 keVnr,
covering most of the energy range relevant for low-mass
WIMP searches. Measurements in [13] employ a silicon
drift detector exposed to a fast-neutron beam at the Tan-
dem Van de Graa↵ facility of the University of Notre
Dame to provide accurate results in the 2–20 keVnr en-
ergy range. For the calibration at lower energies [14],
nuclear recoils were induced in a DAMIC CCD by low en-
ergy neutrons from a 124Sb-9Be photoneutron source, and
their ionization signal was measured down to 60 eVee. A
linear extrapolation of these results is used for the nuclear
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the standard CCD readout, where the charge collected
by each pixel is read out individually, o↵ering maximum
spatial resolution. In the latter configuration, one hun-
dred rows are transferred into the serial register before
the charge is clocked in the x direction and each column
segment is read out individually. As the total charge of
an ionization event is distributed over a smaller number
of charge measurements, there is a smaller contribution
from the readout noise. As a consequence, the energy
resolution and the energy threshold for ionization events
distributed over multiple pixels is improved. However,
the spatial resolution in the y coordinate is lost, with �x

still positively correlated to the depth of the interaction
(FIG. 2(c)). DAMIC CCDs are read out with an inte-
gration time for the correlated double-sampling of 40µs,
which leads to an image readout time of 840 s (20 s) in
the 1⇥1 (1⇥100) mode.

DAMIC CCDs feature an output node at each end of
the serial register. As described above, all the charge col-
lected by the CCD pixel array is read out through one of
these output nodes. No charge is deposited in the other
output node, which is also read out and o↵ers a measure-
ment of zero charge, i.e. of noise. Since the readout of
the two output nodes is synchronized by the clocking, the
noise image allows the identification and suppression of
the correlated electronic noise of the detector’s readout
chain (Sec. V).

IV. ENERGY AND DEPTH RESPONSE OF A
DAMIC CCD
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The output of a CCD readout chain is recorded in Ar-
bitrary Digital Units (ADU) proportional to the num-
ber of charge carriers placed in the CCD’s output node.
The signal produced by electron recoils, which lose their
energy through ionization, is proportional to the gener-
ated number of charge carriers, with an average of one
electron-hole pair produced for every 3.77 eV of deposited
energy [9]. Thus, we define the electron-equivalent energy
scale (in units of eVee) relative to the ionization pro-
duced by recoiling electrons from the photo-absorption
of X-rays of known energy.

Calibrations were performed by illuminating the CCD
with fluorescence X-rays from O, Al, Si, Cr, Mn and Fe.
FIG. 3 summarizes the measurement of the linear cal-
ibration constant, k (ADU/eVee), at di↵erent energies,
which demonstrates the linear response of the CCD to
electron recoils. From X-ray data we also estimated the
intrinsic fluctuations in the number of charge carriers pro-
duced. The measured resolution of 54 eVee at 5.9 keVee

corresponds to a Fano factor [10] of 0.133±0.005.
To demonstrate the linearity of the CCD output to

weaker signals we used optical photons from a red light-
emitting diode (LED) installed inside the DAMIC cop-
per vessel, which produce a single electron-hole pair by
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photoelectric absorption. Several CCD images were read
out, each exposed to light for 20 s. For a given pixel, the
number of charge carriers detected in the images follows
a Poisson distribution. The mean (µl) and variance (�2
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of the increase in the pixel ADU induced by the LED
exposure are then related to the calibration constant (k)
by:
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We employed Eq. (1) to estimate the calibration constant
at very low light levels, when only a few of charge carriers
are collected by a pixel. These results are included in
FIG. 3 and demonstrate a CCD response linear within
5% down to 40 eVee.

A recoiling silicon nucleus following a WIMP inter-
action in the CCD bulk will deposit only a fraction of
its energy through ionization, producing a significantly
smaller signal than a recoiling electron of the same en-
ergy. The nuclear recoil ionization e�ciency, which re-
lates the ionization signal in the detector (in units of
eVee) to the kinetic energy of the recoiling nucleus (in
units of eVnr), must be known to properly interpret the
measured ionization spectrum in terms of WIMP-induced
recoils. Until recently, measurements of the nuclear recoil
ionization e�ciency in silicon were available only down to
⇠3 keVnr [11] and a theoretical model from Lindhard [12]
was usually employed to extrapolate to lower energies.
We adopt new results [13, 14] that extend the measured
nuclear recoil ionization e�ciency down to ⇠0.7 keVnr,
covering most of the energy range relevant for low-mass
WIMP searches. Measurements in [13] employ a silicon
drift detector exposed to a fast-neutron beam at the Tan-
dem Van de Graa↵ facility of the University of Notre
Dame to provide accurate results in the 2–20 keVnr en-
ergy range. For the calibration at lower energies [14],
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Electronic recoil: 
➤ linear response down to 40 eVee 

(e- recoil with X-ray and LED at low E) 
➤ resolution of 54 eVee at 5.9keVee 

(Fano factor of 0.133) 

Nuclear recoil: 
➤ fast neutron source (1.8-20 keVnr) 

(arXiv:1702.00873)  
photoneutron (0.7-2.3 keVnr) 
(Phys. Rev. D 94, 082007) 

➤ Deviation from Lindhard model (at low E)

!8

&  

Figure 4.  Summary of the low calibration effort results by the DAMIC Collaboration. Two measurements were 
performed to extend the previous results (green) to recoil energies as low as 0.7 keV. This calibration shown for the 

first time a clear deviation from Lindhard at low energies.

&  

Figure 5. Preliminary result of DAMIC electron scattering dark matter cross section based on the dark current rate 
observed for the CCDs at SNOLAB, compared to the best published limits from XENON experiment. Produced in 
collaboration with Jeremy Mardon (Stanford), Rouven Essig, Tien-Tien Yu (Stony Brook) and Tomer Volansky (Tel 
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Figure 3 – Left: Energy calibration of DAMIC CCD with electronic recoil signal (or ionization energy). Right:
Relation between nuclear recoil energy and ionization enegy.

can also take place inside the bulk of Silicon. The 32Si isotope is produced via spallation of argon
in atmosphere and is found in the Silica used to extract the Silicon. The β decay of 32Si leads
to 32P and could induce a low energy background. The study of events compatible spatially,
in energy and in time with the decay chain parameters (the beta spectrum and the half time)
is carried out to estimate the 32Si concentration. The Figure 4-left shows the evolution (each
curve represent a stage of DAMIC) of the background in DAMIC detector over the years. It
shows an impressive decrease from 104 d.r.u. = counts / keV / day / kg to 5 d.r.u. thanks to
the changes along the years including the improvements detailed in this paragraph.

2 Dark Matter searches

Low mass WIMP search After a period mainly dedicated to background studies and re-
duction (years 2013-2015), DAMIC setup has acquired data for DM search in 20156. The data
are composed of 1x1 and 1x100 acquisition with 2 and 3 CCDs of 8 Mpixels and 2.9 g each.
Exposure are either 104 or 3× 104 s and the average background event rate below 10 keVee over
the data taking period is 30 d.r.u..
The image are first treated to remove the unstable pixels: after a correction for the pedestal and
the correlated noise observed as a systematic shift in the two output node serving for the read-
ing, the pixels with too large and frequent variations from their normal condition are masked.
Furthermore, since a blank image is acquired for each exposed image, the consistency of the
distribution between the exposed and blank images serves as a last check before the event selec-
tion.
Below 10 keVee, nuclear recoil induced by a WIMP is expected to leave a very little ionization
energy in the detector. Hence, the event search is directed toward pointlike events. A mask is
constructed on each image to exclude cluster, i.e. contiguous pixels with signal larger than 4
times the electronics noise and with a total energy larger than 10 keVee. To find clusters, the
image is scanned with a 11×11 pixels sliding window. In each of these windows, the likelihood
of 2D white noise (LN ) and of a white noise plus a Gaussian signal with a fixed width (LG) are
computed and compared. If −(ln LG

LN
) ≤ −4, the window is selected and then the signal is fitted

to find the best parameters to describe the cluster. The distribution of ∆LL = − ln(max(LG)
LN

)
is compared with simulated ionization events and blank image. Candidate events are selected
with the condition of ∆LL ≤ −28 in the case of 1×1 data. At this point further selection is
operated to exclude spatially correlated events which can originate from pixel defect if they are
at the same location on different images, or from radiation following radioactive decay when the
separation distance is less than 300µ m. The distribution of the candidate events is displayed
in Figure 4 in the energy as a function of σxy plane. A final selection is applied to remove
surface event likely to be produced by low energy electrons emitted from the surface directly
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➤ compatible with background hypothesis 
(Compton scatt.) 

➤ sensitivity at low mass WIMP  
( mχ< 10 GeV/c2) 

➤ exclusion of a part of CDMSII signal 
with same target (Si)
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FIG. 9. Energy spectrum of the final candidates. The red line
shows the best fit model with parameters stot = 0, b1x1 = 31
and b1x100 = 23.

fit to the data with all parameters free. The statistic q is
positive by construction and values closer to zero indicate
that the restricted fit has a likelihood similar to the un-
constrained (free) case. On the other hand, large values
reflect that the restricted case is unlikely. To quantify
how likely is a particular value of q, the corresponding
PDF is required. To compute this distribution we used
a fully Frequentist approach and obtained it by perform-
ing the estimation of q outlined above for a large number
of Monte Carlo samples generated from the background-
only model (stot=0).

We performed the discovery test on the joint data
set assuming the standard halo parameters: galac-
tic escape velocity of 544m s�1, most probable galac-
tic WIMP velocity of 220m s�1, mean orbital ve-
locity of Earth with respect to the galactic cen-
ter of 232 m s�1 and local dark matter density of
0.3 GeV c�2 cm�3. We found the recorded events to be
compatible with the background-only hypothesis with
a p-value of 0.8 (FIG. 9). The result corresponds
to a dominant background from Compton scattering
of 15±3 keV�1

ee kg�1 d�1 (21±4 keV�1
ee kg�1 d�1) in the

1⇥1 (1⇥100) data set.
We proceeded to set a 90% confidence level upper limit

on the WIMP-nucleon elastic scattering cross-section,
�̃��n. To compute the upper limit we followed an ana-
log approach where, for each value of M , we performed
a scan on s to find a s̃ such that the test based on the
corresponding q(s̃),

q(s̃) = �log

"
Max{Lrestricted(

�!
b |�!E , M, stot = s̃)}

Max{Lfree(stot,
�!
b |�!E , M)}

#
,

rejected the hypothesis stot�s̃ with the desired 90% C.L.
Note that for each of the scanned points we generated
the corresponding q(s) distribution from Monte Carlo.

The limit on the WIMP cross-section �̃��n was com-
puted from s̃, the total exposure of the experiment, E ,
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FIG. 10. Upper limit (90% C.L.) on the WIMP cross-section
�̃��n derived from this analysis (red line). The expected
sensitivity ±1� is shown by the red band. For comparison,
we also include 90% C.L. exclusion limits from other experi-
ments [3, 16] and the 90% C.L. contours corresponding to the
potential WIMP signals of the CDMS-II Si [3] and DAMA [17]
experiments.

and the normalization constant C (Eq. (3)) as

�̃��n = C
s̃

E .

The 90% exclusion limit obtained from our data is
shown by the red line in FIG. 10. The wide red
band presents the expected sensitivity of our experi-
ment, generated from the distribution of outcomes of
90% C.L. exclusion limits from a large set of Monte Carlo
background-only samples. The good agreement between
the expected and achieved sensitivity confirms the con-
sistency between the likelihood construction and experi-
mental data.

Several sources of systematic uncertainty were investi-
gated. The Fano factor, which is unknown for low energy
nuclear recoils, was varied from 0.13, as for ionizing parti-
cles, up to unity. Exclusion limits were generated chang-
ing the nuclear recoil ionization e�ciency within its un-
certainty [14]. The detection e�ciency curves for the sig-
nal and the background (FIG. 8) were varied within their
respective uncertainties, including those associated to the
background composition (Sec. VII). All these changes
had a negligible impact on the exclusion limit for WIMP
masses >3 GeV c�2. At lower masses the nuclear recoil
ionization e�ciency becomes relevant, its uncertainty re-
sulting, for example, in a change by a factor of ±1.5 in
the excluded cross-section at 2 GeV c�2.

IX. CONCLUSION

We have presented results of a dark matter search per-
formed with a 0.6 kg d exposure of the DAMIC experi-
ment at the SNOLAB underground laboratory. The sili-
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FIG. 7. Lateral spread (�xy) versus measured energy (E) of the clusters that pass the selection criteria outlined in Sec. VI.
Black (red) markers correspond to candidates in the 1⇥1 (1⇥100) data set. Gray markers show the simulated distribution of
energy deposits near the front and back surfaces of the device. The plot on the right is the projection on the �xy axis of the
identified clusters. The horizontal dashed lines represent the fiducial selection described in Sec. VII, while the vertical dashed
line shows the upper bound of the WIMP search energy range.

VII. REJECTION OF SURFACE EVENTS

The selection criteria presented in Sec. VI were imple-
mented to distinguish events due to ionization by particle
interactions from electronic noise. High-energy photons
that Compton scatter in the bulk of the device produce
background ionization events with a uniform spatial dis-
tribution because the scattering length is always much
greater than the thickness of the CCD. Hence, ionization
events from Compton scattering are only distinguishable
from WIMP interactions through their energy spectrum.
Nuclear recoils from WIMP interactions would produce a
characteristic spectrum that decreases exponentially with
increasing energy, while the Compton scattering spec-
trum is almost flat throughout the WIMP search energy
region.

Another background comes from low energy electrons
and photons radiated by surfaces surrounding the CCDs,
and from electrons produced in the silicon that exit the
device after depositing only a small fraction of their en-
ergy. These events occur tens of µm or less from the
surface of the CCDs and can be rejected by appropriate
requirements on the depth of the interaction. We selected
events with 0.35<�xy<1.22, corresponding to interaction
depths between 90 µm and 600µm, which left 51 (28) can-
didates in the 1⇥1 (1⇥100) data set. The dashed lines
in FIG. 7 represent this fiducial region. The group of
events at 8 keVee corresponds to Cu fluorescence X-rays
from radioactive background interactions in the copper
surrounding the CCDs. Due to the relatively long X-ray
absorption length at this energy (65 µm), some of the
events leak into the fiducial region. We thus restricted the
WIMP search to clusters with energies <7 keVee. The se-
lection e�ciency was estimated by simulation to be ⇠75%

for events uniformly distributed in the CCD bulk.

The rejection factor for surface background in the fidu-
cial region was estimated by simulating events from the
front and back surfaces of the CCD. The gray markers in
FIG. 7 show the �xy versus energy for one of these sim-
ulations, where the interactions were simulated to occur
<15 µm from the front and back surfaces of the device in
the 1⇥1 data. The rejection factor is >95% for surface
electrons with energy depositions >1.5 keVee and for ex-
ternal photons with incident energies 1.5–4.5 keVee. The
rejection factor decreases for higher energy photons to
85% at 6.5 keVee due to their longer absorption length.
Below 1.5 keVee the �xy reconstruction worsens, leading
to significant leakage into the fiducial region which must
be accounted for.

We developed a model of the radioactive background
that includes contributions from both bulk and surface
events. We estimated the relative fractions of surface
and bulk events in the background from the �xy distribu-
tion of clusters with energies in the range 4.5–7.5 keVee,
where the expected contribution from a WIMP signal
is smallest in the search range. We used all available
data to perform this estimate, including data acquired
with a lower gain for ↵-background spectroscopy stud-
ies and excluded from the WIMP search, and evalu-
ated background contributions for each CCD individu-
ally. We estimated that 65±10% (60±10%) of the total
background originated from the CCD bulk (i.e. from
Compton scattered photons), 15±5% (25±5%) from the
front and 20±5% (15±5%) from the back of the CCD in
the 1⇥1 (1⇥100) data set. This background composition
was assumed to be energy independent, which is justi-
fied by the fact that the background continuum of both
bulk and surface events is expected and observed to be

➤ energy cut E < 10 keVee 
➤ selection of clusters with likelihood 

method 
➤ remove surface events

A. Aguilar-Arevalo et al. (DAMIC Collaboration) Phys. Rev. D 94, 082006

Figure 4 – Left: Evolution of the background in the DAMIC detector. The current level has reach 5 d.r.u. Right:
Distribution of selected events for the WIMP search in the plane energy as a function of σxy, the depth estimation.

surrounding the CCD. Additionally the excess found at 8 keVee from the copper fluorescence
line is also excluded. The number of final candidates inside the fiducial area (inside the dashed
rectangle in the Figure 4) amounts to 31 for 1×1 mode and 23 for the 1×100 mode.
WIMP induced event and the electrons produced by Compton scattering inside the fiducial vol-
ume are indistinguishable individually. However, while for the WIMP induced signal one expects
an exponentially decreasing spectrum, it is expected flat for the Compton background. Hence
we construct the following likelihood function with the energy of each candidate event:

Ls+b(s, b,M |E) = e−(s+b) ×
N∏

i=1

[sfs(Ei,M) + bfb(Ei)] (1)

where s and b are the expected number of signal and background events, fs and fb their energy
distribution. Note that fs depends on the mass of the WIMP and the model assumed. We assume
the standard halo parameters: galactic escape velocity of 544 km.s−1, most probable galactic
WIMP velocity of 220 km.s−1, mean orbital velocity of Earth with respect to the Galactic
center of 232 km.s−1, and local dark matter density of 0.3 GeV c−2. cm −3. Upper limits on
the WIMP nucleon elastic scattering cross section are constructed by scanning the WIMP mass
parameter. For each mass M assumed, we produce a set of Monte Carlo samples with a defined
number s of signal events according the assumed spectrum fs. We compare the likelihood of the
data with the distribution found in the MC sample and search the mass Mχ and cross section
σχ−n for which we reject the initial hypothesis with 90% confidence level. The limits retrieved
in the plane (Mχ / σχ−n) are displayed in Figure 5(black solid line). It shows that DAMIC is
competitive in the low mass region E < 10 GeV. For the first time a region of the CDMS-II
potential signal (blue region in the Figure 5) is excluded with the same target composition.

Hidden photon Aside from the WIMP hypothesis, light bosonic candidate has been proposed
as DM candidate. Semiconductor like DAMIC detector are sensitive to eV scale hidden photon
via their absorption in the Silicon crystal. The absorption in a medium can be express with
the effective mixing parameter related to the photo electric cross section. The absorption of
hidden photons in DAMIC CCD would yield a very small signal but would modify the expected
distribution of pixel content. Such a signature was searched in 6.5 d of data of one CCD, chosen
for its low leakage current and measured during a dedicated run at lower temperature than usual
operations (105 K). The data are compared with simulation of hidden photon absorption and
limits on the kinetic parameter and the mass of the hidden photon were placed. They are the
most stringent direct detection limit between 3 and 12 eV.c−2 7 (see Figure 5).
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➤ target mass to kg scale 
➤ detector threshold down to 

~15 eVee (< 0.5e-) 
➤ background ~ 0.1 d.r.u.
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HIDDEN PHOTON SEARCH

➤ most stringent direct detection 
limits in 3-12 eV mass region

15

➤ hidden photon (m = [1-30 eV]) absorbed by 
electron 
→ ionisation 

➤ search for additional contribution in the leakage 
current

First direct-detection constraints on eV-scale hidden-photon dark matter with DAMIC at SNOLAB  
P.R.L (just accepted)3
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FIG. 1. Mean of the pixel values in each row over the nine
images, hpi, as a function of row number. The first 42 rows
contain the CCD data, while the remaining 18 rows constitute
the y overscan. The dotted line shows hpi=0, while the solid
line presents the level of leakage charge that corresponds to
�=4.0 e� mm�2 d�1.

the serial register. Because of the low event rate from
radioactive backgrounds (⇠1 g�1 d�1), only 0.95% of the
pixels were removed by this procedure.

Figure 1 shows the mean value of pixels in each row
over the nine images, hpi, after the image processing and
pixel selection described above. Rows �43 correspond
to the y overscan, for which hpi is consistent with zero.
The first 42 rows of the image contain the CCD data, for
which an o↵set is clearly visible due to charge collected
by the pixels. HP absorption would produce charge
uniformly distributed throughout the pixel array. The
higher values of collected charge in rows 30–40 indicate
the presence of non-uniform sources of leakage current,
e.g., optical or near-infrared photons inside the vessel or
dark current exacerbated by mechanical stress of the sili-
con lattice. The same pattern is more clearly observed in
the other CCDs with higher leakage current installed in
the DAMIC box, with a spatially uniform charge distri-
bution in the bottom-half of the devices, i.e., rows 1–21.

Thus, we consider rows 1–21 to place upper limits on
the possible contribution to the collected charge from HP
absorption. This selection corresponds to N=4.68⇥105

unmasked pixels over the nine images, equivalent to an
exposure of 11.5 g d. The distribution of pixel values (Fig-
ure 2) can be described as a function of the pixel value
in ADU, p, by

f(p) = N
1X

n=0

F (n|�,�, mV )Gaus(↵p|n � µ0, �pix),

where the sum is over the number of carriers collected
by a pixel, n, each multiplied by a Gaussian function
that describes the pixel white noise with mean n and
standard deviation �pix, and relative frequencies, F , that
depend on the leakage current per unit area, �, and the
HP absorption rate, �. An o↵set, µ0, that could remain
because of the statistical uncertainty in the subtraction
of the pedestal was included in the function.

In the absence of charge from HP absorption, i.e., for
the case of the “null” hypothesis, F reduces to the con-
tribution from leakage current:

F (n|�, 0, mV ) = Poisson(n|E�), (2)

���� ���� ��� � �� ��� ��� ���

� ��	
�

����

���

���

���

���

��


�
�
�
�
��

�
�
�
��
��
�

������� ����� !
" #$�!�  ����

	�!�

%�& ��'���(
�'��� ���)��

FIG. 2. Distribution of the pixel values, p, considered for this
analysis (markers). The solid line shows the best-fit result
with the null hypothesis, i.e., only pixel white noise and a
constant leakage current source across the device. The p-
value is 0.78. The dashed line shows the result after including
a fixed contribution from HPs with mass mV =10 eV and an
absorption rate of �=103 g�1 d�1.

modeled as a Poisson distribution under the assumption
of uncorrelated production of charge carriers uniformly
distributed across the selected region of the CCD. The
mean leakage charge collected by a pixel is proportional
to the image single pixel exposure of E=0.0156 mm2 d.

To obtain the contribution to F from the charge gen-
erated by HP absorption we rely on Monte Carlo sim-
ulations. For a given HP mass mV , we simulated a
number of interactions drawn from a Poisson distribu-
tion with mean �NE⇢, where ⇢ is the CCD density of
1.57 mgmm�2. We randomly selected the spatial posi-
tion of the HP absorption uniformly in depth and within
the selected region of the CCD. For each simulated HP
absorption, we generated the number of charge carriers as
for the photoelectric absorption of a photon with energy
mV c2, using the probability distributions from Ref. [10].
We then distributed the carriers on the pixel array ac-
cording to the charge di↵usion model for the CCD, de-
scribed and validated in Ref. [1]. A histogram was made
of the contents of all pixels in the simulated pixel array,
and the simulation was repeated 100 times to obtain a
numerical distribution of F (n|0,�, mV ). This function
was then convolved with Eq. 2 to obtain F (n|�,�, mV ).

We first performed a likelihood fit to the data with the
null hypothesis, with �pix, � and µ0 as free parameters.
Two penalty terms were added in the log-likelihood defi-
nition to include in the fit the prior knowledge of the val-
ues of �pix and µ0. The value of �pix was constrained to
the result from a fit to the pixels in the y overscan, while
µ0 was constrained within the statistical uncertainty in
the pedestal subtraction. The best-fit result has a p-
value of 0.78, with best-fit values of �pix=1.889±0.002 e�,

�=4.0±0.4 e� mm�2 d�1 and µ0=0.010±0.005 e�.
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FIG. 3. Upper limits (90% C.L.) on the HP absorption rate,
�, as a function of HP mass, mV , obtained from the likelihood
fit described in the text.

To explore the HP signal, we performed a scan for
values of mV and �. For each value of mV , we increased
the value of � in discrete steps starting from zero. At
every step, the likelihood fit was performed where the
parameters mV and � were fixed and �pix, � and µ0

were free. The minimum log-likelihood was registered
and a likelihood profile was constructed for every mV as
a function of �. There was no statistical significance of
a HP signal for any mV . The 90% C.L. upper limit on
� was thus obtained from the likelihood profile using a
likelihood-ratio test. Figure 3 presents the results as a
function of mV from 1.2 to 30 eV c�2.

Below 5 eV c�2, HP absorptions produce only one
charge carrier, leading to a current source that would
be indistinguishable from leakage current, and an upper
limit on the absorption rate at the same level as the leak-
age current. At higher mV , the multiplicity in the num-
ber of carriers produced per absorption increases, lead-
ing to pixels that collect significantly more carriers than
would be expected from leakage current. This leads to a
longer tail on the right side of the pixel distribution, and
consequently to a stronger upper limit on �. As an exam-
ple, the dashed line in Figure 2 shows the best-fit result
with fixed parameters mV =10 eV and �=103 g�1 d�1.

The absorption rate, �, is related to the HP kinetic
mixing, , through eff according to Eq. 1. We use this
relation to translate the upper limit on � for a given mV

to the corresponding upper limit on . Following Ref. [4],
we compute the polarization tensor using the complex in-
dex of refraction in silicon, estimated at the detector op-
erating temperature of 105 K by extrapolating the values
given in Ref. [11] using the empirical parameterization
from Ref. [12]. The results are shown in Figure 4.

Several sources of systematic uncertainty were investi-
gated. The largest e↵ect arises from the uncertainty in
the linearity of the CCD output signal, which we esti-
mated by varying ↵ by ±10%, resulting in changes in the
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FIG. 4. Exclusion plot (90% C.L.) for the HP kinetic mix-
ing, , as a function of HP mass, mV , from the dark matter
search presented in this letter (solid line). The exclusion limits
from other direct searches for HP dark matter in the galactic
halo with a dish antenna (thin-dotted line) [13] and with the
XENON10 experiment (dashed line) [5] are shown for com-
parison. A limit from a direct search with the XENON10
experiment for HPs radiated by the Sun (dot-dashed line) [5]
and an indirect constraint from the upper limit of the power
lost by the Sun into invisible radiation (thick-dotted line) [14]
are also presented.

upper limit of � ranging from 10% for mV <5 eV c�2 up
to a factor of 2 for mV =30 eV c�2. We repeated the anal-
ysis for di↵erent selected regions of the CCD. Restricting
the analysis to the last 2200 columns or considering rows
1–18 leads to <20% changes in the upper limits of �.
We confirmed the absence of pixels with values from 6 to
8�pix, thus the result is insensitive to the upper bound
on the pixel values. Finally, varying the temperature by
±10 K had a <5% impact on the upper limits of .

The exclusion limits presented in this letter are the
most stringent direct detection constraints on HP dark
matter with masses 3–12 eV c�2. The sensitivity of the
experiment is approaching that of searches for HP emis-
sion by the Sun, o↵ering a complementary technique for
their detection. Continued identification and mitigation
of dark current and light sources in DAMIC will improve
the sensitivity, making CCDs promising direct probes
for HP dark matter with eV-scale masses. In addition,
this work characterizes the noise sources of DAMIC and
demonstrates the sensitivity of the experiment to inter-
actions that produce as little as a single electron, corre-
sponding to ionization signals as small as 1.2 eV.

We thank Tongyan Lin for motivating discussions on
HP dark matter. We are grateful to SNOLAB and its
sta↵ for support through underground space, logistical
and technical services. SNOLAB operations are sup-
ported by the Canada Foundation for Innovation and
the Province of Ontario Ministry of Research and In-
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the Creighton mine site. We acknowledge the financial

Figure 5 – Left:Limits on WIMP cross section as a function of the WIMP mass imposed by DAMIC detector.
Right: Limits on the kinetic mixing parameter of the hidden photon.

3 DAMIC100 and beyond

DAMIC100 An extension of the DAMIC setup has been installed in April 2016 and January
2017. The new setup is currently composed of seven 4k×4k CCD (5.9g each) for a total mass of
41 g. Several other changes were carried out. The copper box and some modules were replaced.
A part of the shielding was also replaced with Roman ancient lead.

Toward DAMIC1K A next generation experiment with a mass of 1 kg is also considered
for the near future. Additionally to an increase of mass, DAMIC1K will attempt to reduce the
background noise and decrease the energy threshold to explore lower WIMP mass with a better
sensitivity. The expectation in terms of sensitivity are presented in Figure 5-left (dotted-dashed
line) for 1 kg.year, and 0.1 d.r.u.. Lowering the electronics noise would shift this curve to lower
mass.
However, to scale up the detector mass by around one order of magnitude can present some
challenges. With the current CCDs, one would require 180 CCDs to reach 1 kg. Keeping the
current technology, a few changes would decrease this number. For instance, for a size of
individual CCD raised to 6k×6k and the thickness increased to ∼ 1 mm, the number of required
CCDs drops to around 50. Further developments in the CCD fabrication process could even
increase the thickness to a few mm.
As far as the background noise is concerned, the current DAMIC installation noise is stable.
Full simulations of the radioactive contamination are being carried out to understand further the
origin of the current background to later reduce it and optimize the shielding or the geometry
of the future detector. Since the irreducible background will eventually come one from the CCD
bulk contaminant such as 32Si and 3H, the process of fabrication and transportation might have
to be controlled as well. Finally, work to decrease the readout noise is under progress. Several
options, sometimes complementary are considered: the optimization of the first amplification
stage; the use of skipper CCD (these devices under development allow the multiple reading of
a pixel without any noise addition); finally a digital filtering of the CCD signal would help in a
more precise determination of the charge of each pixel.



Conclusion

The DAMIC detector, a CCD based dark matter detector was described. The calibration carried
out down to very low ionization energy and the measurement of its equivalent in nuclear recoil
energy were presented. The effort to reduce the background to finally reach stable operation
with 5 d.r.u. were also shown. Thanks to these improvements DAMIC has been shown to be a
competitive detector in the low mass region with the limits placed with 0.6 kg.day of data.
Further improvements are ongoing with the recent installation of DAMIC100 and the develop-
ment of the next generation of 1kg scale detector DAMIC1K.
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