
C
ER

N
-T

H
ES

IS
-2

01
8-

22
2

C
E

R
N

-T
H

E
S

IS
-2

0
8
1
-0

0
1

2
9

/
0

5
/

2
0

1
8

LHCb

Bc





Experimental studies of charmonium

production and Bc mesons at LHCb

Dissertation Submitted to

Tsinghua University

in partial fulfillment of the requirement

for the degree of

Doctor of Philosophy

in

Physics

by

AN Liupan

Dissertation Supervisor : Professor GAO Yuanning

June, 2018









QCD

LHCb pp

Bc QCD

pp

QCD

3.05 pb−1 13 TeV

pp pT ∈ [0, 14] GeV/c y ∈ [2.0, 4.5]

J/ψ J/ψ pT y

NRQCD FONLL

13 TeV 8 TeV pT

y

J/ψ NRQCD

J/ψ FONLL

pp J/ψ SPS

DPS J/ψ

J/ψ

279 pb−1 13 TeV pp J/ψ

SPS DPS

SPS kT

J/ψ DPS

Bc 3 fb−1 7 TeV 8 TeV

pp B+c B(B+c → ψ(2S)π+)/B(B+c →
J/ψ π+) NRQCD kT 2 fb−1

8 TeV pp B+c π
+π− ATLAS Bc

Bc (2S)+

Bc (2S)+ B+c Bc (2S)+ → B+c π
+π−

ATLAS B+c Bc (2S)+ → B+c π
+π−

Bc LHCb

I



Abstract

Abstract

Studies of the properties of heavy-flavour hadrons can help deepen the understanding

of strong interactions, which are described by quantum chromodynamics (QCD). QCD

processes at short distances are perturbative, while those at long distances are non-

perturbative and remain less understood. This dissertation presents the experimental

studies of charmonia and Bc mesons with data samples of proton-proton (pp) collisions

collected by the LHCb detector at the Large Hadron Collider.

In the production of quarkonium in pp collisions, the creation of heavy-quark pairs

is expected to be perturbative, while the subsequent evolution of the heavy-quark pairs to

quarkonia is non-perturbative, for which the calculations rely essentially on experimental

inputs. The inclusive production cross-sections of prompt J/ψ mesons and those of J/ψ

mesons from b-hadron decays in pp collisions at the centre-of-mass energy
√

s = 13 TeV

are measured using a data sample corresponding to an integrated luminosity of 3.05 pb−1

collected in early 2015. The kinematic range of the measured J/ψ mesons is pT < 14 GeV/c

and 2.0 < y < 4.5, where pT and y indicate the transverse momentum and the rapidity

of the J/ψ meson. The double differential cross-sections as functions of pT and y of

the J/ψ mesons are measured. The integrated cross-section of prompt J/ψ mesons is

determined to be 15.03 ± 0.03 (stat) ± 0.91 (syst) µb, and that of J/ψ mesons from b-

hadron decays is 2.25 ± 0.01 (stat) ± 0.13 (syst) µb. The results of prompt J/ψ mesons

are consistent with the calculations of non-relativistic QCD (NRQCD) at the next-to-

leading order (NLO), and those of J/ψ mesons from b-hadron decays are consistent with

calculations of FONLL, the fixed order plus next-to-leading logarithms. The ratios of

the production cross-sections at
√

s = 13 TeV and those at
√

s = 8 TeV are determined as

functions of pT and y to provide more precise comparisons with the theoretical models,

since a large fraction of uncertainties cancel in the ratios from both the experimental and

theoretical sides. The FONLL predictions tend to underestimate the cross-section ratios

for J/ψ mesons from b-hadron decays.

Measurements of J/ψ pair production can provide additional information to test the

QCD models. The J/ψ pair can be produced either through the process of single parton

scattering (SPS), or through that of double parton scatterings (DPS). The SPS contribution

can be calculated by QCD models, and the DPS contribution can be determined from

II
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measurements of prompt J/ψ production cross-section. The production cross-sections of

J/ψ pairs in pp collisions at
√

s = 13 TeV are measured as functions of various kinematic

variables with a data sample corresponding to an integrated luminosity of 279 pb−1. The

integrated production cross-section of J/ψ pair for J/ψ mesons in the kinematic range

pT < 10 GeV/c and 2.0 < y < 4.5 is measured to be 15.2 ± 1.0 (stat) ± 0.9 (syst) nb.

The contributions of SPS and DPS are studied under various theoretical assumptions.

Significant DPS contributions are observed in the high∆y range, where∆y is the difference

of the rapidities between the two J/ψ mesons. The SPS contributions are consistent with

the calculations of the leading-order (LO) kT factorization, and are overestimated by the

NLO colour-singlet model.

The decays and spectroscopy of Bc mesons are described by various QCD

models, which can be tested through experimental studies of Bc mesons. The

branching fraction ratio B(B+c → ψ(2S)π+)/B(B+c → J/ψ π+) is measured to be

0.268 ± 0.032 (stat) ± 0.007 (syst) ± 0.006(B) with the data samples collected in 2011

and 2012, corresponding to integrated luminosities of 1 fb−1 at
√

s = 7 TeV and 2 fb−1 at
√

s = 8 TeV, respectively. The last uncertainty is due to the uncertainties of the branching

fractions of the J/ψ → µ+µ− and ψ(2S) → µ+µ− decays. The result agrees well with the

calculations of the NRQCD approach at NLO and the kT factorization method.

The Bc (2S)+ state, which was observed by the ATLAS experiment, is searched for

in the B+c π
+π− mass spectrum using the data sample collected in 2012. No signal is

observed. Upper limits are set on the product of the relative production cross-section

σ(Bc (2S)+)/σ(B+c ) and the branching fraction B(Bc (2S)+ → B+c π
+π−) under different

assumptions of the Bc (2S)+ mass. The upper limits agree with the ATLAS result only if

the unpublished efficiency of reconstructing the Bc (2S)+ state relative to that for the B+c

meson is very large at ATLAS.

Key words: QCD; Heavy quarkonium; Bc meson; LHCb experiment
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Chapter 1 Introduction

1.1 The Standard Model

1.1.1 History

Back to the mid-twentieth century, hadrons like protons, neutrons, pions, kaons and

some hyperons have been observed. In 1964, the quark model was put forth by Murray

Gell-Mann and George Zweig [1] to classify all hadrons in terms of quarks. Initially, only

the up (u), down (d) and strange (s) quarks were introduced. In the quark model, hadrons

are divided into two categories: a) mesons, which consist of a quark and an antiquark,

e.g. the π+ meson (ud); b) baryons, which consist of three quarks, e.g. the proton (uud).

In 1967, Steven Weinberg and Abdus Salam independently developed Sheldon Glashow’s

idea of unifying the electromagnetic and weak interactions into the electroweak (EW)

interaction, and incorporated the Higgs mechanism into it as the electroweak symmetry

breaking mechanism [2–4]. The EW theory predicted the existence of the W± and Z0

bosons, which mediate the weak interaction, as well as the Higgs boson, which explains

the non-zero masses of fermions and gauge bosons. In 1970, a fourth quark, known as

the charm (c) quark now, was proposed to explain the suppression of the K+ → π+νν̄

decay via the GIM mechanism [5]. In 1973, QCD, the gauge field theory defining the

strong interaction between quarks and gluons, was formulated. In the same year, Makoto

Kobayashi and Toshihide Maskawa introduced the third generation of quarks to the GIM

mechanism to explain the observed CP violation in the kaon decay [6]. These persistent

developments led to the formal establishment of the SM in 1974.

Since then, the world has witnessed the unprecedented success of the SM. In the

famous “November Revolution" in 1974, the observation of the J/ψ meson by two inde-

pendent experiments headed by Burton Richter and Samuel Ting confirmed the existence

of the c quark [7,8]. Hereafter, the τ lepton, the bottom (b) quark, the W± and Z0 bosons

and the top (t) quark were discovered one after another [9–14], and the measurements proved

that there are three and only three generations of fermions. The last missing block of the

SM, the Higgs boson, was observed in 2012 at CERN [15,16], showing a good agreement

with the SM prediction. Despite the prosperous experimental confirmations, the SM is

believed to be an incomplete theory. It doesn’t incorporate the gravitation, includes no

dark matter candidate, and can’t explain some phenomena like baryon asymmetries in the

universe. Driven by the desire to solve these problems, numerous efforts are ongoing in

both the theoretical and experimental communities.
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1.1.2 Overview

In the SM, matter is made of three generations of quarks (u, d, c, s, t and b), three

generations of leptons (e, νe, µ, νµ, τ, ντ) and their antiparticles. The term “flavour” is

used to indicate the species of the quarks and leptons. The c, b and t quarks are called

heavy quarks, as their masses are significantly larger than those of the u, d and s quarks.

The gluon, the photon and the W± and Z0 bosons mediate the strong, the electromagnetic

and the weak interactions, respectively. The Higgs boson generates masses for the massive

fundamental particles. The electromagnetic force acts on particles with electric charge.

All the elementary fermions experience the weak interaction, with which their flavours are

changed. The strength of the weak force is around four orders of magnitude smaller than

that of the electromagnetic force. The strong force occurs only between quarks and gluons,

and has a strength of around 60 times that of the electromagnetic force at the femtometre

scale. The gravitation force applies to all particles with masses, and has the smallest

strength of approximately 10−41 that of the electromagnetic force at the femtometre scale.

1.1.3 Formulation of the SM

The SM can be formulated in the mathematical framework of the quantum field

theory. The construction of the SM is based on the gauge group SU(3) × SU(2) × U(1),

in which SU(3) is the gauge symmetry of the strong interaction, and the SU(2) × U(1)

component represents the EW interaction.

The U(1) and the SU(2) gauge groups conserve the weak hypercharge and the weak

isospin, respectively, but their symmetries are broken by the interaction with the Higgs

field. As a result, only a specific combination of the weak hypercharge and the weak

isospin, i.e. the electric charge, is conserved. The Higgs mechanism creates masses for

the three gauge bosons of the SU(2) group, i.e. the W± and Z0 bosons, while the mediator

of the U(1), the photon, remains massless. The strength of the electromagnetic force is

determined by the gauge coupling α, which gets larger with increasing four-momentum

transfer Q2 and is about 1/137 when Q2
= 0. The small value of α enables the application

of perturbation theory. The strength of the weak force between leptons depends on the

coupling constant αw, which is close to α and the perturbation theory is also applicable.

For quarks, the weak force strength also relies on the CKM matrix, in which there is a

phase angle responsible for the CP violation. The α, αw and CKM matrix have been

measured to a high precision.
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Under the SU(3) symmetry of the strong interaction, the colour charge is conserved.

The quarks experiencing the strong force have three types of colour charges: red, green

and blue; while the antiquarks carry the three corresponding anticolours. The strong force

is mediated by eight types of gluons in an octet, which carry simultaneously colour and

anticolour. Unlike the EW force, the coupling constant of the strong force, αs, increases

with decreasing Q2. At low energy scale, it becomes so large that the perturbation theory

is no longer applicable. This significantly complicates the predictions for QCD involved

processes, as the calculation of non-perturbative QCD remains a puzzle today. An accurate

understanding of QCD is necessary for both the validation of the SM and the search for

new physics, thus is of high importance and has triggered a wide range of theoretical and

experimental studies of QCD.

1.2 QCD

1.2.1 QCD Lagrangian

The Lagrangian of QCD is

L =
∑

f

q̄f ,i

(

i
(

γµDµ

)

i j
− mqδi j

)

qf , j −
1

4
Ga
µνG

µν
a , (1-1)

in which the repeated indices are summed over [17]. The qf ,i is the space-time Dirac

spinor field for the quark indexed by the flavour f and the colour i. The γµ represent the

Dirac γ-matrices. The Dµ is the gauge-covariant derivative, equal to ∂µ + igAµ, where

Aµ = (φ,A) is the SU(3) gauge field, and g is the QCD coupling constant related to αs

according to αs ≡ g
2/4π. The mq is the quark mass. The Gµν is the gluon field-strength

tensor given by

Ga
µν = ∂µAa

ν − ∂νAa
µ + g f abc Ab

µAc
ν, (1-2)

where f abc are the structure constants of the SU(3) group [17]. The fundamental parameters

in QCD are the coupling constant αs and the quark masses.

As mentioned above, the coupling αs increases when the energy scale gets smaller.

This behaviour can be revealed by two key properties of QCD: the colour confinement

and the asymptotic freedom. The colour confinement is the phenomenon that particles

carrying colour charge, including (anti)quarks, gluons, and (anti)quark pairs, can never
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be isolated. It is due to the fact that the strong force between two colour charged particles

approximates a constant as they are separated. The energy, which is proportional to the

separation, continuously increases, and eventually produces a new quark-antiquark pair.

The colour confinement has not yet been proved theoretically, but is validated by all the

experiments so far. The asymptotic freedom is the property that the strong interaction

becomes asymptotically weaker as the energy scale gets larger. The discovery of the

asymptotic freedom is a relevant promotion in QCD. It makes the perturbative calculation

possible in QCD processes at large energy scale.

The determination of αs is dependent on the QCD renormalisation, which is a

technique used to treat the divergences arising in the calculations of physical observables,

thus relies on the renormalisation scheme and scale. In the framework of perturbative

QCD, when the renormalisation scale µR is varied, the change of αs is given by the

renormalisation group equation

µ2
R

dαs

dµ2
R

= β(αs) = −(b0α
2
s + b1α

3
s + b1α

4
s + ...), (1-3)

where b0 = (33−2n f )/(12π) and the coefficients for higher order terms ofαs are dependent

on the renormalisation scheme [17]. The value n f is the number of quark flavours that can

contribute to the vacuum fluctuation under the given energy scale. Considering only

the b0 term in an energy range in which the value n f is constant for simplicity, Eq. 1-3

gives αs (µ2
R) = (b0ln(µ2

R/Λ
2
QCD

))−1. Here ΛQCD inherits the dependence on the arbitrary

starting renormalisation scale. TheΛQCD parameter is the dividing scale of the perturbative

and non-perturbative QCD, and can only be determined from experiments. For n f = 3

in the most widely used modified minimal subtraction (MS) scheme, measurements give

ΛQCD ≈ 250 MeV. For the energy region with |Q | ≫ ΛQCD, αs tends to zero as indicated

by the asymptotic freedom. For |Q | ≤ ΛQCD, QCD can no longer be treated perturbatively

and Eq. 1-3 becomes invalid. A summary of the measured αs values at different energy

scales, Q, is given in Fig. 1.2. The value of αs increases rapidly with Q when the energy

goes down near ΛQCD, and has been measured down to the energy scale of near 1 GeV.

1.2.2 QCD predictions on experimental observables

Theoretical predictions of QCD should be focused on observables measurable in

experiments. The observables simplest to calculate are the fully inclusive cross-sections

with no hadron in the initial state, e.g. the total cross-section of e−e+ → hadrons. Energetic
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Figure 1.2 Summary of the measured αs values at different energy scales, Q. Figure taken from

Ref. [17].

quarks are produced in the e−e+ hard scattering, then undergo fragmentations into many

subsequent quarks and gluons. The transition of the quarks and gluons into hadrons, i.e.

the hadronisation process, only occurs on a later time scale. Substantially, it will not affect

the features of the hard scattering. Since no knowledge of the details in the final state is

required, the QCD prediction for the total cross-section can be dealt with the perturbation

theory. The predictions for the inclusive cross-sections with no hadron in the initial state

have been tested to a good precision.

The predictions for the fully inclusive cross-sections of processes with initial-state

hadrons are more complicated, since they require the hadron structure functions as inputs.

Deep-inelastic scattering (DIS) experiments exhibit that hadrons are composed of point-

like constituents, named partons, which are indeed quarks and gluons. Parton distribution

functions (PDFs) define the momentum distributions of the various kinds of partons within

the hadron. They are usually determined within the collinear factorization framework. In

such a frame, all the partons’ momentum components transverse to the hadron momentum

are considered to be negligible. The PDF of a certain parton a in the hadron h is defined

as fa/h (x), in which x is the fraction of the longitudinal momentum of the hadron carried

by the parton. The PDFs are not calculable in perturbative QCD, since the confinement

of partons inside the hadron is a consequence of the non-perturbative nature of QCD.

Theoretical extraction of PDFs using non-perturbative methods is very difficult, and such
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attempts have just began in recent years. At present, the practical PDFs are all determined

from experiments. The good thing is that PDFs are universal as long as the same

factorization scheme is applied, which allows for the usage of PDFs determined from DIS

in other processes. Apart from the PDFs, the predictions for the inclusive cross-sections

with initial-state hadrons can also be managed perturbatively.

For observables other than the fully inclusive cross-sections, it is inevitable to en-

counter non-perturbative QCD due to the non-perturbative nature of hadron structures.

The predictions for them can be carried out using non-perturbative methods, among which

the most popular approaches are the lattice QCD (LQCD) and QCD sum rules. They both

can be used to determine some fundamental QCD parameters, and have successfully

reproduced a series of hadronic observables. However, their applications are still quite

limited due to some intrinsic constraints. The most widely used method is to create phe-

nomenological models based on the QCD factorization, which enables the application of

rigorous perturbative calculation. An overview of LQCD, QCD sum rules and the QCD

factorization is given in the following.

• Lattice QCD

LQCD is implemented on the basis of the Euclidean path integral formulation, in

which expectation values of physical observables are obtained from the integrals

of functions in the Euclidean space-time [17]. The QCD Lagrangian, LQCD, enters

the functions in the form of exp(
∫

d4tLQCD). To calculate the integral numerically,

the Euclidean space-time is discretized with a lattice spacing a. The quark and the

gluon fields, contained in LQCD, are defined on the lattice sites and on the links

between two adjacent sites, respectively. As the spacing a is suppressed to zero, the

continuum QCD is recovered. There are many ways to perform the discretization.

They should preserve the key properties of QCD, and should give the same results

for the limit a → 0. The uncertainties of the LQCD calculations mainly come

from the numerical computation of the integral and the non-vanishing values of the

spacing a. However, the decrease of the lattice spacing will lead to the increase of

the consumption of computational resources.

• QCD sum rules

In QCD sum rules, hadrons are described by the interpolating currents of the con-

stituent quarks. The correlator of the currents, based on the quark-level calculations,

can be constructed. Through the operator product expansion (OPE), the short- and
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long-distance components of the correlator are separately determined [18]. The

short-distance terms can be calculated perturbatively, while the long-distance terms

involving the universal quark and gluon condensates are parameterised in powers

of the squared momentum. Via the dispersion relation, the quark-level correlator

can be related to a counterpart calculated using physical hadronic parameters [18].

Usually, an ansatz for the hadronic spectrum is needed to separate different hadronic

states, e.g. assuming the spectrum is composed of a first resonance and a continuum

of the higher states. By matching the two expressions of the correlator, i.e. the

one determined from the OPE and the counterpart obtained from the dispersion

relation, a hadronic quantity can be extracted. Due to the cut-off in the OPE and

the approximation in the ansatz for the hadronic spectrum, the method of QCD sum

rules suffers an uncertainty as large as of 10-20%.

• QCD factorization

QCD processes at high energies almost unavoidably involve both partonic and

hadronic level physics, thus cover multiple energy scales. The QCD factorization

theorem assumes that the short- and long-distance processes can be factorized com-

pletely, with no interference that will affect the observables. The short-distance com-

ponent can be determined using the perturbation theory, while the non-perturbative

terms describing the long-distance process can be extracted from experimental

measurements if they have a smaller number of freedom than the experiments. The

long-distance terms are considered universal, thus can be used to predict other

experiments.

1.2.3 Quarkonia and Bc mesons

Heavy quarkonia, which are flavourless mesons made of a heavy quark and its

antiquark, and the Bc mesons, which are composed of the b and c quarks ¬, are ideal

systems for the study of QCD. Both heavy quarkonia and the Bc mesons can be treated as

non-relativistic systems, because the typical velocities of the heavy quarks inside them are

small in the reference frame of the msons. Due to the non-relativity, the calculations of the

quarkonium (pair) production in proton-proton (pp) collisions are significantly simplified,

and the quark potential model is valid to describe the Bc mesons.

Quarkonium can be classified as charmonium and bottomonium, whose constituents

¬ The Bc meson refers to the whole Bc meson family, while the B+c meson represents the ground state of the Bc

meson family. Charge conjugation is implied throughout the dissertation.
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Figure 1.4 Prediction for the Bc mass spectrum according to Ref. [19].

(LHC): measurements of production cross-sections of J/ψ mesons and J/ψ pairs at the

centre-of-mass energy of
√

s = 13 TeV; the measurement of the branching fraction ratio

B(B+c → ψ(2S)π+)/B(B+c → J/ψ π+); and the search for the excited Bc (2S)+ states in the

B+c π
+π− mass spectrum. They can provide valuable tests on the QCD models from both

the perturbative and non-perturbative aspects.

1.3 Quarkonium production in proton-proton collisions

The mechanism of quarkonium production remains an intriguing puzzle after over

forty years of theoretical and experimental researchs. There are four energy scales involved

in the production of a quarkonium: the hard-scattering scale Qhard, at which the quark-

antiquark (QQ) pair is produced; the masses of the heavy quarks mQ, which set the scale

of the kinematic threshold of the QQ production; the momentum of either heavy quark

in the rest frame of the heavy quarkonium mQυ, which is at the scale of the inverse of

the quarkonium size; and the binding energy of the heavy quarkonium mQυ
2. The quark

masses are estimated to be mc = 1.28 ± 0.03 GeV/c2 and mb = 4.18+0.04
−0.03

GeV/c2 [17]. The

scale mQυ
2 is related to the mass splitting in the heavy quarkonium spectrum, which gives

υ2 ≃ 0.3 and υ2 ≃ 0.1 for charmonium and bottomonium, respectively. The hierarchy of

the multiple scales and the intrinsic QCD scale ΛQCD is typically

Qhard > mQ ≫ mQυ > mQυ
2 > ΛQCD. (1-4)
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In consequence, the quarkonium production can be described in terms of two factorized

stages: the short-distance production of the QQ pair at the Qhard scale, which can be

calculated perturbatively; and the long-distance hadronisation of the QQ pair into the heavy

quarkonium state at the scales of mQυ and mQυ
2, which is a non-perturbative process. For

a quarkonium with the transverse momentum pT & mQ, the soft gluon exchanges between

the two processes can be neglected. For a certain QQ pair, the shape of the pT spectrum

of the eventual quarkonium largely depends on the perturbative short-distance process,

while its contribution to the quarkonium production cross-section significantly rests upon

the the non-perturbative hadronisation process. The non-perturbative terms describing

the hadronisation process have a number of freedom smaller than that of the quarkonium

pT spectrum in experiments. Therefore, measurements of the quarkonium pT spectra can

help fix the non-perturbative terms and test the perturbative calculations.

The colour-singlet model (CSM) under the non-relativistic QCD (NRQCD) frame-

work was first proposed to describe quarkonium producion. In CSM, the initial QQ pair

is assumed to be colourless and to have the same JPC quantum numbers as the eventual

quarkonium. Here J, P and C stand for the total angular momentum, the parity and the

charge conjugation, respectively. These quantum numbers are strictly conserved in strong

interaction. The CSM was later extended to include the colour-octet (CO) contributions

as well. When one refers to the NRQCD approach, it means both the colour-singlet and

colour-octet contributions are included.

1.3.1 The NRQCD approach

1.3.1.1 NRQCD Lagrangian

NRQCD is an effective field theory of QCD. In the NRQCD framework, contributions

larger than the mQ energy scale are integrated out. As given in Eq. 1-1, heavy quarks

are described by space-time Dirac spinor fields in the full QCD. The integration for the

higher energy scales of the QCD Lagrangian is very complicated in practice. As a result,

the Lagrangian of NRQCD is usually obtained by writing down all interactions consistent

with the QCD symmetries, including the SU(3) gauge symmetry, the rotational symmetry,

and the CP symmetry. The procedure starts with an ultraviolet momentum cut-offΛ at the

order of mQ. It is valid for heavy quarkonium since the non-perturbative hadronisation

process happens at the energy scale of mQυ or less. The eliminated relativistic interactions

happen at short distances, thus can be compensated by adding local interaction terms to the

11
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Lagrangian. Under the non-relativistic assumption, the next step is to block-diagonalize

the relativistic Dirac field theory, which leads to a non-relativistic Schrödinger field

theory with two two-component Pauli spinor fields for the heavy quarks and antiquarks,

respectively. The resulting Lagrangian of NRQCD is

LNRQCD = Llight + Lheavy + δL, (1-5)

where

Llight = −
1

2
trGµνG

µν
+

∑

q̄i /Dq (1-6)

describes the gluons and light quarks,

Lheavy = ψ
†(iDt +

D
2

2mQ

)ψ + χ†(iDt −
D

2

2mQ

) χ (1-7)

represents the non-relativistic heavy quarks and antiquarks, and δL is the correction term

to take into account the relativistic effects [21]. In Eq. 1-6, q is the Dirac spinor field for a

certain light quark and is summed over all light flavours. In Eq. 1-7, Dt and D are the time

and space components of Dµ respectively, ψ is the Pauli spinor field that annihilates a

heavy quark, and χ is the Pauli spinor field that creates a heavy antiquark. A two-fermion

operator containing ψ† and χ represents the creation of a QQ pair.

To recover the full QCD, an infinite number of interactions need to be included in

δL. e.g.

δL = c1

8m3
Q

(ψ†(D2)2ψ − χ†(D2)2 χ)

+

c2

8m2
Q

(ψ†(D · gE − gE · D)ψ + χ†(D · gE − gE · D) χ)

+

c3

8m2
Q

(ψ†(dD × gE − gE × iD) · σψ + χ†(dD × gE − gE × iD) · σ χ)

+

c4

2mQ

(ψ†(gB · σ)ψ − χ†(gB · σ) χ) + ...,

(1-8)

where E and B are the electric and magnetic components of Gµν respectively [21]. The

parameters ci are the short-distance coefficients which can be calculated perturbatively

as expansions of αs by matching the Lagrangian of QCD and NRQCD. The operators
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Table 1.1 Velocity-scaling rules for the operators included in the NRQCD Lagrangian [21].

Operator Scaling estimate

αs υ

φ (mQυ)3/2

χ (mQυ)3/2

Dt mQυ
2

D mQυ

gE m2
Q
υ3

gB m2
Q
υ4

gφ mQυ
2

gA mQυ
3

are ordered according to the velocity-scaling rules, in which the importance of the terms

is evaluated as powers of the quark velocity υ. The υ scalings are derived by requiring

consistency of the equations of motion, and are summarised in Table. 1.1 for all the

relevant operators, from which one can see the leading term in δL is suppressed by υ2

compared to Lheavy. Practically, the Lagrangian is always truncated at a specific order.

1.3.1.2 Quarkonium production in NRQCD

Concerning quarkonium production in pp collisions, based on QCD factorization,

the inclusive production cross-section of a heavy quarkonium H with certain JPC quantum

numbers can be expressed as

σ(H) =
∑

n

σ(pp→ QQ[n] + X ) × 〈OH (n)〉, (1-9)

where σ(pp → QQ[n] + X ) is the cross-section to produce an QQ pair labelled by the

quantum numbers JPC and the colour from the pp collision, the indice n represents the

possible 2S+1L
[1,8]

J
structure of the QQ pair, and 〈OH (n)〉 represents the long-distance

matrix elements (LDMEs) describing the hadronisation of a specific QQ state into H .

The superscripts [1] and [8] represent colour-singlet and colour-octet, respectively. The

production cross-section of the QQ state can be determined via

σ(pp→ QQ[n] + X ) =
∑

a,b

∫

dx1dx2dLIPS fa/p (x1) fb/p (x2) |A(ab→ QQ[n] + X ) |2,

(1-10)

13
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in which a and b are two partons, each inside one proton, from whose interactions the

QQ[n] state is produced, x1 and x2 are the longitudinal momentum fractions carried by

a and b, fa/p (x1) and fb/p (x2) are the PDFs for a and b in the proton, dLIPS indicates

the lorentz-invariant phase space, and A(ab → QQ[n] + X ) is the amplitude of the

ab → QQ[n] + X process [22]. The PDFs are non-perturbative but universal, thus can be

determined from other kinds of experiments. The amplitude A(ab → QQ[n] + X ) can

be calculated perturbatively in powers of αs, as discussed below for the J/ψ production

as an example.

In pp collisions at the LHC, heavy quarkonia are predominantly produced from

gluon-gluon fusion since gluons take around half of the proton momentum [23]. In CSM,

the QQ pair is colourless and has the quantum numbers of JPC
= 1−−, thus must couple

to at least three gluons according to the Landau-Yang theorem [24] at tree-level. So the QQ

state is produced through

g + g → QQ + g (1-11)

at leading-order (LO) in αs, as shown on the top left of Fig. 1.5. Its partonic differential

cross-section dσ̂/dpT
2 asymptotically scaling as α3

s · (2mQ)4/pT
8 when pT ≫ 2mQ.

The real-emission diagrams at next-to-leading-order (NLO) and next-to-next-to-leading-

order (NNLO) are

g + g → QQ + g + g (1-12)

and

g + g → QQ + g + g + g, (1-13)

respectively, as displayed in Fig. 1.5 as well. Their asymptotic scalings are α4
s · (2mQ)2/pT

6

and α5
s/pT

4, respectively. The power of pT in the denominator decreases from the LO to

NNLO, so the high order QCD corrections in CSM are substantial at the high pT region.

In the CO model (COM), the QQ pair can have quantum numbers different from the

14
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colour-singlet quark pair with the same JPC numbers as the quarkonium. For a given JPC ,

a mixture between 3(J − 1)J and 3(J + 1)J is allowed. The second dominant component

is the |H + g〉 state with an extra gluon. Its probability is suppressed by υ2, and higher

order states have even smaller probabilities of υ4 or higher powers of υ. For different QQ

states, the possible Fock states are different.

When OH
n is colour-singlet, according to vacuum-saturation approximation [21], the

predominant Fock state evolves into the quarkonium without emitting gluons. There is

〈0|OH
n |0〉 ≈ 〈0| χ†Knψ(

∑

mJ

|H〉〈H |)ψ†K ′n χ |0〉. (1-20)

Considering that the matrix element is independent of the quantum number mJ since

ψ†K ′n χ |0〉〈0| χ†Knψ is rotationally invariant, one has

〈0| χ†Knψ(
∑

mJ

|H〉〈H |)ψ†K ′n χ |0〉 = (2J + 1)〈H |ψ†K ′n χ |0〉〈0| χ†Knψ |H〉

≈ (2J + 1)〈H |On |H〉,
(1-21)

where On = ψ
†K ′n χ χ†Knψ are local four-fermion operators derived from δL. According

to the velocity-scaling rules, the operators On can be expanded as powers of υ. When OH
n

is colour-octet, the QQ need to radiate gluons to form the quarkonium. The contribution

at LO in υ is given by

〈0|OH
n |0〉 ≈ 〈0| χ†Knψ(

∑

mJ

|H + g〉〈H + g |)ψ†K ′n χ |0〉, (1-22)

in which there is one gluon emitted.

Altogether, each LDME is an expansion in powers of υ. The predominant Fock

states that contribute to the productions of various quarkonia are listed in Table 1.2. The

CO contributions are suppressed by the LDMEs. By fitting to the measured quarkonium

pT spectrum, which have a larger number of freedom, the LDMEs can be determined.

The LDMEs are universal for the production of a certain quarkonium, independent of

the colliding particles and the collision energy. Thus they can be verified using different

types of experiments. Besides, according to the spin symmetry of the heavy quarks, the

LDMEs for the production of quarkonia that differ by a spin-flip transition, e.g. J/ψ and

ηc, are related. It provides another constraint on the LDMEs.
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Table 1.2 Predominant Fock states contributing to the productions of various quarkonia.

υ scaling ηc,ηb J/ψ ,ψ(2S),Υ hc,hb χcJ ,χbJ

υ3 1S
[1]

0
3S

[1]

1
– –

υ5 – – 1P
[1]

1
,1S

[8]

0
3P

[1]
J

,3S
[8]

1

υ7 1S
[8]

0
,3S

[8]

1
,1P

[8]

1
1S

[8]

0
,3S

[8]

1
,3P

[8]
J

– –

1.3.1.3 Relation to quark potential model

In CSM, the LDMEs can be estimated using quark potential model [22], in which the

potential between the quark and antiquark is assumed to be instaneous. The validity of the

quark potential model comes from the fact that the interaction time of the gluon exchange

between the constituent quark and antiquark is much shorter than the time scale of the

quark motion [21]. This fact is true only when the meson is non-relativistic.

With a certain potential model, the wave functions of the quarkonia can be calculated

from the Schrödinger equation. With the Coulomb-gauge potential, the wave function of

ηc is determined to be

Ψηc (x) =
1
√

2Nc

〈0| χ†(−x/2)ψ(x/2) |ηc〉, (1-23)

in which the factor Nc takes into account the sum over all possible spin and colour states [21].

According to Eqs. 1-17, 1-19, 1-20 and 1-21, there is

〈Oηc (1S
[1]

0
)〉 = 〈0|Oηc (1S

[1]

0
) |0〉 = 〈ηc |ψ† χ |0〉〈0| χ†ψ |ηc〉. (1-24)

It gives

〈Oηc (1S
[1]

0
)〉 = 2Nc × Ψ2

ηc
(0), (1-25)

where Ψηc (0) is the ηc wave function at origin. The relations between the wave functions

and LDMEs for other quarkonia can be determined in similar ways.

1.3.1.4 Extension to the kT factorization method

The NRQCD approach can be extend to the kT factorization method, in which the

PDFs are determined assuming the kT factorization other than the collinear factorization.
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The kT stands for the fraction of the total transverse momentum carried by a parton. In

the kT factorization framework, the PDFs depend on the fractions of both the transverse

and longitudinal momentum carried by the parton. So far, considering the predictions

for quarkonium production, the kT factorization method is usually implemented based on

CSM. By taking into account the dependence on the transverse momentum, this approach

can include some higher-order contributions in αs even with the LO LDMEs. However, it

suffers from a larger uncertainty since the PDFs are less constrained with one more free

parameter.

1.3.2 Measurements on quarkonium production

The prosperous experimental studies of the quarkonium production started from

the measurement of the J/ψ and ψ(2S) production cross-section in pp collisions at
√

s = 1.8 TeV by the CDF experiment at the Tevatron [25]. After that, the production and

polarisation of the ψ and Υ(nS) mesons were intensively studied at the Tevatron and

RHIC. The operation of the LHC opened a new era for the quarkonium study. The centre-

of-mass energy of pp collisions were largely enhanced to 7 TeV in 2010 and 2011, then

to 8 TeV in 2012, and later to 13 TeV in 2015. The statistics are significantly increased,

which are helpful to give rise to much more precise results. All the four large experiments

at the LHC, i.e. ATLAS, CMS, LHCb and ALICE, make significant contributions to

the quarkonium studies. With the different kinematic coverages and detector features,

the measurements from the four experiments complement each other and exhibit a more

comprehensive picture of the quarkonium production.

During the first run period of the LHC, the differential production cross-sections

of the J/ψ meson as functions of its pT and rapidity (y) were measured by the LHCb

experiment at the centre-of-mass energies of
√

s = 2.76 TeV [26], 7 TeV [27] and 8 TeV [28].

The measurements were performed in the kinematic range of pT < 14 GeV/c and 2.0 <

y < 4.5. The J/ψ polarisation was also measured at
√

s = 7 TeV [29]. At ATLAS,

the J/ψ production cross-sections were measured in the range of 8 < pT < 110 GeV/c

and |y | < 2.0 at
√

s = 7 TeV and 8 TeV [30]. At CMS, the production cross-sections

were measured for J/ψ mesons with pT < 50 GeV/c and |y | < 2.4 at
√

s = 7 TeV [31,32].

The ALICE experiment measured the differential cross-sections for J/ψ mesons with

pT < 8 TeV and 2.5 < y < 4 at
√

s = 2.76 TeV [33] and 7 TeV [34]. All these measurements

are consistent with each other in the overlapping kinematic regions. Besides the J/ψ
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meson, the production cross-sections and polarisations of the ψ(2S) and Υ(nS) mesons

are measured by these experiments in the kinematic ranges similar to the J/ψ meson. There

are also measurements of the production cross-sections of the χc or χb mesons relative to

the cross-sections of the ψ orΥ mesons [35,36]. The χc measurements can not only provide

a new way to test the theoretical predictions, but also help understand the production and

polarisation of the J/ψ meson, since the feed-down from χc is a substantial source of

the prompt J/ψ production and significantly affect the polarisation measurement of the

J/ψ meson. In 2014, the production cross-section of the ηc (1S) meson in pp collisions

relative to that of the J/ψ meson was measured for the first time by LHCb at
√

s = 7 TeV

and 8 TeV [37]. This measurement is highly important as the ηc production cross-section is

related to that of the J/ψ meson according to the spin symmetry in the NRQCD approach.

The measurement of the J/ψ production cross-sections in the kinematic range of

pT < 14 GeV/c and 2.0 < y < 2.5, using the pp collision data collected in 2015 at
√

s = 13 TeV, is presented in Chapter 3. At the CMS experiment, the J/ψ production cross-

sections at
√

s = 13 TeV were measured for the kinematic range of 20 < pT < 120 GeV/c

and |y | < 1.2 [38].

1.3.3 Comparisons between predictions and measurements

The measurements of the J/ψ and ψ(2S) productions by CDF showed that the CSM

predictions at LO underestimated the cross-sections at high pT by more than one order of

magnitude [25], as seen in Fig. 1.7. The NLO calculations of the CSM provide large correc-

tions to the LO results, but still not satisfactory in describing neither the production cross-

sections nor the polarisation. Nevertheless, the next-to-next-to-leading-order (NNLO)

calculations of the CSM give a new lease of life to the CSM. The calculations at NNLO

succeed in describing the ψ(2S) production cross-section from LHCb at
√

s = 7 TeV [39],

as shown in Fig. 1.8. But there is still a long way to describe all the measurements of

production and polarisation using the CSM.

In the NRQCD approach, the agreements between the calculations and the mea-

surements are largely improved by including the CO contributions. As an example, the

NLO NRQCD calculations from two groups [40? ] agree well with the data, as shown in

Fig. 1.8. However, problems arise when it comes to the polarisation. The NRQCD

approach at LO predicts a large transverse polarisation for prompt J/ψ mesons, while all

the measurements at the LHC indicate a polarisation consistent with zero [41–44]. Fig. 1.9
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Figure 1.8 Differential ψ(2S) production cross-section in pp collisions at
√

s = 7 TeV as a

function of pT measured by LHCb. The green hatched area shows the calculation of the CSM

at NNLO. The red and blue hatched areas are the calculations of the NRQCD approach at NLO

from two groups. Figure taken from Ref. [39].
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Figure 1.9 The J/ψ polarisation as a function of pT measured by LHCb in pp collisions at
√

s = 7 TeV. The hatched areas are the various theoretical predictions as indicated in the legend.

Figure taken from Ref. [29].

1.4.1 Quarkonium pair production in SPS

Quarkonium pair production through the SPS process can provide a new dimension

for the test of the NRQCD calculations. To produce a pair of quarkonium in the SPS

process of high-energy pp collisions, two sets of QQ states need to be produced from

the gluon-gluon fusion. Similar to Eq. 1-9, the production cross-section of a heavy
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example in the J/ψ pair production, the initial state with two on-shell gluons (JC
= 1−)

cannot result in the final state with J/ψ (JC
= 1−) + χc (JC

= 1+) due to the conservation

of C-parity. The exclusion of such feed-down, which plays an important role in the

quarkonium production and is difficult to interpret, significantly simplifies the modelling

of quarkonium pair production.

1.4.2 Quarkonium pair production in DPS

The DPS process has attracted great interest in the recent years. It can reveal the

parton transverse profile inside the proton. In addition, some central backgrounds, e.g.

Z + bb, W+
+W+, multi-jets etc., present in the search for new physics beyond the SM

are most probable to be produced through the DPS process. A good understanding of the

DPS process can help identify their contributions. The mechanism of the DPS process is

still opaque. Generally, the production cross-section of two quarkonia in the DPS process

can be calculated as

σDPS(H1H2) =
1

1 + δH1H2

Σi, j,k,l

∫

dx1dx2dx ′1dx ′2d2kT1d2kT2d2kT
′
1d2kT

′
2

× Γi j (x1, x2, kT1, kT2) × σH1

ik
(x1, x ′1) × σH2

jl
(x2, x ′2) × Γkl (x ′1, x ′2, kT

′
1, kT

′
2),

(1-32)

where H1 and H2 indicate the two quarkonia; δH1H2
is the symmetry factor, which equals

one only when H1 and H2 are identical and otherwise zero; Γ is the generalized double-

parton distribution function with i, j, k, l representing a specific parton (quark, antiquark

or gluon); σ is the parton-level quarkonium production cross-section in the SPS process;

x represents the fraction of the proton longitudinal momentum taken by the interacting

parton, and kT represents such fraction of the proton transverse momentum. The most

popular interpretation of the DPS process is based on the following two assumptions: a)

the transverse and longitudinal components of the double parton distribution function can

be factorized as

Γi j (x1, x2, kT1, kT2) = Di j (x1, x2)Ti j (kT1, kT2), (1-33)

where D and T stand for the longitudinal and transverse components, respectively; b)

there is no correlation between the two partons from the same proton, which means

Di j (x1, x2) = f i (x1) f j (x2) (1-34)
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and

Ti j (kT1, kT2) = Ti (kT1)Tj (kT2). (1-35)

The two assumptions are not strictly valid in QCD. However, currently the only demon-

strated violation of the factorization is when the x is large. All the other factors that

potentially break it turn out to have no visible effects. Under these two assumptions, the

DPS contribution can be determined according to

σDPS(H1H2) =
1

1 + δH1H2

σ(H1)σ(H2)

σeff

, (1-36)

where σ(H1) and σ(H2) are the inclusive prompt production cross-sections of the two

quarkonia, and σeff is the effective cross-section. The effective cross-section σeff is

determined from the transverse structure of the proton as

σeff =

∫

d2kT1d2kT2d2kT
′
1d2kT

′
2Ti (kT1)Tk (kT2)Tj (kT

′
1)Tl (kT

′
2), (1-37)

thus should be independent of the processes and energy scales. A summary of the effective

cross-sections measured by various experiments with different channels at different centre-

of-mass energies [48] is shown in Fig. 1.13. The majority of the measured effective cross-

sections are consistent and lie between 12 to 20 mb. However, the J/ψ pair productions

of the ATLAS and D0 experiments indicate a much smaller value of σeff. The σeff value

obtained from the J/ψ +Υ process at the D0 experiment is even smaller. To measure the

J/ψ pair production in the DPS process at the LHCb experiment, which will be described

in Chapter 4, can provide important inputs to the study of the effective cross-section.

1.5 Decays of the B+c meson

As the ground state of the Bc meson family, the B+c meson can only decay weakly

since the flavours of the two constituent quarks are different. As shown in Fig. 1.14, it has

rich decay modes, since the b quark decays with the c quark as a spectator, b→ c(u)+W+;

the c quark decays with the b quark as a spectator, c → s(d) +W+; and the b quark and

the c quark annihilate into a virtual W+ boson, b + c → W+. The processes in the weak

decays are well understood, therefore the B+c meson decay is also an ideal laboratory for

QCD studies.
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relative to that of the B+c → J/ψ π+ decay. Various QCD models calculated these branching

fractions [58–63]. The B+c → ψ(2S)π+ channel was first discovered using the pp collision

data collected by LHCb at
√

s = 7 TeV corresponding to an integrated luminosity of

1 fb−1 [53]. Limited by the sample size, the result is not precise enough to discriminate the

theoretical calculations. In the analysis presented in this dissertation, the LHCb data of

pp collisions corresponding to integrated luminosities of 1 fb−1 at
√

s = 7 TeV and 2 fb−1

at
√

s = 8 TeV are used. Owing to the larger sample size and improved analysis strategy,

a more precise result is expected.

In the B+c → ψπ+ decay, where ψ represents both the J/ψ and ψ(2S) mesons,

the weak decay process b → c + W+(→ ud) is well understood. To form a bound cc

state, the spectator c quark needs to have a large momentum transfer, typically around

mbmc ≈ 6 GeV2/c2 [58], to catch the energetic c quark from the b quark decay. The large

momentum transfer makes it a short-distance process and enables the implementation of

the perturbative QCD. What remain are the hadronisations of the bc into the B+c meson,

the cc into the charmonium and the ud into the π+ meson. In consequence, the decay

amplitude of the B+c → ψπ+ decay can be factorized as

A(B+c → ψπ+) ≈
∫

dk1dk2dk3ΨB+c (k1)Ψψ (k2)Ψπ+ (k3)H (k1, k2, k3, t), (1-38)

where ki’s are the momenta of the quarks in the corresponding meson, t is the energy

scale, H includes all the perturbatively calculable processes, and Ψ is the wave function

for the indiced meson, which describes its hadronisation process. The ud state produced

from the b quark is typically energetic, thus not affected by the surrounding soft gluons. Its

hadronisation process can be determined from other well-measured decays. The central

components to be determined are the wave functions of the B+c and ψ mesons. They can

be calculated from the non-relativistic potential equations [58–60]. There are also plenty

of calculations based on the relativistic quark potential model [61–63], in which relativistic

corrections are included in the quasipotential equations. In NRQCD, the wave functions

of the ψ mesons are closely related to the LDMEs of the colour-singlet components

as explained in Sec. 1.3.1.3. The measurement of the relative branching fraction of the

B+c → ψ(2S)π+ decay to the B+c → J/ψ π+ decay can provide a new way to verify NRQCD.
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Chapter 2 The LHCb experiment

The LHCb experiment is one of the four large experiments at the LHC [75] at CERN.

It is dedicated to precision studies of heavy flavour physics. The main objective of LHCb

is to search for physics beyond the SM via precise measurements of CP violation and rare

decays of bottom and charm hadrons [76]. Besides, the LHCb experiment covers a wide

range of other physics programmes, e.g. hadron productions in both proton-proton and

proton-nucleus collisions, hadron spectroscopy, lepton universality test and so on. The

large production cross-sections of bottom and charm hadrons at the LHC establish LHCb

as an excellent competitor in these areas, whereas the high event rate and background

level in the LHC environment bring challenges to LHCb in the meantime. To accomplish

the physics goals, the LHCb detector is designed to have: a) a high-bandwidth online data

acquisition system with an efficient two-level trigger, to cope with the high event rate at

the LHC; b) an excellent tracking system together with remarkable ability to identify final-

state particles, which is essential to reconstruct and isolate the decays of heavy-flavour

hadrons. In this chapter, the LHC is briefly introduced in Section 2.1. The LHCb detector,

including the architecture and performance of the subsystems, the trigger, and the data

processing, is described in Section 2.2.

2.1 The LHC

The LHC is the largest and most energetic tool ever built for particle physics studies.

It is a two-ring superconducting accelerator and collider with a circumference of 26.7 km,

and lies between 45 m and 170 m beneath the ground at the French-Swiss border near

Geneva [75]. The LHC is a pp collider targeting a centre-of-mass energy of
√

s = 14 TeV

with two counter-rotating proton beams circulating in the two rings separately. With the

unprecedented design energy, it aims at: a) testing the predictions of fundamental particles

and forces in the SM, especially the origin of mass; b) probing the puzzle of matter and

antimatter asymmetry in the universe; c) searching for dark matter and dark energy; d)

answering other open questions concerning the supersymmetry, the unification of forces,

the possible substructure of the elementary particles, the existence of extra dimensions

and so on. The LHC is also designed to accelerate heavy ion beams up to the energy of

2.76 TeV per nucleon. The proton-nucleus and nucleus-nucleus collisions can create the
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quark-gluon plasma (QGP) state, whose nature and properties are crucial to understand

the evolution of the early universe.

The LHC injection complex [77] is shown in Fig. 2.1. Protons are produced from a

bottle of hydrogen gas with the electrons of the hydrogen atoms stripped by an electric

field. The Linear Particle Accelerator (LINAC2) accelerates the protons to an energy of

50 MeV, bunches the protons and focuses them transversely simultaneously. Then the

protons are fed to the Proton Synchrotron Booster (PSB), where the proton energy is

increased to 1.4 GeV. Two successive PSB pulses with 6 bunches are filled into the Proton

Synchrotron (PS), in which the protons are accelerated to 25 GeV. The PS also splits the

bunches longitudinally into twelve even fractions and suppresses the bunch length to fit

into the buckets of the Super Proton Synchrotron (SPS). Three or four PS batches are

injected to the SPS, which accelerates the protons to an energy of 450 GeV. Afterwards,

twelve SPS injections are accumulated in each ring of the LHC, where the two beams

are accelerated to the designed energy of 7 TeV. In the ultimate operating conditions,

there are 2808 proton bunches per beam with a bunch spacing of 25 ns in the LHC, and

each bunch is populated by around 1.15 × 1011 protons. This leads to a peak instaneous

luminosity of 1034 cm−2 s−1 for pp collisions.

Figure 2.1 The LHC injection complex. Figure taken from Ref. [77].

Four large experiments are deployed along the LHC with distinctive scientific goals

and characteristic detector designs, as shown in Fig. 2.2. The largest two are the ATLAS [78]
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and CMS [79] experiments, which are two general-purpose detectors investigating broad

physics topics, ranging from the search for the Higgs boson to the search for evidence of

physics beyond the SM and dark matter candidates. Despite the same physics targets, they

have different technical designs and performance. The designed peak luminosity for them

is exactly 1034 cm−2 s−1 as for the LHC. The LHCb experiment is designed for precision

measurements in the forward region, and has a lower luminosity design of 1032 cm−2 s−1.

The smaller luminosity at LHCb is achieved by adjusting the beam focus at the colli-

sion point. It gives the advantages of a smaller number of visible interactions for each

beam-beam crossing, the low occupancy in the subdetectors, and the suppressed radia-

tion damage. The ALICE experiment [80] is specialized to analyse heavy ion collisions,

targeting at exploring the nature and properties of QGP. It aims at a peak luminosity of

1027 cm−2 s−1 for lead-lead collisions. There are also three small experiments focusing

on forward particles at the LHC: TOTEM [81], LHCf [82] and MoEDAL [83], which share

the same collision points with the CMS, ATLAS and LHCb experiments, respectively.

The TOTEM experiment measures the elastic scattering and diffraction dissociation in

pp collisions. The LHCf experiment explores the origin of ultra-high-energy cosmic rays

with pp collision data. The MoEDAL experiment is intended to search for the magnetic

monopole.

After the successful first beam injection and collision in November 2009, the LHC

commissioned the first run (Run1) from 2010 to 2013, during which the pp collision data

were mainly recorded in 2011 and 2012. Protons collided at the centre-of-mass energies

of 7 TeV and 8 TeV in 2011 and 2012 respectively, with a bunch spacing of 50 ns and a

phased increase of bunch intensity. The peak instaneous luminosity delivered by the LHC

reached around 8 × 1033 cm−2 s−1 with 1380 bunches per beam. The first long shutdown

took place afterwards from 2013 to 2014, when upgrades were made to allow for a larger

centre-of-mass energy of 13 TeV and the ultimate bunch spacing of 25 ns. During the

second run (Run2) started in 2015, the LHC has been operating at
√

s = 13 TeV with

the bunch spacing of 25 ns. A peak luminosity of 2.05 × 1034 cm−2 s−1, more than twice

the designed luminosity, was achieved in November 2017. The integrated luminosities

recorded by the four large experiments during the commissioning years are illustrated

in Fig. 2.3. So far, a total of around 120 fb−1 data is collected by the ATLAS and CMS

experiments. The LHCb and ALICE experiments have taken data corresponding to around

7 fb−1 and 50 pb−1, respectively. Stirring physics results made from these data marked the
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Figure 2.2 Schematic layout of the LHC, where the four large experiments are shown. Figure

taken from Ref. [84].

great success of the LHC and its experiments.

2.2 The LHCb detector

The LHCb detector is a single-arm forward spectrometer covering the angular range

from approximately 10 mrad to 300 (250) mrad in the horizontal (vertical) plane, corre-

sponding to the pseudorapidity range of 2 < η < 5 in the laboratory frame [76]. Such

geometry is chosen due to the fact that, for pp collisions at the LHC energy scale, the b-

and b-hadrons are produced highly correlated, and are predominantly distributed in the

forward and backward cones symmetrically, as shown in Fig. 2.4. The LHCb detector

detects approximately 25% of the bb quark pairs with a coverage of only around 2.4% of

the 4π solid angle. The schematic view of the LHCb detector is illustrated in Fig. 2.5.

The right-handed coordinate system is applied, with the origin located at the collision
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Figure 2.4 Simulation of the production angles of the b- and b-hadrons in pp collisions at
√

s = 8 TeV. Similar results apply for pp collisions with the centre-of-mass energy ranging from

7 TeV to 14 TeV.

the coordinates of them. The last part is the muon detection system made of multi-wire

proportional chambers (MWPC), with one chamber placed upstream of the calorimeter

system, and the other four downstream of it. The components can be categorized into the

tracking and the particle identification (PID) systems according to their facilities. The

concrete design and the performance of each subdetector are presented below. The trigger

and data processing systems are also discussed.

2.2.1 Tracking

The tracking system is composed of the VELO, the TT and the tracking stations

T1-T3. The magnet can also be considered as part of the tracking system.

2.2.1.1 Magnet

Magnet deflects charged particles, allowing the measurement of the particle momen-

tum. The magnet used in the LHCb detector is a dipole magnet made of saddle-shaped

coils [76], as shown in Fig. 2.6. Two symmetrical parts are placed horizontally on the

top and bottom of the beam pipe, respectively. The magnetic field is mainly along the

y axis pointing either downwards or upwards, deflecting the charged particles horizon-
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Figure 2.5 Layout of the LHCb detector. Figure taken from Ref. [76].

tally. During the operation, the polarity of the magnetic field is changed periodically to

control asymmetry effects introduced by the detector, which is crucial to CP violation

measurements. The magnet is required to cover the full angular acceptance of LHCb, and

to be high in the TT and the tracking stations T1-T3 but low in the RICHs. Driven by

these constraints, the magnet is designed to have a bending power of 4 Tm for 10 m long

tracks [76]. An accurate mapping of the magnetic field is essential for a precise momentum

measurement. At LHCb, the magnetic field is measured using a well aligned Hall probe

array to the precision of about 4 × 10−4. The measured component of the magnetic field

in the y direction is shown in Fig. 2.7 for the coordinates with x = 0 and y = 0 along the

z axis for both polarities.

2.2.1.2 Vertex locator

The VELO measures the track positions close to the colliding region, and is responsi-

ble for recognising the isolated decay vertices which are unique for the b- and c-hadrons.

It is crucial to the lifetime measurements and to the measurements of impact parame-

ter (IP), which is the closest distance between a track and the primary vertex (PV), and is

used to distinguish particles produced promptly from pp collisions and from the decays
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runs, and to shift out by 30 mm from the interaction region during beam injection for safety.

Each of the VELO modules consists of an R-sensor and a φ-sensor, providing measures

of the r and φ coordinates respectively, while the z coordinate is given by the known

position of the module. The rφ scheme is chosen instead of a rectilinear geometry to

allow for a fast reconstruction of tracks and vertices. A conceptual representation of the

R- and φ-sensor is shown in Fig. 2.9. The R-sensors consists of semicircular concentric

silicon strips with the centre at the beam position. The strips are segmented into quarters

to reduce occupancy and capacitance. The innermost strips have the minimal pitch of

38µm, which increases linearly to 102µm at the outer edge with r = 41.9 mm. Under

such arrangement, each strip contributes approximately equally to the precision of IP. The

φ-sensors are subdivided into two parts to avoid extremely high strip occupancy and to

prevent the pitch from going too large with increasing radius. In the inner region with

the outer boundary at the radius of 17.25 mm, the pitch varies from 38µm to 78µm.

The outer region starts with a pitch of 39µm and ends with a 97µm pitch at the largest

radius. The inner and outer strips are skewed in opposite directions with angles of 20◦ and

10◦ respectively to optimise pattern recognition. The skew is reversed for neighbouring

φ-sensors to better distinguish noise hits from signal hits. All the R- and φ-sensors are

300µm thick. The geometrical setup of the modules, as shown in Fig. 2.8, is mainly

driven by the requirement of angular acceptance and by the fact that clusters from at least

three VELO stations are needed for the pattern recognition algorithm to reconstruct a

track.

The track detection efficiency of the VELO for tracks also passing the downstream

tracking stations is generally around or above 98% [85], as illustrated in Fig. 2.10. The

individual hit resolution is strongly dependent on the strip pitch and the projected angle,

which is the angle perpendicular to the sensor plane [86], as shown in Fig. 2.11. The best hit

resolution is determined to be around 4µm with a minimal pitch of 40µm and an optimal

projected angle of 8◦. It leads to the excellent PV resolution, which is better than 35µm

and 280µm and can reach 10µm and 60µm in the x/y and z directions, respectively [85],

as shown in Fig. 2.12. With the tracks and PVs in place, the IP resolution is determined

as a function of the track momentum as displayed in Fig. 2.13.
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Figure 2.9 Schematic layout of the rφ geometry of the VELO sensors. The green routing lines

indicate read out of the strips. Figure taken from Ref. [85].

resolutions for all modules are typically between 40µm and 60µm, and are better in the

outer regions [86], as shown in Fig. 2.15.

2.2.1.4 Tracking stations

The tracking stations T1-T3 are located downstream of the magnet, with an identical

design for all the three stations. Each station is made up of four layers in an x-u-v-x

geometry the same as the TT. The IT covers the region with |y | < 10.9(20.7) cm for

|x | < 62.8(26.5) cm, while the OT corresponds to the outer region extending to the full

acceptance of the LHCb detector. The boundary is chosen to guarantee an occupancy

below 10% for the OT modules.

The IT is equipped with silicon strip sensors, as shown in Fig. 2.16. The modules

with one sensor are placed above and below the beam pipe. The modules on the left and

right of the beam pipe are made of two sensors. The silicon sensors are 7.6 cm wide and

11 cm long, carrying 384 strips with a pitch of 198µm. The sensors in the one-sensor and

two-sensor modules are 320µm and 410µm thick, respectively, to guarantee an optimised

signal-to-noise ratio and a minimised material budget at the same time. The IT provides

hit detection efficiencies larger than 99.8%. The single-hit resolutions for all modules are

around 50µm as shown in Fig. 2.17.

The OT is instrumented with gaseous straw tubes. The arrangement of the straw-tube

modules in the OT is shown in Fig. 2.18. Each module consists of two staggered layers
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Figure 2.10 Track detection efficiency of the VELO as functions of (top left) the momentum,

(top right) the pseudorapidity, (bottom left) the azimuthal angle and (bottom right) the number of

tracks in the events. Figures taken from Ref. [85].

of straw tubes, as shown in Fig. 2.19. The straw tubes are 2.4 m long and have an inner

diameter of 4.9 mm with an anode wire placed at the centre. A mixture of Argon (70%),

CO2 (28.5%) and O2 (1.5%) is filled in the tubes to obtain a fast drift time. The average

hit detection efficiency of each OT module for tracks crossing the centre of the tube with

|r | < 1.25 mm is determined to be around 99.2%. The single-hit resolution is determined

from the fit to the hit distance residual distribution, as shown in Fig. 2.20. It can reach

180µm if the staggered layers are allowed to shift independently in the alignment [87].

2.2.1.5 Performance

Tracks are reconstructed using the hits detected by the VELO, the TT, the IT and the

OT together. The reconstructed tracks can be categorized into the following classes as

indicated in Fig. 2.21:

• Long tracks: tracks crossing all the way through the VELO, the TT and T1-T3.

These tracks are most precisely measured and most widely used in physics analyses.

41



Chapter 2 The LHCb experiment

µ

µ
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Figure 2.12 PV resolution of the VELO in the (left) x/y and (right) z directions for events with

one PV as a function of the number of tracks. Figures taken from Ref. [85].

• VELO tracks: tracks with large angles or going backwards thus only passing the

VELO. These tracks are mainly used to reconstruct the PV and/or to reject events

with multiple interactions.

• Upstream tracks: tracks detected only by the VELO and the TT. These tracks tend

to have smaller momenta and are bent outside the LHCb acceptance by the magnet.

They are in particular useful for the PID in RICH1.

• Downstream tracks: tracks passing through the TT and T1-T3. They are mainly

decay products of particles with a long lifetime, e.g. K0
S

and Λ.
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Figure 2.21 Illustration of different types of tracks in the LHCb experiment. The y

component of the magnetic field is given as a reference. Figure taken from Ref. [86].

the photocathode, then accelerated onto the silicon detector. The pixel HPDs adopted in

LHCb are segmented into 1024 pixels with the size of 500µm × 500µm.

The RICH1 detector is located between the VELO and the TT. The sectional view of

RICH1 in the (y, z) plane is shown in Fig. 2.25. The Cherenkov light reaches the spherical

mirrors first, which reflects it to the plane mirrors standing outside the LHCb acceptance.

The plane mirrors direct the light to the HPDs, where the light is recorded. There are

four spherical mirrors with a projected size of 830 mm × 630 mm on the (x, y) plane, and

16 rectangular plane mirrors of 380 mm × 347.5 mm in RICH1. The placement of the

mirrors and the HPDs is determined to maximise the acceptance of the radiated photons

and to minimise the error of the emission point measurement. The spherical mirrors are

made of carbon fibre to reduce the material budget, as they are traversed by the particles.

Glass is employed in the flat mirrors.

The RICH2 detector is located after the tracking stations. It covers only the polar

angle range of ±120(100) mrad in the horizontal (vertical) plane, where the majority

of high momentum particles pass. The sectional view in the (x,z) plane is illustrated

in Fig. 2.26. The optical layout is similar to that of the RICH1 detector, except that it

is horizontal in RICH2 but vertical in RICH1. There are two spherical mirror surfaces
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Figure 2.22 Track detection efficiency for long tracks as functions of (top left) the momentum,

(top right) the pseudorapidity, (bottom left) the number of tracks and (bottom right) the number

of PVs in the events. Figures taken from Ref. [86].
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Figure 2.23 Relative momentum resolution as a function of the particle momentum. Figure

taken from Ref. [86].

composed of 26 hexagonal mirrors, and two flat mirror planes consisting of 20 rectangular

mirrors of 410 mm×380 mm. The spherical mirrors adopt a thin glass substrate, the same

as the plane mirrors.

Utilizing the Cherenkov emission angle information measured by the RICH1 and

RICH2 detectors and the track momentum determined from the tracking system, the
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Figure 2.24 The emission angle θc as a function of the particle momentum for various particles

in the radiators used in RICH1 and RICH2. Figure taken from Ref. [76].

Figure 2.25 Cross section of the RICH1 detector in the (y, z) plane. Figure taken from Ref. [76].

log-likelihood difference ∆ logL, which identifies the particle type, can be calculated.

The ∆ logL indicates the difference between the probability of the particle to be an

electron, muon, proton or kaon and the probability that the particle is a pion. The pion

is taken as the baseline since it has the largest yield among all final-state particles in the

LHCb experiment. The performance of the PID is studied using the control samples,

in which the particle type is known. As shown in Fig. 2.27, with the requirement of

∆ logL(K − π) > 0, the average kaon identification efficiency (identifying kaons as

kaons) is around 95% for the momentum range of 2 − 100 GeV/c, and the average pion
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Figure 2.26 Cross section of the RICH2 detector in the (x, z) plane. Figure taken from Ref. [76].

misidentification rate (identifying pions as kaons) is around 10% [88]. They are reduced to

85% and 3% respectively if ∆ logL(K − π) > 5 is required. The discrimination power of

protons from pions and kaons from protons is also good as illustrated in Fig. 2.27.

2.2.2.2 Calorimeters

The calorimeter system is responsible for the discrimination of photons, electrons and

hadrons, especially an efficient electron identification accomplished by selecting electrons

with high transverse energy (ET). The widely used structure of the HCAL placed after the

ECAL is adopted. To reject π0 candidates which can also deposit energy in the ECAL,

the SPD is equipped before the ECAL. To achieve a more powerful suppression of the

enormous charged pion contamination, the PSD is instrumented between the SPD and

the ECAL. In all calorimeters, wavelength-shifting fibres are implemented to conduct

scintillation light, and photomultipliers are used to detect the light.

The SPD and the PSD have a similar design, and are separated by around 56 mm

along the z axis. In both detectors, there is a lead convertor of 15 mm thickness, equivalent

to 2.5 times the radiation length X0, sandwiched between two rectangular scintillator pads.

Each scintillator plane is segmented into sections with areas of 4 cm × 4 cm, 6 cm × 6 cm

and 12 cm × 12 cm to make an exact projective correspondence to the cells in the ECAL.

The ECAL adopts a sampling scintillator/lead structure. The hit density decreases

with increasing distance to the beam pipe by two orders of magnitude. To unify the
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Figure 2.31 Left: sectional view of a quadrant of the M1 station. Right: arrangement of logical

pads of chambers inside the R1-R4 regions in the M1 station. Figures taken from Ref. [89].

tion efficiency is as good as about 97% with a pion misidentification rate of approximately

2% [86]. Similar to the RICH detectors and the calorimeters, a log likelihood difference

∆ logL(µ) can be calculated as the discriminating variable.

2.2.2.4 Performance

To give a more powerful PID, measurements from the RICH, the calorimeter and

the muon subsystems can be combined together. The combination is performed in two

methods. The first approach is to linearly add the log likelihood difference determined

by each subsystem together to form a global variable, ∆ logL(X − π), where X stands

for kaons, protons, electrons or muons. The second method applies the multivariate
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Figure 2.33 The (top left) muon identification efficiencies and the rates of misidentifying (top

right) protons, (bottom left) pions and (bottom right) kaons as muons as a function of the track

momentum for different pT ranges. Figures taken from Ref. [86].

The rate is reduced to 1 MHz by the L0 trigger, then read out by the HLT. In Run1, events

are filtered to a rate of 5 kHz by the HLT, and written to storage afterwards. While in

Run2 the computing architecture is upgraded, allowing for a 12.5 kHz output rate of the

HLT to storage.

2.2.3.1 L0 trigger

The L0 trigger comprises three components: the pile-up trigger, the calorimeter

trigger and the muon trigger. The masses of b(b)-hadrons are large, resulting large pT and

ET of the decay products. Taking advantage of this feature, the L0 trigger aims at looking

for particles with large pT or ET.

The pile-up trigger is used to suppress events with multiple interactions or with too
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Figure 2.34 Background rejection rate versus signal identification efficiency for (left) muons

and (right) protons. The values are averaged over the momentum range of 5 − 10 GeV/c and

5 − 50 GeV/c for muons and protons, respectively. Figures taken from Ref. [86].
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Figure 2.35 Layout of the trigger scheme applied in (left) Run1 and (right) Run2, respectively.

large track multiplicity, making use of information from the two veto stations upstream

of the VELO and the SPD, respectively. Every two hits found in the veto stations are

combined to form an origin point. A large overlap of the origin points indicates a pp

interaction. Events with multiple interactions are then rejected. Events with too many

hits found in the SPD, which demand too much computing power, are also removed.

The calorimeter trigger selects electrons, photons or hadrons with high ET using

measurements of the calorimeter system. The ET of a particle is calculated by summing
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the ET in the zone of 2×2 cells surrounding the particle trajectory, which is large enough to

cover most of the energy deposits, and small enough to avoid crosstalk between different

particles. The particle type is identified using information from all the calorimeters,

and for each type only the candidate with the largest ET is used for the trigger decision.

Hadrons are the candidates with large energy deposits in the HCAL. Photons are the

particles depositing energy in the ECAL and having one or two hits in the PSD in front

of the ECAL shower, but with no SPD hits. Electrons are similar to photons except that

they have at least one SPD hit ahead of the hit(s) in the PSD. Events containing any type

of particle with the highest ET larger than the set threshold are kept.

The muon trigger utilizes the muon system to look for muon tracks with large pT.

Each quadrant of the muon stations is connected to a L0 muon processor, which selects

two muon tracks with the highest pT. In the processors, hits found in the M3 station are

taken as seeds. Then in the M2, M4 and M5 stations, hits are sought in the fields of

interest (FOI) determined by the intersection points of these stations and the straight line

traversing the seed position and the interaction point. The FOIs are roughly centred on

the intersections and have a variable size depending on the station and the region being

considered. At least one hit in the FOI for each of these stations is required, and the hit

closest to the intersection is selected if there are more than one hit found. The FOI for M1

is determined by extrapolating the selected hits in M2 and M3, and the hit closest to the

extrapolation point is used for the track reconstruction. The hit positions in the M1 and

M2 stations determine the pT of the muon track with a resolution of about 20%. There

are in total eight muon candidates selected by the four L0 muon processors. Thresholds

are set on the largest pT or the product of the two largest pT of the eight muons.

2.2.3.2 HLT

The HLT is divided into two stages, the first level (HLT1) and the second level (HLT2).

In HLT1, the events are partially reconstructed using information from the VELO and the

tracking stations. The event rate is significantly reduced by requiring the L0 objects, the

VELO hits and the hits in the tracking stations to be matched with each other. In addition,

primary vertices are reconstructed with tracks in the VELO. A further rate suppression is

achieved by setting thresholds on the IP and the pT of the tracks. The output rate of the

HLT1 is restricted to around 150 kHz. In HLT2, a full event reconstruction is performed

using information from all the subdetectors. Not only tracks are reconstructed, but also
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composite particles are formed, which allows for an extended choice of cuts. In Run1, the

HLT2 differs from the offline in track reconstruction by not considering the full covariance

matrix of the tracks, due to the limitation of CPU power. In Run2, an algorithm identical

to that of the offline reconstruction is accomplished in HLT2.

2.2.3.3 Offline trigger decision

In the L0 trigger and HLT, the selection criteria are organised in trigger lines, which

cover different physics channels. Triggered events are recorded no matter which trigger

line(s) they can pass. In a physics measurement, typically only candidates passing one

or several specific trigger lines are needed. To dig out these useful candidates, trigger

decisions can be assigned to the events for each trigger line by comparing the offline hits

to the hits stored online. To further identify which component of the event leads to the

positive trigger decision, three types of trigger decisions are defined for a candidate:

• TOS: trigger on signal. The trigger is due to the signal candidate, regardless of the

remaining tracks in the event.

• TIS: trigger independent of signal. The trigger is caused by tracks other than those

of the signal candidate in the event.

• TOB: trigger on between. The event is triggered by tracks from both the signal

candidate and the rest of the event.

The TIS and TOS decisions are often used in physics analyses.

2.2.4 Data processing and simulation

The size of the data collected by the LHCb experiment is huge. The data need to be

further processed and archived to allow for a feasible access to them for users interested

in different physics topics. In Run1, the data that have passed the trigger requirements are

referred to as the raw data. They are reconstructed to form both neutral and charged tracks

with corresponding PID information then stored as a new data format, the data summary

tape (DST). The DST files are transformed to the reduced DST (rDST) files, in which

information unnecessary to the following physics selections is eliminated. The data in

rDST allow for the determination of the four-momentum vectors of the tracks, the location

of the PVs and decay vertices, and the reconstruction of composite particles. Based on

these quantities, various selection algorithms are defined to further filter the rDST files,

each resulting in an individual output. The output files are divided into several streams,
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which can be processed within a reasonable time. In Run2, in addition to the offline

processing, the output of the HLT2 can be used directly to perform physics analyses,

since the HLT2 can implement a reconstruction algorithm identical to that of the offline

reconstruction.

During the event reconstruction, fits are performed to the detected hits to reconstruct

tracks. The χ2 per degree of freedom of the fit, χ2
track

/ndf, defines the quality of the track.

Similarly, tracks are fitted to form a vertex, and the vertex quality is defined by the χ2 per

degree of freedom, χ2
vertex/ndf, of the fit. It is possible that a track is misreconstructed

from hits of other tracks. Such probability is denoted as Track_GhostProb. The impact

parameter of a particle, χ2
IP

, is used to indicate whether the particle comes from a given

PV. It is calculated as the difference in the vertex fit χ2 of the PV reconstructed with

and without the particle under consideration. The decay tree fitter (DTF) is a tool to

incorporate hypothesis into the decay chain. It can apply mass constraints on the daughter

particles, and require the candidate to point to the PV. The χ2 per degree of freedom of

the fit performed with the DTF, χ2
DTF

/ndf, can indicate the consistency of the candidate

with the hypothesis. For example, if the DTF requires the candidate to point to the PV, a

smaller χ2
DTF

/ndf value means the candidate is more likely to come from the PV.

Simulation is necessary in most of the analyses. At the LHCb experiment, the

pp collision processes are described using Pythia [90] which is specifically configured

according to the LHCb condition. For the production of the Bc mesons, the dedicated

generator Bcvegpy [91] is applied to simulate it. The decays of particles are simulated

with EvtGen [92], in which Photos [93] is used to describe the final-state radiation. The

interaction of the produced particles with the detector materials and the response of the

detector are simulated using the Geant4 toolkit [94] as described in Ref. [95]. The detector

responses are digitalized and passed to the L0 trigger emulation system afterwards. The

subsequent HLT and offline processing of the simulated data is identical to that of the real

data.
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The measurement of the forward J/ψ production cross-section in pp collision at

the centre-of-mass energy of
√

s = 13 TeV is presented in this chapter, including the

analysis strategy, the dataset, the candidate selection, the signal extraction, the efficiency

estimation, the systematic uncertainties and the results with comparisons to the theoretical

predictions. The analysis was done in collaboration with several colleagues at the LHCb

collaboration. The author is responsible for the validation of the fit model and the

determination of the muon identification efficiency.

3.1 Analysis strategy

There are three sources of J/ψ mesons in pp collisions: a) the scattering of partons

inside the colliding protons; b) the feed-down from excited charmonium states; and c)

the decays of b-hadrons. The J/ψ mesons produced from the former two processes are

indistinguishable in experiments, thus are jointly referred to as “prompt J/ψ ”. Those

from the last source are called “J/ψ from b” hereafter. The NRQCD approach [22] models

the production cross-section of prompt J/ψ , while the fixed order plus next-to-leading

logarithms (FONLL) model [96] describes the production of J/ψ from b. They both show

good agreement with the previous production measurements [28,29].

The production cross-sections are determined separately for prompt J/ψ and J/ψ

from b in the kinematic range of pT < 14 GeV/c and 2 < y < 4.5, corresponding to the

LHCb coverage. The J/ψ mesons are reconstructed using the J/ψ → µ+µ− decay, taking

advantage of the efficient muon identification and trigger at LHCb. The double differential

production cross-sections as functions of the J/ψ mesons’ pT and y are measured. The

inclusive production cross-sections are determined by summing the double differential

production cross-sections, taking into account the correlations of uncertainties between

the kinematic bins.

In a given (pT, y) bin, the double differential cross-section is defined as

d2σ

dydpT

=

N (J/ψ → µ+µ−)

L × εtot × B(J/ψ → µ+µ−) × ∆y × ∆pT

, (3-1)

where N (J/ψ → µ+µ−) is the signal yield of either prompt J/ψ or J/ψ from b reconstructed
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from the dimuon final state; L is the integrated luminosity of the dataset; εtot is the total

efficiency; B(J/ψ → µ+µ−) = (5.961 ± 0.033)% is the known branching fraction of the

J/ψ → µ+µ− decay [97]; ∆y = 0.5 and ∆pT = 1 GeV/c are the fixed bin widths of y and pT,

respectively. The kinematic range and the bin widths of pT and y correspond to a binning

scheme with

• pT boundaries [ GeV/c ]: 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14;

• y boundaries: 2.0, 2.5, 3.0, 3.5, 4.0, 4.5.

In each (pT, y) bin, the signal yield is determined from a simultaneous fit to the distributions

of the dimuon invariant mass M (µ+µ−) and the pseudo decay time tz . The dimuon mass

distribution is used to separate J/ψ signals from combinatorial backgrounds, while the

pseudo decay time distribution is for the separation of prompt J/ψ and J/ψ from b. The

pseudo decay time tz is defined as

tz =
(zJ/ψ − zPV) × M (J/ψ )

pz

, (3-2)

where zJ/ψ is the z coordinate of the J/ψ decay vertex, zPV the z position of the PV, pz the

J/ψ momentum along the z axis, and M (J/ψ ) the known mass of the J/ψ meson [97]. The

efficiency εtot is estimated for each (pT, y) bin, assuming that the efficiency is constant

in a small pT and y range. The efficiencies are estimated under the assumption that

prompt J/ψ mesons have zero polarisation. The effect of the polarisation on the measured

cross-sections is discussed in Sec. 3.6.8.

3.2 Dataset

The measurement is performed using the data collected by the LHCb experiment at
√

s = 13 TeV, corresponding to an integrated luminosity of 3.05 ± 0.12 pb−1. The inte-

grated luminosity is determined using the beam-gas imaging method, which photographs

the beams using beam-gas interactions taking advantage of the unique precision of the

VELO.

The trigger requirements aim at selecting high quality muons that can form J/ψ

mesons while rejecting background J/ψ candidates, which are mainly reconstructed with

muons from semi-leptonic hadron decays or with kaons and pions misidentified as muons.

The decisions are all TOS, i.e. based on the signal as introduced in Sec. 2.2.3.3. The L0

trigger requires the muon tracks to have pT larger than 900 MeV/c. At the HLT1 trigger
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stage, the tracks must be identified as muons by requiring a positive isMuon, which is

determined with information from the muon stations. The muons are required to have pT

larger than 500 MeV/c, p larger than 3000 MeV/c and χ2
track

/ndf smaller than 3.0. The

invariant mass of the muon pair should be greater than 2700 MeV/c2. The HLT2 trigger

line reconstructs the J/ψ candidates. Candidates with good-quality vertices which satisfy

χ2
vertex/ndf < 25 are kept. The invariant mass of the muon pair is required to within

±150 MeV/c2 of the known J/ψ mass [97]. The cuts applied in the HLT1 and HLT2 trigger

lines are listed in Table. 3.1.

Table 3.1 HLT trigger lines applied and their corresponding cuts.

Trigger level Trigger line Cuts

HLT1 HLT1DiMuonHighMass pT(µ) > 500 MeV/c

p(µ) > 3000 MeV/c

χ2
track

/ndf(µ) < 3.0

isMuon(µ) == 1

M (µ+µ−) > 2700 MeV/c2

HLT2 HLT2DiMuonJPsi χ2
track

/ndf(µ) < 4

M (µ+µ−) − M (J/ψ ) ∈ ±150 MeV/c2

χ2
vertex/ndf(µ+µ−) < 25

Simulated samples with around 4 million J/ψ candidates are generated to study

the signal efficiency. Prompt J/ψ and J/ψ from b are separated according to the truth

information. The candidates are generated using Pythia8 [98] with a specific LHCb

configuration [99]. Decays of hadronic particles are simulated using EvtGen [92], in which

the final state radiation is generated with Photos [93]. The interaction of the particles with

the detector and its response are described by the Geant4 package [94,100]. The prompt

charmonia are simulated with the contributions from both the LO colour-singlet and

colour-octet mechanisms with zero polarisation. All the simulated events are digitized,

reconstructed and selected with the same processes as the real data.

3.3 Candidate selection

Offline selections are applied to the J/ψ candidates that have passed the trigger

selections to further reduce background. At least one PV is required to be reconstructed
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in the event. The muons are required to be in the kinematic range of 3 GeV/c < p <

500 GeV/c and pT > 700 MeV/c, since the track reconstruction efficiency outside of this

region is poorly measured. It can also reduce a large amount of background candidates

with low momenta. The muon tracks should have good quality with χ2
track

/ndf smaller

than 3. The fake tracks are removed by requiring the TRACK_GhostProb smaller than

0.3. The muon pair is required to form a good-quality vertex with the fit probability of

χ2
vertex/ndf larger than 0.5%. The Kullback-Leibler (KL) distance [101] between each two

tracks should be larger than 5000 to remove duplicate tracks. The KL requirement reduces

the rate of duplicate tracks to the level of 0.5× 10−3. The pseudo decay time is required to

be in the range of |tz | < 10 ps, corresponding to around 6 times the typical b-hadron decay

time, and to have an uncertainty smaller than 0.3 ps. The positive isMuon requirement

on the muon tracks and the mass window cut on the J/ψ candidates are again applied

offline to enable a simpler efficiency estimation. The offline selections as summarised in

Table. 3.2.

Table 3.2 Summary of the offline selections.

Number of PV > 0

µ± 3 GeV/c < p < 500 GeV/c

pT > 700 MeV/c

isMuon==1

χ2
track

/ndf < 3

TRACK_GhostProb < 0.3

J/ψ χ2
vertex/ndf probability > 0.5%

M ∈ M (J/ψ ) ± 150 MeV/c2

|tz | < 10 ps

Uncertainty of tz < 0.3 ps

KL > 5000

3.4 Signal extraction

To extract the signal yields of prompt J/ψ and J/ψ from b, a simultaneous unbinned

maximum likelihood fit is performed to the M (µ+µ−) and tz distributions.
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3.4.1 Determination of inclusive J/ψ signal yield

The invariant mass distribution of the J/ψ signals is modelled with the sum of two

Crystal Ball (CB) functions [102], which is a Gaussian function with a power tail on the left

side. The tail comes from the final state radiation of the J/ψ → µ+µ− decay. The CB

function is defined as

g(x; M, σ, al, nl) =


e−a

2
l
/2(

nl

al

)nl · ( nl

al

− al −
x − M

σ
)−nl

x − M

σ
< −al

exp(−1

2
(

x − M

σ
)2)

x − M

σ
≥ −al

, (3-3)

where M and σ are the mean value and the width for the central Gaussian function, al

defines the starting point of the tail, and nl determines the tail shape. The two CB functions

have the common M value and different σ values, considering that the mass resolution

is dependent on the kinematics of the J/ψ candidates. The ratio between the two CB

functions are fixed from the studies of the simulated sample. The relation between σ1

and σ2, which represent the widths of the narrower and wider CB functions respectively,

is parameterised as a linear function, which is also determined from the simulation. The

parameter al is parameterised as a function of the parameter σ, and nl is fixed to one

according to the probability of photon radiation. It leaves only two free parameters in

the mass fit, i.e. the common mean value M , and the narrower width σ1. The M (µ+µ−)

distribution of the combinatorial background candidates is described by an exponential

function. The fit to the dimuon invariant mass distribution of the candidates in the entire

kinematic range is shown in Fig. 3.1. To obtain the double differential cross-sections, the

mass fit is performed to J/ψ candidates in each (pT, y) bin independently.

3.4.2 Separation of prompt and detached J/ψ candidates

At generation, the tz distributions of prompt J/ψ and J/ψ from b follow a delta

function and an exponential function, respectively. The measured tz distributions are

smeared by the detection resolution. It is taken into account by the convolution with

a resolution function, which is the sum of two Gaussian functions with the same mean

value. The resolution function is defined as

f resolution(tz; µ, S1, S2, β) =
β

√
2πS1σ

e
− (tz−µ)2

2S2
1
σ2
+

1 − β
√

2πS2σ
e
− (tz−µ)2

2S2
2
σ2
, (3-4)
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Figure 3.1 Fit to the dimuon invariant mass distribution for J/ψ candidates in the kinematic

range of pT < 14 GeV/c and 2.0 < y < 4.5.

where µ is the common mean value which indicates the bias of the tz measurement; σ

is the event-by-event tz uncertainty, which is propagated from the errors of zJ/ψ , zPV and

pz according to Eq. 3-2; S1 and S2 are the scale factors to correct the tz uncertainty from

imperfect estimation; and β is the fraction of either Gaussian function.

The tz value relies on the position of the PV associated to the J/ψ candidate. It is

possible that a wrong PV is associated to the J/ψ signal, which can be classified into

two cases. The first case is that there are more than one PVs reconstructed, and the

J/ψ candidate is attached to a wrong one which is close to the true PV. The positions of

the wrong and the true PV are related. It results in a tz component with a width much

larger than the detection resolution, and can be described by adding a third Gaussian in

the f resolution function. However, the simulation shows that the fraction of this component

is smaller than 1%, and the addition of the third Gaussian will not change the fit result

significantly. Thus the third Gaussian function is not included in the nominal fit. The

potential bias due to the exclusion of the third Gaussian is taken as a source of systematic

uncertainty. The second case is that the true PV is not reconstructed, and the J/ψ candidate

is attached to the nearest reconstructed PV. In this case, the wrong and the true PV have

no correlation. It leads to a long tail in the tz distribution. The tail can be modelled by

the distribution of the next-event pseudo decay time, which is defined as

tnext
z =

(zJ/ψ − znext
PV

) × M (J/ψ )

pz

, (3-5)
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Figure 3.2 Comparison between the tz distribution of the J/ψ signals and the tnext
z distribution.

They are normalized to the same scale according to the left tail for the comparison.

where znext
PV

is the z coordinate of the PV closest to the J/ψ candidate in the next event.

The comparison between the tz and tnext
z distributions of the J/ψ signals is shown in

Fig. 3.2. The tail dominates the tz < −2 ps region, and is in good consistency with the

tnext
z distribution. There is no need to convolve the tnext

z distribution with the resolution

function since it is much wider than the resolution function. The fraction of J/ψ from b

in the tail is assumed to be the same as such fraction in the non-tail component, because

prompt J/ψ and J/ψ from b have similar probabilities to reconstruct the true PV. Even if

there is slight difference, it is negligible as the fraction of the tail component is small.

The tz distribution of the combinatorial background is modelled by an em-

pirical function, with parameters fixed according to the dimuon mass sidebands of

60 < |M (µ+µ−) − M (J/ψ ) | < 150 MeV/c2. The muons in the background are either from

the semi-leptonic b- and c-hadron decays or mis-identified kaons and pions. The former

mainly contributes to positive tz values, while the latter can have both positive and nega-

tive tz values. They are described with the sum of a delta function and five exponential

functions, among which three are for background candidates with positive tz values, and

two for negative. The function is convolved with a double-Gaussian function to account

for the detection resolution. In total, the empirical function is defined as

fbackground =

[
(1 − f1 − f2 − f3 − f4)δ(tz) + θ(tz)(

f1

τ1

e−tz/τ1
+

f2

τ2

e−tz/τ2 )
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Figure 3.3 Fit to the background tz distribution in the kinematic range of 2 < pT < 3 GeV/c and

3 < y < 3.5.

+θ(−tz)
f3

τ3

etz/τ3
+

f4

2τ4

e−|tz |/τ4

]
∗ *,

β′
√

2πS
′
1
σ

e
− (tz−µ)2

2S
′2
1

σ2
+

1 − β′
√

2πS
′
2
σ

e
− (tz−µ)2

2S
′2
2

σ2 +- .
(3-6)

There are one negative and one positive exponential function sharing the same slope. The

parameters of the two Gaussian functions are different from those for the signal, since the

background candidates tend to have a worse resolution. The fit to the tz distribution of the

background is shown in Fig. 3.3 for candidates with 2 < pT < 3 GeV/c and 3 < y < 3.5,

which demonstrates good fit quality.

In summary, the function to describe the tz distribution is

Ftz (tz; Np, Nt, Nb, NBKG, µ, S1, S2, β, τb) =

(

Npδ(tz) +
Nb

τb
e−tz/τb

)

∗ f resolution(tz; µ, S1, S2, β)

+ Nt f tail(tz) + NBKG fbackground(tz), (3-7)

where NBKG, Np, Nb and Nt are the yields of the background, prompt J/ψ , J/ψ from b

and J/ψ candidates in the wrong-PV tail, respectively. The simultaneous fit to the dimuon

mass and the tz distribution is performed for J/ψ candidates in each (pT, y) bin separately.

The fit result for the kinematic bin of 3 < pT < 4 GeV/c and 2.5 < y < 3 is shown in

Fig. 3.4.
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Figure 3.4 Simultaneous fit to (left) the dimuon mass distribution and (right) the tz distribution

for candidates in the kinematic range of 2 < pT < 3 GeV/c and 3 < y < 3.5.

3.5 Efficiency determination

The total efficiency εtot is composed of the geometrical acceptance efficiency εacc,

the reconstruction and selection efficiency εrec&sel (without the isMuon requirement), the

muon identification (muonID) efficiency εmuonID and the trigger efficiency εtrig, as given

by

εtot = εacc × εrec&sel × εmuonID × εtrig. (3-8)

Each efficiency term is defined on the basis of the term it follows. The efficiencies are

estimated in each (pT, y) bin of the J/ψ mesons. The efficiencies for prompt J/ψ and J/ψ

from b are independently determined using the corresponding simulated samples, unless

the efficiency has no relation with the pseudo decay time thus should be the same for

them.

3.5.1 Geometrical acceptance

The geometrical acceptance efficiency εacc is defined as

εacc ≡
J/ψ with both muons in LHCb acceptance

Generated J/ψ
. (3-9)

To be in the LHCb acceptance, the polar angle of the muon momentum with respect to

the z-axis should be within (10, 400) mrad. The efficiency εacc is estimated using the

simulated sample at the generation level, regardless of the interaction with the detector.

The acceptance efficiencies in bins of J/ψ pT and y are shown in Fig. 3.5 for prompt J/ψ

and J/ψ from b, respectively. The efficiencies of prompt J/ψ and J/ψ from b are consistent
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Figure 3.5 (Left) Geometrical acceptance efficiency εacc in bins of J/ψ pT and y for prompt

J/ψ and J/ψ from b, respectively. (Right) Geometrical acceptance efficiency εacc averaged over

prompt J/ψ and J/ψ from b in bins of J/ψ pT and y.

with each other. Therefore, the efficiency εacc is determined collectively for prompt J/ψ

and J/ψ from b to benefit from a larger statistic, as shown on the right of Fig. 3.5.

3.5.2 Reconstruction and selection efficiency

The reconstruction and selection efficiency εrec&sel is defined as

εrec&sel ≡
J/ψ reconstructed and selected w/o isMuon

J/ψ with both muons in LHCb acceptance
. (3-10)

It takes into account the reconstruction of the two muon tracks and all the selection criteria

applied to reduce background, excluding the isMuon requirement, whose efficiency will

be estimated independently. The efficiency εrec&sel is determined independently for prompt

J/ψ and J/ψ from b using the simulated samples, as shown in Fig. 3.6. The reconstruction

and selection efficiencies are slightly different between prompt J/ψ and J/ψ from b,

because the |tz | < 10 ps cut can reject a small fraction of J/ψ from b, while keep all the

prompt J/ψ candidates.

The track reconstruction efficiency is slightly different between the data and the

simulation. The difference is considered by introducing a correction factor for each muon

track. The correction factors are evaluated using the tag-and-probe method. For each

J/ψ signal, one muon track is fully reconstructed and tightly selected as the tag track.

The other muon track is the probe track reconstructed with information from the muon

stations and the TT only, thus can probe the reconstruction efficiency of the VELO and the

tracking stations. The single track reconstruction efficiency is calculated as the number

of J/ψ signals with the probe track fully reconstructed divided by the total number of
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Figure 3.6 Reconstruction and selection efficiency εrec&sel in bins of J/ψ pT and y for prompt

J/ψ and J/ψ from b-hadron decays, respectively.

J/ψ signals. In the data, the J/ψ signal yield is determined by performing a fit to the

dimuon invariant mass distribution, while in the simulation, the signal number is directly

counted as the truth information is known. The track reconstruction efficiency is estimated

independently in the data and the simulation with the tag-and-probe method in kinematic

bins of the muons. The ratios of the efficiencies in the data over those in the simulation

are taken as the correction factors. The track reconstruction efficiency depends on the

event multiplicity, whose distribution shows large discrepancy between the data and the

simulation as displayed in Fig. 3.7. Therefore, before evaluating the correction factors,

the multiplicity distribution in the simulation is weighted to that in the data. Here the

number of hits in the SPD (nSPDHits) is taken as the event multiplicity variable. The

correction factors in kinematic bins of the muons obtained after the multiplicity reweight

are shown in Fig. 3.8. The event multiplicity distribution is similar for prompt J/ψ and J/ψ

from b, thus the correction factors are assumed to be the same for them. The correction

factors in kinematic bins of the J/ψ candidates are evaluated with the inclusive simulated

J/ψ sample after the multiplicity reweight. For each J/ψ signal, the track reconstruction

efficiency correction is calculated as the multiplication of the correction factors for its two

muons. The corrections are at the level of a few percent depending on the (pT, y) bins, as

shown in Fig. 3.9.
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Figure 3.7 Comparison of the nSPDHits distribution between the (blue) data and (red) simula-

tion.
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Figure 3.8 Correction factors for the track reconstruction efficiency in bins of p and η of the

muons.
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Figure 3.9 Track reconstruction efficiency correction factors in bins of J/ψ pT and y.
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Figure 3.10 (Left) Muon identification efficiency εmuonID in bins of J/ψ pT and y for prompt

J/ψ and J/ψ from b, respectively. (Right) Muon identification efficiency εmuonID averaged over

prompt J/ψ and J/ψ from b in bins of J/ψ pT and y.

3.5.3 Muon identification efficiency

The muonID efficiency εmuonID is defined as

εmuonID ≡
J/ψ selected including isMuon

J/ψ reconstructed and selected w/o isMuon
. (3-11)

It is evaluated independently for prompt J/ψ and J/ψ from b using the simulated samples,

as shown in Fig. 3.10. The muonID efficiency is consistent between prompt J/ψ and

J/ψ from b, thus the efficiency is determined jointly for them to reduce the statistical

uncertainty of the simulation, as shown on the right of Fig. 3.10.

To account for the imperfect simulation of muonID, the muonID efficiency derived

from the simulation is calibrated using the data sample. Limited by the statistic, a

global correction factor is applied to the whole kinematic range of pT < 14 GeV/c and

2 < y < 4.5. The single muon identification efficiency in the data is evaluated using

the tag-and-probe method, similar to the track reconstruction efficiency. The tag track is

firmly identified as a muon, and there is no PID requirement on the other muon, the probe

track. The single muon identification efficiency is calculated as the number of J/ψ signals

with the probe track identified as a muon divided by the total number of J/ψ signals.

The muonID efficiency depends slightly on the event multiplicity distribution, which is

similar in the calibration sample and the analysis sample. Therefore no reweight of the

multiplicity is applied. The potential bias introduced by this discrepancy is considered

as a systematic uncertainty. The single muon identification efficiencies in the data are

shown in Fig. 3.11 in bins of muon p and η. The calibrated muonID efficiency in the
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Figure 3.11 Single muon identification efficiency in the data in bins of p and η of the muons.

entire kinematic range is determined according to

ε =

∑

εµ+ (pµ+, ηµ+ )εµ− (pµ−, ηµ− )

Nrec&sel

, (3-12)

where Nrec&sel is the number of J/ψ signals reconstructed and selected without the muonID

requirement, and εµ± (pµ±, ηµ± ) indicates the single muon identification efficiency taken

from the efficiency table in Fig. 3.11. The ratio between the calibrated muonID efficiency

and the efficiency determined from the simulation is 1.02. It is applied to each (pT, y) bin

of the J/ψ mesons.

3.5.4 Trigger efficiency

The trigger efficiency εtrig is defined as

εtrig ≡
J/ψ selected and triggered

J/ψ selected including isMuon
. (3-13)

It includes the trigger requirements in the L0, HLT1 and HLT2 trigger levels. As it is

determined on the basis of the reconstruction and selection, the HLT2 trigger is 100%

efficient since the offline selections are tighter than those in HLT2. The trigger efficiencies

are determined from the simulation in bins of J/ψ pT and y, as shown in Fig. 3.12 for prompt

J/ψ and J/ψ from b, respectively. The trigger efficiency also shows good consistency

between prompt J/ψ and J/ψ from b, thus is determined together for them to increase the
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Figure 3.12 (Left) Trigger efficiency εtrig in bins of J/ψ pT and y for prompt J/ψ and J/ψ from

b, respectively. (Right) Trigger efficiency εtrig averaged over prompt J/ψ and J/ψ from b in bins

of J/ψ pT and y.
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Figure 3.13 Total efficiency εtot in bins of J/ψ pT and y for prompt J/ψ and J/ψ from b,

respectively.

statistic, as shown on the right of Fig. 3.12.

3.5.5 Total efficiency

The total efficiency εtot in kinematic bins of the J/ψ mesons is shown in Fig. 3.13

for prompt J/ψ and J/ψ from b, respectively. The correction of the track reconstruction

efficiency and the calibration of the muonID efficiency are included.
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3.6 Systematic uncertainties

The systematic uncertainties are studied comprehensively, as described in the fol-

lowing sections.

3.6.1 Signal mass shape

The sum of two CB functions, which is used in the nominal mass fit, is fitted to

the dimuon mass spectrum of a simulated sample, whose signal yield is known. The

signal yield obtained from the fit deviates from the true yield for about 1%, which

indicates that the modelling of the signal mass shape can contribute to the systematic

uncertainty. To estimate the uncertainty, the Hypatia function [103], which is supposed to

take into account the mass resolution event-by-event, is used to describe the signal mass

distribution instead. The change in the signal yield compared to the nominal CB function

is taken as the systematic uncertainty. The uncertainty is found to be almost consistent

between different kinematic bins, thus it is studied in one (pT, y) bin with large signal

yield to increase the statistic. The uncertainty is estimated to be 1% and assigned to all

bins. It is correlated between the J/ψ kinematic bins.

3.6.2 Fit to tz

The imperfect modelling of the tz distribution could bias the fraction of J/ψ from b,

named Fb afterwards. The bias can arise from three aspects as discussed in the following:

• Imperfect description of the tz resolution of the J/ψ signal. The tz distribution of the

prompt J/ψ mesons is dominated by the resolution. It is sensitive to the imperfect

modelling of the resolution, and can significantly affect the Fb value. The possible

bias introduced by the resolution is studied by adding a third wide Gaussian function

to the resolution function. The deviation of Fb from the nominal result is negligible.

• Modelling of the tz distribution of the background. Instead of using the mass

sidebands, which have limited statistics, the background is extracted from the mass

distribution using the sPlot technique, which is a statistical method to unfold the con-

tributions from different sources taking a specific variable as the discriminant [104].

The parameters to describe the background tz distribution are fixed according to

the extracted background. The change of the Fb value from the nominal result is

0.05%, and is taken as the systematic uncertainty.

• Description of the wrong-PV tz tail. An alternative function, an empirical bifurcated
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exponential function with symmetrical positive and negative slopes, is used instead

of the next-event model. The slope is left free in the fit. The difference of Fb between

this and the nominal fit result, 0.073%, is taken as the systematic uncertainty.

Combining the three sources, the systematic uncertainty on Fb from the tz fit is determined

to be 0.1%.

3.6.3 MuonID efficiency

There are three sources of uncertainty for the estimation of the muonID efficiency:

• The uncertainty propagated from the statistical uncertainty of the calibration sam-

ple. It is studied using pseudoexperiments, in which the single muon identification

efficiency in each (p, η) bin of the muons is varied within its statistical uncertainty.

The efficiencies determined from the pseudoexperiments follow a Gaussian distri-

bution, whose mean value is consistent with the nominal muonID efficiency. The

ratio of the Gaussian width relative to the nominal muonID efficiency is taken as

the corresponding systematic uncertainty, which is 1.7%.

• The uncertainty due to the binning scheme of the single muon identification ef-

ficiency table. The numbers of the p and η bins are varied respectively, which

results in a deviation of 0.7% to the nominal efficiency. It is taken as the systematic

uncertainty.

• The discrepancy of the event multiplicity distribution between the data and the

calibration sample. The nSPDHits distribution in the calibration sample is weighted

to match that in the data sample. The single muon identification efficiency table

is determined after the reweight. The total muonID efficiency changes by 0.2%,

which is negligible.

In total, the uncertainty of the muonID efficiency is 1.8%, which is correlated between

the J/ψ kinematic bins.

3.6.4 Track reconstruction efficiency

The single track reconstruction efficiency correction table has statistical uncertain-

ties due to the finite statistics of the data and simulated samples used for the calibration.

These uncertainties are propagated to the track reconstruction efficiency using pseudoex-

periments, in which the correction factors are varied within their uncertainties. It leads

to a variation of around 1% for the track reconstruction efficiency, depending on the J/ψ
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Figure 3.14 Systematic uncertainty due to the pT and y spectrum for each J/ψ kinematic bin.

kinematic bins. The choice of the event multiplicity variable used in the reweight is

another source of uncertainty. It is studied with alternative variables like the number of

tracks. The uncertainty is determined to be 0.4% per muon track. The uncertainty of the

track reconstruction efficiency is also correlated between the (pT, y) bins of J/ψ .

3.6.5 Spectrum of pT and y

The efficiency is evaluated for each (pT, y) bin of the J/ψ mesons. The difference

in the pT and y spectrum between the data and the simulation within the (pT, y) bins

can introduce a systematic uncertainty. The uncertainty is studied by weighting the

pT and y spectrum in the simulation to that in the data. The background in the data

sample is subtracted according to the mass distribution using the sPlot technique [104].

The efficiencies are evaluated with the weighted simulated sample. The changes of the

efficiencies are quoted as the systematic uncertainties, as shown in Fig. 3.14 for each

kinematic bin. The uncertainty is taken to be the same for prompt J/ψ and J/ψ from b. It

is uncorrelated across the J/ψ kinematic bins.

3.6.6 Offline selection efficiency

Among all the offline selections, the possible uncertainty arising from the kinematic

cuts is taken into account in the pT and y spectrum as studied in Sec. 3.6.5. The

requirements on the muon track quality and the track ghost probability are loose, and

the corresponding effect is included in the track reconstruction efficiency uncertainty, as
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Figure 3.15 (Left) Comparison of the efficiencies with different cuts on the χ2
vertex/ndf proba-

bility between the data and the simulation. (Right) Comparison of the efficiencies of the nominal

χ2
vertex/ndf probability cut in bins of J/ψ pT between the data and the simulation.

described in Sec. 3.6.4. The muonID efficiency uncertainty is studied in Sec. 3.6.3. The

requirement to find at least one PV is almost 100% efficient, thus any related uncertainty

is negligible.

The χ2
vertex/ndf probability of the dimuon vertex is required to be larger than 0.5%.

The difference in the vertex fit quality between the data and the simulation can be a

source of uncertainty. The efficiencies with different cuts on the χ2
vertex/ndf probability

are compared between the data and the simulation, as shown on the left of Fig. 3.15. The

difference reaches 0.36% at the largest, which is taken as the systematic uncertainty. The

efficiencies of the nominal cut in bins of the J/ψ pT are also compared between the data

and the simulation, as shown on the right of Fig. 3.15. The efficiency difference shows no

large dependence on the J/ψ kinematics. This uncertainty is correlated between the J/ψ

kinematic bins.

3.6.7 Trigger efficiency

The imperfect simulation of the trigger can introduce systematic uncertainty. The

uncertainty is evaluated by comparing the trigger efficiency between the data and the

simulation. The HLT2 trigger is 100% efficient thus will not result in any bias. For

the L0 trigger, the single muon trigger efficiency is determined in both the data and the

simulation using the tag-and-probe technique. The tag track is required to pass the L0

trigger requirement, while there is no trigger requirement on the probe muon. The HLT

and offline selections are all applied to the J/ψ candidates. The single muon L0 trigger
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efficiency is calculated as the number of J/ψ signals with the probe track firing the L0

trigger divided by the total number of J/ψ signals. It is evaluated independently for µ+

and µ− in bins of the muon p and η, as shown in Fig. 3.16 for the data and the simulation,

respectively. The trigger efficiency of the J/ψ meson is determined as

∑

(1 − {(1 − ε(pµ+, ηµ+ ))(1 − ε(pµ−, ηµ− )})
Ntot

, (3-14)

where Ntot is the total number of the tagged and selected J/ψ candidates, and εµ± (pµ±, ηµ± )

indicates the single muon trigger efficiency taken from the efficiency table in Fig. 3.16.

The relative difference of the efficiency between the data and the simulation is taken to be

the systematic uncertainty for each J/ψ (pT, y) bin, as shown in Fig. 3.17. The uncertainty

typically gets larger in the low pT and high y region. The uncertainty is correlated between

different J/ψ kinematic bins.

The HLT1 trigger efficiency is evaluated using the TISTOS method in both the

simulation and the data. In the data sample, events not firing any trigger line are not

collected, which makes it impossible to determine the trigger efficiency directly. Assuming

that the TIS and TOS are uncorrelated, which is valid in most cases, the TOS efficiency

can be evaluated on the basis of the TIS requirement. In the TISTOS method, the trigger

efficiency is calculated as

εtrig =
NTIS&TOS

NTIS&TOS
+ NTIS&TOS

, (3-15)

where NTIS&TOS is the number of events triggered simultaneously on TIS and TOS, and

NTIS&TOS is the number of events triggered on TIS only. The HLT1 trigger efficiencies

determined with the TISTOS method for both the simulation and the data are shown in

Fig. 3.18 in bins of J/ψ pT and y. Since the uncertainties of the efficiencies are large due

to the limited size of the TIS sample, the efficiencies across the J/ψ kinematic bins are

combined. The difference between the efficiencies of the data and the simulation, 1.5%,

is taken as the systematic uncertainty. It is correlated between the J/ψ pT and y bins.

3.6.8 Polarisation scenarios

The detection efficiency of the J/ψ mesons can be affected by its polarisation.

Considering that all the LHC analyses indicate a small polarisation for the prompt quarko-

nia [41–44], the simulated sample is generated assuming that the prompt J/ψ mesons have
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Figure 3.16 Single muon L0 trigger efficiency of (left) µ+ and (right) (µ−) determined using the

tag-and-probe technique for the (top) simulation and (bottom) data, respectively.
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Figure 3.17 Systematic uncertainties of the L0 trigger efficiency in bins of J/ψ pT and y.
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Figure 3.18 HLT1 trigger efficiency determined with the TISTOS method for the (left) simulation

and (right) data.

zero polarisation. The variation of efficiency with respect to the J/ψ polarisation is stud-

ied. It shows that typically the efficiency changes linearly with the polarisation. The

increase of the efficiency with a −20% polarisation for the J/ψ mesons relative to the effi-

ciency with zero polarisation is shown in Table 3.3. Since there is no experimental result

for the J/ψ polarisation at
√

s = 13 TeV yet, the production cross-sections are measured

only under the assumption of zero prompt J/ψ polarisation. When the J/ψ polarisation

is determined, the production cross-sections of prompt J/ψ can be updated accordingly.

The effect of non-zero polarisation is not considered as a systematic uncertainty.

3.6.9 Other systematic uncertainties

There are several other sources of systematic uncertainties as following:

• The uncertainty propagated from B(J/ψ → µ+µ−) = (5.961 ± 0.033)% [97], which

is common and correlated between the J/ψ kinematic bins. It doesn’t affect the

fraction of J/ψ from b.

• The statistical uncertainty of the simulated sample. It varies from 0.3% to 5%

depending on the kinematic bins.

• The systematic uncertainty of the luminosity. It is determined to be 3.9%, and is

equal and correlated for all (pT, y) bins.

• A fraction of signal candidates in the radiative tail of the dimuon mass distribution

are removed by the mass cut. The cut efficiency is included in the reconstruction

and selection efficiency determined using the simulated sample. The imperfect

simulation of the radiative effect can bias the efficiency. It is studied by changing

the settings of Photos, which is used to simulate the final state radiation. The result
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Table 3.3 Increase of the total efficiency (in %) with a−20% polarisation relative to the efficiency

with zero polarisation in bins of J/ψ pT and y.

pT ( GeV/c) 2 < y < 2.5 2.5 < y < 3 3 < y < 3.5 3.5 < y < 4 4 < y < 4.5

0 − 1 6.24 ± 0.35 4.89 ± 0.10 3.45 ± 0.11 3.31 ± 0.09 4.66 ± 0.17

1 − 2 5.58 ± 0.18 4.30 ± 0.07 2.94 ± 0.06 2.55 ± 0.03 2.82 ± 0.12

2 − 3 4.88 ± 0.14 3.47 ± 0.06 1.97 ± 0.04 1.52 ± 0.06 1.65 ± 0.13

3 − 4 4.77 ± 0.14 3.39 ± 0.06 1.94 ± 0.04 1.17 ± 0.07 1.13 ± 0.15

4 − 5 4.68 ± 0.14 3.34 ± 0.08 1.97 ± 0.04 1.20 ± 0.07 0.73 ± 0.14

5 − 6 4.43 ± 0.12 3.28 ± 0.10 2.03 ± 0.06 1.42 ± 0.06 0.75 ± 0.14

6 − 7 4.21 ± 0.09 3.03 ± 0.12 2.05 ± 0.08 1.57 ± 0.04 0.77 ± 0.14

7 − 8 3.88 ± 0.04 2.81 ± 0.15 1.98 ± 0.10 1.69 ± 0.05 0.74 ± 0.14

8 − 9 3.59 ± 0.15 2.65 ± 0.20 1.81 ± 0.11 1.65 ± 0.11 1.01 ± 0.13

9 − 10 3.53 ± 0.18 2.44 ± 0.24 1.81 ± 0.15 1.68 ± 0.16 1.17 ± 0.14

10 − 11 3.39 ± 0.27 2.30 ± 0.26 1.88 ± 0.22 1.73 ± 0.26 1.26 ± 0.14

11 − 12 3.09 ± 0.32 2.18 ± 0.38 1.47 ± 0.18 1.65 ± 0.27 1.35 ± 0.43

12 − 13 3.25 ± 0.45 1.65 ± 0.32 1.93 ± 0.36 1.49 ± 0.26 1.48 ± 0.21

13 − 14 2.72 ± 0.58 1.68 ± 0.32 1.71 ± 0.38 1.17 ± 0.27 1.36 ± 0.51

deviates for 1%, and it is taken as the corresponding uncertainty.

3.6.10 Summary of systematic uncertainties

The systematic uncertainties on the production cross-sections and the fraction of J/ψ

from b are summarised in Table 3.4.

3.7 Results

3.7.1 J/ψ production cross-sections

The measured double differential cross-sections as functions of J/ψ pT and y are

shown in Figs. 3.19 and 3.20 for prompt J/ψ and J/ψ from b, respectively.

The total cross-sections for prompt J/ψ and J/ψ from b in the kinematic range of

pT < 14 GeV/c and 2 < y < 4.5 are

σ(prompt J/ψ, pT < 14 GeV/c, 2 < y < 4.5) = 15.03±0.03 (stat)±0.91 (syst) µb (3-16)
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Table 3.4 Summary of the systematic uncertainties.

Quantity Systematic uncertainty Comment

Luminosity 3.9% Correlated between bins

L0 Trigger 0.1-5.9% Correlated between bins

HLT1 Trigger 1.5% Correlated between bins

MuonID efficiency 1.8% Correlated between bins

Track reconstruction efficiency 1.1-3.4% Correlated between bins

Radiative tail 1% Correlated between bins

Offline selections 0.36% Correlated between bins

Signal mass shape 1% Correlated between bins

B(J/ψ → µ+µ−) 0.6% Correlated between bins

pT-y spectrum 0.1 -5.0% Bin dependent

Simulation statistic 0.3 -5.0% Bin dependent

tz fit 0.1% Affects J/ψ from b
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Figure 3.19 Double differential cross-sections for prompt J/ψ in bins of J/ψ pT and y. The error

bars show the quadratic sum of the statistical and systematic uncertainties.
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Figure 3.20 Double differential cross-sections for J/ψ from b in bins of J/ψ pT and y. The error

bars show the quadratic sum of the statistical and systematic uncertainties.

and

σ(J/ψ from b, pT < 14 GeV/c, 2 < y < 4.5) = 2.25± 0.01 (stat) ± 0.13 (syst) µb (3-17)

respectively, where the first uncertainty is statistical, and the second systematic.

3.7.2 Fraction of J/ψ from b

The fraction of J/ψ from b is calculated independently for each J/ψ kinematic bin as

Fb =
Nb/εb

Nb/εb + Np/εp
, (3-18)

where Np and Nb are the yields of prompt J/ψ and J/ψ from b obtained from the

simultaneous fit, and εp and εb are the total efficiencies for prompt J/ψ and J/ψ from b.

The measured fractions of J/ψ from b in bins of J/ψ pT and y are shown in Fig. 3.21.

Generally, the fraction of J/ψ from b gets larger with increasing pT and decreasing y of

the J/ψ mesons.

85



Chapter 3 J/ψ production in pp collisions at
√

s = 13 TeV

]c) [GeV/ψJ/(
T

p
0 5 10

b
F

0

0.1

0.2

0.3

0.4

0.5

-1 =3.05 pb
int

L = 13 TeV, s

LHCb

 <2.5y2.0< 

 <3.0y2.5< 

 <3.5y3.0< 

 <4.0y3.5< 
 <4.5y4.0< 

Figure 3.21 Fractions of J/ψ from b in bins of J/ψ pT and y. The error bars show the quadratic

sum of the statistical and systematic uncertainties.

3.7.3 bb production cross-section

With the production cross-section of J/ψ from b, the production cross-section of bb

can be calculated as

σ(pp→ bbX ) = α4π

σ(J/ψ fromb, pT < 14 GeV/c, 2.0 < y < 4.5)

2B(b→ J/ψX )

= 495 ± 2 (stat) ± 52 (syst) µb,

where α4π = 5.2 is the factor to extrapolate the cross-section from the measured kinematic

range to the full 4π region, and B(b→ J/ψX ) = (1.16±0.10)% is the branching fraction

of the inclusive b → J/ψX decay. The extrapolation factor α4π is determined from the

generator Pythia 6 [90] with the LHCb configuration. No uncertainty is assigned for α4π .

3.7.4 Comparison with low energy cross-sections

The J/ψ production cross-section has been measured at the centre-of-mass energies

of 2.76 TeV [26], 7 TeV [29] and 8 TeV [28] at LHCb. To compare with this measurement,

the branching fraction B(J/ψ → µ+µ−) = (5.94 ± 0.06)% [105] used in the previous

measurements is updated to the latest value B(J/ψ → µ+µ−) = (5.961± .033)% [97]. The

J/ψ production cross-sections in the LHCb acceptance as functions of the centre-of-mass

energy are shown in Fig. 3.22 for prompt J/ψ and J/ψ from b, respectively. The differential

cross-sections as functions of pT integrated over y at
√

s = 13 TeV are compared to those

86



Chapter 3 J/ψ production in pp collisions at
√

s = 13 TeV

 [TeV]s
5 10

b
]

µ
 [

σ

0

5

10

15

20

ψJ/LHCb Prompt 

 [TeV]s
5 10

b
]

µ
 [

σ

0

1

2

3

4

-b-fromψJ/LHCb 
FONLL

σ 1±FONLL, 

-b-fromψJ/LHCb 
FONLL

σ 1±FONLL, 

Figure 3.22 The J/ψ production cross-sections in the LHCb acceptance as functions of the centre-

of-mass energy for (left) prompt J/ψ and (right) J/ψ from b, respectively. The cross-sections of

J/ψ from b are compared to the FONLL prediction [106].
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Figure 3.23 Comparison of the differential cross-sections as functions of pT integrated over y

between 8 TeV and 13 TeV for (left) prompt J/ψ and (right) J/ψ from b, respectively.

at
√

s = 8 TeV, as shown in Fig. 3.23. The comparison of the differential cross-sections

as functions of y integrated over pT is shown in Fig. 3.24.

The ratio between the cross-sections at different collision energies can provide a more

powerful test of the theoretical models, since the systematic uncertainty can largely cancel

in the ratio for both the measurements and the theoretical calculations. The correlation

between the systematic uncertainties of the 8 TeV and the 13 TeV measurement is evaluated

as following:

• Signal mass shape. Both analyses use the CB function, but with different parame-

terisation. The correlation is set to be 50%.

• Radiative tail. The generator Photos is used to simulate the final state radiation in

both measurements. The corresponding uncertainty is 100% correlated.
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Figure 3.24 Comparison of the differential cross-sections as functions of J/ψ y integrated over

pT between 8 TeV and 13 TeV for (left) prompt J/ψ and (right) J/ψ from b, respectively.

• MuonID efficiency. The dominant uncertainty for the muonID efficiency comes

from the limited statistic of the calibration sample, which is totally uncorrelated

between the two measurements.

• Track reconstruction efficiency. The uncertainty due to the choice of event multi-

plicity variable is correlated between the two analyses, while the one from the finite

size of the calibration sample is uncorrelated. The correlation is taken as 50%.

• Offline selection. The vertex fit quality distribution is similar in the simulated

samples for the two measurements. It is expected to be similar in the two data

samples as well. The uncertainty can fully cancel.

• Trigger efficiency. With the same simulation configuration and similar selections

applied in the trigger, the trigger uncertainty is largely correlated between the 8 TeV

and 13 TeV measurements. The correlation is set to be 50% to be conservative.

• B(J/ψ → µ+µ−). Totally correlated.

• pT-y spectrum. There can be some correlation since the two analyses use the

same generators for the simulation. But the agreement between the data and the

simulation can be different for different centre-of-mass energies. To be conservative,

it is assumed to be uncorrelated.

• Simulation statistic. Totally uncorrelated.

• Luminosity. The same method is used for the determination of luminosity at

different collision energies, but the datasets are different. The correlation is taken

to be 50%.

• tz fit. Although the same function is used to model the tz distribution, statistical fluc-

tuations can contribute to its systematic uncertainty. As a conservative estimation,
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the correlation is set to be zero.

After the cancellation, the remaining systematic uncertainties in the cross-section ratios

are summarised in Table 3.5. After performing the uncertainty cancellation, the ratios

between the 13 TeV and 8 TeV cross-sections are shown in Figs. 3.25, 3.27, and 3.26, 3.28

for prompt J/ψ and J/ψ from b, respectively.

Table 3.5 Summary of the systematic uncertainties on the ratios between the 13 TeV and 8 TeV

cross-sections.

Quantity Systematic uncertainty

Luminosity 4.6%

Trigger 1.5%

Muon PID efficiency 2.2%

Track reconstruction efficiency 1%

Signal mass shape 2%

pT-y-spectrum, Simulation statistic, tz fit 1 -8 %
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Figure 3.25 Ratios between the 13 TeV and 8 TeV double differential cross-sections in bins of

J/ψ pT and y for prompt J/ψ .

3.7.5 Comparison with theoretical models

The differential production cross-sections at
√

s = 13 TeV as functions of J/ψ pT

integrated over 2 < y < 4.5 for prompt J/ψ and J/ψ from b are compared to the NLO
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Figure 3.26 Ratios between the 13 TeV and 8 TeV double differential cross-sections in bins of

J/ψ pT and y for J/ψ from b.
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Figure 3.27 Ratios between the 13 TeV and 8 TeV differential cross-sections as functions of

(left) J/ψ pT integrated over y and (right) J/ψ y integrated over pT for prompt J/ψ . The ratios in

bins of J/ψ pT are compared to the NRQCD calculations at NLO [22].

NRQCD [22] and FONLL [96] calculations, respectively, as shown in Fig. 3.29. The uncer-

tainties of the NRQCD approach are propagated from the uncertainties of the LDMEs,

which are dominant over all the other sources. The FONLL model considers the uncer-

tainties from the mass of the b quark and the renormalisation and factorization scales.

Both the NRQCD and the FONLL model can well describe the measurements. The

cross-section ratios between the 13 TeV and 8 TeV measurements are also compared to the

theoretical predictions. The ratios between the 13 TeV and 8 TeV differential cross-sections

as functions of pT integrated over y for prompt J/ψ are compared to the NLO NRQCD

calculations [22], as shown in Fig. 3.27. For J/ψ from b, the FONLL predictions [106] are
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Figure 3.28 Ratios between the 13 TeV and 8 TeV differential cross-sections as functions of

(left) J/ψ pT integrated over y and (right) J/ψ y integrated over pT for J/ψ from b. The ratios are

compared to the FONLL calculations [106].

compared to the ratios as functions of pT integrated over y and of y integrated over pT,

respectively, as shown in Fig. 3.28. For the NRQCD calculations, uncertainties of the

LDMEs fully cancel between the cross-sections at the centre-of-mass energy of 13 TeV

and 8 TeV. Therefore no uncertainty is assigned for the prediction of the cross-section

ratio. The NRQCD predictions are consistent with the cross-section ratios of prompt J/ψ .

For J/ψ from b, the cross-section ratios are slightly underestimated by the FONLL model.
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Figure 3.29 Differential production cross-sections as functions of J/ψ pT integrated over 2 <

y < 4.5 for (left) prompt J/ψ and (right) J/ψ from b, which are compared to the NRQCD [22] and

FONLL [96] predictions, respectively.
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s = 13 TeV

This chapter presents the measurement of J/ψ pair production cross-section at the

centre-of-mass energy of
√

s = 13 TeV using pp collision data collected by the LHCb de-

tector. In the following sections, the analysis strategy, the dataset, the candidate selection,

the signal extraction, the efficiency estimation, the systematic uncertainties, the result and

its comparison to theories are described in detail. The author is fully responsible for the

analysis work.

4.1 Analysis strategy

The measurement is performed for J/ψ pair candidates produced promptly from pp

collisions, either through the SPS or the DPS process. The disentanglement of the SPS

and DPS contributions is essential to the test of the theoretical models for quarkonium

production, and to the extraction of the effective cross-section σeff. In the DPS process,

the two J/ψ mesons are produced from the scatterings of two sets of partons, which are

expected to be uncorrelated. Both J/ψ mesons are supposed to have the same kinematics

as the single prompt J/ψ mesons. While in the SPS process, the productions of the

two J/ψ mesons are highly correlated. The two J/ψ mesons tend to be closer to each

other compared to those in DPS. This difference makes it possible to distinguish the SPS

and DPS components via the differential production cross-sections as functions of the

kinematics of the J/ψ pairs.

The production cross-section is measured with both J/ψ mesons in the fiducial region

of 2 < y < 4.5 and pT < 10 GeV/c. The J/ψ mesons are reconstructed with the dimuon

final state. The production cross-section is measured as

σ(J/ψ J/ψ ) =
N cor

L × B2(J/ψ → µ+µ−)
, (4-1)

where N cor is the signal yield after the efficiency correction,L is the integrated luminosity,

and B(J/ψ → µ+µ−) is the branching fraction of the J/ψ → µ+µ− decay. The efficiencies

are determined assuming zero polarisation of the J/ψ mesons. The effect of the polari-

sation on the result is discussed in Sec. 4.9. The differential production cross-sections in

bins of several kinematic variables of the J/ψ pairs are also determined.
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4.2 Dataset

This measurement is performed with the pp collision data collected by LHCb dur-

ing 2015 at the centre-of-mass energy of
√

s = 13 TeV, corresponding to an integrated

luminosity of 279±11 pb−1. The luminosity is determined using two methods: the beam-

gas imaging method, which photographs the beams using beam-gas interactions taking

advantage of the unique precision of the VELO; and the van deer Meer scan method for

which the beam profiles are measured by separating them in the transverse plane [107,108].

The trigger selections aim at selecting high quality muons. The trigger decisions are

all TOS. At the L0 trigger level, two muons with the product of pT larger than (1.3 GeV/c)2

are required. A global event cut (GEC) requiring the nSPDHits smaller than 900 is applied

to save the computing cost. Two trigger lines are used in the HLT1 trigger. Candidates

firing either line are kept. The HLT1 trigger requires one or two muons to have large pT and

p. The muon(s) should also have good track quality with χ2
track

/ndf smaller than 3, and be

identified as muons by requiring positive isMuon. The HLT2 trigger requires four muons

to be reconstructed. Each muon pair must have an invariant mass within ±120 MeV/c2 of

the known J/ψ mass [97], and form a good quality vertex with χ2
vertex/ndf smaller than 25.

The trigger lines employed and their corresponding cuts are summarised in Table. 4.1.

Since the L0 and HLT1 trigger requirements can be fulfilled by one J/ψ meson, J/ψ

pair candidates with either J/ψ meson passing the L0 and HLT1 trigger are retained

to increase the statistic. The total trigger decision is taken to be
[ (

J/ψ 1_L0_TOS &

J/ψ 1_HLT1_TOS
)

or
(

J/ψ 2_L0_TOS & J/ψ 2_HLT1_TOS
) ]

& J/ψ pair_HLT2_TOS,

where the two J/ψ candidates of the J/ψ pair are randomly denoted as either J/ψ 1 or J/ψ 2

respectively.

Simulated samples are generated to study the behaviour of the signal candidates.

Around 6 million single J/ψ candidates are generated using the same settings as the J/ψ

production cross-section measurement. The J/ψ mesons are produced under the zero

polarisation assumption.

4.3 Candidate selection

Additional cuts are applied offline to further reduce the background, as listed in

Table 4.2. The muons are required to be in the kinematic range of 6 GeV/c < p <

200 GeV/c, pT > 650 GeV/c and 2 < η < 5. It enables a precise determination of

the track reconstruction efficiency and can suppress background candidates with low
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Table 4.1 Trigger lines used and their corresponding cuts.

Trigger level Trigger line #muons Cuts

L0 L0DiMuon 2 pT(µ1) × pT(µ2) > (1.3 GeV/c)2

nSPDHits < 900

HLT1 HLT1DiMuonHighMass 2 pT(µ) > 300 MeV/c

p(µ) > 6000 MeV/c

χ2
track

/ndf(µ) < 3.0

isMuon(µ) == 1

M (µ+µ−) > 2700 MeV/c2

HLT1SingleMuonHighPT 1 pT(µ) > 4340 MeV/c

p(µ) > 6000 MeV/c

χ2
track

/ndf(µ) < 3.0

isMuon(µ) == 1

HLT2 HLT2DPS:2x2mu 4 χ2
track

/ndf(µ) < 5

M (µ+µ−) − M (J/ψ ) ∈ ±120 MeV/c2

χ2
vertex/ndf(µ+µ−) < 25

momenta. The muon χ2
track

/ndf is required to be smaller than 3 to guarantee a good

track quality. To suppress misidentified backgrounds, the muon PIDmu, corresponding

to ∆ logL(µ − π), is required to be larger than 2 in addition to the isMuon requirement.

The TRACK_GhostProb of the muons is required to be smaller than 0.4 to remove fake

tracks reconstructed from random combination of hits. The J/ψ mass window is tightened

to be within [3000, 3200] MeV/c2. The χ2
DTF

/ndf of the J/ψ meson, for which the DTF

constrains the two muons to originate from the PV, is required to be smaller than 5 to

reject muons mistakenly combined. It can significantly suppress the backgrounds with

J/ψ from b. The χ2
DTF

/ndf of the J/ψ pair, for which the DTF constrains the four muons

to the PV, is also required to be smaller than 5 to reject J/ψ pairs that do not come from

the same PV.

To remove duplicate tracks, a two dimensional (2D) cut is applied to M (µ±
1
µ±

2
) and

θ(µ±
1
µ±

2
), where M (µ±

1
µ±

2
) is the invariant mass of µ±

1
and µ±

2
, and θ(µ±

1
µ±

2
) is the angle

between µ±
1

and µ±
2
. If the muon of one J/ψ is the duplicate of the muon from the

other J/ψ , M (µ±
1
µ±

2
) should be close to 2 × M (µ), and θ(µ±

1
µ±

2
) should be close to zero.

The 2D distribution of M (µ±
1
µ±

2
) and θ(µ±

1
µ±

2
) is shown in Fig. 4.1. The distribution
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of M (µ±
1
µ∓

2
) versus θ(µ±

1
µ∓

2
) is also given for comparison, which is expected to have

no contribution from duplicate tracks since the two muons have opposite signs. Those

candidates with M (µ±
1
µ±

2
) < 220 or θ(µ±

1
µ±

2
) < 0.002 are removed, as indicated by the

red solid lines in Fig. 4.1. The fraction of rejected signal is negligible (0.1%), thus it

can be safely assumed that the duplicate track cut is fully efficient. After the selection,

candidates with both muons of one J/ψ meson to be the duplicates of the muons from the

other J/ψ meson should be very few. The remaining candidates with one muon shared

by the two J/ψ mesons shall be taken as background during the mass fit as described in

Sec. 4.4. Theoretically, the probability to produce two J/ψ pairs in the same pp collision is

negligibly small. If multiple J/ψ pair candidates are found in the same event, it should be

due to false combination. Therefore, for two candidates in the same event, a) if they have

the same J/ψ pair χ2
DTF

value, which means they share the same four muons, one of them

is rejected randomly; b) if they have different J/ψ pair χ2
DTF

values, the one with a smaller

J/ψ pair χ2
DTF

is chosen. The removed multiple candidates account for around 1.4% of

the total candidates. The two dimensional (M (µ+
1
µ−

1
), M (µ+

2
µ−

2
)) mass distribution for

the J/ψ pair candidates that have passed all the selections is presented in Fig. 4.2, which

shows a clear signal peak of the J/ψ pair.

Table 4.2 Summary of the cuts applied offline.

All µ± 6 GeV/c < p < 200 GeV/c

pT > 650 GeV/c

2 < η < 5

χ2
track

/ndf < 3

isMuon == 1

PIDmu > 2

TRACK_GhostProb < 0.4

Both J/ψ χ2
DTF

/ndf < 5.0 (constrain two muons to the PV)

M ∈ [3000, 3200] MeV/c2

χ2
vertex/ndf < 20

J/ψ pair χ2
DTF

/ndf < 5.0 (constrain four muons to the PV)
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Figure 4.1 Two dimensional distribution of (left) M (µ±
1
µ±

2
) to θ(µ±

1
µ±

2
) and (right) M (µ±

1
µ∓

2
)

to θ(µ±
1
µ∓

2
) in the data sample. The figures are zoomed in to this range for a better visualization.

The red solid lines indicate the cuts applied.
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Figure 4.2 Two-dimensional (M (µ+
1
µ−

1
), M (µ+

2
µ−

2
)) mass distribution for the selected J/ψ pair

candidates.

4.4 Signal extraction

The signal candidates are extracted by performing an unbinned extended maximum

likelihood fit to the two dimensional (M (µ+
1
µ−

2
), M (µ+

2
µ−

2
)) distribution. The mass dis-

tribution of J/ψ signal is modelled by the sum of a double-sided Crystal Ball (DSCB)

function and a Gaussian function, taking the dependence of the resolution on the J/ψ
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kinematics into consideration. The DSCB function is defined as

g(x; µ, σ, al, nl, ar, nr ) =



e−a
2
l
/2(

nl

al

)nl · ( nl

al

− al −
x − µ
σ

)−nl
x − µ
σ

< −al

exp(−1

2
(

x − µ
σ

)2) −al ≤
x − µ
σ
≤ ar

e−a
2
r /2(

nr

ar

)nr · ( nr

ar

− ar +
x − µ
σ

)−nr
x − µ
σ

> −ar

,

(4-2)

where µ and σ are the mean value and the width of the central Gaussian; al and ar are

the starting point of the left and right tail; nl and nr define the left and right tail shape,

respectively. The DSCB and the Gaussian function share the same mean value but have

different widths. The total signal model is

s(M (µ+µ−)) = f ×g(M (µ+µ−); µ, σ1, al, nl, ar, nr )+(1− f )×G(M (µ+µ−); µ, σ2), (4-3)

where f is the fraction of the DSCB function; g and G stand for the DSCB and the

Gaussian function, respectively; µ is the common mean value of the DSCB and the

Gaussian function; σ1 and σ2 are the widths of the DSCB and the Gaussian function,

respectively. When performing the fit to the data sample, the tail parameters (al, nl, ar

and nr ), the fraction of the DSCB function ( f ) and the ratio σ1/σ2 are all fixed according

to the fit to the simulated sample. There are only two parameters, µ and σ1, left free in

the fit. Therefore, the signal model s(M (µ+µ−)) can be simplified to s(M (µ+µ−); µ, σ).

The combinatorial background is described by an exponential function

b(x; τ) = eτ ·x . (4-4)

Since J/ψ 1 and J/ψ 2 are classified randomly, the 2D fit model should be symmetric

with respect to M (µ+
1
µ−

1
) and M (µ+

2
µ−

2
). The variables M (µ+

1
µ−

1
) and M (µ+

2
µ−

2
) are

denoted as m1 and m2 respectively afterwards. The model for the total 2D mass distribution

has three components:

(a) the signal component: s(m1; µ, σ) × s(m2; µ, σ);

(b) the background which is the combination of the signal of one J/ψ and the combinato-

rial background of the other J/ψ : s(m1; µ, σ) × b(m2; τa) + s(m2; µ, σ) × b(m1; τa);

(c) the purely combinatorial background: b(m1; τb) × b(m2; τb).

97



Chapter 4 J/ψ pair production in pp collisions at
√

s = 13 TeV

The 2D fit model can be formulated as

f (m1,m2) = Nsig × s(m1; µ, σ) × s(m2; µ, σ)

+ Nbs × [s(m1; µ, σ) × b(m2; τa) + s(m2; µ, σ) × b(m1; τa)]

+ Nbb × b(m1; τb) × b(m2; τb)

(4-5)

assuming no correlation between m1 and m2, where Nsig, Nbs and Nbb represent the number

of candidates for component (a), (b) and (c), respectively. The projections of the fit result

to M (µ+
1
µ−

1
) and M (µ+

2
µ−

2
) are shown in Fig. 4.3. The signal yield obtained is 1048 ± 51,

where the uncertainty is statistical only. By physics, there should be no correlation

between the signal mass distributions of the two J/ψ mesons. The correlation between

the background mass distributions of the two J/ψ mesons is checked by introducing a

eτc · |m1−m2 | term to account for the possible correlation, which leads to a 2D fit model as

f (m1,m2) = Nsig × s(m1; µ, σ) × s(m2; µ, σ)

+ Nbs × [s(m1; µ, σ) × b(m2; τa) + s(m2; µ, σ) × b(m1; τa)]

+ Nbb × b(m1; τb) × b(m2; τb) × eτc · |m1−m2 | .

(4-6)

The parameter τc is determined to be −0.000466 ± 0.00058 and is consistent with 0. The

deviation of the signal yield to that of the nominal fit is negligible.
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Figure 4.3 Projections of the 2D mass fit to (left) M (µ+
1
, µ−

1
) and (right) M (µ+

2
, µ−

2
). The black

points with error bars represent the data. The blue solid line is the total fit model. The red cross-

hatched area represents the signal distribution. The black and magenta dashed lines show the

background components due to the combination of a J/ψ signal with a combinatorial background.

The green shaded area indicates the purely combinatorial background.
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4.5 Efficiency estimation

The total efficiency εtot is estimated as

εtot = εacc × εGEC × εrec&sel × εmuonID × εtrig, (4-7)

in which εacc is the geometrical acceptance efficiency, εGEC is the global event cut ef-

ficiency, εrec&sel is the reconstruction and selection (without the muonID selections, i.e.

the positive isMuon and PIDmu > 2 requirements) efficiency, εmuonID is the muonID

efficiency, and εtrig is the trigger efficiency. Each efficiency term is defined based on the

term before it. The determination of each efficiency term is given in detail below.

4.5.1 Acceptance efficiency

The geometrical acceptance efficiency εacc of the J/ψ pair can be factorized as

εacc(J/ψ pair) = εacc(J/ψ 1) × εacc(J/ψ 2), (4-8)

where εacc(J/ψ 1,2) is the single J/ψ acceptance efficiency. The efficiency εacc(J/ψ ) is

defined as

εacc(J/ψ ) ≡ J/ψ with both muons in LHCb acceptance

Generated J/ψ
. (4-9)

The LHCb acceptance means the polar angle region of (10, 400) mrad with respect to

the z-axis. The efficiency εacc(J/ψ ) is estimated using the single prompt J/ψ sample

simulated at the generation level. It is determined in bins of J/ψ pT and y, as shown in

Fig. 4.4. The efficiencies for candidates in the 4.0 < y < 4.5 bin are smaller than those

within 3.5 < y < 4.0 because the candidates within 4.0 < y < 4.5 tend to have polar

angle values smaller than 10 mrad.

4.5.2 Global event cuts efficiency

During the L0 trigger, a global event cut which requires nSPDHits to be smaller

than 900 is applied. The efficiency εGEC is estimated by extrapolating the nSPDHits

distribution of the selected J/ψ pair signals. The background candidates are subtracted

using the sPlot technique [104], with (M (µ+
1
µ−

1
), M (µ+

2
µ−

2
)) as the discriminating variables.
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Figure 4.4 Acceptance efficiencies εacc(J/ψ ) in bins of J/ψ pT and y for single prompt J/ψ .

The nSPDHits distribution is described by a Γ function, as displayed in Fig. 4.5. The

efficiency εGEC is calculated to be the ratio between the integral of the fitted Γ function in

the range of (0, 900) and the integral from 0 to infinity. It is determined to be 99.8%.
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Figure 4.5 Fit to the nSPDHits distribution of J/ψ pair signal with the Γ function.

4.5.3 Reconstruction and selection efficiency

The only selection criterion on the J/ψ pair is the χ2
DTF

/ndf < 5.0 requirement, while

all the other cuts are separately applied to the two J/ψ mesons. For J/ψ pair signals in
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which the two J/ψ mesons originate from the same PV, by definition there is

χ2
DTF/ndf(J/ψ pair) =

χ2
DTF

/ndf(J/ψ 1) + χ2
DTF

/ndf(J/ψ 2)

2
. (4-10)

With the same threshold for χ2
DTF

/ndf(J/ψ pair) and χ2
DTF

/ndf(J/ψ 1,2), the cut on

χ2
DTF

/ndf(J/ψ pair) should be 100% efficient. It allows for the factorization of the

reconstruction and selection efficiency εrec&sel of J/ψ pair as

εrec&sel(J/ψ pair) = εrec&sel(J/ψ 1) × εrec&sel(J/ψ 2). (4-11)

The efficiency εrec&sel(J/ψ ) is defined as

εrec&sel(J/ψ ) ≡ J/ψ reconstructed and selected w/o muonID

J/ψ with both muons in LHCb acceptance
. (4-12)

It is determined in bins of J/ψ pT and y using the simulated J/ψ sample, as shown in

Fig. 4.6. The efficiency for J/ψ mesons within 4.0 < y < 4.5 drops rapidly at high pT

because the muon momentum is required to be smaller than 200 GeV/c.
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Figure 4.6 Reconstruction and selection efficiencies εrec&sel(J/ψ ) in bins of J/ψ pT and y for

single prompt J/ψ .

In analogy with the J/ψ production measurement, the track reconstruction efficiency

is calibrated with the data sample using the tag-and-probe technique. The correction
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factors in bins of muon p and η are shown in Fig. 4.7. Before applying the corrections, the

event multiplicity distribution in the simulated sample is weighted to match its distribution

in the data sample. The event multiplicity variable is taken to be the total number of

reconstructed tracks (nTracks). To extract the nTracks distribution of the J/ψ pair signals in

the data sample, the backgrounds are subtracted according to the (M (µ+
1
, µ−

1
), M (µ+

2
, µ−

2
))

distribution using the sPlot method [104]. Due to the large statistical fluctuation of the data

sample, the nTracks distribution is fitted with an empirical function defined as

h(x; p0, p1, p2) = p0 · xp1 · e−p2·x, (4-13)

where p0, p1 and p2 are the free parameters. The fit result is shown in Fig. 4.8. The

nTracks distribution in the simulated sample is weighted to the fitted empirical function.

Then the track reconstruction efficiency corrections are calculated in bins of J/ψ pT and

y, as shown in Fig. 4.9.
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Figure 4.7 Track reconstruction efficiency correction factors in bins of p and η of the muons.

4.5.4 Muon identification efficiency

The muon identification efficiency εmuonID of the J/ψ pair can be factorized as

εmuonID(J/ψ pair) = εmuonID(J/ψ 1) × εmuonID(J/ψ 2). (4-14)
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Figure 4.8 Fit to the nTracks distribution in the data sample, in which the backgrounds are

subtracted using the sPlot method.
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Figure 4.9 Track reconstruction efficiency correction factors in bins of J/ψ pT and y.
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The efficiency εmuonID(J/ψ ) is defined as

εmuonID(J/ψ ) ≡ J/ψ selected including muonID

J/ψ reconstructed and selected w/o muonID
. (4-15)

It is estimated using the simulated J/ψ sample, with the single muonID efficiency evalu-

ated in the data using the tag-and-probe technique as in the J/ψ production measurement.

The single muonID efficiencies are determined in kinematic bins of the muons indepen-

dently for data collected with the LHCb magnet pointing downwards (MagDown) and

upwards (MagUp), as shown in Fig. 4.10. For each J/ψ signal, the efficiency εmuonID(J/ψ )

is calculated as the multiplication of the single muonID efficiencies of its two muons. It

is determined in bins of J/ψ pT and y, as shown in Fig. 4.11.
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Figure 4.10 Single muonID efficiency in bins of muon p and η for (left) MagDown and

(right) MagUp, respectively.

4.5.5 Trigger efficiency

The offline selections are much tighter than the HLT2 requirements, so the efficiency

of the HLT2 cuts should be 100%. The trigger efficiency εtrig is equivalent to the L0 and

HLT1 efficiency εL0&HLT1. The efficiency εL0&HLT1 of the J/ψ pair signal can be factorized

as

εL0&HLT1(J/ψ pair) = 1 − (1 − εL0&HLT1(J/ψ 1)) × (1 − εL0&HLT1(J/ψ 2)), (4-16)
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Figure 4.11 MuonID efficiencies εmuonID(J/ψ ) in bins of J/ψ pT and y for the (top) MagDown

and (bottom) MagUp data, respectively.
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since the L0 and HLT1 trigger requires either of the J/ψ meson to be triggered on. The

efficiency εL0&HLT1(J/ψ ) is given by

εL0&HLT1(J/ψ ) ≡ J/ψ selected and triggered by L0&HLT1&HLT2

J/ψ selected and triggered by HLT2 w/o L0&HLT1
. (4-17)

It is estimated using the simulated J/ψ sample in bins of J/ψ pT and y as shown in

Fig. 4.12.

)[MeV/c]ψ(J/
T

p
0 2000 4000 6000 8000 10000

L
0

&
H

L
T

1
ε

0

0.2

0.4

0.6

0.8

1

1.2

2.0<y<2.5

2.5<y<3.0

3.0<y<3.5

3.5<y<4.0

4.0<y<4.5

Figure 4.12 Efficiencies εL0&HLT1(J/ψ ) in bins of J/ψ pT and y for single prompt J/ψ .

4.6 From-b component determination

After all the selections, there are still contaminations in which one or both J/ψ

meson(s) come(s) from b-hadron decays. The prompt J/ψ and bb production cross-

section within the LHCb acceptance at
√

s = 13 TeV are measured to be σ(prompt J/ψ ) =

15.03 ± 0.91µb and σ(pp → bb) = 95 ± 10µb, as given in Chapter 3. The production

cross-section of J/ψ pair with both J/ψ from b is estimated as

σ(two J/ψ from b) = σ(pp→ bb) × B(b→ J/ψ X ) = 12.8 ± 1.3 nb, (4-18)

where B(b → J/ψ X ) = (1.16 ± 0.10)% is the branching fraction of the inclusive

b→ J/ψX decay [97]. The J/ψ pair candidates with one J/ψ from b are mainly pro-

duced from the DPS process according to the measurement of the associated production
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ofΥ with open c-meson, where the DPS contribution exceeds the SPS contribution with a

factor larger than 10 [109]. Its production cross-section is calculated using the DPS formula

as

σ(one J/ψ from b) =
2 × σ(pp→ bb) × B(b→ J/ψ X ) × σ(prompt J/ψ )

σeff

= 2.28 ± 0.19 nb,

(4-19)

where σeff = 14.5 mb is taken from Refs. [110,111].

To evaluate the contribution of J/ψ pair with both J/ψ from b, a simulated sample at

the generation level is produced for it. The number of remaining candidates after all the

selections is calculated with an event-by-event efficiency multiplication, as given by

N =

Ngen
∑

i=1

εiGEC × εirec&sel(two J/ψ from b) × εimuonID × εitrig, (4-20)

in which Ngen is the number of generated candidates. As studied in the J/ψ production

measurement, the efficiencies are consistent between prompt J/ψ and J/ψ from b, except

for the reconstruction and selection efficiency εrec&sel(two J/ψ from b). It is calculated as

εrec&sel(two J/ψ from b) = εfrom b
rec&sel(J/ψ 1) × εfrom b

rec&sel(J/ψ 2). (4-21)

The efficiency εfrom b
rec&sel

is estimated using the simulated sample of J/ψ from b. The

efficiency εfrom b
rec&sel

in bins of J/ψ pT and y is shown in Fig. 4.13. They are much smaller

than the efficiencies of prompt J/ψ mainly due to the cut on χ2
DTF

/ndf(J/ψ ). The yield N

is normalized to the data sample with a scale factor of

Nnorm = N × L × σ(two J/ψ from b) × B2(J/ψ → µ+µ−)

Ngen

, (4-22)

where L is the integrated luminosity of the data sample. The yield Nnorm is determined to

be 20, which accounts for 20/1048 = 1.9% of the total J/ψ pair signal. The contribution

of J/ψ pair with one J/ψ from b is evaluated in the same way. The only difference is that

the reconstruction and selection efficiency εrec&sel(one J/ψ from b) is given by

εrec&sel(one J/ψ from b) = ε
prompt

rec&sel
(J/ψ 1) × εfrom b

rec&sel(J/ψ 2). (4-23)

107



Chapter 4 J/ψ pair production in pp collisions at
√

s = 13 TeV

It takes a fraction of 2.6% of the signal candidates. In summary, the from-b contribution

is determined to be 4.5%.
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Figure 4.13 Reconstruction and selection efficiencies for J/ψ from b in bins of J/ψ pT and y.

4.7 Cross-section determination

The production cross-section of the J/ψ pair is determined according to Eq. 4-1, in

which the integrated luminosity L and the branching fraction B(J/ψ → µ+µ−) is known.

The yield N cor is obtained by performing an unbinned extended maximum likelihood to

the (M (µ+
1
µ−

2
), M (µ+

2
µ−

2
)) distribution after the per-event efficiency correction. A bilinear

interpolation is applied for all the efficiencies in bins of J/ψ pT and y to dilute dependence

on the binning scheme. The fit model is the same with the one used for the mass fit

without the efficiency correction, as given in Eq. 4-5. The projections of the 2D mass

fit to M (µ+
1
µ−

1
) and M (µ+

2
µ−

2
) are shown in Fig. 4.14. The yield N cor is determined to

be (15.8 ± 1.1) × 103. After subtracting the from-b component, the J/ψ pair production

cross-section is determined to be 15.2 ± 1.0 (stat) nb.

4.8 Systematic uncertainties

Several sources of systematic uncertainties are considered, as discussed in the fol-

lowing subsections.
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Figure 4.14 Projections of the 2D mass fit to (top) M (µ+
1
, µ−

1
) and (bottom) M (µ+

2
, µ−

2
). The

black points with error bars represent the data. The blue solid line is the total fit model. The

red cross-hatched area represents the signal distribution. The black and magenta dashed lines

show the background components due to the combination of a J/ψ signal with a combinatorial

background. The green shaded area indicates the purely combinatorial background.

4.8.1 Signal mass shape

To study the systematic uncertainty caused by the imperfect modelling of the signal

mass shape, two alternative models are applied instead of the sum of the DSCB and

Gaussian functions:

• The Hypatia function [103] with the tail parameters determined from the simulation.

The difference of the signal yield to the nominal result is 1.6%.

• The dimuon invariant mass distribution extracted from the simulation using kernel

estimation [112]. It is convolved with a Gaussian function considering the difference

between the data and the simulation. The signal yield obtained from this fit varies

by 1.3% from the nominal result.

The larger deviation, 1.6%, is taken to be the systematic uncertainty due to the signal

shape modelling.

4.8.2 Global event cut efficiency

When the parameters of the Γ function used to fit the nSPDHits distribution are

varied within their uncertainties, the efficiency εGEC changes by +0.2(−0.1), which is

negligibly small. As a cross check, the nSPDHits distribution is modelled with the sum of

two Γ functions as an alternative, as shown in Fig. 4.15. The extrapolation of this fit model

gives a εGEC value of 99.9%. It is well consistent with the nominal result. Therefore, the

systematic uncertainty introduced by the global event cut efficiency is safely neglected.
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Figure 4.15 Fit to the nSPDHits distribution of the J/ψ pair signal with the sum of two Γ

functions.

4.8.3 Statistical uncertainty of the simulation

The limited statistic of the simulated sample can lead to a systematic uncertainty of

the efficiencies. It is evaluated using pseudoexperiments, in which the efficiency terms

εacc(pT, y), εrec&sel(pT, y) and εtrig(pT, y) are varied within their uncertainties. The result-

ing signal yields obtained from the pseudoexperiments follow a Gaussian distribution,

with a mean value consistent with the nominal result. The systematic uncertainty is

calculated as the ratio of the Gaussian width to the nominal signal yield, which is 0.2%.

4.8.4 Track detection efficiency

The systematic uncertainty from the track detection efficiency is determined similar

to that in the J/ψ production measurement. The statistical uncertainty propagated from

the limited size of the calibration sample is evaluated using pseudoexperiments, and is

determined to be 0.1%. The uncertainty due to the choice of the event multiplicity variable

is 0.8% per muon track. The quadratic sum of the two sources, 3.2%, is taken as the

uncertainty.

4.8.5 MuonID efficiency

The determination of the systematic uncertainty of the muonID efficiency is also

similar to the that in the J/ψ production measurement. The uncertainty due to the
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statistical uncertainty of the calibration sample is studied with pseudoexperiments, which

turns out negligible. The uncertainty originating from the binning of the single muonID

efficiency table is estimated with varied binning schemes. The largest deviation to the

nominal result is 1.7%. The difference in the event multiplicity distribution between

the data and the calibration sample can also introduce uncertainty. The single muonID

efficiency is recalculated after weighting the nTracks distribution in the calibration sample

to that in the data sample. With the updated single muonID efficiency, the result changes

by 1.5%. The total uncertainty of the muonID efficiency is determined as the quadratic

sum of the three sources, which is 2.3%.

4.8.6 Trigger efficiency

The trigger efficiency uncertainty due to the imperfect simulation of the trigger is

estimated by comparing the efficiencies determined from the data and the simulation using

the TISTOS method. In the TISTOS approach, The efficiency εL0&HLT1(J/ψ ) is calculated

as

εL0&HLT1(J/ψ ) =

J/ψ selected and triggered by HLT2 and L0_TIS&L0_TOS&HLT1_TIS&HLT1_TOS

J/ψ selected and triggered by HLT2 and L0_TIS&HLT1_TIS
.

(4-24)

The efficiency εL0&HLT1(J/ψ ) in the J/ψ kinematic bins is shown in Fig. 4.16 for both

the data and the simulation. They are in good agreement with each other. The TISTOS

efficiencies from the data and the simulation are used for the efficiency correction inde-

pendently. The difference between the resulting signal yields is 1.0%. It is taken to be the

uncertainty of the trigger efficiency.
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Figure 4.16 Efficiency εL0&HLT1(J/ψ ) in bins of J/ψ pT and y estimated using the TISTOS

method with the (left) data and (right) simulated samples, respectively.
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4.8.7 From-b component

In the determination of the from-b contribution, both σ(two J/ψ from b) and

σ(one J/ψ from b) have an uncertainty at the level of around 10%. The finite statis-

tic of the generation level simulated sample is also a source of uncertainty. As the total

fraction of the from-b component is 4.5%, a systematic uncertainty of 1.0% is assigned

for the from-b contribution.

4.8.8 χ2
DTF

/ndf(J/ψ ) cut efficiency

Among all the offline selections, the systematic uncertainties of the track reconstruc-

tion efficiency and the muonID efficiency are already considered separately. With the

bilinear interpolation of the efficiencies in bins of J/ψ pT and y, the potential uncertainty

from the J/ψ pT and y spectrum is reduced to a negligible level. The remaining uncer-

tainty source is the difference between the χ2
DTF

/ndf(J/ψ ) distribution in the data and the

simulation. The efficiency of the χ2
DTF

/ndf < 5.0 cut, defined as

εDTF ≡
J/ψ reconstructed and selected w/o muonID

J/ψ reconstructed and selected w/o DTF cut and muonID
(4-25)

is shown in Fig. 4.17. The efficiency εDTF is close to 100% across the whole kinematic

region, so the systematic uncertainty introduced by it should be small. As a further check,

the distribution of χ2
vertex/ndf, which is determined with the same track information

as χ2
DTF

/ndf, is compared between the data and the simulation as shown in Fig. 4.18.

The comparison shows a good consistency between them. In the end, a conservative

uncertainty of 1.0% is taken for the χ2
DTF

/ndf(J/ψ ) cut efficiency.

4.9 Polarisation scenario

The detection efficiency of the J/ψ pair candidates can be affected by the polarisation,

but there is no experimental result for the polarisation of J/ψ pair yet. For the DPS process,

the polarisation of J/ψ mesons in J/ψ pairs should be the same as that of the single prompt

J/ψ . So far, all the LHC analyses indicate a small polarisation for the quarkonia [41–44].

For the SPS process, it is possible that the two J/ψ mesons have opposite correlated

polarisations, in which case the polarisation effect can be partially cancelled. Therefore,

the same as the J/ψ production measurement, the J/ψ pair production measurement is

performed under the assumption that the J/ψ mesons are unpolarised, and no systematic
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Figure 4.17 The efficiency εDTF in bins of J/ψ pT and y for prompt J/ψ .
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uncertainty is assigned for the polarisation assumption. To give a quantified idea of the

effect of the J/ψ polarisation on the result, a polarisation of ±20% is introduced for both

J/ψ mesons. With the polarisation of −20%(+20%), the measured J/ψ pair production

cross-section changes by −6.8%(+6.5%).

4.9.1 Other systematic uncertainties

There are several other sources of systematic uncertainties:

• The uncertainty introduced by B(J/ψ → µ+µ−) = (5.961 ± 0.033)% [97], which is

1.1%.

• The systematic uncertainty of the luminosity, which is 3.9%.

4.9.2 Summary

All the systematic uncertainties on the J/ψ pair production cross-section are sum-

marised in Table 6.4. The total systematic uncertainty, 6.1%, is the quadratic sum of all

the sources.

Table 4.3 Summary of the systematics uncertainties on the J/ψ pair production cross-section.

Component Uncertainty(%)

Signal mass shape 1.6

Global event cut efficiency negligible

Simulation statistic 0.2

Track reconstruction efficiency 3.2

MuonID efficiency 2.3

Trigger efficiency 1.0

χ2
DTF

/ndf(J/ψ ) cut 1.0

From-b component 1.0

B(J/ψ → µ+µ−) 1.1

Luminosity 3.9

Total 6.1

114



Chapter 4 J/ψ pair production in pp collisions at
√

s = 13 TeV

4.10 Results

4.10.1 Total production cross-section

The J/ψ pair production cross-section with both J/ψ mesons in the kinematic range

of 2.0 < y < 4.5 and pT < 10 GeV/c is measured to be

σ(J/ψ J/ψ ) = 15.2 ± 1.0 (stat) ± 0.9 (syst) nb,

assuming zero polarisation of the J/ψ mesons. The production cross-section ratio between

J/ψ pair and single prompt J/ψ is calculated as

σ(J/ψ J/ψ )

σ(J/ψ )
= (10.2 ± 0.7 (stat) ± 0.9 (syst)) × 10−4, (4-26)

in which the prompt J/ψ production cross-section is extracted from

the same kinematic range of 2.0 < y < 4.5 and pT < 10 GeV/c as

σ(J/ψ ) = 14.94 ± 0.02 (stat) ± 0.91 (syst) µb [113]. The systematic uncertainties on

σ(J/ψ J/ψ ) and σ(J/ψ ) are taken as uncorrelated. According to Eq. 1-36, the minimum

possible value of the effective cross-section σeff can be calculated as

1

2

σ(J/ψ )2

σ(J/ψ J/ψ )
= 7.3 ± 0.5 (stat) ± 1.0 (syst) mb, (4-27)

in which all the J/ψ pairs are assumed to come from the DPS process.

The J/ψ pair production cross-section is compared to the DPS prediction and several

theoretical calculations for the SPS mechanism, as summarised in Table 4.4. The DPS

contribution is calculated with the prompt J/ψ production cross-section [113] according to

Eq. 1-36, where σeff = 14.5 ± 1.7+1.7
−2.3

mb is taken from Refs. [110,114].

Theoretical predictions for J/ψ pair production via the SPS mechanism are imple-

mented in the following approaches within the NRQCD framework:

• LO CS: leading-order colour-singlet model [115]. CT 14 PDFs [116] are used to model

the gluon densities.

• NLO∗ CS′: incomplete next-to-leading-order colour-singlet model, in which the

loop diagrams are not included [115]. The same as LO CS, the gluon densities are

taken as CT 14 PDFs [116]. Since the incomplete NLO CS calculations can’t converge

at low pT of the J/ψ pair, a cut off is applied on pT(J/ψ J/ψ ) [115], which leads to the
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three sets of production cross-sections for different pT(J/ψ J/ψ ) ranges as shown in

Table. 4.4. This prediction includes the tiny contribution from J/ψ + χc via the

χc → J/ψ γ decay.

• NLO∗ CS′′: incomplete next-to-leading-order colour-singlet model, in which the

loop diagrams are not included [47,117–120]. The gluon densities are taken to be

NNPDF 3.0 NLO PDFs with αs (MZ ) = 0.118 [121]. To cope with the divergence at

small pT(J/ψ J/ψ ), a cut is applied on the mass of any light parton pair [47,117–120].

Two Gaussian smearings are applied to the initial transverse momentum carried by

the gluon (kT), with the widths of 〈kT〉 = 0.5 and 2 GeV/c, respectively. The total

production cross-section is independent of the kT smearing, while some differential

cross-sections depend significantly on it. This calculation includes the ψ(2S) feed-

down contribution.

• LO CO: leading-order colour-octet calculations [119,120]. Like in NLO∗ CS′′,

NNPDF 3.0 NLO PDFs with αs (MZ ) = 0.118 [121] is used to describe the gluon

densities. The LDMEs are taken from Refs. [22,122–128]. The same Gaussian

smearing as in NLO∗ CS′′ is applied. The feed-downs from both the J/ψ + ψ(2S)

and J/ψ + χc productions are considered.

• NLO CS: complete next-to-leading-order colour-singlet model [46]. The gluon den-

sities are modelled with CTEQ6L1 and CTEQ6M PDFs [129,130].

• LO kT: a model based on the kT-factorization approach [131–135] with LDMEs of

the LO CS model [136,137]. It takes the gluon densities from Refs. [138–142]. The

feed-down from ψ(2S) is taken into account.

The predicted production cross-sections are sensitive to the choice of PDFs for the

gluon densities and the factorization and renormalisation scales. The uncertainties on

the predictions due to the gluon densities are determined by using the CTEQ6 PDF

set [143] instead of the nominal PDFs. For NLO CS, which uses CTEQ6L1 and CTEQ6M

PDFs [129,130], this uncertainty is omitted. The uncertainties from the factorization and

renormalisation scales are evaluated by varying the scales by a factor of two. For LO CO,

the calculation is also dependent on the choice of the LDMEs. The production cross-

section varies from the maximal 0.7 nb, calculated with the LDMEs from Ref. [126] to

the minimal 0.11 nb, using the LDMEs from Ref. [122], while the majority are around

0.5 nb.

According to the comparison, the LO CO contribution is predicted to be small. De-
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Table 4.4 Comparison between the measured and predicted J/ψ pair production cross-section

for different pT(J/ψ J/ψ ) ranges. For the SPS predictions, the first uncertainty is due to the choice

of PDFs for the gluon densities, and the second corresponds to the variation of the factorization

and renormalisation scales. For LO CS, the third uncertainty accounts for the choice of the

LDMEs. For the NLO CS prediction, the uncertainty is due to the variation of the factorization

and renormalisation scales. For the DPS prediction, the first uncertainty comes from the prompt

J/ψ production cross-section measurement [113], and the second corresponds to the uncertainty of

σeff
[110,114].

σ(J/ψ J/ψ ) [nb]

no pT cut pT > 1 GeV/c pT > 3 GeV/c

LO CS [115] 1.3 ± 0.1+3.2
−0.1

— —

LO CO [119,120] 0.45 ± 0.09+1.42+0.25
−0.36−0.34

— —

LO kT
[136] 6.3+3.8+3.8

−1.6−2.6
5.7+3.4+3.2
−1.5−2.1

2.7+1.6+1.6
−0.7−1.0

NLO∗ CS′ [115] — 4.3 ± 0.1+9.9
−0.9

1.6 ± 0.1+3.3
−0.3

NLO∗ CS′′ [47,117–120] 15.4 ± 2.2+51
−12

14.8 ± 1.7+53
−12

6.8 ± 0.6+22
−5

NLO CS [46] 11.9+4.6
−3.2

— —

DPS [110,113,114] 8.1 ± 0.9+1.6
−1.3

7.5 ± 0.8+1.5
−1.2

4.9 ± 0.5+1.0
−0.8

Data 15.2 ± 1.0 ± 0.9 13.5 ± 0.9 ± 0.9 8.3 ± 0.6 ± 0.5

spite the large uncertainty, the LO kT, LO CS and NLO∗ CS′ models require an additional

DPS contribution to describe the data. The NLO∗ CS′′ and NLO CS predictions are

consistent with the measurement by itself.

4.10.2 Differential production cross-sections

The J/ψ pair candidates produced from the SPS and DPS processes are expected

to have distinct kinematics due to the different production mechanisms. To distinguish

the SPS and DPS contributions, the differential production cross-sections of J/ψ pair

as functions of the following kinematic variables are measured and compared to the

theoretical predictions:

• pT(J/ψ J/ψ ): transverse momentum of the J/ψ pair;

• y(J/ψ J/ψ ): rapidity of the J/ψ pair;

• pT(J/ψ ): transverse momentum of either J/ψ meson;

• y(J/ψ ): rapidity of either J/ψ meson;
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• |∆y |: absolute value of the rapidity difference between the two J/ψ mesons;

• |∆φ|: absolute value of the difference in azimuthal angle between the two J/ψ

mesons;

• m(J/ψ J/ψ ): invariant mass of the J/ψ pair;

• AT: the transverse momentum asymmetry of the two J/ψ mesons, which is defined

as

AT ≡
�����
pT(J/ψ1 ) − pT(J/ψ2 )

pT(J/ψ1 ) + pT(J/ψ2 )

����� .
The differential production cross-section of J/ψ pair as a function of a specific variable v

is calculated as

dσ(J/ψ J/ψ )

dv
=

1

L × B(J/ψ → µ+µ−)2
×
∆N cor

i

∆vi
,

where ∆N cor
i

is the signal yield in the i-th bin after the efficiency correction, and ∆vi

is the bin width of the variable v. The systematic uncertainties of the luminosity and

B(J/ψ → µ+µ−) are equal and 100% correlated in all bins. The uncertainties due to

the muonID efficiency and the track reconstruction efficiency are significantly correlated

across the kinematic bins. In the comparison to the theories, the systematic uncertainties

are neglected as they are negligibly small compared to the statistical ones and almost fully

correlated.

The DPS predictions are made with pseudoexperiments, in which J/ψ mesons evenly

distributed across the azimuthal angle φ are generated according to the measured double

differential production cross-sections of single prompt J/ψ as functions of J/ψ pT and

y
[113], and randomly associated as pairs. For the SPS calculations, the differential cross-

sections are stable against the gluon densities, the factorization and renormalisation scales,

and the LDMEs, which significantly affect the total production cross-section. On the

contrary, the Gaussian smearing applied to LO CO and NLO∗ CS′′ significantly affects

some differential cross-sections. As a result, the uncertainties of the predicted differential

cross-sections are not shown. The LO CO and NLO∗ CS′′ predictions with the 〈kT〉 = 0.5

and 2 GeV Gaussian smearings are both given. The comparison of the differential J/ψ

pair production cross-sections between the measurements and the theories are shown in

Figs. 4.19, 4.20 and 4.21 for the whole pT(J/ψ J/ψ ) range, in Figs. 4.22 and 4.23 for the

pT(J/ψ J/ψ ) > 1 GeV/c range, and in Figs. 4.24 and 4.25 for the pT(J/ψ J/ψ ) > 3 GeV/c
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Figure 4.19 Comparisons of the measured J/ψ pair differential cross-sections in bins of pT(J/ψ J/ψ )

to the theoretical predictions. The black points with error bars are the measurements.

range.

In the LO CS model, the variables pT(J/ψ J/ψ ), |∆φ| andAT are predicted to cluster

around zero, π and zero, respectively. These distributions are trivial, thus omitted. In the

NLO∗ CS′′ approach, the Gaussian smearing of 〈kT〉 = 2 GeV is favoured against 0.5 GeV

to get rid of the peaking structures in the pT(J/ψ J/ψ ) distribution, as presented in Fig. 4.19.

According to the |∆y | and m(J/ψ J/ψ ) distributions in Fig. 4.21, the DPS component is

essential to describe the measurements, as there is typically no SPS contribution in the

|∆y | > 1.5 and m(J/ψ J/ψ ) > 11 GeV/c2 regions. On the other hand, the DPS model is

not able to describe the differential distributions satisfactorily by itself. The comparisons

indicate that there are both SPS and DPS contributions in the J/ψ pair production.

4.10.3 Separation of the SPS and DPS components

To distinguish the SPS and DPS components, the differential cross-sections are fitted

with the templated SPS plus DPS model

dσ

dv
= σDPSFDPS(v) + σSPSFSPS(v), (4-28)

where v is the kinematic variable; FDPS and FSPS are the DPS and SPS templates fixed

from the theoretical calculations; σDPS and σSPS are the total cross-sections of the DPS

and SPS components, and are left free in the fit. The fraction of the DPS component is
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Figure 4.20 Comparisons of the measured J/ψ pair differential cross-sections in bins of (top

left) pT(J/ψ ), (top right) y(J/ψ J/ψ ) and (bottom) y(J/ψ ) to the theoretical predictions. The black

points with error bars are the measurements.

defined as

fDPS ≡
σDPS

σSPS + σDPS

. (4-29)

The distributions with little discriminating power are omitted from the templated fits.

The LO CO contribution is calculated to be small, thus not included in the fit. The

DPS fractions determined from the templated fits are summarised in Table 4.5. The fit

results are given in Appendix A. The fits with all the given SPS models indicate a large

contribution from the DPS process. The SPS production cross-section σSPS, calculated

as (1 − fDPS) × σ(J/ψ J/ψ ), undershoots the predictions of the NLO∗ CS′′ [47,117–120] and

NLO CS [46] models, and is roughly consistent with the NLO∗ CS′ [115] and LO kT
[136]

expectations.
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Figure 4.21 Comparisons of the measured J/ψ pair differential cross-sections in bins of (top left) |∆y |,
(top right) |∆φ|, (bottom left) AT and (bottom right) m(J/ψ J/ψ ) to the theoretical predictions. The

black points with error bars are the measurements.

According to Eq. 4-28, the effective cross-section σeff is determined from σDPS as

σeff =
1

2

σ (J/ψ )2

σDPS

. (4-30)

The obtained σeff values are listed in Table 4.6. With the given SPS models, the values of

σeff are found to be between 8.8 and 12.5 mb. Compared to the effective cross-sections

measured by the previous experiments as shown in Fig. 1.13, the values measured in this

analysis are smaller than the majority, including the J/ψ + cc andΥ(1S) + D0,+ measure-

ments performed at LHCb, which give σeff ∼ 15 mb and σeff = 18.0 ± 1.8 mb, respec-

tively. On the other hand, they slightly exceed the measurements of J/ψ pair production

in the central rapidity region at LHC, σeff = 8.2 ± 2.2 mb [47] and σeff = 6.3 ± 1.9 mb [144],

and they are significantly larger than the D0 measurements of the J/ψ pair production,

σeff = 4.8 ± 2.5 mb [145], and theΥ + J/ψ production, σeff = 2.2 ± 1.1 mb [146].
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Figure 4.22 Comparisons of the measured differential cross-sections in bins of (top left) pT(J/ψ ), (top

right) y(J/ψ J/ψ ) and (bottom) y(J/ψ ) for J/ψ pairs within pT(J/ψ J/ψ ) > 1 GeV/c to the theoretical

predictions. The black points with error bars are the measurements.

122



Chapter 4 J/ψ pair production in pp collisions at
√

s = 13 TeV

0 0.5 1 1.5 2 2.5
0

5

10

15

20

25

d
σ
(J
/ψ
J/
ψ
)

d
|∆
y
|

[n
b
]

|∆y|

LHCb 13TeV
pT(J/ψJ/ψ ) > 1GeV/c

DPS
SPS: LO kT
SPS: NLO∗CS′

SPS: NLO∗CS′′〈kT〉=0.5GeV/c

SPS: NLO∗CS′′〈kT〉=2GeV/c

0 0.2 0.4 0.6 0.8 1
0

5

10

15

20

25

30

π
d
σ
(J
/ψ
J/
ψ
)

d
|∆
φ
|

[n
b
]

|∆φ| /π

LHCb 13TeV
pT(J/ψJ/ψ ) > 1GeV/c

0 0.2 0.4 0.6 0.8 1
0

5

10

15

20

25

30

35

d
σ
(J
/ψ
J/
ψ
)

d
A

T

[n
b
]

AT

LHCb 13TeV
pT(J/ψJ/ψ ) > 1GeV/c

6 8 10 12 14
0

1

2

3

4

5

6

7

8

9

10

d
σ
(J
/ψ
J/
ψ
)

d
m
(J
/ψ
J/
ψ
)

[

nb

G
eV
/c

2

]

m(J/ψJ/ψ )
[

GeV/c2
]

LHCb 13TeV
pT(J/ψJ/ψ ) > 1GeV/c

Figure 4.23 Comparisons of the measured differential cross-sections in bins of (top left) |∆y |, (top

right) |∆φ|, (bottom left)AT and (bottom right) m(J/ψ J/ψ ) for J/ψ pairs within pT(J/ψ J/ψ ) > 1 GeV/c

to the theoretical predictions. The black points with error bars are the measurements.
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Figure 4.24 Comparisons of the measured differential cross-sections in bins of (top left) pT(J/ψ ), (top

right) y(J/ψ J/ψ ) and (bottom) y(J/ψ ) for J/ψ pairs within pT(J/ψ J/ψ ) > 3 GeV/c to the theoretical

predictions. The black points with error bars are the measurements.
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Figure 4.25 Comparisons of the measured differential cross-sections in bins of (top left) |∆y |, (top

right) |∆φ|, (bottom left)AT and (bottom right) m(J/ψ J/ψ ) for J/ψ pairs within pT(J/ψ J/ψ ) > 3 GeV/c

to the theoretical predictions. The black points with error bars are the measurements.
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Table 4.5 DPS fractions, fDPS, in percentage, which are determined from the templated fits to

the differential cross-sections with different SPS models.

Variable LO CS LO kT NLO∗ CS′
NLO∗ CS′′

NLO CS
〈kT〉 = 2 GeV/c 〈kT〉 = 0.5 GeV/c

no pT(J/ψ J/ψ ) cut

pT(J/ψ J/ψ ) — 78 ± 2 — 86 ± 55 81 ± 7 —

y(J/ψ J/ψ ) 83 ± 39 — — 75 ± 37 68 ± 34 —

m(J/ψ J/ψ ) 76 ± 7 74 ± 7 — 78 ± 7 77 ± 7

|∆y | 59 ± 21 61 ± 18 — 63 ± 18 61 ± 18 69 ± 16

pT(J/ψ J/ψ ) > 1 GeV/c

y(J/ψ J/ψ ) — — 75 ± 24 71 ± 38 68 ± 34 —

m(J/ψ J/ψ ) — 73 ± 8 76 ± 7 88 ± 1 —

|∆y | — 57 ± 20 59 ± 19 60 ± 18 60 ± 19 —

pT(J/ψ J/ψ ) > 3 GeV/c

y(J/ψ J/ψ ) — — 77 ± 18 64 ± 38 64 ± 35 —

m(J/ψ J/ψ ) — 76 ± 10 84 ± 7 87 ± 2 —

|∆y | — 42 ± 25 53 ± 21 53 ± 21 53 ± 21 —

Table 4.6 Summary of σeff (in mb) obtained from the templated SPS plus DPS fits with different

SPS models. The uncertainties are the statistical uncertainties originating from σDPS. The

systematic uncertainty of σ
(

J/ψ J/ψ
)

and the total uncertainty of σ(J/ψ ) lead to another common

systematic uncertainty of 12%, which is not included.

Variable LO kT

NLO∗ CS′′
NLO CS

〈kT〉 = 2 GeV/c 〈kT〉 = 0.5 GeV/c

pT(J/ψ J/ψ ) 9.7 ± 0.5 8.8 ± 5.6 9.3 ± 1.0 —

y(J/ψ J/ψ ) — 11.9 ± 7.5 10.0 ± 5.0 —

m(J/ψ J/ψ ) 10.6 ± 1.1 10.2 ± 1.0 10.4 ± 1.0

|∆y | 12.5 ± 4.1 12.2 ± 3.7 12.4 ± 3.9 11.2 ± 2.9
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Chapter 5 Measurement of the branching fraction ratio
B(B+c → ψ(2S)π+)/B(B+c → J/ψ π+)

The measurement of the branching fraction ratio B(B+c → ψ(2S)π+)/B(B+c →
J/ψ π+) is presented in this chapter, including the analysis strategy, the dataset, the can-

didate selection, the determination of the signal yield, the efficiency estimation, the

systematic uncertainties and the final result. The whole analysis was performed by the

author.

5.1 Analysis strategy

The branching fraction of the B+c → ψ(2S)π+ decay is measured with respect to that

of the B+c → J/ψ π+ decay, defines as

R ≡ B(B+c → ψ(2S)π+)

B(B+c → J/ψ π+)
, (5-1)

with the pp collision data collected by LHCb during the year 2011 and 2012. The J/ψ

and ψ(2S) mesons are both reconstructed with muon pairs. The B+c → J/ψ π+ decay is

taken as the control channel since it has the same final state and similar topology with the

B+c → ψ(2S)π+ decay. The same selection criteria are applied to the two decay modes. In

consequence, the detection efficiency and the corresponding systematic uncertainties can

largely cancel between the two channels. The relative branching fraction R is determined

by

R =
B(B+c → ψ(2S)π+, ψ(2S) → µ+µ−)

B(B+c → J/ψ π+, J/ψ → µ+µ−)
× B(J/ψ → µ+µ−)

B(ψ(2S) → µ+µ−)
, (5-2)

in which the branching fractions B(J/ψ → µ+µ−) and B(ψ(2S) → µ+µ−) are known [105].

The ratio of the branching fractions with J/ψ and ψ(2S) decaying to dimuon can be

calculated as

RB ≡
B(B+c → ψ(2S)π+, ψ(2S) → µ+µ−)

B(B+c → J/ψ π+, J/ψ → µ+µ−)
=

N (ψ(2S))/ε(ψ(2S))

N (J/ψ )/ε(J/ψ )
, (5-3)
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where N (ψ(2S)) and N (J/ψ ) are the signal yields for the B+c → ψ(2S)(→ µ+µ−)π+

and the B+c → J/ψ (→ µ+µ−)π+ decay chain respectively, and ε(ψ(2S)) and ε(J/ψ ) the

corresponding efficiencies. The signal yields and efficiencies are determined separately

for data from the year 2011 and 2012. To calculate the ratio RB , they are combined

according to

RB =

N2011(ψ(2S))

ε2011(ψ(2S))
+

N2012(ψ(2S))

ε2012(ψ(2S))

N2011(J/ψ )

ε2011(J/ψ )
+

N2012(J/ψ )

ε2012(J/ψ )

, (5-4)

where the subscripts 2011 and 2012 denote the yield or the efficiency of the corresponding

year.

5.2 Dataset

The measurement is performed using data collected in the year 2011 and 2012 by

the LHCb detector, corresponding to an integrated luminosity of 1 fb−1 at
√

s = 7 TeV and

2 fb−1 at
√

s = 8 TeV, respectively. The B+c → ψ(2S)π+ and B+c → J/ψ π+ candidates are

reconstructed from the same dataset, so the integrated luminosity cancel between the two

channels.

The trigger requirements are common to the B+c → ψ(2S)π+ and B+c → J/ψ π+

decays, aiming at selecting high quality muons decayed from the ψ meson. The ψ meson

represents both the J/ψ and ψ(2S) mesons hereafter. The trigger decisions are all TOS.

The L0 trigger requires at least one muon with large pT. At the HLT1 trigger stage, either

a single muon with large p, pT and small χ2
track

/ndf or a muon pair with an invariant mass

larger than 2700 MeV/c2 is required. The requirements on the p, pT and track quality

of the muon pair are slightly looser than those for the single muon. The muons need to

be identified as muons with the positive isMuon requirement. At HLT2, two muons are

required to form a ψ meson detached from the PV, since the B+c meson has a large decay

time. The ψ meson should have a good quality vertex with χ2
vertex/ndf(µ+µ−) smaller than

25, an invariant mass larger than 2950 MeV/c2, and a decay length significance (DLS)

larger than 5. All the trigger lines applied and their cuts are listed in Table 5.1.

Simulated samples are generated for the B+c → ψ(2S)π+ and B+c → J/ψ π+ decays

to study their behaviour. The B+c signals are generated with the dedicated generator
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Table 5.1 Trigger lines applied and their cuts.

Trigger level Trigger line Cuts

2011 2012

L0 Muon pT(µ) > 1400 MeV/c

DiMuon pT(µ1) > 560 MeV/c

pT(µ2) > 480 MeV/c

Hlt1 DiMuonHighMass pT(µ) > 500 MeV/c

isMuon(µ == 1)

p(µ) > 6000 MeV/c p(µ) > 3000 MeV/c

χ2
track

/ndf(µ) < 4 χ2
track

/ndf(µ) < 3

M (µ+µ−) > 2700 MeV/c2

TrackMuon isMuon(µ == 1)

pT(µ) > 1000 MeV/c

p(µ) > 8000 MeV/c p(µ) > 3000 MeV/c

χ2
track

/ndf(µ) < 2 χ2
track

/ndf(µ) < 2.5

TrackAllL0 pT(µ) > 1700 MeV/c pT(µ) > 1600 MeV/c

p(µ) > 10000 MeV/c p(µ) > 3000 MeV/c

χ2
track

/ndf(µ) < 2

Hlt2 DiMuonDetachedHeavy χ2
track

/ndf(µ) < 5

pT(µ) > 500 MeV/c

χ2
vertex/ndf(µ+µ−) < 25

M (µ+µ−) > 2950 MeV/c2

DLS(µ+µ−) > 5

Bcvegpy [91,147] through the dominant hard sub-process gg → B+c + b+ c. The fragmenta-

tion and hadronisation processes are simulated with Pythia [90]. The detector simulation is

based on the Geant4 package [94,100]. All the simulated events are digitized, reconstructed

and selected in the same process as the real data. Approximately 6 million candidates for

the B+c → J/ψ π+ decay and 1 million for the B+c → ψ(2S)π+ decay are generated with the

LHCb configuration in 2011, and 8 million candidates for the B+c → J/ψ π+ decay and 2

million for the B+c → ψ(2S)π+ decay with the LHCb configuration in 2012. They were

generated with a B+c lifetime of 452 fs according to Ref. [148]. However, the B+c lifetime

was measured to be τ(B+c ) = 509± 8± 12 fs more recently by the LHCb experiment with

a better precision [149]. The simulated samples are weighted to match the new lifetime
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measurement. Each candidate is assigned a weight according to

weight = τ1/τ2 · eτ/τ2−τ/τ1, (5-5)

in which τ1 and τ2 denote the previous and the updated B+c lifetime respectively, and τ

indicates the B+c lifetime of this candidate.

5.3 Candidate selection

The B+c → ψπ+ candidates that have fired the trigger suffer from a much larger

background contamination compared to the J/ψ mesons in the production measurement.

As a result, a multivariate analysis is performed after the pre-selection which only in-

cludes some simple cuts. The multivariate analysis is based on the machine learning

techniques [150]. It can provide a more powerful discrimination between the signals and

backgrounds by applying a non-linear multi-dimensional cut.

5.3.1 Pre-selection

In the pre-selection, the two muons are required to have pT larger than 550 MeV/c,

good track quality with χ2
track

/ndf smaller than 3, and TRACK_GhostProb smaller than

0.5 to suppress fake tracks. The two muons should form a good quality ψ vertex with

χ2
vertex/ndf smaller than 20. The ψ meson is required to have a DLS larger than 3 and

an invariant mass within ±100 MeV/c2 of the known ψ mass [105]. The bachelor pion

must have pT larger than 500 MeV/c2 and χ2
track

/ndf smaller than 3. It is required to be

away from the PV with the χ2
IP

larger than 4 to reduce combinatorial backgrounds. The

TRACK_GhostProb of the pion should be smaller than 0.5 to remove fake tracks. The pion

should be identified as a pion by requiring ProbNNπ, which is introduced in Sec. 2.2.2.4,

larger than 0.2, to suppress the contaminants from kaons and protons misidentified as

pions. The B+c vertex is required to be of good quality with χ2
vertex/ndf smaller than 16.

The invariant mass of the B+c meson should be within ±500 MeV/c2 of the known B+c

mass [105].

5.3.2 Multivariate analysis

After the pre-selection, a multivariate analysis using the boosted decision tree (BDT)

method is performed [150]. In multivariate analysis, a response value, which indicates
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Table 5.2 Summary of the pre-selection requirements.

µ± pT > 550 MeV/c

χ2
track

/ndf < 3

TRACK_GhostProb < 0.5

ψ M ∈ M (ψ) ± 100 MeV/c2

χ2
vertex/ndf < 20

DLS> 3

π+ pT > 500 MeV/c

χ2
track

/ndf < 3

χ2
IP
> 4

ProbNNπ > 0.2

TRACK_GhostProb < 0.5

B+c M ∈ M (B+c ) ± 500 MeV/c2

χ2
vertex/ndf < 16

the probability that the candidate is a signal, is evaluated for each candidate based on

the values of several input variables. The evaluation of the response value is defined

by training the multivariate analysis tool with signal and background samples, in which

the candidates are prior classified as signals and backgrounds, respectively. BDT is a

method widely used for multivariate analysis. In a decision tree, sequential left or right

decisions are made for each candidate on one input variable at a time, until the candidate

can be classified as a signal or a background, as presented in Fig. 5.1. In the BDT

method, a forest of decision trees is constructed. The response value is determined by

combining the classifications made by all the trees [150]. Boosting is a way to improve

the discrimination power by repeating the training with weighted samples, for which the

weights are determined according to the performance of the former decision trees. There

are several algorithms used to perform the boosting. With regard to BDT, the AdaBoost

algorithm [151,152] is applied. Another frequently-used algorithm is the Gradient Boost,

with which the classifier is named BDTG.

Two BDT classifiers, denoted as BDT1 and BDT2 respectively, are trained in an

unbiased way. The simulated and the data sample of the B+c → J/ψ π+ decay are both

randomly split into two halves, denoted as MC1, MC2, data1 and data2, respectively.

The upper sideband of the J/ψ π+ invariant mass distribution in the range of M (J/ψ π+) ∈
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candidate pointing to the PV and the mass constraint of the J/ψ or ψ(2S) meson;

• log(1 − DIRA)(B+c ) : the natural logarithm of one minus the cosine of the angle

between directions of the momentum and the flight of B+c mesons;

• pT(π+).

The comparison of the input variable distributions between the signal and the background

is shown in Fig. 5.2. The variable distributions of the signals are similar for the two

decay modes, except for pT(π+), whose distribution is slightly different between the two

channels. The distributions of the signal and the background show significant differences.

The normalised distributions of the BDT response for both BDT1 and BDT2 are given

in Fig. 5.3. As expected, the signal and background candidates are well distinguished for

both channels, and the distributions for the signals of the two channels are similar. The

threshold for the BDT response is chosen to maximise the signal significance, S/
√

S + B,

of the B+c → ψ(2S)π+ decay in the data sample. The S is the number of the signal

candidates with the ψ(2S)π+ invariant mass in the range of M (B+c ) ± 3σM (ψ(2S)π+), and

B the number of the background candidates in the same mass range. The yield S is

proportional to the BDT cut efficiency of the B+c → ψ(2S)π+ signals, denoted as εBDT,

which is estimated with the simulated sample. The number S + B is the total number of

candidates within the mass range of M (B+c ) ± 3σM (ψ(2S)π+) in the data sample. The two

BDT classifiers are combined to determine the BDT cut value. The ratio εBDT/
√

S + B

for the B+c → ψ(2S)π+ decay as a function of the BDT threshold is shown in Fig. 5.4 for

both 2011 and 2012. The BDT threshold is optimised to be greater than 0.28 for both the

2011 and 2012 samples.

After the BDT selection, slightly tighter mass cuts, 3030 < M (µ+µ−) < 3170 MeV/c2

and 3620 < M (µ+µ−) < 3760 MeV/c2, are applied for the J/ψ and ψ(2S) candidates,

respectively. The cuts correspond to ±5σM (µ+µ−) around the known ψ mass [97]. The mass

resolution σM (µ+µ−) ∼ 14 MeV/c2 is determined from the simulated samples.

5.4 Determination of signal yields

The signal yields are obtained from an unbinned maximum likelihood fit to the ψπ+

invariant mass distribution. The ψπ+ mass is obtained with the ψ mass and from-PV

constraints. The invariant mass distribution of the signals is described by the DSCB

function as defined in Sec. 4.4. The mass resolution varies with the kinematics of the B+c

meson. The sum of two DSCB functions sharing the mean value and the tail parameters
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Figure 5.2 Comparison of input variable distributions between the signal and the background.

The distributions are normalized to the same area.
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Figure 5.3 Normalised BDT response distributions of the signal and background samples for

both channels for (top) BDT1 and (bottom) BDT2.

is used to fit the signals of the B+c → J/ψ π+ decay, while one DSCB function is enough

for B+c → ψ(2S)π+, since it has a smaller statistic. For the B+c → J/ψ π+ decay, the tail

parameters, the fraction of either DSCB, and the ratio between the resolutions of two

DSCB functions are fixed from the fit to the simulated sample. For the B+c → ψ(2S)π+

decay, the mean value of the DSCB is fixed to the mean value of the B+c → J/ψ π+ decay.

The resolution is set to be

σ(B+c → J/ψ π+)data/σ(B+c → J/ψ π+)MC × σ(B+c → ψ(2S)π+)MC,

where the subscripts data and MC indicate the resolutions determined from the fit to the

data and simulated samples, respectively.
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Figure 5.4 The ratio εBDT/
√

S + B for the B+c → ψ(2S)π+ decay as a function of the BDT

threshold for the (left) 2011 and (right) 2012 data samples.

The backgrounds of the B+c → J/ψ π+ decay consist of three components:

• the combinatorial background, described with an exponential function ex ·τ;

• the partially reconstructed background from the B+c → J/ψ ρ+ decay with ρ+ →
π+π0, where π0 is not reconstructed. It is modelled with the J/ψ π+ invariant mass

distribution extracted from the simulated B+c → J/ψ ρ+ sample convolved with a

Gaussian function.

• The Cabibbo-suppressed channel B+c → J/ψK+ with the kaon misidentified as

a pion. It is described by a DSCB function with the parameters fixed from the

simulation.

For the B+c → ψ(2S)π+ decay, the B+c → ψ(2S)K+ contamination can be safely ignored

due to small statistic. The other two components are treated in the same way as B+c →
J/ψ π+.

The mass distributions of the two sub-samples of the same decay channel from the

same year, which are applied with BDT1 and BDT2 respectively, are fitted separately,

sharing the same fitting parameters. The fit results are shown in Figs. 5.5 and 5.6 for the

year 2011 and 2012, respectively. The signal yields are corrected with the corresponding

BDT cut efficiencies, which are evaluated with the simulated samples. The BDT cut

efficiencies and the signal yields with the BDT efficiency correction are listed in Tables 5.3

and 5.4, respectively.
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Figure 5.5 Fits to the ψπ+ mass distributions of the 2011 data samples applied with (left) BDT1

and (right) BDT2 for the (top) B+c → J/ψ π+ and (bottom) B+c → ψ(2S)π+ decays, respectively.

The error bars are the data points. The blue solid line is the fitting of data. The red dashed line

shows the signal distribution. The green dashed line shows the combinatorial background. The

blue dashed line to the lower end shows the partially reconstructed background. The violet solid

line next to the B+c → J/ψ π+ signal peak is the background from the B+c → J/ψK+ channel.

5.5 Efficiency estimation

The total efficiency (excluding the BDT selection efficiency) consists of the geomet-

rical acceptance efficiency, the reconstruction and selection efficiency without the pion

identification (pionID), the pionID cut efficiency and the trigger efficiency. The efficiency

terms are estimated one after another with the simulated samples. The efficiencies are

estimated for the whole kinematic range. It makes sense since the Bcvegpy generator

is found to well recreate the kinematics of the B+c mesons [153]. Even if there is slight

difference in the B+c kinematics between the data and the simulation, it cancels between

the B+c → ψ(2S)π+ and B+c → J/ψ π+ decays. To account for possible discrepancy in the

pion identification between the data and the simulation, the pionID efficiency is calibrated

using a data sample of pion from the D∗-tagged D0 → K−π+ decay, in which the single
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Figure 5.6 Fit to the B+c mass distribution of the data sample from 2012 applied with (left) tmva1

and (right) tmva2 for the (top) B+c → J/ψ π+ and (bottom) B+c → ψ(2S)π+ decay. The error bars

are the data points. The blue solid line is the fitting of data. The red dashed line shows the signal

distribution. The green dashed line shows the combinatorial background. The blue dashed line

to the lower end shows the partially reconstructed background. The violet solid line next to the

B+c → J/ψ π+ signal peak is the background from the B+c → J/ψK+ channel.

pionID efficiency is determined using the tag-and-probe technique. For each decay mode,

all the efficiencies are determined independently for the data from 2011 and 2012. The

geometrical acceptance efficiencies are evaluated separately for the data with different

magnet polarities, as listed in Table 5.5. The remaining efficiency terms are summarised

in Table 5.6. The total efficiencies of the B+c → ψ(2S)π+ and B+c → J/ψ π+ decays for

2011 and 2012 are shown in Table 5.7. According to Eq. 5-4, the ratio RB is calculated to

be

RB = 0.0354 ± 0.0042 (stat).
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Table 5.3 Summary of the BDT selection efficiencies.

2011 2012

BDT1 BDT2 BDT1 BDT2

B+c → J/ψ π+ 0.6299 ± 0.0007 0.6929 ± 0.0006 0.6233 ± 0.0006 0.6850 ± 0.0006

B+c → ψ(2S)π+ 0.5879 ± 0.0011 0.6584 ± 0.0011 0.5832 ± 0.0008 0.6508 ± 0.0008

Table 5.4 Summary of the signal yields with the BDT efficiency correction.

2011 2012

BDT1 BDT2 BDT1 BDT2

B+c → J/ψ π+ 693.6 ± 38.2 685.2 ± 37.1 1415.7 ± 54.4 1386.5 ± 53.1

1378.8 ± 53.2 2802.3 ± 76.0

B+c → ψ(2S)π+ 24.6 ± 7.7 29.8 ± 8.1 68.7 ± 12.2 47.3 ± 10.7

54.4 ± 11.2 116.0 ± 16.2

5.6 Systematic uncertainties

Several sources of systematic uncertainties are studied, as discussed below.

5.6.1 Signal shape

The possible imperfect modelling of the signal shape can lead to a systematic un-

certainty. It is estimated using two strategies. Firstly, instead of the nominal DSCB

functions, the signal shape is described by the kernel estimation [112] of the ψπ+ invariant

mass distribution from the simulated samples convolved with a Gaussian function. The

change in the final result compared to the nominal one is 0.6%. Secondly, the data samples

Table 5.5 Geometrical acceptance efficiencies. The uncertainties are due to the statistical

uncertainties of the simulated samples.

Channel 2011 2012

MagDown MagUp MagDown MagUp

B+c → ψ(2S)π+ 0.1304 ± 0.0003 0.1300 ± 0.0002 0.1349 ± 0.0003 0.1342 ± 0.0003

B+c → J/ψ π+ 0.1322 ± 0.0002 0.1325 ± 0.0002 0.1369 ± 0.0002 0.1366 ± 0.0002
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Table 5.6 Summary of the efficiencies except the acceptance efficiency. The efficiencies of the ψ

mass cut applied after the BDT classifier and the cut on M (ψπ+) due to the fit range are evaluated

separately. The uncertainties are due to the statistical uncertainties of the simulated samples.

2011 2012

B+c → ψ(2S)π+ B+c → J/ψ π+ B+c → ψ(2S)π+ B+c → J/ψ π+

Pre-selection 0.1771 ± 0.0005 0.1626 ± 0.0002 0.1622 ± 0.0003 0.1547 ± 0.0002

(without pionID)

pionID cut 0.9423 ± 0.0002 0.9218 ± 0.0001 0.9251 ± 0.0001 0.9016 ± 0.0001

ψ mass cut 0.9950 ± 0.0002 0.9960 ± 0.0001 0.9943 ± 0.0002 0.9958 ± 0.0001

M (ψπ+) fit range 0.9946 ± 0.0002 0.9932 ± 0.0001 0.9942 ± 0.0002 0.9931 ± 0.0001

Trigger 0.7586 ± 0.0013 0.7094 ± 0.0005 0.7659 ± 0.0009 0.7101 ± 0.0005

Table 5.7 Total efficiencies of the B+c → ψ(2S)π+ and B+c → J/ψ π+ decays for 2011 and 2012.

The uncertainties are due to the statistical uncertainties of the simulated samples.

Channel 2011 2012

B+c → ψ(2S)π+ (1.631 ± 0.006)% (1.529 ± 0.005)%

B+c → J/ψ π+ (1.392 ± 0.003)% (1.339 ± 0.003)%

for both channels from 2011 and 2012 are fitted with the same tail parameters, which are

obtained from the fitting result of the simulation for the B+c → J/ψ π+ decay in 2012. The

difference between this result and the nominal one is 0.5%. The systematic uncertainty

of the signal shape modelling is taken as 0.6%.

5.6.2 Background shape

There could be inconsistency between the model of the background distribution and

its true distribution. To estimate the corresponding systematic uncertainty, alternative

methods are used to describe the misidentified B+c → J/ψK+ background and the partially

reconstructed background. The B+c → J/ψK+ contamination is described by the kernel

estimation [112] of the simulated mass distribution convolved with a Gaussian function

instead of the DSCB function. The resulting relative branching fraction changes by

0.4% from the nominal one. For the partially reconstructed background, the systematic

uncertainty is evaluated in two ways. Firstly, the fit range is adjusted to M (ψπ+) ∈
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(6164, 6527) MeV/c2 to remove its contribution. The result changes by 2.4%. Secondly,

an Argus function is used to describe it. Compared to the nominal result, the difference is

only 0.02%. The total uncertainty due to the background shape modelling is determined

to be 2.4%.

5.6.3 Simulation statistics

The limited statistics of the simulation is another source of systematic uncertainty.

According to Eq. 5-4, the uncertainty due to the statistical uncertainties of the efficiencies

can be calculated as

σε

RB
=

√
√

4
∑

i=1


(

∂ log RB

∂εi

)2

· σ2
εi

, (5-6)

where σε stands for the uncertainty on RB propagated from the efficiency uncertainties,

εi (i = 1, 2, 3, 4) indicate the efficiencies of the B+c → ψ(2S)π+ and B+c → J/ψ π+ decays

in 2011 and 2012 respectively, and σεi (i = 1, 2, 3, 4) are the corresponding uncertainties

which are given in Table. 5.7. This leads to an uncertainty of 0.3% to the final result.

5.6.4 Lifetime of B+c

In the determination of the efficiencies, the simulated sample is weighted according

to the newly measured B+c lifetime at LHCb [149]. To estimate the uncertainty due to the

lifetime weight, the B+c lifetime is varied within the uncertainty of the new measurement.

The result changes for a maximum of 0.1% from the nominal branching fraction ratio. It

is taken as the systematic uncertainty.

5.6.5 Data and simulation discrepancy

The difference between the data and the simulation can introduce a systematic un-

certainty through the efficiencies. To estimate this uncertainty, the distributions of all the

input variables of the BDT classifiers are compared between the data and the simulation.

The backgrounds are subtracted from the data sample using the sPlot technique [104] ac-

cording to the ψπ+ invariant mass distribution. The comparisons for the B+c → J/ψ π+

decay in 2012 are shown in Fig. 5.8 as an example. The complete comparisons for the

B+c → J/ψ π+ and B+c → ψ(2S)π+ decays in both 2011 and 2012 are given in Appendix B.
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The agreement level is evaluated using the KolmogorovTest function. The χ2
IP

(π+) dis-

tribution shows the largest discrepancy between the data and simulated samples. A set of

weights for the simulation are obtained by dividing the χ2
IP

(π+) distribution in the data by

that in the simulation, as shown in Fig. 5.7. A wider bin width is taken in the region where

the statistic is limited. Since the statistic of the B+c → ψ(2S)π+ decay is too small, the

weights for the B+c → J/ψ π+ decay are assigned to the B+c → ψ(2S)π+ candidates as well.

The comparisons between the data and the simulation after applying the weights are shown

in Fig. 5.9 for the B+c → J/ψ π+ decay in 2012, where the agreement between the data and

the simulation becomes reasonably well. The complete comparisons after the weighting

are shown in Appendix B. The efficiencies are recalculated with the weighted simulated

samples. The result changes by 0.2%, which is taken as the systematic uncertainty.
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Figure 5.7 Weights determined according to the χ2
IP

(π+) distribution for the simulated samples

from (left) 2011 and (right) 2012, respectively.

5.6.6 Trigger efficiency

The trigger efficiency is determined from the simulated sample. A systematic uncer-

tainty of trigger efficiency could be introduced by the imperfect simulation of the trigger

process. It is estimated by comparing the trigger efficiencies determined using the TIS-

TOS method from the data and the simulation. The study has been performed in plenty

of previous analyses [154,155]. There is a much larger statistic with the b-hadron decays

in Ref. [155], in which the trigger lines used in this analysis are all applied. Therefore

the result determined in Ref. [155], 1.1%, is quoted as the systematic uncertainty of the

trigger efficiency.
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Figure 5.8 Comparison of the distributions of the input variables for the BDT classifiers between

the data and the simulation for the B+c → J/ψ π+ decay in 2012.
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Figure 5.9 Comparison of the distributions of the input variables for the BDT classifiers between

the data and the simulation for the B+c → J/ψ π+ decay in 2012 after weighting the simulation.
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5.6.7 Summary

The systematic uncertainties on the ratio RB are summarised in Table 5.8. The total

systematic uncertainty is summed up to be 2.7%.

Table 5.8 Summary of the systematic uncertainties on RB .

Component Uncertainty Value

Signal shape 0.6%

Background shape 2.4%

Simulation statistics 0.3%

B+c lifetime 0.1%

Data and simulation discrepancy 0.2%

Trigger efficiency 1.1%

Total 2.7%

5.7 Results and comparison to theories

Assuming electroweak universality, one has

B(J/ψ → µ+µ−)

B(ψ(2S) → µ+µ−)
=

B(J/ψ → e+e−)

B(ψ(2S) → e+e−)
=

(5.971 ± 0.032)%

(7.89 ± 0.17) × 10−3
,

through which the uncertainty is reduced. According to Eq. (5-2), the result determined

from the 2011 data is

R = 0.255 ± 0.053 (stat) ± 0.007 (syst) ± 0.006(B),

where the last term is the uncertainty due to the uncertainty of B(J/ψ →
µ+µ−)/B(ψ(2S) → µ+µ−). This is consistent with the previous measurement using

the 1 fb−1 data at
√

s = 7 TeV [53], which gives

R = 0.250 ± 0.068 (stat) ± 0.014 (syst) ± 0.006(B).
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The result determined from the 2012 data is

R = 0.275 ± 0.039 (stat) ± 0.007 (syst) ± 0.006(B).

The result measured with the total 3 fb−1 data is

R = 0.268 ± 0.032 (stat) ± 0.007 (syst) ± 0.006(B).

There are several theoretical predictions on the branching ratio, as summarised in

Table 5.9. The measurement coincides with the calculations of NRQCD at NLO [58] and

the kT factorization method [60] within one standard deviation. The predictions from the

various relativistic quark models [61–63] tend to underestimate the result.

Table 5.9 List of the theoretical predictions on R.

Theoretical model Prediction

Relativistic quark model I [62] 0.18

Relativistic quark model II [61] 0.07

Relativistic quark model III [63] 0.15

Non-relativistic quark model [59] 0.13

NRQCD at NLO [58] 0.26

kT factorization [60] 0.29
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Chapter 6 Search for excited B+c states

This chapter presents the search for the Bc (21S0)+ and Bc (23S1)+ states in the B+c π
+π−

invariant mass distribution using the pp collision data collected by LHCb at
√

s = 8 TeV,

corresponding to an integrated luminosity of 2 fb−1. Since no evidence of the signal

is found, upper limits are set on the product of the production cross-sections of the

Bc (21S0)+ and Bc (23S1)+ states and the branching fractions of Bc (21S0)+→ B+c π
+π− and

Bc (23S1)+→ Bc (13S1)+π+π−with respect to the B+c production cross-section. The analysis

strategy, the dataset, the candidate reconstruction and selection, and the determination

of the upper limits are described in detail in the following sections. The author is fully

responsible for the analysis work.

6.1 Analysis strategy

Following the ATLAS measurement, the B+c π
+π−mass spectrum is explored to search

for the Bc (21S0)+ and Bc (23S1)+ states at LHCb. Hereafter, the Bc (21S0)+, Bc (23S1)+ and

Bc (13S1)+ states are abbreviated as Bc (2S)+, B∗c (2S)+ and B∗+c , respectively. The search is

performed with the B+c and B
(∗)
c (2S)+ mesons in the kinematic region pT ∈ (0, 20) GeV/c

and y ∈ (2.0, 4.5), corresponding to the LHCb coverage. The B+c meson is reconstructed

using the B+c → J/ψ π+ decay followed by J/ψ → µ+µ−. With no signal observed, upper

limits are set on

R =
σ

B
(∗)
c (2S)+

σB+c

· B(B(∗)
c (2S)+ → B(∗)+

c π+π−)

=

N
B

(∗)
c (2S)+

NB+c

·
εB+c

ε
B

(∗)
c (2S)+

,

(6-1)

where σ represents the production cross-section, N the yield, and ε the efficiency.

Because the low-energy photon is not reconstructed in the decay of B∗c (2S)+,

the centre of the B∗c (2S)+ mass peak in the M (B+c π
+π−) distribution shifts down to

M (Bc (2S)+) − ∆M , where

∆M ≡ [

M (B∗+c ) − M (B+c )
] − [

M (B∗c (2S)+) − M (Bc (2S)+)
]

. (6-2)
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The mass M (Bc (2S)+) is predicted to be in the range of [6830, 6890] MeV/c2, and the

mass difference ∆M within [0, 35] MeV/c2 [19,64–73]. In consequence, the B∗c (2S)+ state

should peak within [6795, 6890] MeV/c2 in the B+c π
+π− mass spectrum. The upper limits

are determined considering two cases: a) when ∆M = 0, which means the mass peaks of

the Bc (2S)+ and B∗c (2S)+ states fully overlap; b) when ∆M is large enough that the mass

peaks of the Bc (2S)+ and B∗c (2S)+ states are fully separated.

6.2 Dataset

The analysis is performed using the pp collision data collected by LHCb at
√

s =

8 TeV, corresponding to an integrated luminosity of 2 fb−1. The trigger decisions are TOS

aiming at selecting the B+c meson, so that the trigger efficiency cancels between ε
B

(∗)
c (2S)+

and εB+c in the ratio R. The L0 trigger requires either at least one muon with large pT or a

hadron with large ET. At the HLT1 and HLT2 stages, two muons or three charged tracks

with large pT are required to form a vertex detached from the PV.

Simulated samples are generated for the B
(∗)
c (2S)+ and B+c mesons to study their

behaviour. The generator Bcvegpy [91,147] is used to simulate the generations of the

B
(∗)
c (2S)+ and B+c mesons from pp collisions. The B∗c (2S)+ state is produced with zero

polarisation. In the default setting, the masses of the excited Bc mesons are taken to be

M (Bc (2S)+) = 6858 MeV/c2, M (B∗c (2S)+) = 6890 MeV/c2 and M (B∗+c ) = 6342 MeV/c2.

To study the dependence of efficiency on the B
(∗)
c (2S)+ mass, simulated samples with the

values of M (Bc (2S)+) and M (B∗c (2S)+) varied within the predicted mass range are also

generated.

6.3 Candidate reconstruction and selection

The candidate reconstruction and selection is implemented in two steps. First is to

reconstruct and select the B+c meson, second the B
(∗)
c (2S)+ meson.

6.3.1 Reconstruction and selection of B+c → J/ψ π+

The B+c candidates are reconstructed from the B+c → J/ψ π+ decay, and selected using

a BDT classifier after a cut-based pre-selection. The cuts applied in the pre-selection

are summarised in Table 6.1. A pair of opposite-sign muons, which are identified by

the positive isMuon and PIDmu> 0 requirements, are required to have pT larger than

550 GeV/c and good track quality with χ2
track

/ndf smaller than 3. The muon pair should
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Table 6.1 Cut-based pre-selections for the B+c → J/ψ π+ decay. DOCA stands for the distance of

closest approach.

µ± isMuon&PIDmu> 0

pT > 550 MeV/c

χ2
track

/ndf < 3

J/ψ 3.04 < M < 3.14 GeV/c2

χ2
vertex/ndf < 9

DOCA < 30 mm

π+ pT > 1 GeV/c

χ2
track

/ndf < 3

TRACK_GhostProb < 0.4

χ2
IP
> 9

B+c χ2
vertex/ndf < 9

χ2
IP
< 25

τ > 0.2 ps

form a J/ψ candidate, which has a good-quality vertex with χ2
vertex/ndf smaller than 9 and

a mass within [3.04, 3.14] GeV/c2. The closest distance between the two muons is required

to be smaller than 30 mm. The bachelor pion must have a pT larger than 1 GeV/c, good

track quality with χ2
track

/ndf smaller than 3, a TRACK_GhostProb smaller than 0.4, and

a χ2
IP

larger than 9 to be away from the PV. Only B+c candidates with χ2
vertex/ndf smaller

than 9, χ2
IP

smaller than 25 and lifetime τ larger than 0.2 ps are kept. The masses of the

B+c candidates are calculated with the J/ψ mass and from-PV constraints.

The BDT classifier is trained with the simulated B+c → J/ψ π+ sample as signals,

and the upper mass sideband with 6376 MeV/c2 < M (J/ψ π+) < 6600 MeV/c2 of the data

sample as backgrounds. The training samples are randomly divided into halves, half used

for the training and the other half for the test. The input variables are taken as

• χ2
IP

of all particles, i.e. the µ±, π+, J/ψ and B+c mesons, with respect to its own

associated PV;

• pT of the µ±, J/ψ and π+ mesons;

• decay length and decay time of the B+c meson;

• χ2
DTF

with both J/ψ mass and from-PV constraints implemented in the DTF.

The BDTG method is used as it gives a better performance than the other boosting

algorithms. The cut value of the BDTG classifier is determined by maximizing the
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Figure 6.1 Signal significance, S/
√

S + B, as a function of the BDT cut for the B+c → J/ψ π+

decay.

signal significance S/
√

S + B, where S and B are the expected numbers of signal and

background in the M (J/ψ π+) ± 2σM (J/ψ π+) mass window. The number S is determined

from the simulation, and the number B is evaluated by extrapolating the upper mass

sideband to the signal region assuming the background shape is flat. The ratio S/
√

S + B

as a function of the BDT threshold is shown in Fig. 6.1, according to which the BDTG

threshold of 0.82 is chosen. The J/ψ π+ mass distribution after the selections is shown in

Fig. 6.2, in which there is clear signal peak for the B+c meson. The M (J/ψ π+) distribution

is fitted using the same strategy as that in the B+c → ψ(2S)π+ measurement as described

in Sec. 5.4. There are 3325 ± 73 B+c candidates obtained from the fit.

6.3.2 Reconstruction and selection of B
(∗)
c (2S)+ → B

(∗)+
c π+π−

The selected B+c mesons with M (J/ψ π+) ∈ [6200, 6340] MeV/c2 are associated to

two pions to reconstruct the B
(∗)
c (2S)+ state. The two pions should be long tracks to

improve the resolution of the B+c π
+π− mass. The pions are required to have pT larger than

0.25 GeV/c, p larger than 2 GeV/c, TRACK_GhostProb smaller than 0.5, and be identified

as pions with ProbNNπ larger than 0.2. The vertex fit χ2
vertex/ndf of the B

(∗)
c (2S)+

candidates is required to be smaller than 16. The cut-based selections are summarised in

Table 6.2. The B+c π
+π− mass is obtained after constraining the J/ψ π+ mass to the know

B+c mass [156] and requiring the B
(∗)
c (2S)+ meson to come from the PV, in order to improve

its resolution.

To improve the sensitivity to the B
(∗)
c (2S)+ → B

(∗)+
c π+π− decay, a second multivari-

ate analysis with the multilayer perceptron (MLP) classifier is used. In the MLP method,
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Figure 6.2 Fit to the J/ψ π+ mass distribution of the data sample. Black points with error bars

represent the data. The blue solid line is the total fit. The red cross-hatched area shows the signal

distribution. The green shaded area is the misidentified B+c → J/ψK+ background. The violet

dash-dotted line represents the combinatorial background.

Table 6.2 Cut-based selections for the B
(∗)
c (2S)+ → B

(∗)+
c π+π− decays.

π± Long track

pT > 0.25 GeV/c

p > 2 GeV/c

ProbNNπ > 0.2

TRACK_GhostProb < 0.5

B
(∗)
c (2S)+ χ2

vertex/ndf < 16

the response value is calculated from a multilayer non-linear function of the input vari-

ables. The MLP classifier is trained with signals from the simulated samples of both the

Bc (2S)+→ B+c π
+π− and B∗c (2S)+→ B∗+c (→ B+c γ)π+π− decays, and backgrounds from

the lower and upper mass sidebands in the ranges of M (B+c π
+π−) < 6785 MeV/c2 and

6900 MeV/c2 < M (B+c π
+π−) < 7500 MeV/c2, respectively. The input variables are taken

to be

• pT(B+c );

• χ2
vertex(B

(∗)
c (2S)+);

• angles between the B+c and π+ mesons, the B+c and π− mesons, and the pion pair in

the transverse plane;

• decay angles of the B+c , π+ and π− mesons, which are the angles between their

directions after being boosted to the centre-of-mass system of B
(∗)
c (2S)+ and the
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B
(∗)
c (2S)+ direction;

• the minimum cosine value of the angles between a daughter particle of B
(∗)
c (2S)+

and a final particle from B+c , after testing all pairwise combinations.

The comparisons of the input variable distributions between the signal and background

are shown in Fig. 6.3. The signal and background are well distinguished in all these

distributions. The same-sign sample, in which the B+c meson is combined with a pair

of same-sign pions, π+π+ or π−π−, is expected to have the same kinematics as the

combinatorial backgrounds. The same as the B+c → ψ(2S)π+ measurement, two MLP

classifiers are trained in an unbiased way as described in Sec. 5.3.2. The two classifiers

show good consistency for the MLP response distribution, hence the data sub-samples

applied with either of them are combined directly. The MLP response distribution of the

signal candidates is transformed to an even distribution between zero and unity, while

the distribution of background clusters near zero accordingly, as shown in Fig. 6.4. The

candidates with the transformed MLP response smaller than 0.02 are rejected to remove

a large fraction of background while keep around 98% of the signal candidates. The

retained candidates are split into four categories with the MLP response value in the

ranges of (0.02, 0.2), [0.2, 0.4), [0.4, 0.6) and [0.6, 1.0], respectively.

The M (B+c π
+π−) distribution of candidates in the range of [6795, 6890] MeV/c2 are

shown in Fig. 6.5 for the four MLP categories, respectively. According to the simulation,

the mass resolutions of M (B+c π
+π−), σw, for the Bc (2S)+ and B∗c (2S)+ states are deter-

mined to be σw(Bc (2S)+) = 2.05±0.05 MeV/c2 and σw(B∗c (2S)+) = 3.17±0.03 MeV/c2,

respectively. The mass difference between the data and the simulation is taken into ac-

count by applying a scale factor obtained from the B+c → J/ψ π+π−π+ decay mode, which

has the same final state as the B
(∗)
c (2S)+ decay. No peak structure consistent with the

B
(∗)
c (2S)+ states is observed in any of the M (B+c π

+π−) distributions.

6.4 Upper limit

With no sign of the B
(∗)
c (2S)+ signal, upper limits are quoted on the ratio R as

a function of the expected Bc (2S)+ mass, taken to be in the range of 6830 MeV/c2 <

M (B+c π
+π−) < 6890 MeV/c2 according to the predictions, with different∆M assumptions.

For the ∆M = 0 case, upper limits are set on the sum of the ratio R of the Bc (2S)+ and

B∗c (2S)+ states. For the case when the Bc (2S)+ and B∗c (2S)+ states are fully separated,

the ∆M value is fixed to {15, 25, 35}MeV/c2. For each mass point M , the upper limit is
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Figure 6.3 Comparisons of the distributions of the input variables for the MLP classifier between

signal and background.

evaluated in the search window of [M − 1.4σ(B
(∗)
c (2S)+), M + 1.4σ(B

(∗)
c (2S)+)], which

is supposed to give the best sensitivity to signals according to Ref. [157].

The upper limits are calculated using the CLs method [158], in which the upper limit

on the ratio R is determined from the CLs values as a function of R. The statistical test

is the likelihood ratio of the signal plus background hypothesis to the background-only

hypothesis. It is defined as

Q(Nobs; NS, NB) =
L(Nobs; NS + NB)

L(Nobs; NB)
, (6-3)

where Nobs is the number of observed candidates in the search window, NS is the expected
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Figure 6.4 Flattened distribution of the MLP response for the signal sample from simulation,

together with the distributions for the background from the sidebands and same-sign samples.

The red line stands for the signal simulation, the black line the data sidebands, and the blue line

the same-sign sample. The vertical green lines indicate the boundaries of the MLP categories.
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Figure 6.5 Distributions of M (B+c π
+π−) in the range of [6795, 6890] MeV/c2 for the four MLP

categories respectively.
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signal number, NB is the expected background number, and L is defined as

L(n; x) =
e−x

n!
· xn (6-4)

according to the Poisson distribution. The statistical test values of the four MLP categories

can be combined according to

Qtot =

4
∏

i=1

Qi . (6-5)

The probability to get aQtot value smaller than the observed one under the background-only

hypothesis is defined as

CLb = P(lnQb ≤ lnQobs), (6-6)

where Qb = Q(nB; NS, NB) and Qobs = Q(Nobs; NS, NB). The number nB follows a

Poisson distribution with the expectation of NB. The probability to get a Qtot value

smaller than the observed one under the signal plus background hypothesis is defined as

CLs+b = P(lnQs+b ≤ lnQobs), (6-7)

where Qs+b = Q(nS + nB; NS, NB). The number nS + nB follows a Poisson distributions

with the expectation of NS + NB. The CLs value is calculated as

CLs =
CLs+b

CLb

. (6-8)

To calculate the CLs value for a given ratio R, the expected numbers of background

and signal in the search window, NB and NS, are needed. According to Eq. 6-1, NS can

be determined as

NS = R × NB+c ×
ε
B

(∗)
c (2S)+

εB+c
, (6-9)

in which R is given and NB+c has been determined to be 3325 ± 73. As a result, the effi-

ciencies ε
B

(∗)
c (2S)+

and εB+c are needed to determine NS. When calculating the CLs values,
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Table 6.3 The efficiencies εB(∗)
c (2S)+ for the four MLP categories. The uncertainties come from the

finite statistic of the simulated sample.

MLP category (0.02, 0.2) [0.2, 0.4) [0.4, 0.6) [0.6, 1.0]

Efficiencies in %

Bc (2S)+ 0.148 ± 0.006 0.140 ± 0.006 0.130 ± 0.006 0.256 ± 0.008

B∗c (2S)+ 0.118 ± 0.003 0.140 ± 0.004 0.144 ± 0.004 0.288 ± 0.005

the systematic uncertainties of all the input parameters are included. The determinations

of the number NB, the efficiencies and the systematic uncertainties are described below.

6.4.1 Efficiency calculation

The efficiency εB+c is composed of the geometrical acceptance efficiency, the re-

construction and selection efficiency, and the trigger efficiency. The efficiency ε
B

(∗)
c (2S)+

consists of the geometrical acceptance efficiency, the reconstruction and selection effi-

ciency, the trigger efficiency, the pion identification efficiency, and the MLP categorization

efficiency, which is determined for each MLP category independently. The efficiencies are

all evaluated with the simulation. There is possible discrepancy between the data and the

simulation in the trigger, the particle identification and the track detection efficiency. The

trigger efficiencies in εB+c and ε
B

(∗)
c (2S)+

cancel since the trigger requirements are based

on the B+c meson. The efficiency to reconstruct and select the B+c meson also cancels

between εB+c and ε
B

(∗)
c (2S)+

. The remaining efficiencies need to be calibrated with the

data are the track detection efficiency and the pionID efficiency of the two pions decayed

from the B
(∗)
c (2S)+ meson. The calibration procedure is the same as in the previous

chapters. In conclusion, the efficiency εB+c is estimated to be 0.0931 ± 0.0005, in which

the uncertainty comes from the finite statistic of the simulated sample. The efficiency

ε
B

(∗)
c (2S)+

determined with the default mass assumptions, M (Bc (2S)+) = 6858 MeV/c2,

M (B∗c (2S)+) = 6890 MeV/c2 and M (B∗+c ) = 6342 MeV/c2, is summarised in Table 6.3

for the four MLP categories, respectively.

The efficiency ε
B

(∗)
c (2S)+

relies on the kinematics of the daughters, i.e. B+c and π±,

decayed from the B
(∗)
c (2S)+ state, thus change with the mass assumption of the excited Bc

states. The B
(∗)
c (2S)+ mass is varied in the simulation, with which the efficiency ε

B
(∗)
c (2S)+

is recalculated. The relative differences of the recalculated efficiencies to the one with

M (Bc (2S)+) = 6858 MeV/c2 and M (B∗c (2S)+) = 6890 MeV/c2 are shown in Figs. 6.6

and 6.7 for the Bc (2S)+ and B∗c (2S)+ states, respectively. The efficiencies in the four MLP
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Figure 6.6 Relative differences between the efficiencies εBc (2S)+ under different mass assump-

tions to the efficiency with M (Bc (2S)+) = 6858 MeV/c2, overlapped with a fitted linear function.

categories all change linearly with the assumed mass. Correction factors are applied to

the efficiencies according to the fitted linear functions.

6.4.2 Background estimation

The expected background number in the search window is estimated via extrapolation

from the M (B+c π
+π−) sidebands for each MLP category individually. The M (B+c π

+π−)

distribution of the backgrounds is modelled by an empirical function, defined as

F (x; t, f , c1, p1, c2, p2) =


0 x ≤ t

f · (x − t)p1 · exp[−c1 · (x − t)] + (1 − f ) · (x − t)p2 · exp[−c2 · (x − t)] x > t

,

(6-10)

where t stands for the threshold and is taken to be M (B+c )+M (π+)+M (π−) = 6555 MeV/c2.

The other parameters are fixed from the M (B+c π
+π−) distribution of the same-sign sample,

which is supposed to be consistent with the M (B+c π
+π−) distribution of the combinatorial

background. The fit results are shown in Fig. 6.8. The lineshapes can well describe
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Figure 6.7 Relative differences between the efficiencies εB∗c (2S)+ under different mass assump-

tions to the efficiency with M (B∗c (2S)+) = 6890 MeV/c2, overlapped with a fitted linear function.

the M (B+c π
+π−) distributions of the data sample in the sidebands for all the four MLP

categories.

6.4.3 Systematic uncertainties

Systematic uncertainties can arise from the yield N (B+c ), the efficiencies εB+c and

ε
B

(∗)
c (2S)+

, and the expected background number NB. The sources of systematic uncertain-

ties are discussed in detail below.

6.4.3.1 Uncertainty on N (B+c )

The signal shape modelling of the M (J/ψ π+) distribution can introduce a systematic

uncertainty to the yield N (B+c ). It is studied with pseudoexperiments, in which the signal

shape is used to fit the simulated M (J/ψ π+) distribution. The difference between the signal

yield obtained from the fit and its true value is around 1.0%. A systematic uncertainty of

1.0% is assigned to the yield N (B+c ).
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(c) MLP category: [0.4, 0.6)
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Figure 6.8 Fits to the B+c π
+π− mass distributions of the data sample with parameters fixed from

the same-sign sample for the four MLP categories, respectively.

6.4.3.2 Uncertainty on efficiencies

For all the efficiencies, i.e. εB+c , εBc (2S)+ and εB∗c (2S)+ , there is a systematic uncertainty

due to the statistical uncertainty of the simulated sample. For the efficiencies εBc (2S)+ and

εB∗c (2S)+ , there are three other sources of uncertainties. First is the pionID efficiency,

for which uncertainties arise from the limited size of the calibration sample and the

binning scheme of the single pionID efficiency table. The former is evaluated with

pseudoexperiments, in which the single pionID efficiency in each pion kinematic bin is

varied within its uncertainty. The latter is estimated by varying the binning scheme. The

total pionID uncertainty is determined to be 0.4% for both εBc (2S)+ and εB∗c (2S)+ . Second

is the track reconstruction efficiency of the two pions. The uncertainties are due to the

finite size of the calibration sample and the choice of the event multiplicity variable. The

former is estimated with pseudoexperiments, in which the single pion correction factor

in each pion kinematic bin is varied within its uncertainty. The latter is evaluated by

alternating the multiplicity variable. The total uncertainty on the track reconstruction

efficiency is determined to be 2.2% for both the Bc (2S)+ and B∗c (2S)+ states. Third is

due to the efficiency variation for different mass assumptions. As shown in Figs. 6.6
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and 6.7, the slope of the linear function to describe the dependence of the efficiency on the

mass has an uncertainty. This uncertainty is propagated to the efficiencies. In addition,

the pT spectrum of the B
(∗)
c (2S)+ state is varied by changing the setting in the Bcvegpy

generator. With the variation, the efficiency εBc (2S)+ changes by 0.6%, 1.3%, 1.8% and

2.7% for the four MLP categories, respectively. The changes are taken as the systematic

uncertainties. Similarly, the corresponding uncertainties for the efficiency εB∗c (2S)+ are

1.0%, 1.8%, 2.5% and 4.3% for the four MLP categories, respectively.

6.4.3.3 Uncertainty on NB

The uncertainty on the background estimation can come from the discrepancy be-

tween the data and same-sign samples, and the imperfect modelling of the empirical

function. To estimate the former one, a large number of pseudosamples are generated,

in which the M (B+c π
+π−) distribution in the sideband ranges of [6600, 6785] MeV/c2 and

[6900, 7300] MeV/c2 is simulated according to the data sample, and the distribution in

the signal region of [6785, 6900] MeV/c2 is taken from the same-sign sample. The pseu-

dosamples are used to fix the background shape instead of the same-sign sample. The

number of expected background candidates within [6785, 6900] MeV/c2 obtained from

these fits follows a Gaussian distribution. The difference between the Gaussian mean

value and the number derived from the nominal fit is taken as the uncertainty, which is

determined to be 4.2%, 7.0%, 11.8% and 6.1% for the four MLP categories respectively.

For the latter uncertainty source, an alternative empirical function, the Bukin function, is

used. The expected background number changes by 0.5%, 5.6%, 9.2% and 3.2% for the

four MLP categories respectively. The total uncertainty is taken to be the quadratic sum

of the two sources.

6.4.3.4 Summary

All the systematic uncertainties that will enter the upper limit calculation are sum-

marised in Table. 6.4.

6.4.4 Upper limit calculation

To determine the upper limit for a certain mass assumption, the ratio R is varied in

steps. For a given value of R, according to Eq. 6-9, the number NS can be determined

with the efficiencies. The number NB has also been obtained. A large number of
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Table 6.4 Summary of the systematic uncertainties for the upper limit calculation. The uncertainties

on the efficiencies due to the efficiency variation with different mass assumptions are given individually.

MLP category (0.02, 0.2) [0.2, 0.4) [0.4, 0.6) [0.6, 1.0]

NB+c
1.0%

εB+c 0.5%

NB 4.2% 9.0% 15.0% 6.9%

Bc (2S)+→ B+c π
+π−

εBc (2S)+ 4.6% 4.7% 4.9% 3.6%

Efficiency variation vs. M (Bc (2S)+) 0.6% 1.3% 1.8% 2.7%

B∗c (2S)+→ B∗+c π+π−

εB∗c (2S)+ 3.5% 3.3% 3.3% 2.7%

Efficiency variation vs. M (B∗c (2S)+) 1.0% 1.8% 2.5% 4.3%

Table 6.5 The expected background number and the observed candidate number in the scan window

for the Bc (2S)+ and B∗c (2S)+ states in the four MLP categories, respectively, when assuming M =

6858 MeV/c2 and ∆M = 35 MeV/c2.

MLP category (0.02, 0.2) [0.2, 0.4) [0.4, 0.6) [0.6, 1.0]

Bc (2S)+ at 6858 MeV/c2

NB 30.0 ± 1.4 13.9 ± 1.3 6.5 ± 1.0 4.9 ± 0.4

Nobs 33 24 4 4

B∗c (2S)+ at 6823 MeV/c2

NB 33.5 ± 1.5 18.6 ± 1.8 8.9 ± 1.4 7.7 ± 0.7

Nobs 41 20 9 12

pseudoexperiments are performed under the background-only hypothesis, in which the

values of Qb and Qobs are compared. By counting the number of pseudoexperiments in

which the Qb value is smaller than the value of Qobs, the probability CLb is determined.

Similarly, the probability CLs+b is determined from pseudoexperiments under the signal

plus background hypothesis. The CLs value is calculated as the ratio of CLs+b to CLb.

Taking the case with M = 6858 MeV/c2 and ∆M = 35 MeV/c2 as an example, the

expected background number and the observed candidate number in the scan window

for the Bc (2S)+ and B∗c (2S)+ states are listed in Table 6.5 for the four MLP categories,

respectively. The R versus CLs curve is shown in Fig. 6.9. The data is consistent with

background-only assumption.
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Figure 6.9 The R versus CLs curve with M = 6858 MeV/c2 and ∆M = 35 MeV/c2. The red

solid line is the observed CLs curve. The black dashed line is the expected CLs curve under the

background-only hypothesis. The yellow and green area are the 1σ and 2σ confidence regions of

the expected CLs curve respectively. The blue and red dashed horizontal line represent the 90%

and 95% confidence levels, respectively.

6.4.5 Result

The upper limits on R (B
(∗)
c (2S)+) at 95% and 90% confidence levels under all mass

hypotheses are shown in Fig. 6.10. The ratio R is predicted to be not significantly

dependent on the kinematics of the B+c mesons [91]. It enables the comparison of this

analysis to the ATLAS measurement [20]. For the overlapping case, the sum of theR values

of the Bc (2S)+ and B∗c (2S)+ states is compared to the ATLAS result. For the separated

case, it is most probable that the ATLAS observation corresponds to the B∗c (2S)+ state,

as the production cross-section of the B∗c (2S)+ state is expected to be more than twice

the cross-section of the Bc (2S)+ state [19,91,159,160]. Therefore, the R value of the B∗c (2S)+

state is compared to the ATLAS result. Considering both cases, the comparison between

the upper limits on R determined by LHCb in the mass region around the ATLAS signal

peak at M (B
(∗)
c (2S)+) = 6842 MeV/c2 and the ratio R measured by ATLAS is shown

in Table 6.6. The ATLAS measurement didn’t quote any efficiency, then the ratio R
from ATLAS contains an unknown relative efficiency ε7,8, which are the efficiencies to

reconstruct the B
(∗)
c (2S)+ meson from the B+c meson for 7 and 8 TeV, respectively. The

LHCb and ATLAS results are consistent if the relative efficiency ε8 at ATLAS is very

large.
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Figure 6.10 The upper limits on R (B
(∗)
c (2S)+) at 95% and 90% confidence levels under different

mass splitting ∆M hypotheses. The various line styles are indicated in the legends.

Table 6.6 Comparison between the upper limits on R determined by LHCb at 95% confidence level

and the ratio R measured by ATLAS [20], in which 0 < ε7,8 ≤ 1 represent the efficiencies to reconstruct

the B
(∗)
c (2S)+ meson on basis of the B+c meson for 7 and 8 TeV, respectively.

√
s = 7 TeV

√
s = 8 TeV

ATLAS (0.22 ± 0.08 (stat))/ε7 (0.15 ± 0.06 (stat))/ε8

LHCb – < [0.04, 0.09]
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Chapter 7 Summary and prospects

In summary, measurements of charmonium production and the Bc mesons are per-

formed with the pp collision data collected by the LHCb experiment, providing tests of

various QCD models, especially those implemented under the NRQCD framework.

In pp collisions, heavy quarkonium production can be factorized into two stages: the

perturbative creation of the QQ pair, and the non-perturbative hadronisation of the QQ pair

into quarkonium. The description of the non-perturbative process relies on experimental

inputs. The experimental studies can also test the perturbative calculations. The J/ψ

production cross-section in pp collisions at
√

s = 13 TeV is measured for J/ψ mesons in

the kinematic range of pT < 14 GeV/c and 2.0 < y < 4.5, with data corresponding to

an integrated luminosity of 3.05 pb−1. The double differential cross-sections as functions

of pT and y of the J/ψ mesons are measured separately for prompt J/ψ mesons and J/ψ

mesons from b-hadron decays, assuming that prompt J/ψ mesons are unpolarised. The

total production cross-sections integrated in the kinematic coverage are measured to be

σ(prompt J/ψ, pT < 14 GeV/c, 2 < y < 4.5) = 15.03 ± 0.03 (stat) ± 0.91 (syst) µb

and

σ(J/ψ from b, pT < 14 GeV/c, 2 < y < 4.5) = 2.25 ± 0.01 (stat) ± 0.13 (syst) µb

for prompt J/ψ mesons and J/ψ mesons from b-hadron decays, respectively. The prompt

J/ψ production cross-sections are consistent with the NRQCD predictions at NLO [22], and

the production cross-sections of J/ψ mesons from b-hadron decays are in good agreement

with the FONLL calculations [96]. The ratios of the differential production cross-sections

as functions of J/ψ pT and y at
√

s = 13 TeV to those at
√

s = 8 TeV are determined to

benefit from the cancellation of uncertainties both theoretically and experimentally. The

cross-section ratios for prompt J/ψ mesons agree well with the NRQCD calculation at

NLO [22], while the FONLL calculations [96] slightly underestimate the cross-section ratios.

Quarkonium pairs can be produced either through the DPS process or the SPS process

in pp collisions. In SPS, the mechanism to produce two QQ pairs is different from that
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to produce a single QQ pair, while the quarkonium hadronisation process is common.

Measurements of quarkonium pair production can act as a new way to test the QCD

models. DPS is an intriguing process, since it can probe the parton transverse profile

inside the proton, and help determine the contributions from various crucial backgrounds

in the search for new physics. The key parameter in DPS, the effective cross-section σeff,

which is assumed to be universal, shows a large variation in the previous measurements.

Measurements of the J/ψ pair production in the DPS process at LHCb can provide

important inputs to the DPS study. The J/ψ pair production cross-section in pp collisions

at
√

s = 13 TeV is measured to be σ(J/ψ J/ψ ) = 15.2 ± 1.0 (stat) ± 0.9 (syst) nb for

J/ψ mesons in the kinematic range of pT < 10 GeV/c and 2.0 < y < 4.5, with data

corresponding to an integrated luminosity of 279 pb−1. The differential production cross-

sections as functions of several kinematic variables of the J/ψ pair are determined. Clear

evidence of the DPS contribution is shown in the differential cross-sections as functions

of ∆y and m(J/ψ J/ψ ). The SPS and DPS components are separated by performing

templated SPS plus DPS fits to the differential cross-sections based on various SPS

models. The DPS contribution leads to the values of the effective cross-section σeff

within 8.8 and 12.5 mb. The measured SPS cross-section is smaller than the predictions

of the NLO∗ CS′′ [47,117–120] and NLO CS [46] models, and is roughly in agreement with the

NLO∗ CS′ [115] and LO kT
[136] calculations.

The decays of the B+c meson and the Bc spectroscopy are described by various QCD

models, which can be tested by measurements. The branching fraction ratio B(B+c →
ψ(2S)π+)/B(B+c → J/ψ π+) is measured to be R = 0.268 ± 0.032 (stat) ± 0.007 (syst) ±
0.006(B) with the pp collision data at

√
s = 7 TeV and 8 TeV, corresponding to integrated

luminosities of 1 fb−1 and 2 fb−1, respectively. The result favours the calculations of

NRQCD at NLO [58] and the kT factorization method [60]. The predictions of various

relativistic quark models [61–63] tend to underestimate the result.

The Bc (21S0)+ and Bc (23S1)+ states are searched for in the B+c π
+π− mass spectrum,

using the data at
√

s = 8 TeV corresponding to an integrated luminosity of 2 fb−1. The

Bc (21S0)+ and Bc (23S1)+ states are searched for in the mass ranges of [6830, 6890] MeV/c2

and [6795, 6890] MeV/c2 according to the theoretical predictions, respectively. No evi-

dence of either state is found. Upper limits are set on the product of the B
(∗)
c (2S)+

production cross-section and the branching fraction of the decay B
(∗)
c (2S)+ → B+c π

+π−

relative to the B+c production cross-section for different assumptions of the B
(∗)
c (2S)+
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masses. The upper limits are determined to be within 0.02 and 0.14 at 95% confidence

level. They are consistent with the ATLAS measurement if the efficiency to reconstruct

the B
(∗)
c (2S)+ meson from the B+c meson at ATLAS, which is not published, is very large.

By the end of 2018, the LHCb experiment is expected to collect a total amount of data

corresponding to integrated luminosities of 1 fb−1 at
√

s = 7 TeV, 2 fb−1 at
√

s = 8 TeV,

and 5 fb−1 at
√

s = 13 TeV. The huge amount of data opens opportunities for many

kinds of further experimental studies of quarkonium production and the Bc mesons.

The measurement of the J/ψ polarisation in pp collisions at
√

s = 13 TeV is another

good test of the NRQCD approach. Measurements of the production cross-sections of

heavy quarkonium other than J/ψ , e.g. the ψ(2S), Υ and ηc mesons, in pp collisions at
√

s = 13 TeV are also on the way. Using the whole Run2 data, the statistic of the J/ψ

pair candidates will increase by more than 15 times. The uncertainties of the differential

production cross-sections of J/ψ pair can be significantly suppressed. It is also possible

to measure the double differential production cross-sections of J/ψ pair which can reveal

more about the production mechanism. Several new quarkonium pair channels, e.g.

Υ + J/ψ and Υ pair, stand a good chance to be discovered. Measurements of their

production cross-sections are helpful to both the test of the NRQCD approach and the

exploration of the DPS mechanism. With the largely increased sample size, there is even

possibility to observe triple quarkonium production. The production cross-section of the

B+c meson at the centre-of-mass energy of
√

s = 13 TeV is expected to be roughly twice

that at
√

s = 7 and 8 TeV. With the full dataset, the statistic of the B+c meson will be

more than four times that of the Run1 dataset only. For the B+c decays, the statistical

uncertainties of the existing branching fraction ratio measurements can be halved, and

it will be possible to discover many new channels. The search for the Bc (21S0)+ and

Bc (23S1)+ states can be performed with a data sample corresponding to a statistic around

6.5 times larger than that used in this dissertation. There is a good chance to observe the

excited B+c states. These emerging experimental results can help further develop the QCD

models and improve our understanding of QCD.
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Appendix A Fits to the differential J/ψ pair production cross-sections with SPS and DPS predictions

Appendix A Fits to the differential J/ψ pair production
cross-sections with SPS and DPS predictions

The results of the templated SPS plus DPS fits used for the determination of σeff

are shown in Figs. A.1, A.2 and A.3. The templated fits used only to determine fDPS

in the pT(J/ψ J/ψ ) > 1 GeV/c and pT(J/ψ J/ψ ) > 3 GeV/c kinematic regions are shown in

Figs. A.4, A.5, A.6 and A.7.
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Figure A.1 Templated SPS plus DPS fits to
dσ(J/ψ J/ψ )

dpT (J/ψ J/ψ )
and

dσ(J/ψ J/ψ )

dy(J/ψ J/ψ )
. The black points with error

bars are the measurements. The thick red solid line represents the total fit result. The thin orange solid

line represents the DPS contribution.
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Figure A.2 Templated SPS plus DPS fits to
dσ(J/ψ J/ψ )

dm(J/ψ J/ψ )
. The black points with error bars are the

measurements. The thick red solid line represents the total fit result. The thin orange solid line

represents the DPS contribution.
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Figure A.3 Templated SPS plus DPS fits to
dσ(J/ψ J/ψ )

d |∆y | . The black points with error bars are the

measurements. The thick red solid line represents the total fit result. The thin orange solid line

represents the DPS contribution.
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Figure A.4 Templated SPS plus DPS fits to
dσ(J/ψ J/ψ )

dy(J/ψ J/ψ )
and

dσ(J/ψ )

dm(J/ψ J/ψ )
for the pT(J/ψ J/ψ ) > 1 GeV/c re-

gion. The black points with error bars are the measurements. The thick red solid line represents the

total fit result. The thin orange solid line represents the DPS contribution.
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Figure A.5 Templated SPS plus DPS fits to
dσ(J/ψ J/ψ )

d |∆y | for the pT(J/ψ J/ψ ) > 1 GeV/c region. The

black points with error bars are the measurements. The thick red solid line represents the total fit

result. The thin orange solid line represents the DPS contribution.
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Figure A.6 Templated SPS plus DPS fits to
dσ(J/ψ J/ψ )

dy(J/ψ J/ψ )
and

dσ(J/ψ J/ψ )

dm(J/ψ J/ψ )
for the pT(J/ψ J/ψ ) > 3 GeV/c re-

gion. The black points with error bars are the measurements. The thick red solid line represents the

total fit result. The thin orange solid line represents the DPS contribution.
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Figure A.7 Templated SPS plus DPS fits to
dσ(J/ψ J/ψ )

d |∆y | for the pT(J/ψ J/ψ ) > 3 GeV/c region. The

black points with error bars are the measurements. The thick red solid line represents the total fit

result. The thin orange solid line represents the DPS contribution.
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Appendix B Comparison of the BDT input variable distributions
for the B+c → J/ψ π+ and B+c → ψ(2S)π+ decays

The comparisons of the BDT input variable distributions between the data and

the simulation are shown in Figs. B.1, B.2, B.3 and B.4 for the B+c → J/ψ π+ and

B+c → ψ(2S)π+ decays in 2011 and 2012, respectively. The comparisons between the

data and the simulation after applying the weights to the simulation are shown in Figs. B.5,

B.6, B.7 and B.8,
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Figure B.1 Comparison of the distributions of the input variables for the BDT classifiers between

the data and the simulation for the B+c → J/ψ π+ decay in 2011.
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Figure B.2 Comparison of the distributions of the input variables for the BDT classifiers between

the data and the simulation for the B+c → ψ(2S)π+ decay in 2011.
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Figure B.3 Comparison of the distributions of the input variables for the BDT classifiers between

the data and the simulation for the B+c → J/ψ π+ decay in 2012.
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Figure B.4 Comparison of the distributions of the input variables for the BDT classifiers between

the data and the simulation for the B+c → ψ(2S)π+ decay in 2012.
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Figure B.5 Comparison of the distributions of the input variables for the BDT classifiers between

the data and the simulation for the B+c → J/ψ π+ decay in 2011 after weighting the simulation.
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Figure B.6 Comparison of the distributions of the input variables for the BDT classifiers between

the data and the simulation for the B+c → ψ(2S)π+ decay in 2011 after weighting the simulation.
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Figure B.7 Comparison of the distributions of the input variables for the BDT classifiers between

the data and the simulation for the B+c → J/ψ π+ decay in 2012 after weighting the simulation.
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Appendix B Comparison of the BDT input variable distributions for the B+c → J/ψ π+ and

B+c → ψ(2S)π+ decays
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Figure B.8 Comparison of the distributions of the input variables for the BDT classifiers between

the data and the simulation for the B+c → ψ(2S)π+ decay in 2012 after weighting the simulation.
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