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Amplitude detuning measurements in the LHC have shown that a significant amount of detuning is

generated via feed-down from high-order field errors in the magnets of the experiment insertion regions.

This undesired effect can be detrimental to the luminosity production of the machine and is expected to

be enhanced in the upcoming high-luminosity upgrade of the collider, the HL-LHC. In this study, we

investigate the high-order errors in detail, performing amplitude detuning measurements during the

commissioning of the LHC Run 3 and establish operational corrections via feed-down, using for the first
time the dodecapole correctors in the insertion region.

DOI: 10.1103/PhysRevAccelBeams.26.121001

I. INTRODUCTION AND MOTIVATION

Amplitude detuning, also known as “tune shift with
amplitude,” describes the action-dependent tune shift in a
storage ring and has significant impact on the tune footprint
of the particle beams in the Large Hadron Collider (LHC),
affecting dynamic aperture (DA) and beam lifetime [1,2]. It
also influences the performance of beam instrumentation [2]
and the control of Landau damping. Landau damping
introduces a spread in synchrotron and betatron frequencies
of individual particles within the beam, which suppresses
collective unstable modes (e.g., head-tail instabilities), via
dedicated octupole magnets (Landau Octupoles or MOs) in
the arcs around the LHC [3,4].

To first order in field strength and first order in action,
detuning is generated by normal octupole fields, weighted
by powers of the  functions at the octupole sources [3,5]
(see Sec. IIC). Reduction of undesired detuning from
octupole errors therefore directly relates to improved
control of Landau damping, possibly reducing the neces-
sary powering of the MOs.

It has been established, that in the LHC during proton-
proton collisions, the main source of unwanted detuning
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are normal octupole errors from the quadrupole triplets
[2,4,6,7] left and right of the experimental insertions of
ATLAS at Interaction Point (IP) 1 and CMS at IP5. The
beam dynamics in the insertion regions (IRs) around the IP
are very sensitive to errors, due to their high f functions,
required to reach very small %, the value of the # function
at the IP. Error correction in the IRs has therefore been
subject to intensive studies during the design phase and in
the actual machine, not only in the LHC [2,6—-11], but in
most synchrotron colliders, such as the Tevatron [12],
RHIC [9,13], SuperKEKB [14] and in the Future Circular
Collider [15—17]. One of the upgrades envisioned for the
High-Luminosity LHC (HL-LHC) [18], are triplets with
larger aperture, increasing the coil aperture from 70 mm in
the LHC [4] to 150 mm. This allows for a doubling of the
function in the triplets, supporting #* down to 15 cm [19] to
raise collision rates and hence the name-giving high lumi-
nosity. Yet this change elevates the already high sensitivity to
errors in this region [20,21]. The search and testing for
suitable correction targets for increasingly higher field orders
has been a long ongoing journey at the LHC [7,22-25].

The regions of the LHC housing the triplets are occupied
by common-aperture magnets, meaning both circulating
beams, named beam 1 and beam 2, share a single aperture
between the so-called separation dipoles, which divide the
beams again into their individual beam lines. The nonlinear
correction packages [4] are located close to the triplets [2]
within this region. A schematic of an IR of the LHC is
given in Fig. 1. Any correction needs hence to be valid for
both beams.

Published by the American Physical Society
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FIG. 1. Schematic of one side of a LHC IR region, showing the

common-aperture magnets: Q1, Q2a/b, and Q3 are the triplet
quadrupoles, CO-C3 the corrector packages with the field order to
be corrected indicated (see Sec. Il A). D1 is the separation dipole,
diverging beam 1 and beam 2 to their respective beam lines. Blue
lines mark common cryostats. The nonlinear corrector package,
containing the dodecapole correctors, is included in C3.

One of the observables targeted to correct IR errors has
been amplitude detuning. Amplitude detuning is a global
parameter and therefore cannot display the individual
contribution of each IP to the total detuning. To determine
the origin of the errors, local orbit bumps have been
introduced during measurements, generating feed-down
(see Sec. II B) to tune and coupling which could then be
mitigated using the octupole correctors within the nonlinear
correction packages in each IR. Performing this correction
has also led to immediate improvements in the perfor-
mance of beam instrumentation, e.g., in the accuracy of the
coupling measurement and the signal-to-noise ratio of the
base-band tune (BBQ [26-28]) system [2].

During LHC commissioning in 2018, upon changing
the crossing scheme from flat orbit to the operational
scheme of locally closed orbit bumps in the IRs (see
Table I), an increase in amplitude detuning was measured
(see the summary in Table II in Sec. III or [29,30]).
Further investigation [31] during machine development
(MD) sessions confirmed this finding and revealed
the main contribution to be feed-down from high-order
errors, i.e., decapole and dodecapole errors and above, to
the octupole fields, due to the crossing schemes in IP1
and IP5. While feed-down to tune from dodecapole
fields induced by orbit bumps had been observed in
other colliders [32], there have been no measurements of
feed-down to first-order amplitude detuning outside of
the LHC.

As the influence of the feed-down of magnetic fields
depends on the (small) orbit offset raised to the power of
the field’s order (see Sec. IIB), field errors higher than
dodecapole errors are ignored in the here presented study.
Also sextupole errors and feed-down to them are omitted
in the following discussion: not only are they less affected by
feed-down from the high-order errors compared to octupole
fields (see again Sec. II B), they also contribute only in
second order in field strengths to amplitude detuning [5] and
their correction has been discussed in, e.g., [2,6,34,35].

Dodecapole fields on the other hand are the first allowed
harmonic of quadrupole magnets [36] and also contribute
directly to second-order amplitude detuning (see Sec. II C).
The harmful influence of decapole and dodecapole errors
on dynamic aperture and beam lifetime in the upcoming

TABLE I. Machine settings used during measurements. Cross-
ing is given in half-angles. The horizontal plane is X, the vertical
plane is Y. MD3311 is the machine development session in 2018
[31] first investigating the feed-down from high-order errors,
MD6863 the session in 2022 dedicated to dodecapole corrections.

TUNES: 0, = 6228, 0, =60.31
EXCITATION: [see Eq. (13)]
2018 Ay = —0.008, Ay =0.01
2022 AR = 50.007, ARE = +0.009

OPTICS: f* = 30 cm round optics (B} = f5})

Commissioning April 28, 2018 Full crossing

ENERGY: 6.5 TeV

CROSSING: IP-Plane IP1-Y 1P2-Y 1P5-X 1P8-X
prad 160 200 160 —250

SEPARATION: IP-Plane IP1-X P2-X IP5-Y 1P8-Y
mm -0.55 14 0.55 1.0

MD3311 June 16, 2018 IP5 crossing

ENERGY: 6.5 TeV

CROSSING: IP-Plane IP5-X
prad 160

SEPARATION  IP-Plane IP5-Y

& OFFSET:  mm 0.55| - 1.8

Commissioning May 9, 2022 Full crossing

ENERGY: 6.8 TeV

CROSSING:  IP-Plane IP1-Y P2-Y  IP5-X 1P8-X
prad —150 0 150 0

SEPARATION: IP-Plane IP1-X 1P2-X IP5-Y 1P8-Y
mm 0 0 0 0

Commissioning June 4, 2022 Full crossing

& MD6863 June 24, 2022 Full crossing

ENERGY: 6.8 TeV

CROSSING:  IP-Plane 1P1-Y P2-Y  IP5-X 1P8-X
prad —160 200 160 —200

SEPARATION: IP-Plane IP1-X 1P2-X IP5-Y 1P8-Y
mm 0 1.0 0 1.0

MD6863 June 24, 2022 IP5 crossing

ENERGY: 6.8 TeV

CROSSING:  IP-Plane IP1-Y P2-Y  IP5-X 1P8-X
prad 0 200 +160 -200

SEPARATION: [P-Plane IP1-X 1P2-X IP5-Y 1P8-Y
mm 0 1.0 0 1.0

HL-LHC has been shown in simulations and dedicated
measurements, in which the normal dodecapole errors
were artificially increased to replicate the HL-LHC con-
ditions [25,37—-41].

In this paper, detuning measurements are presented,
which have been performed in 2022 during LHC commis-
sioning and in a dedicated MD session (with the ID
MD6863), confirming the observed errors still to be present
in LHC Run 3. Important machine settings for these
measurements are shown in Table I and a summary of
the measured detuning terms can be found in Table II. A
correction option, previously only researched in simula-
tions [38], is explored: Normal dodecapole errors in
the IRs are corrected using the observed change in
amplitude detuning from feed-down, by in turn utilizing
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the feed-down to normal octupoles from the dodecapole
correctors in the nonlinear corrector packages of the IRs,
which had been hitherto inactive during operation.

While measurements and corrections of magnetic fields
up to dodecapole order, based on tune shifts using the feed-
down artificially introduced by orbit bumps, had also
been attempted at RHIC [32], these corrections were never
(or only partially) used operationally, as they were detri-
mental to beam lifetime. On the other hand, a 4% increase
of integrated luminosity was achieved using decapole
and dodecapole correctors by targeting beam lifetime
directly [42]. So while this is not the first time a particle
collider uses dodecapole correctors operationally, it is the
first time targeting the feed-down to amplitude detuning
and hence also controlling Landau damping. For the LHC,
this is in fact also the first time these correctors are used
in operation.

This paper is structured as follows: In Sec. II, theoretical
background, notations, and conventions are introduced, as
well as the procedure for measurements, simulations,
and corrections outlined. This is followed by the actual
presentation and discussion of the results in Sec. IIL
Conclusions are drawn in Sec. IV, in which also outlook
for further studies is suggested.

II. BACKGROUND
A. Field strengths

The multipole expansion of a general magnetic field
B = (B,,B,) in the planes x (horizontal) and y (vertical),
into normal (B,) and skew (A,) field components of 2n
poles, reads

[Se]

By+iB, =Y (B, +iA,)(x+iy)"t (1)

n=1

With Eq. (1), this paper follows the convention of using
n =1 to indicate a dipole field. Extracting the main field
component By of a normal 2N-pole magnet, the expansion
can be rewritten using b,, and a, to represent normal and
skew relative field errors at the reference radius R:

. S R A
By+sz:BNZ(bn—l—la,,)<R > . (2

n=1 ref

and equivalently for Ay, the main field component of a
skew 2N-pole magnet. b, and a, are dimensionless
but usually given in “units” of 10™*. As the correction
described below makes use of normal dodecapole magnets
and is mostly aimed at correcting the bg error components
(see Sec. III C), the shorthand “b¢ correction” is employed
in the figures and tables of this paper. The normal field
component B,, of a normal 2N-pole magnet is then

b,
B, [Tm!™] = By x T (3)

ref

and similar for skew field components A,,, as well as the
skew and normal components of a skew 2N-pole magnet.

It is customary to normalize the field strengths of Eq. (3)
to the magnetic rigidity Bp, defined by the main dipole field
B of the accelerator and its bending radius p:

K, [m] = g—;(n ~1)! and
KS,[m™] :;‘—;(n- . ()

B. Feed-down

The effect of feed-down occurs when a particle beam’s
orbit passes off-center through a magnet due to either a
transverse misalignment of the magnet or an off-center
closed orbit of the beam itself. In these cases, the magnetic
field can be described as a composition of the current order
main field plus lower order components and can be
understood by applying a Taylor expansion on x and y
in Eq. (1) or, equivalently, the Hamiltonian of the system in
curvilinear (comoving) coordinates. These additional com-
ponents therefore cause the same effects on the beam as
lower order sources would [43]. Using Egs. (1) and (4), and
with (Ax, Ay) being the orbit of the off-center particle,
feed-down to field order n > 1 from fields up to order
n + P can be expressed as

(Kn 4 iKSn )w/feed-down

- (Ax + iAy)P

(Kn+p + iKSn+p) P! (5)

(=)

p=

C. Amplitude detuning from dodecapoles

Using the action J,,, the amplitude A, (s) of a particle in
the transversal plane u € {x, y} at longitudinal position s is

Au(s) =V ZJM[J)H(S>. (6)

The dependency of the tune on amplitude is usually given
with respect to the invariant 2/, and is therefore location
independent. The detuning coefficients can be expressed
via Taylor expansion of the tune Q,, around the unperturbed
tune at zero-action Q,,; explicitly stated up to second order
in amplitude:

_ 90,
Qu(z‘]x’ 2JV) - QOu + 6(2JX)

1/ 0*Q
— ([ —=*_(27.)?
2! (a(ZJ,C)2 )

90,

(2J,) + 32J,) (27,)

+2
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To numerically compute detuning integrals, a thin-lens
approximation is used in which multipole elements are
split into single kicks at s,, surrounded by drift spaces; the
kick strength being K[S],L,—the integrated strength
K[S],(s) [see Eq. (4)] over the length L,, of element w.
p function and orbit are then also approximated using the
value at s,,. In this approximation, the contribution to the
first-order terms of Eq. (7) from normal octupole fields of
element w with integrated strength K, L,, can be calculated
[44] as

an K4Lw

0(2.] ) = 327 ﬁ)%(sw) (8&)

0. 00, — KiL,
()(2‘]}1) - 0(211) - zw: 1671 ﬁx(sw)ﬂy(sw> (8b)
. %) (8¢)

02J,) 4= 32

Including feed-down, as in Eq. (5), from normal and skew
decapoles (KsL, KSsL) and normal and skew dodecapoles
(KgL, KSgL), we get due to the orbit Ax(s,,), Ay(s,,) at an
element w

(K4Lw)w/feed—down
= K4Lw + AX(SW)KSLW - Ay(sw)KSSLw
1
+ E (AX(SW)2 - Ay(sw>2)K6Lw - Ax(sw)Ay(sw)KS6Lw'
)

Normal dodecapole magnetic fields also contribute
directly and linearly to the second-order detuning terms
of Eq. (7) in the following manner:

azQx o KGLW 3
0027 2 3gan Pa(5w)

w

(10a)

azQY _ azQx o KGL 0
a(%f‘d(zn)a(zjy)‘;‘ugﬂ x(5w)y(s) (10b)

azQx . azQy B KGLW )
0(2J,)> 0(2J,)9(2],) Z gy Pe(sw)fi(sw)  (10¢)
’0y KoL, 4
0(2Jy)2 B ; © 384r By(sw)- (10d)

For brevity, in the following, we will use the symbols

20, P,
o) M Qe =gnry00ry MY

Qa.b =

as well as short hands for the coefficients

B = 28
5 R XXX T 3847
Brx = 355 I BB,
- - , ~ xxy — T 128
Pap = ﬂxv:_ﬂlxc‘ and . = > ”7
’ ? g ’  — i
- xyy T 128x
Byy = 33z b= B
y.yy = 7 384z
(12)

with a, b, c € {x, y}.

D. Measurements
1. Preparation

Before performing the measurements at each new
machine configuration, global coupling between the trans-
versal planes is manually corrected to |C~| < 1073 [45], to
avoid detrimental effects on the amplitude detuning mea-
surements [46]. This standard procedure, which is mini-
mizing the coupling resonance driving terms (RDTSs) 01
[47], has been established for the LHC from Run 1 [48] and
has been improved over the years [45,49-52].

Orbit stability is achieved due to the automatic orbit-
feedback system in the LHC [53]. This system ensures that
the orbit stays close to the reference orbit from the model
within a root-mean-square deviation of <70 um [54] on an
orbit of 5 to 8 mm at triplets and correctors when the
crossing scheme is enabled.

2. Detuning

While in the beginning of LHC operation, amplitude
detuning has been measured based on free oscillations
following a single dipole “kick” [55], in later years, they
were achieved using forced oscillations with an ac dipole
[33,56,57]. Optics measurements with ac dipoles had
already been tested at RHIC [58,59], and in the SPS in
preparation for LHC optics measurements [60—62].

The oscillations, close to the tune frequency, are
adiabatically ramped up and down to and from the
desired amplitude [33,63,64]. Exciting single pilot bunches
(=10'° protons) per beam, this method allows for mea-
surements at top energy without endangering machine
safety and without beam decoherence or emittance growth.
This means, a single bunch can be excited multiple times
without having to go through the time-consuming process
of dumping the blown-up beam, ramping down the magnets
to injection settings, refilling the proton bunches, ramping
to top energy again and performing the optics squeeze (i.e.,
the reduction of f* to the desired value). The transverse
positions of the beam centroid over approximately 6600
turns are captured during the ac dipole’s flattop at each
beam position monitor [65] and then analyzed. Due to the use
of the ac dipole, the first-order amplitude detuning direct
terms Q, , [Eq. (8)] and Q, ,, [Eq. (8¢)] will be enhanced by a
factor of 2, while the second-order direct terms Q.
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[Eq. (10)] and Q,, ,, [Eq. (10d)] are enhanced by a factor of 3
[33]. All detuning data presented in this paper are compen-
sated for these factors and detuning terms quoted are the
“free” detuning of the machine. In principle, also the second-
order terms Q, ., and Q,,, are doubled during forced
oscillations, yet only the tune shift with the action of one
plane has been measured during the study presented here and
these terms have therefore not been investigated.

ac dipole excitations are generally performed in two
transverse planes at the same time to be able to measure
both tunes. The amplitude of one plane is kept low and
constant, while slowly increasing the strength, i.e., action,
of the other plane. During the measurements of 2018, the
tune differences

AQL, = |Qu - jcl (13)

between the “natural” tune @, of the machine and the
driven tune Q% induced by the ac dipole were fixed per
plane to AQX = —0.008 and AQX =0.01. In 2022, an
improved strategy was employed to enhance measurement
quality: while still keeping the asymmetry AQX * AQ‘,
between the two planes to avoid exciting diagonal reso-
nances [66,67], a smaller ASQ“M“” = F0.007 was applied to
the plane in which the kick amplitude was kept low, in
contrast to the slightly larger Agf = 1+0.009 of the other
plane. This was done to ensure good quality measurements
even at the low amplitudes by having a boosted signal
strength of the tune line due to the decreased adiabaticity of
the excitation ramp. The amplitude is increased within the
amplitude range of the ac dipole only in small steps and
only until first losses at the collimators can be seen, to not
risk a beam dump and to not loose beam intensity, needed
to ensure good signals in the subsequent measurements. To
achieve a good measurement, 10-15 kicks going beyond
2J = 15 nm is desirable, yet in configurations where the
kick aperture was limited, kicks up to only 2J =5 nm
have yielded still usable results. When the available kick
amplitude has been exploited, the procedure is repeated
with the roles of the planes switched.

E. Data analysis

The resulting turn-by-turn data are then processed by in-
house PYTHON software tools [68]: Cleaning is done auto-
matically via a specialized singular-value-decomposition
(SVD) and Fourier transform on the signal [69,70], followed
by a combination of automated and manual cleaning steps to
remove faulty BPMs and ascertain the correct tune line in the
spectrum [71], an example of which is shown in Fig. 2.

In preparation for extensive amplitude detuning studies
like the one presented, these latter methods have recently
been extended with new features, such as automated BPM
cleaning (via the Outlier Filter described below) and an
option for manual spectral-line selection. This has allowed
for fast online (i.e., during measurements) analysis of the

% 10-3 & o

> |

g |

s |

Y 107 ? P

s ey

2 oo&%o ofo ] 9o neld oio % G olle
=i i
> 029 030 031 032 0.33

Frequency [tune units]

FIG. 2. Example for measured spectrum at a single BPM in the
vertical plane. The frequency range around the natural (Q,) and
driven (Qi°) vertical tunes is shown. The dashed lines in red
indicate the set window, in between which the highest peak is
considered to be the natural tune.

data during the MD, which had not been possible to this
level in the past.

1. Outlier filter

The outlier filtering function [69] is utilized at multiple
stages of the data analysis and operates in the following
way: The function gets an array x of data of length n,,
which can be any scalar data but in the context of this paper
has been data of the tunes, either measured per BPM or a
time series from the BBQ. It removes data points in the
tails of the measured distribution, which are too populated
assuming x, to be samples from a normal distribution,
specified by measured mean and standard deviation of the
given data, due to the finite sample size n,. A data point,
outside of a user-specified limit, is removed if its two-sided p
value is smaller than 1/n,, given the t-distribution defined by
the measured samples. For 500 BPMs, for example, this
translates to a cutoff at 3.1c. This filtering method is first
applied to filter out BPMs for which the driven or natural
tunes were not correctly identified and later to clean the tune
data from the BBQ, used to establish the baseline for the
machine tune at zero action (see Sec. II E).

2. Action

The action 2J is calculated at each BPM at location s
from the amplitude Agpy; of the main line of the BPM
spectrum (i.e., the driven tune Q line, as in Fig. 2) via

'AZBPM 4
ﬂmodel(s) . (l )

Instead of the g function from the model (as in [72]), the
measured f values can also be used as shown in [73], yet
this feature has not yet been implemented in the analysis
code. Due to the low f# beating in the machine [74,75], with
a root-mean-square beating of <2% [75], the use of the
model f function is still justified.

2JBPM =
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The action is further rescaled to perform beam-based
adjustments for residual BPM calibration errors [73], by the
mean ratio of the f# function estimated from phases [76] and
the f function from amplitudes [72] at the arc BPMs
per kick.

The error on the action 62Jgpy can be acquired from the
error on the amplitude 6.Agpy, Which in turn is estimated
from the noise on the signal:

2 clean
S Agpm = VWRI(BPT\; @, (15)
urns

Nrums 18 the number of turns over which the measurement

is recorded and R<2™Y g the estimated BPM resolution of

the cleaned signal. Here, BPM resolution is defined as the
standard deviation of the noise, which is first estimated by

the difference between the cleaned signal and the original

signal at the BPM (as R];;m) On this estimate, a coefficient

has been matched via an empirical study, targeting, e.g., the
ratio of the noise floor levels in the frequency spectra of raw
data and SVD-cleaned data:

Jeaned 1 w
Rt ™" = nggM) : (16)

With Egs. (14) and (15), we can calculate the error on the
action:

2-’4BPM 5ABPM
ﬁ model ( S)

From these estimates at each BPM for actions 2Jgpy, =
{2JgpM, » ---» 2Jppm, } and corresponding errors 62/ gpys =
{62Jgpm, - ---» 62 gpy, }» We Want to get an estimate for the
actual action and the error we might be making on this
estimation.

We can use inverse-variance weighting to define an error-
weighted average of a set of measurements x = {x, ..., xy}

62Jgpm = (17)

and their associated errors x = {8xy, ..., xy}
N N
n
S S s T

X; 1 nl

defining also a sum-of-weights Ss(x). Equation (18) is used
to get an estimate of the action in the machine:

2] = <2JBPMs>5- (19)

For the estimation of the error on this quantity, we can
calculate the error-weighted variance on the data

a3(x) = (Jx = (x)52) (20)

as well as the variance on (x); itself:

PN .
((x)s) VLT S0m (21)

and the effective sample size

N 2\2
- )

Also using the abbreviations 63 = 63(2J/gpys), Ns =

Ns(2Jgpms)» and S5 = Ss5(2Jppys ), the error on the action
can then be estimated via the unbiased sum of the two
above described variances:

N, 1
02J estimated = \/Né j 1 (6(% + 55> . (23)

To account for the measurement’s finite sample size,
while still estimating the standard deviation of a normally
distributed quantity (student’s t distribution with an infinite
number of degrees of freedom), the error value is corrected
by a multiplicative coefficient. We calculate the coefficient
teomection  Utilizing the cumulative distribution function
F(s,N) of student’s t distribution (with mean equal to 0
and spread equal to 1) as a function of the actual value s and
the number of degrees of freedom N:

Icorrection = - (F(l’ 00)’N6)7 (24)
which is a factor toward the limiting case N — oo for a
given confidence level corresponding to 1o in the normal
distribution.

02J = 52Jestimated X Leorrection (25)

These statistical functions are part of the oMC3 package
[68]. The calculations are done individually for each
transversal plane.

3. Tune

As shown in Fig. 2, for each BPM, the natural tune is
identified within a given frequency window as the line with
the largest amplitude in that window [70]. Again, the two
transversal planes are handled identically and separately.
The selected lines are manually confirmed in a spectral plot
and can be modified if needed.

The measured natural tune Q,, and its error 6Q,, at the
time of the excitation are calculated from the selected
spectral lines by the mean and standard deviation over the
BPMs, after cleaning as described at the beginning of this
section. The natural tune at zero action [Q,, in Eq. (7)] is
found around each excitation time from the BBQ data
logged in the LHC, which removes the influence of
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possible tune drifts during the measurement duration. The
BBQ data are first cleaned using a sliding window of 100
data points, which translates to roughly 15 s of data, and
applying the Outlier Filter described above within each
window. This removes measurement outliers of the BBQ as
well as the excited tunes during the ac-dipole operation,
which lasts about 1 s. If a value is removed in any window,
it will be completely excluded from analysis. From this
filtered data, the mean is calculated for each window,
resulting in a moving average. This average is in turn
subtracted from the data points to calculate a moving
standard deviation using the same window lengths. The
tunes Q,, are then the value of the moving average closest
to the kick times, while the error on those measure-
ments 6Q, are the values of the moving standard deviation
at the same times. The tune values for the detuning fit
are then

AQu = Qu - QOM (26)
SAQ, = 1\/60% + 503, (27)
4. Fitting

To get the first-order detuning coefficients, the slope of
the detuning AQ over the actions 2J at different kick
amplitudes and their errors SAQ and 62/ is fitted to a linear
polynomial by means of an orthogonal distance regression
(ODR) algorithm [77] provided by the scipy python
package [78]. ODR also produces an estimated error (one
standard deviation) on the fit. In principle, also a fit to second-
order polynomials is possible, yet, as will be discussed in
Sec. III D, due to the low kick amplitudes in most of the
measurements, no usable fits could be obtained.

Examples of the results of the measurement at different
crossing angles are given in Fig. 3: In this figure, the data
points show the measured shift in tune in the vertical plane
from the machine tune AQ, [Eq. (26)] at the 2J, of the
performed kicks [Eq. (19)]. The detuning coefficient 0,,1s
then slope of the linear ODR fit on these data points.
Depicted is the data of beam 2 of four different scenarios,
all without dodecapole correction, as performed during the
MD in 2022.

The fit values and their standard deviation for all relevant
measurement scenarios can be found in Table II: the
measurement results from 2018 which triggered the study,
and from commissioning and the MD in 2022. A discussion
of the data is presented in Sec. IIL

F. Correction approach

The normal dodecapole corrector elements (MCTX) left
and right of IP1 and IP5 are used to compensate for the
measured detuning change AQ,,, with application of the
crossing angle. As the contributions to detuning add up

4 flat < fullxing 4 IP5+160 pyrad 4 IP5-160 prad

0.000 0.002 0.004 0.006 0.008 0.010 0.012 0.014 0.016
2)y [um]

FIG. 3. Data of the measured vertical detuning of multiple kicks
at increasing vertical action in beam 2. This is the data of the
measurement without dodecapole correction from MD6863
(Table I). Dashed lines show the linear fit to the data points,
while the colored area covers one standard deviation of the fit.
The constant part of each fit has been subtracted for plotting from
the fit and its respective data points. Shown are the scenarios of
flat orbit (blue), with full crossing scheme applied (orange), and
with crossing only in IP5 at +160 prad (green) and —160 pRad
(red). These are examples of the measurements of four data points
in Table II, presented and discussed in Sec. III.

linearly, an equation system can be built with these
correctors as unknowns, targeting —AQ,, ,:

Bl
Vo
B2
- | a0
(B1) (B1) (B1) (B1)
Ma.b;Ll Ma,b;Rl Ma,b;LS Ma.b;RS K6LL1
(B2) (B2) (B2) (B2 KeLg:
= Ma,b;Ll Ma.b;Rl Ma,b;LS Ma,b;)RS ' s
K6LL5
K¢Lgs
(28)

where the matrix elements are the detuning coefficients
from Eq. (12) with feed-down from K¢ to K, [see Eq. (9)]

o =5 (AP = AVPOEEY (29)

a,bw?

M

N =

using the subscript short-hands LIP, RIP for the corrector
elements left and right of IPe{1,5}. BNe{B1,B2}
indicates the beam. Equation (28) can be extended, as hinted
at by the vertical dots, to include multiple targeted detuning
terms AQ,,, as well as different setups, e.g., the same
detuning term but with different crossing angles. The
resulting equation system can then be solved, or the error
on the solution minimized, by standard linear optimizers.
Before the data of 2022 could be measured, more
complex scenarios were studied using the 2018 data
presented in [79], e.g., targeting single IRs or using
inequalities. This was done to account for the noisy
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measurement of some terms while still trying to enforce
desired trends, e.g., forcing terms to be positive after
correction. In 2022, due to the improvement of data quality,
these complex scenarios were put aside and all corrections
are based on solving Eq. (28), targeting equality to the
measured detuning shifts AQ, ,. During commissioning
and the MD, the measured changes in detuning were
exclusively based on the difference between flat orbit
and with crossing in both IR1 and IRS5 (see Table I),
due to the data from single IRs not yet being available at
the time of the “online” correction calculations. These
corrections could be tested and verified in the machine.
After the data from the measurements with individual
crossing schemes in IRS (again Table I) had been analyzed,
corrections were also calculated taking these into account
and are discussed in Sec. III C.

G. Correction calculation

In simulations, the nominal LHC is recreated in CPYMAD
[80], a python wrapper for MAD-X [81], using the Run 3
sequence and * = 30 cm round optics. There are no errors
included into the model. The orbit is set up according to the
desired realization, as described in Table 1.

From the optics functions, acquired using the TWISS
command in MAD-X, and the measurement data, the desired
equation systems of Eq. (28) are built and a sum-of-squares
minimization performed using the (Moore-Penrose) pseu-
doinverse of the matrix build from M, ;,.,, derived from the
model. The uncertainties on the measurement fits AQ,, , are
propagated to the resulting corrections. At this point, it
would be possible to introduce weights for the different
detuning terms, to increase or reduce the importance of a
term, as has been partially done in simulation in [79], e.g.,
to support the Landau damping strategy. For the current
study, no such weighting was applied, as we wanted to
minimize the detuning in its entirety: On one hand, the
detuning introduced from the Landau octupoles is inde-
pendent of crossing angle and hence introducing an orbit-
dependent component is not desirable, on the other hand,
the detuning is used in this study as an accessible
observable to attempt the correction of dodecapole field
errors as locally as possible to also reduce their other
impacts on the machine optics, such as second-order
detuning and driving of resonances. In addition, this study
is also performed in preparation for HL-LHC commission-
ing, for which the polarity of the Landau octupoles, and
therefore the detuning terms which need to be targeted, has
not been decided yet [82].

To check the validity of the calculations, the obtained
corrector strengths are applied to the simulated lattice and
the actual detuning change is determined from the PTC-
module [83,84] as well as from Egs. (8) and (9).

The corrections can then be trimmed into the accelerator
via the LHC Software Architecture (LSA [85]) and their
actual effectiveness evaluated.

III. RESULTS

A. Detuning measurements

During the 2022 LHC commissioning and again for
verification and improvement during MD, measurements
were performed at the top-energy of LHC Run 3 of 6.8 TeV,
after squeezing the beam to f* = 30 cm.

The data were evaluated following the procedure
described in Sec. II D. The errors on the detuning fit were,
especially for kicks with large amplitude, dominated by the
errors on the action 62J [Eq. (25)], which were typically of
the order of 6% of 2J. The error on the tune was usually
smaller, with on average an absolute error on the measured
natural tune 6Q,, of 3 x 1073, which in turn dominated the
error on the tune shift SAQ, [Eq. (27)], as the error 6Q,,
from the BBQ was an order of magnitude lower. The final
detuning fits of these measurements are listed in Table II.

During MD, detuning without dodecapole corrections
(“w/o bg”) was probed at multiple crossing angle settings,
i.e., at flat orbit, with crossing in IP1 and IP5 and with
crossing in IP5 only, but at two opposite crossing angle
values. This was done to not only measure the detuning
change but also determine its origin in location and field
order, as will be discussed in detail below.

Despite similar machine settings at flat orbit and with the
full crossing scheme in place (see Table I), differences
could be seen in the detuning measurements from different
dates in 2022. Between measurements, various corrections
had been applied to the LHC, which are named in the
caption of Fig. 4. Yet, the expected detuning changes from
these do not seem to replicate the observed differences, as
demonstrated for the flat-orbit measurements in Fig. 4.

In contrast to the results in 2018, large cross-term detuning
is present in beam 1 even at flat orbit (see Table II). The
sources of it have not yet been identified and the discovery is
surprising, as between LHC Run 1 and Run 2, the octupole
errors had not changed, and in both here presented cases,
2018 and 2022, corrections up to octupole order had been
implemented beforehand. These findings have been pre-
sented to the LHC Machine Committee (LMC) [87].

B. Dodecapole corrections

Detuning measurements were carried out first at flat
orbit and then with the full crossing scheme applied, to
establish the change in detuning between the two scenarios.
Following Secs. Il Fand I G, normal dodecapole corrections
were calculated from the resulting detuning differences,
which were then in turn verified by repeating the measure-
ments with powered dodecapole correctors. As an example,
the measurement of the direct horizontal term of beam 2
during commissioning is shown in Fig. 5: The figure
illustrates the detuning change AQ,, ,, the difference between
the detuning terms Q,, between different scenarios, in
particular, the detuning change of a scenario with crossing
scheme and flat orbit. In this instance, it can be seen that
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TABLE II. Summary of amplitude detuning measurements from 2018 [29-31] at 6.5 TeV and f* = 0.3 m and

2022 at 6.8 TeV and f* = 0.3 m. Detailed orbit setups are

described in Table I while here the measurements are

identified by either “flat orbit” (i.e., crossing bumps deactivated) or which of IP1 and IP5 are activated and at (“@”)
which half-angle. If both IPs are mentioned with different signs, the top sign refers to IP1 and the bottom sign to IP5.

The four detuning terms are abbreviated as in Eq. (11): Q,

= 00,/0(2J,). Results for beam 1 are shown in the top

row and for beam 2 in the bottom row for each measurement. Where ac-dipole kicks were used, the results have been

corrected for the effect of forced oscillations [33].

0., (10°'m™")

0,, 10°m™) 0, (10°m™)  0Q,, (10°m™)

2018 Commissioning 34+£1 8+2 18 £1 -38+1
IP1 & 5@ + 160 prad -3+1 —-10+3 —-14+£2 13+3
MD3311 0.8+0.5 10+ 1 6+£2 20+ 5
Flat orbit -75+£05 8+2 -2+1 6£1
MD3311 56+6 -9+15 78 £7 25£038
IP5@ + 160 prad 1.5£05 4+1 -44+3 1241
2022 Commissioning w/o bg —-15.4+09 32242 33.7+£1.0 —-84+0.5
Flat orbit —-8.7+0.7 13+£2 -3+2 10£0.9
Commissioning w/o bg 20+ 4 43 +4 33+ 10 —-10+3
IP1 & 5@ F 150 prad 26 +£0.8 -31+£3 —27+4 18+7
Commissioning w/bg —-34+7 38+3 24+4 -6+ 1
Flat orbit -15+2 10+3 6.3+04 -3.6+0.6
Commissioning w/bg —21+4 47 +2 56 £6 15+1
IP1 & 5@ F 160 prad —28+2 22+ 4 13£2 -7.8+£0.5
MD6863 w/o bg —-18£2 32+2 22+4 —-0.0+0.9
Flat orbit —-192+1.7 13.1£1.7 12+£2 34408
MD6863 w/o bg 9+2 36.8 £2.0 27+2 2.14+1.0
IP1 & 5@ F 160 prad 209 £ 1.1 -39+£2 —427£1.6 19.7+£1.3
MD6863 w/o by 2342 1£2 -37+12 30+ 14
IP5@ + 160 prad 106 £1.2 —-8+3 —-158+£1.6 53412
MD6863 w/o by 89+ 14 443 -09+0.5 0.34+0.5
IP5@ — 160 prad 203+ 1.7 —-15+4 -233+£1.7 -1.5+£1.6
MD6863 w/bg —-12.7+£1.0 33+2 30.1 £ 1.0 175+£14
IP1 & 5@ F 160 prad —46t4 31+2 345+ 14 -179+£1.0

the difference AQ,, between flat orbit (blue) and with
crossing angles and dodecapole corrections applied (green)
has been severely reduced over the detuning change between
flat orbit (blue) and with crossing angles but without

dodecapole corrections (orange). In the figures discussed
below (Figs. 6,7, and 10—12), only these detuning differences
AQ,, are shown to illustrate the effectiveness of the
corrections. In the legend and on the x axes of the following

TABLE III.  Dodecapole-corrector strength values (K). In parenthesis, the percentage of the maximum powering at 6.8 TeV is given.

The “w/ IP5” and “w/o IP5” labels on the MD6863 corrections refer

to whether the additional measurements of crossing-bumps only

around IP5 were taken into account or not (see Section III C). Below also the f functions at the correctors are given, rounded to meters.

The f symmetries are accurate to below 10 cm.

1P1 1P5
MCTX.3L1 (10° m™®)  MCTX.3R1 (10°m™)  MCTX.3L5 (10° m™®)  MCTX.3R5 (10° m™©)
Commissioning 2022 —0.606 + 715 (2%) —2.696 + 1.179 (7%) 5.004 + 752 (14%) —5.053 £ 907 (14%)
MD6863 w/o IP5 1.269 £ 731 (3%) —3.288 & 577 (9%) 6.367 £ 563 (18%) —4.087 £ 782 (11%)
MD6863 w/ IP5 0.493 £ 192 (1%) —3.982 + 188 (11%) 5.003 £ 132 (14%) —5.032 £ 162 (14%)
ﬂiBl) and ﬁ§~82) 3494 m 7177 m 3494 m 7177 m
ﬂ‘(vBl) and ﬂ,(sz) 7177 m 3494 m 7177 m 3494 m
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FIG. 4. Differences of detuning at flat orbit in measurement
(crosses and error bars) between the first two measurements
(orange) and between the second and third measurement (blue)
in 2022 compared to the simulated expected changes from
differences in LHC machine settings (circles), using the calcu-
lated corrections of “MD6863 w/ IP5” in Table III (with opposite
signs) as error sources. The differences between the 09.05 and
04.06 were crossing schemes in IP2 and IP8, skew and normal
sextupole corrections in IP1 and IP5, as well as the “commis-
sioning 2022” correction, which was active at the time of the
second measurement. Between 04.06 and 24.06, the dodecapole
correction was deactivated again, but local corrections in the first
single-aperture quadrupole (Q4) of beam 2, corrections of arc 81
and arc 45 in beam 1, and global f beating and dispersion
corrections for each beam, were applied. Additionally, a waist-
shift correction had been applied in beam 2 at IP5 [86].

figures, O, is used as a short hand to label the respective
detuning term.

During commissioning, the measurements were done on
two separate occasions, allowing for “offline” analysis of
the results, while during the MD, the analysis and calcu-
lation of corrections were done “online,” that is during the
measurement period. As the two first-order cross terms
[Eq. (8b)] are referring to the same physical quantity, only
one value was used in the corrections to give all three
detuning terms [Eq. (8)] equal weight. For the corrections
during commissioning, these values were picked from one
of the measurements, based on the quality of the measured
data: At flat orbit, the measured value (Table II) of Q, , was
used for beam 1 and the value of Q, , for beam 2. With
crossing enabled Q, , for beam 1 and Q, , beam 2 were
used. During the MD, a different approach was elected and
the average of the measured values Q., and Q,, was
designated as correction target. The latter approach is also
used in the figures of this chapter, when only one cross term
is mentioned (i.e., Figs. 6,7, and 10-12).

The calculated corrective powering of the dodecapole
magnets is presented in Table III, including estimated
errors on the correction from the errors on the fits of the

4 flat 4 xingw/obg 4 xing w/bg
0.5 o
x AQ
o ® —G—Q‘W @
Pl - &
0.0 a8 w/o bg corr.
m -
S t e
‘‘‘‘‘‘‘‘‘‘ _1_ w/ bs corr.
—0.5
0.000 0.002 0.004 0.006 0.008 0.010
2Jx [uml]

FIG. 5. Data of the measured direct horizontal detuning term in
beam 2 during commissioning in 2022. The data points are
presented in the same way as discussed for Fig. 3 in its caption
and in Sec. I E: The shift in tune from the natural tune AQ, is
shown as a function of the action of the kicks. Shown are the
scenarios of flat orbit (blue), with full crossing scheme applied
without dodecapole correction (orange), and with full crossing
scheme applied with the “Commissioning 2022” dodecapole
correction from Table III (green). Dashed lines show the linear fit
to the data points, while the colored area covers one standard
deviation of the fit. The detuning Q, , is then the slope of this fit
and can be found in Table II. The constant part of each fit has
been subtracted for plotting from the fit and its respective data
points. The black arrows indicate the detuning change AQ, ,, i.e.,
the difference in Q,, between each of the two “with cross-
ing”’scenarios and flat orbit.

measurement and also including the percentage of the
maximum absolute powering of the magnets. We can see,
that the corrections calculated in commissioning have
almost equal powering between left and right in IRS at
14% of the maximum strength. There is a stronger power-
ing in IR5 compared to IR1, where a maximum of only 7%
is reached in the right corrector. The corrections from the
MD (“MD6863 w/o IP5”) are in general slightly increased
in comparison: on average 1.5% in IR1 and 0.5% in IRS,
reflecting increased detuning differences (see below). Also,
the left-right symmetry in IRS5 is broken in these correc-
tions, favoring the left corrector (at 18%) over the right
corrector (at 11%). Including the IR5 measurements in the
correction (“MD6863 w/ IP5,” see Sec. III C), the IRS
symmetry is restored, yet the strength of the corrector right
or IP1 is further increased, while the strength of the left
corrector almost vanishes.

As none of the powering values are above 18% of the
maximum powering of the magnets, we expect negligible
impact on beam lifetime from the powering: they had to be
powered to more than a quarter of their maximum strengths
to show any measurable effect on lifetime (see [41]), which
is discussed and confirmed in Sec. III G.

Figures 6 and 7 show the measured detuning change
introduced by the crossing scheme during commission-
ing and MD, respectively. In blue the detuning change
without correction is presented and in both measurements,
the detuning from high-order errors can be observed.
In contrast to what has been measured in 2018, were
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FIG. 6. Detuning differences as measured during commission-
ing 2022 between detuning with full crossing and at flat orbit for
all detuning terms and the error-weighted root-mean-square (rms)
over all terms. Measured values for the cross terms Q. , and O, .
have been averaged. Shown in blue is the measurement without
dodecapole correction applied as circle with error bars and the
detuning to be compensated by the correction as simulated via the
bar. In orange the predicted detuning, estimated from measure-
ment and the simulated correction value, is shown. The data in
green are the actual measured detuning change with crossing
angle after dodecapole correction.

mostly beam 1 had been affected, we now see in beam 1 big
changes only in the direct horizontal term (Q, ). In beam 2
on the other hand, Q, , and the cross term Q, , are majorly
spoiled. The strongest feed-down was experienced in the
cross term of beam 2 during MD, resulting in a change of
detuning of more than 50 x 10° m' in absolute value.
Blue vertical bars show the expected detuning change to be
compensated by the correction, based on the simulation
results. We see that for both corrections, the measured data
could not be matched perfectly. The expected residual
detuning differences after correction, calculated from meas-
urement and simulated correction, are presented in orange.
The figures show that Q, ; and Q, , in beam 1 are expected to
be slightly spoiled to achieve the partial correction of Q, , in
beam 1 and very good correction of all terms in beam 2. In the
last column of the figures, the error-weighted root-mean-
square [rms, where the mean is calculated in accordance with
Eq. (18)] of all terms is shown. This metric has been chosen to
easily visualize the efficacy of the correction, as it reflects the
optimization approach of Eq. (28), albeit per beam. A total
rms for both beams is not shown, as, in contrast to the varied
detuning changes in the individual terms, the validity of the
corrections in this paper when presented per beam is clearly
visible. From the rms, the net positive effect of the correction
can be recognized immediately: Before correction, beam 2
shows a rms measured difference of 34 x 10?> m~! (com-
missioning) and 40 x 103 m~! (MD6863) while the rms of
beam 1 is much smaller at 19 x 10> m~! (commissioning)

I w/obg corr. 1 predicted I w/bg corr
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FIG. 7. Detuning differences during MD6863, presented in the
same manner as the data in Fig. 6.

and 11 x 10> m~! (MD6863). In turn, beam 2 is expected to
be very well corrected, while beam 1 will see a lesser
improvement, if any.

In green the actual measured detuning difference still
present in the machine after correction is shown. In general,
we see that for both corrections, all terms have been “over-
corrected.” This makes the rms for most measurements
worse than expected, yet still resulting in an overall sig-
nificant improvement: Beam 1 has been slightly spoiled
by + 1.3 x 10°* m~! (commissioning) and 42 x 10> m™!
(MD6863), while beam 2 has been drastically improved
by —29 x 10> m~! (commissioning) and —19 x 10° m™!
(MD6863).

The origin of this overcorrection could not yet be
exclusively identified. Possible candidates are mismatches
in orbit or f# function between the model and the machine,
uncertainties in the power supply of the correctors, as well
as in Eq. (28) unaccounted second-order effects, e.g., due to
feed-down to sextupole fields. Uncertainties on orbit and
function due to misalignments of the corrector magnets has
been investigated in a simulation study: Pessimistically
assuming the correctors to be misaligned with Gaussian
distributions of 0 = 1 mm [88] and a Gaussian distributed
p beating of 6 =5%, the expected detuning can be
calculated using the correction strengths “MD6863 w/
IP5” from Table III and Eq. (9). The resulting detuning
distributions are shown in Fig. 8 and have a mean standard
deviation, over terms and beams, of 14 x 103 m~!. Further
simulations with the same parameters realizing only S
beating show a mean o, over terms and beams, of
4x 10> m~! while simulations realizing only misalign-
ments give a mean ¢ of 13 x 103 m™!, showing that
including the measured f into calculations will not
majorly improve the correction, as the uncertainty on
alignments is the dominating factor. From these standard
deviations we see, that the uncertainty we have from
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FIG. 8. Histograms of detuning changes for 100 000 realiza-
tions of random misalignments and random f beating at the
corrector elements. Both parameters are taken from Gaussian
distributions: The distribution parameters for the misalignments
are 4y =0mm, 6 =1mm and the for the f-ratio u =1,
o = 0.05. The random values are applied individually to the
corrector magnets left and right of IP1 and IP5. From each
realization, all three detuning terms were calculated from Q,, , =
> (Axd - AY2)Ba.pawKesL,, using the correction “MD6863 w/
IP5” in Table III for the strengths of the corrector elements w. The
dashed vertical lines are set at the standard deviation of the
resulting detuning distribution and their values are shown.

possible misalignments of the corrector magnets is com-
patible with the difference we see between the predicted
and measured values after correction in Figs. 6 and 7,
meaning that there is a possibility that without better
knowledge of the corrector (mis-)alignments we could
be at the limit of the correction accuracy. This knowledge
could be obtained in the future, e.g., by investigating the
feed-down to tune from the nested sextupole correctors in
the nonlinear corrector package [89].

In Sec. III C, we will discuss an enhancement of the
corrections, by attempting to correct only the bg contribu-
tion and correct the errors more locally by gaining
information about the contribution per IP. This was done
to gain a better understanding of the origin of the errors and
also to improve the correction accuracy. Due to the limited
availability of “beam-time” at the LHC for this study, the
improvements from advanced corrections could not be
extensively tested in the machine.

In general, despite the observed discrepancies between
the expectation from simulation and measurement, both
tested corrections are well able to reduce the common
detuning introduced by high-order errors in the two beams,
and partially even out the contribution per beam.

C. Error sources

In addition, studies were carried out during MD to
identify the sources of the errors, i.e., whether their origin
lies in decapole or dodecapole order and if they stem from
IR1 or IRS. To attain this objective, the crossing bump at
IP1 was kept deactivated, while measurements were per-
formed with nominal crossing angle in IP5 and also with
opposite angle sign.

1. Multipole order

As there is only horizontal orbit in IP5 in our measure-
ments (see Table I), we know from Egs. (8) and (9) using
the abbreviations Egs. (11) and (12):

Qag,b = ZK4LwBa,b;w
w

1 ~
Q;,b = Z (K4Lw - A‘xWKSLW +§Ax3vK6Lw> ﬂa,b;w
w

1 -
tJlr.b :Z <K4LW +AxWK5LW +§Axv2vK6Lw>:Ba,b;wv (30)

distinguishing between the cases “@” for flat orbit, “+” for
positive nominal crossing angle at IP5 and “—" for negative
angle. Here it is also assumed that each element w sees an
equal-in-magnitude but opposite in sign horizontal orbit
offset x,, when switching crossing angle sign. This sym-
metry is established in the model orbit, as shown in Fig. 9,
and in good approximation present in the machine, due
to the orbit feedback mentioned in Sec. II D, but future
studies of the actual magnet misalignments in the IRs
could again be beneficial to further improve upon the
following considerations. The contributions to the detuning
change in IRS

(IP5+160 prad) n >
AQa,b ab~ ¥ab

1 ~
= Z <AXWK5LW + 5 AxgvKﬁLw>ﬂa.b;W’
(31)

from each multipole order can be calculated from the
measured data using Eq. (30)

rombs ~ 1 B
AQEzf,l? ) = ZAXWKSLWﬂa,b;W = E(Q;_b - Qa.b) (32&)

from b 1 e
AQE,,;, )= ZzAxaKéLwﬂa,b;w

1
=3 (O, + Q5 —202)). (32b)

— +160
= —160

5

0

X [mm]

-5

-200 -100 0 100 200
Distance from IP5 [m]

FIG. 9. Horizontal orbit of beam 1 in IRS for crossing schemes
with £160 prad half-angles, demonstrating the symmetry with
respect to the x axis of the two scenarios.
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FIG. 10. Detuning changes between the scenario of positive
crossing angle at IP5 and flat orbit as measured during MD.
Shown are the contributions to the full detuning change (blue)
from decapole sources (gray) and dodecapole sources (red) as
calculated from Eq. (32), for all detuning terms individually and
the error-weighted root-mean-square (rms) over all terms. Ver-
tical bars show the detuning compensated by the correction
“MD6863 w/o IP5” in Table III according to Egs. (8) and (9).
Measured values for the cross terms Q,, and O, , have been
averaged.

The results are presented in Fig. 10, which clearly shows
that the main contribution to the detuning change in IR5
with positive crossing stems from dodecapole sources,
while the contribution from decapoles is only around
14% in rms. This finding is in line with the expectation
from magnetic measurements and simulations [25] as
dodecapole fields are the first allowed harmonic of quadru-
pole magnets [36].

Another insight we achieve from Fig. 10 is that in beam
1, the contributions from b5 and bg add up, whereas in
beam 2, they partly cancel each other, leading to the higher
detuning differences measured in beam 1 with positive IP5
crossing. We also see that the bg corrections applied in IRS,
calculated by Eqgs. (8) and (9) and shown as green vertical
bars, compensate for the bg contribution in beam 2 very
well, but in beam 1 only manage to do so for the horizontal
term. This could be because no distinction was made
between contributions from IR1 and IRS when calculating
the correction, which could be overcome by targeting also
the IRS measurement in Eq. (28); another reason could be,
that # function and orbit at the corrector magnets are not
representative for f and orbit at the actual sources, making
it impossible to find a perfect match.

2. Interaction region

Figure 11 is showing again the change in detuning
between full-crossing scheme and flat orbit as measured
during MD before dodecapole corrections (blue), but this

¥ Full Xing ¥  fromIR5 ¥ fromIR1
- 501
I x
— € x * M
£E2 o -- -
Q ‘—'Q x
23 x
<J —501
T 50 . x
~ € T N .
% 2 o
L =
[as)] Q? t .
2 -50] ]
Q)‘( X Q)‘( y O}‘/ y ”"ns

FIG. 11. Detuning changes as measured during MD without
dodecapole correction between the detuning with full crossing
and flat orbit (blue) as well as the scenario of positive crossing at
IP5 (green), for all detuning terms individually and the error-
weighted root-mean-square (rms) over all terms. For conven-
ience, the detuning contribution from IR1 (purple) has been
calculated from the difference of the two measurements. Vertical
bars show the detuning compensated by the correction “MD6863
w/o IP5” in Table III according to Eqgs. (8) and (9).

time split into contributions from the IRS (green) and IR1
(purple), where the former comes from the measurement with
positive crossing angle at [P5 and the latter is calculated from
the difference between the full crossing scheme and the IR5
measurements. The plots show that contributions from IR1
change sign between beams, whereas in IRS, the sign of the
detuning difference stays the same. This leads to the IR
contributions adding up in beam 2 and canceling each other
partly in beam 1, the opposite effect as discovered between b5
and bg contributions in IRS. The effect from different orders
is shadowed by the effect from different IRs, leading to the
higher measured detuning difference with the full crossing
scheme in beam 2.

While the horizontal term shows a much larger contri-
bution from IRS5, the other terms are similar in absolute
contribution from both IRs, leading to fairly equal rms
contributions from both IRs. This is in contrast to the
behavior observed in 2018, where the main contribution
had come from IRS5; see Table II and [31]. The expected
detuning to be compensated by the corrections, as calcu-
lated by Egs. (8) and (9), is presented again through the
vertical bars in Fig. 11: in total (blue) and split into the
contributions per IR (green and purple). The correction
seems to be good locally in only half of the terms, that is, in
the horizontal direct term of beam 1 and in the cross terms
of beam 2 as well as beam 2’s vertical direct term. Despite
stronger powering of the IRS correctors, overcorrection of
IRS5 and undercorrection of IR1 is only visible in beam 2’s
Q. and Q, ,, signifying that the difference in powering is
an effect of the different orbit and f functions at the
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FIG. 12. Detuning changes as measured during MD without
dodecapole correction between the detuning with full crossing
and flat orbit in blue, as well as the measured individual
contributions from the IR5 dodecapole fields in red, and the
total contributions from IRS (green) and IR1 (purple), as well as
the predicted value after correction in orange. The data are
presented for all detuning terms and the error-weighted root-
mean-square (rms) over all terms. Measured values for the cross
terms @, , and Q, . have been averaged.

correctors of the IRs and not of different error distributions
between the IRs.

3. Improved corrections

Additional context about the locality and field order can
be supplied to improve upon the corrections as discussed so
far. This information, gained through the measurement of
activating the crossing bump at the IPs individually, as well
as with opposite sign, can be incorporated either through
boundary restrictions on the linear equation system, as had
been attempted in [79], or by including the measurements
as additional targets into Eq. (28). The latter has been tested
in simulations, and the results, presented in Fig. 12, are very
promising: Despite the additional restrictions on the cor-
rection, the estimated rms does not change compared to the
“global” correction. On the other hand, in all terms, the
correction is able to target b in IP5 and the contribution per
IP more closely than the previous correction, increasing
locality of the correction.

These corrections have since been incorporated opera-
tionally into the LHC, replacing the commissioning cor-
rections which were used from June 4, 2022 to October 2,
2022. Yet, due to the LHC running now for luminosity
production, they could not be investigated in detail by
amplitude detuning measurements.

D. Second-order detuning

Up until now, corrections were calculated based on the
assumption that the second-order terms in amplitude in

“=== OQyy: (232 0.6)" x 103m1, Qyy2: (0 £ 0)* x 101 m~2
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FIG. 13. Data of the measured vertical detuning in beam 2
without dodecapole correction at flat orbit from MD. The data
points of the detuning measurement are presented as in Figs. 3
and 5. On top of these, the linear polynomial fits on original
measured data (blue) and the measured data after subtraction of
the second-order contribution as calculated from the “MD6863
w/ IP5” corrections in Table III (orange) are shown. In green, the
original data are shown again, but here a second-order poly-
nomial fit is performed. Dashed lines show the polynomial fit to
the data points, while the colored area covers one standard
deviation of the fit. The constant part has been subtracted from
the fit and its respective data points.

Eq. (7) are negligible and the main contribution to detuning
from dodecapoles comes from feed-down to first-order
detuning. Assuming the dodecapole fields from the cor-
rectors to be representative for the IR, just with opposite
sign, the “MD6863 w/ IP5” correction calculated in the
previous chapter and Eq. (10) could be used to calculate
their contributions to second-order detuning. It was found
that for large kicks, that is at 0.02 mm, the contributions
could be up to 50% of the total measured detuning.

To determine the influence of the second-order detuning
on the first-order fits, two approaches have been tested: In
the first approach, the measurement data have been fit with
a second-order polynomial, still using ODR to include the
measurement uncertainties. The second-order coefficients
could in principle then also be used to extent the equation
system [Eq. (28)], adding new rows for the AQ(BN) on the

a,bc
left-hand side, and new matrix elements from Eq. (10)

mMEN =B (33)

on the right-hand side. As, for example, shown in Fig. 13,
second-order polynomial fitting lead only to reasonable
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TABLE IV. Summary of amplitude detuning measurements after subtracting second-order contributions
calculated from the “MD6863 w/ IP5” corrections (Table IIT) following the conventions in Table II. In parenthesis,
the difference (A) to the original detuning values is given.

O« (A) Oy (A) (O (A) O,y (4)
(10°m™") (10°m™") (10°m™") (10°m™")

2022 MD6863 w/o by —22+2  (=4) 374£2 (+5) 2744  (+4) -77+£07 (=1.7)
Flat orbit —27.14£1.8 (=8) 19£3 (+6) 239+20 (+12) —13.1+08 (=16.5)
2022 MD6863 w/o by 64+2  (—4) 422£20 (450 30£2  (+3) —41+£10 (=6.1)
IP1&5@ F 160 prad 175+ 1.3 (=3.4) —43+3  (=4) -31+£3  (+12)  48+08 (-14.9)
2022 MD6863 w/o bg 16£2  (=7) 9+3 (+7) 03414 (440) —62+1.1 (-92)
IP5@ + 160 prad 58412 (—4.8) —4+3 (45 -65+19 (+9) -77+0.6 (-13.0)
2022 MD6863 w/o by 3.0£1.0 (-5.9) 8+4 (+5) 32405 (+4.1) -9.0+£04 (-9.2)
IP5@ — 160 prad 152418 (=5) —11£3 (+4) —124+14 (+109) —164+18 (=15)

results where high kick amplitudes could be reached
(Fig. 13, top), yet lead to an overfitting on measurements
where there maximum amplitude was below 0.01 mm and,
in conclusion, to unreasonable and unusable results for
most measurements (Fig. 13, bottom). This approach has
hence been discarded for the data at hand but could be
usable in future measurements if consistent large amplitude
excitations can be achieved.

In the second approach, the values of the “MD6863 w/
IP5” corrections (Table III) at the correctors were used to
calculate the tune shift from second order in amplitude at
each conducted kick. These contributions have then been
subtracted from the measured data, neglecting the error bars
on the corrections, but accounting for any coefficients due
to the forced oscillations [33]. Subsequently, first-order
polynomial fits were applied to the resulting data (e.g.,
shown in Fig. 13). The found detuning coefficients are
given in Table IV, which also provides the differences to the
original data in Table III. Despite the changes in detuning
coefficients, the corrections, evaluated from these and given
in Table V, are still within 10% of the originally calculated
corrections, apart from the corrector left of IP1 which
almost doubled in strength but is still lower than a fifth of
the powering of the other correctors.

Interestingly, the correction strengths have overall been
increased by this second approach, hinting at a compensa-
tion between first- and second-order terms. This approach
could be extended to an iteration scheme, in the hopes that
the corrector values will converge toward an optimal value.

Due to time constraints and because the correction has not
dramatically changed after this first iteration, this fine
tuning has not been conducted. In fact, as most corrector
values are within error bars of each other (apart from the left
corrector in IPY), it is doubtful that any difference would be
perceptible given the accuracy of the measurements.

E. Comparison with the magnetic model

Magnets in the LHC have undergone magnetic mea-
surements before installation, the results of which have
been collected in the “Field Model of the LHC” (FiDeL
[90]) which is the basis for the so-called “Windows
Interface to Simulation Errors” (WISE [91]). The errors
on the field measurements lead to 100 different realizations,
or “seeds,” of the errors and are used to simulate realistic
error scenarios in the LHC [92] and HL-LHC.

In the past, differences had been found between correc-
tions obtained from simulation and beam-based methods
[93]. To test the agreement for the dodecapole corrections, a
basic simulation has been set up, following the description
in Sec. II G, but including dodecapole errors from the
WISE tables. Previous studies have shown that, as the
function for squeezed optics varies dramatically in the IR,
the MQXA magnets of the triplets [4] should be split into
hard-edge bodies and heads [21,94,95]. This procedure is
applied to the simulation at hand. Errors are then corrected
by minimizing the contribution to first order amplitude via
feed-down locally in IR1 and IRS as well as to the globlal
detuning. This is achieved by optimizing an equation system

TABLE V. Dodecapole-corrector strength values (K¢). In parenthesis, the percentage of the maximum powering at 6.8 TeV is given.
Shown are again the values for the Improved Corrections of “MD6863 w/IP5” as in Table IIT as well as the corrector strengths calculated
in the same manner from the detuning values of Table IV, with the second-order contributions subtracted.

1P1
MCTX.3L1 (10°m™)

0.493 £ 192 (1%)
0.816 & 197 (2%)

IP5
MCTX.3L5 (10°m™9)

5.003 & 132 (14%)
5.363 & 142 (15%)

MCTX.3R1 (10°m™)

—3.982 £ 188 (11%)
—4.232 £202 (12%)

MCTX.3R5 (10°m™)

—5.032 £ 162 (14%)
—5.011 £ 167 (14%)

Original values
Second-order subtracted
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FIG. 14. Comparison of dodecapole corrections from simulations based on the magnetic model (blue), with the corrections calculated
from the beam-based measurements of feed-down to amplitude detuning. The plot shows the strength of the dodecapole field (K) of the
right dodecapole corrector (MCTX . 3R [15]) over the strength of the left dodecapole corrector (MCTX . 3L [15] ). The markers express
the IR of the correctors: “1” for IR1 and “5” for IRS5. In the simulation bg errors are assigned from 100 different WISE-seeds and
corrected by minimizing feed-down to first-order amplitude detuning locally in the IRs as well as globally (left) or locally correcting the
dodecapole RDT f¢yo (right). The values of the beam-based corrections correspond to the calculated powering of Tables III and V,
where “(-SO)” refers to the values with second-order detuning subtracted. Their uncertainties are represented by the reach of the

errorbars and the respective surrounding area of the same color.

as in Eq. (28), yet with AQ, , not from measurements but
from the feed-down to first-order detuning from the errors.
For comparison, the dodecapole errors are also targeted by
locally minimizing the dodecapole RDTs in the IRs using the
correction algorithm [96] presented in [97,98]. The latter is
our standard way to calculate corrections in simulations
based on magnetic models, yet here the correction target is
inherently different to the beam-based measurements.

Figure 14 shows both correction approaches in two
plots: on the left, the results from targeting feed-down to
first-order detuning is shown, on the right, the RDT-based
corrections are presented. The corrector strengths from
the simulations are in blue and are compared to the
three different beam-based corrections as in Table III:
from commissioning (orange), from MD without the IRS
measurements (green) and from the Improved corrections
including IRS measurements (“MD6863 w/IP5” in Table 111,
red). For completeness also the in Sec. IIID explored
correction values after subtracting the second-order contri-
butions are shown (purple). In both plots, the beam-based
corrections in IR1 align closely with the outcomes of the
various seeds, in the right corrector of IRS, only very few
seeds predict that large correction strengths. In the case of
targeting the feed-down to detuning, none of the seeds agree
for both correctors of IRS at the same time. However, a few of
the seeds on the periphery of the simulation results are close
to the beam-based results, and there is always a seed lying
within the errorbar of an individual corrector strength of any
beam-based correction.

From the comparison between the two different simu-
lation targets, we see that depending on which observable is
considered, i.e., either feed-down to detuning or RDTs, the
optimal corrector powering can be different, only partially
correcting the respective other observable.

We find, therefore, beam-based and magnetic mea-
surements in agreement, within error bars of each other,
increasing the confidence in the beam-based dodecapole
corrections as well as the magnetic model, which is
regularly (e.g., [25,38,79,99-101]) used to represent the
LHC and HL-LHC in simulations.

F. Influence on Landau damping

Given the f* =30 cm optics investigated, the intro-
duced detuning from the Landau octupoles at their nominal
strength of 433 A [102] is about Q,, = Q,, =177 x
10° m™"! in the direct terms and Q, , = =100 x 10* m™!
the cross term. As mentioned in Sec. I G, in this study,
we are not trying to “support” the Landau damping by
matching the detuning to these values but to optimize
machine control by reducing the detuning from errors in
favor of an improved estimate on the residual detuning
regardless of applied crossing scheme.

The two detuning terms showing the highest achieved
correction of unwanted detuning, with regard to the change
in absolute detuning between flat optics and with crossing
angles, from the original correction applied during the MD
(Fig. 7), are the cross term of beam 2, which was improved
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FIG. 15. Beam lifetime (from BLMs) and intensity (from

BCTFR, normalized to the first datapoint) before and after the
trim of the bg corrections during commissioning 2022 (top), MD
(middle). The bottom plot shows the application of the “MD6863
w/ IP5” corrections (Table III), during operation, after trimming
out (“removing”) the previously incorporated dodecapole cor-
rection from commissioning. Start and end of the trimming
processes are marked in the plot.

by an equivalent of 33% in MO powering, and the direct
horizontal term in beam 1, which improved by an equiv-
alent of 12%. For the improved corrections (Fig. 12), the
terms with the highest improvements in the same metric
are the cross term and direct horizontal term of beam 2,
with respective predicted improvements of 53% and 16%
of MO-induced detuning.

In conclusion, the dodecapole corrections allow for a
substantial increase in the control of the introduced Landau
damping from the MOs in the machine, independent of the
actual damping scheme.

G. Beam lifetime

During the trims of the dodecapole corrections into
the machine, beam lifetime has been extracted from the
beam loss monitors (BLMs) and beam intensity from the fast
beam current transformer (BCTFR) and are shown in Fig. 15.

There is no obvious change on these parameters detect-
able after powering the dodecapole corrections, neither
during commissioning (top plot) nor during MD (middle
plot), when only noncolliding pilot bunches were circulat-
ing in the LHC. During operation, i.e., with colliding beams
and a full filling scheme, trimming out the commissioning
corrections and trimming in the Improved corrections

1 Commissioning
[1 between corrections
[ MD6863 w/ IP5

36 38 40
Beam Lifetime [h]

FIG. 16. Beam lifetime as histograms of the BLM data of 41 s
intervals before trimming out the commissioning correction
(blue), between corrections (orange), and after trimming in the
improved correction, including all measurements from MD. The
left cluster shows data from beam 1 while the right cluster shows
beam 2 data. The same data over time can be seen in the bottom
plot of Fig. 15.

including IR5 measurements, the lifetime drops slightly
during the trims and recovers thereafter, as seen in the
bottom plot of Fig. 15. The histograms in Fig. 16 show that
the mean beam lifetime in 41 s before trimming out the
old corrections, between the two corrections and after
trimming in the new corrections is preserved. This behavior
is expected in the LHC, where any change in parameters
can lead to a temporary change in expected beam lifetime.
There is no additional loss of beam intensity, apart from the
visible burn-off due to collisions.

These measurements are in line with the measurements
performed during MD3312 [41] and the studies performed in
[25], in which the dodecapole correctors were powered to
higher values before an impact on beam lifetime became
visible.

IV. CONCLUSION AND OUTLOOK

A. Summary

In this paper, the results of the amplitude detuning
measurements conducted during the LHC commissioning
for Run 3 in 2022 and during a dedicated machine develop-
ment session, have been presented, which were per-
formed to identify and correct detuning originating in
the feed-down from high-order nonlinear errors in the
IRs. Dodecapole corrections were calculated, and for the
first time integrated into the LHC operation, effectively
reducing the rms of the detuning change over all terms and
both beams, therefore allowing, e.g., for tighter control of
Landau damping. Corrections calculated via this beam-
based method agree very well with corrections calculated in
simulations using the magnetic model. Incorporation of the
corrections did not spoil beam lifetime in the LHC.

B. Conclusions and outlook

We have shown that with the measurement method at
hand, sources of the detuning could be identified: In IRS, a
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clear origin from dodecapole errors has been seen and it
could also be concluded that both IRs contribute equally to
the observed detuning. To advance the corrections in the
future, one could even further improve on the locality of the
correction by targeting only the dodecapole contributions
in both IRs specifically. To accomplish this, one more
measurement with opposite-sign crossing angles is needed,
either with crossing bumps around IP1 only or opposite-
sign full crossing in both IRs.

As the presented results show, magnetic field errors up to
dodecapole order can be identified using feed-down to
amplitude detuning as observable. This can be achieved
with our current measurement methods. For HL-LHC, these
results are vital, as the influence of high-order nonlinearities
is foreseen to be increased. Not only confirms our study the
expectations of [25] but also establishes that the therein
described effort for high-order field error measurements can
be reduced: If the quality of the measurements is good, i.e.,
there is a low error bar on the data points, calculating the
dodecapole contribution from only three data points yields
reliable results and can lessen the workload estimated in [25].
In case of larger error bars, measurements at additional
working points might be necessary to establish a statistically
meaningful fit. Distinction between the different orders will
become of more importance with the HL-LHC upgrade, as
they can be targeted individually by the improved nonlinear
corrector package, containing correctors for all normal and
skew fields up to dodecapole order. In this advanced machine
configuration, it is also foreseen that the impact from the
high-order field errors will be more significant, due to the
increased optics sensitivity in the IRs [38] and high-order
corrections will be needed to allow prolonged machine
operation [25].

We have seen from simulations, that misalignment of the
corrector magnets is a possible candidate for the observed
overcorrection. Better knowledge of these misalignments,
e.g., gained from dedicated feed-down studies [89], could
help to further improve the accuracy of the correction.

Of further interest in the LHC is also the study of the
change in free and forced dynamic aperture upon applying
the dodecapole corrections [67,103].
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