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Abstract
The first part of this thesis describes and discusses the technique of Effective
Lagrangian Morphing, which was developed in the context of this dissertation. For
coupling-like parameters in the model, this new method enables to describe the
entire parameter space analytically exact exploiting the Lagrangian structure of
the underlying theory. Thereby data samples, that are generated at just a few
parameter points, are needed as input. The method is derived from first principles,
discussed in detail and supplemented with enhancements and techniques to reduce
the dimensionality and computational cost, and to improve the accuracy of its
predictions. Other state-of-the-art techniques for obtaining physics predictions
for measurements are discussed, including different methods of obtaining contin-
uous likelihood functions from a finite set of samples, including Matrix Element
reweighting, as well as different methods of interpolation.
In the second part, a first application of this technique for measurements with

different sets of coupling parameters derived from effective field theory affecting
the coupling of the Higgs boson to vector bosons is presented. The analysis focuses
thereby on the Higgs bosons decay mode to a pair of W -bosons which further
decay into leptons. Data recorded by the ATLAS detector at

√
s = 13TeV are

investigated using 36.1 fb−1 of LHC Run-2 data. Custom Monte Carlo samples have
been generated at different coupling paramters suitable to the Effective Lagrangian
Morphing. Based on impacts of the effective couplings on physics observables a
dedicated event selection using multivariate techniques is developed. No significant
deviation from the Standard Model predictions is observed and limits on the
coupling parameters are set. Opportunities and challenges for future applications
of this technique to measurements are discussed.
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Kurzfassung
Der erste Teil dieser Arbeit beschreibt und diskutiert die Methode des Effektiven
Lagrangian Morphings, welche im Rahmen dieser Dissertation entwickelt wurde.
Mithilfe dieser neuen Methode können für kopplungsartige Parameter im Modell
der ganze Parameterraum unter Ausnutzung der Lagrange-Struktur der zugrun-
deliegenden Theorie analytisch exakt beschrieben werden. Dabei werden an nur
wenigen Parameterpunkten generierte Datensätze als Input benötigt. Die Methode
ist von Grund auf hergeleitet, im Detail diskutiert, und durch Verbesserungen
und Techniken, um die Dimensionalität und den Rechenaufwand zu verringern
und die Genauigkeit seiner Vorhersagen zu verbessern, ergänzt. Andere neueste
Methoden, um physikalischer Vorhersagen für Messungen zu erhalten, werden
diskutiert, einschließlich verschiedener Verfahren zur Berechnung kontinuierlicher
Wahrscheinlichkeitsfunktionen aus einer endlichen Anzahl von Datensätzen, oder
der Umgewichtung von physikalischen Ereignissen unter Ausnutzung der Matrix-
elemente, sowie verschiedener Interpolationsverfahren.

Im zweiten Teil wird eine erste Anwendung des Effektiven Lagrangian Morphings
für Messungen mit verschiedenen Sets von Kopplungsparametern vorgestellt, die
aus der effektiven Feldtheorie abgeleitet wurden und die Kopplung des Higgs-
Bosons an Vektorbosons beeinflussen. Die Analyse konzentriert sich dabei auf
den Higgs-Bosonen-Zerfallskanal zu einem Paar von W -Bosonen, die weiter in
Leptonen zerfallen. Hierbei werden 36.1 fb−1 des LHC Run-2 Datensatzes, welche
vom ATLAS Detektor bei einer Schwerpunktsenergie von

√
s = 13TeV aufgezeichnet

wurden, untersucht. Speziell zugeschnittene Monte-Carlo-Datensätze wurden bei
verschiedenen Kopplungsparametern generiert, die für das Effektive Lagrangian
Morphing geeignet sind. Basierend auf den Auswirkungen der effektiven Kopplun-
gen auf physikalische Observablen wurde eine dedizierte Ereignisselektion unter
Verwendung multivariater Methoden entwickelt und angewendet. Keine signifikante
Abweichung von den Standardmodellvorhersagen konnte beobachtet werden und
Ausschlussgrenzen an die Kopplungsparameter wurden gesetzt. Möglichkeiten
und Herausforderungen für zukünftige Anwendungen des Effektiven Lagrangian
Morphings auf Messungen werden diskutiert.
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1 Introduction

One of the most primal aspects of science itself is the quest for knowledge about the
fundamental building blocks of nature. For generations scientists and philosophers
have been wondering about the origin of the universe and the exploration of nature.
In the last 100 years, modern science has made progress in the description of
particle physics and astronomy. While astrophysics deals with the unimaginably
large dimensions of the universe, particle physics aspires towards smaller and smaller
scales to explore the fundamental building blocks of matter. Nevertheless, both
disciplines are closely linked. At high energies, particle physics describes the state
of the early universe shortly after the Big Bang, when all matter was condensed
in compact space. According to current knowledge, this matter is composed of
quarks and leptons whose interactions are mediated by bosons. All findings are
summarized in the Standard Model (SM) of Particle Physics, which forms the
theoretical foundations of this thesis. It brings together the fundamental forces of
electromagnetic, weak and strong interactions. Only in the course of baryogenesis,
the elementary particles formed bound states. By the means of gravity, those are
responsible for the structures of stars and solar systems observed today.

In the 20th century early experiments lead to the unveiling of an expanding zoo
of elementary and bound state particles, whereby the SM managed to introduce
an elegant ordering scheme, launching its huge success story. Particles could be
predicted that were discovered in later experiments, filling in the gaps in the
symmetric nature of the theoretical construct. Yet the model was not complete
without one keystone which persistently defied detection - the Higgs boson. Its
discovery at the Large Hadron Collider (LHC) with the two detectors ATLAS and
CMS in 2012 answered many unresolved questions, particulary how the W - and
Z-bosons that mediate the weak force, and all other massive elementary particles
gain their masses with the Higgs mechanism in the electroweak symmetry breaking.

Nontheless, the SM can not incorporate all observations made so far. Deficiencies,
such as the strong CP problem, neutrino oscillations, matter–antimatter asymmetry,
and the nature of dark matter and dark energy cannot be explained with the present
state of the model. The compatibility of today’s high-precision measurements with
the SM raises the expectation that only at high energies the SM will collapse, which
classifies it as a low-energy effective field theory (EFT) for a comprehensive theory
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2 Introduction

yet to be explored. These energies might be beyond the TeV scale of the LHC,
supported by the lack of additional new state discoveries in recent years. However,
in the framework of an EFT, discoveries beyond the LHC energy scale could be
made indirectly by finding deviations in data recorded at the present available
high energy limits with high precision measurements.
Simultaneously, with the discovery of the Higgs boson a new door in particle

physics has been opened for potential new explorations in processes inluding the
Higgs boson. Especially in this context, questions like the origin of the dark
matter could be solved by precisely measuring the couplings of the Higgs boson
to other particles where new particle states may cause deviations from the model
in higher order processes.
The presented thesis studies the effects of such an extended SM with higher

dimensional operators affecting the coupling of the Higgs boson to the electroweak
W - and Z-bosons in the H�W±W∓∗�`−ν̄``′+ν`′ decay channel mainly focusing at
the vector boson fusion (VBF) Higgs production, exploiting the benefits of a high
production cross section, high Higgs branching fraction to vector bosons, and the
presence of two H → V V (V = W or Z) vertices with potential enhanced effects on
EFT observables. The main goal is to measure effects of the most promising higher
order coupling parameters of the EFT for proton collisions at the LHC. The dataset
has been recorded by the ATLAS detector at a center-of-mass energy of

√
s = 13TeV.

In this context, a main focus of this dissertation addresses the newly developed
modelling technique of the Effective Lagrangian Morphing, which is an interpola-
tion method for coupling-like parameters, such as coefficients arising from EFTs,
applicable to pre-computed predictions for total or differential cross sections and
branching fractions. Compared to other interpolation techniques, the new Effective
Lagrangian Morphing comprises several advantages. It is fast and efficient enough
to be performed within a likelihood fit of the parameters, and models accurately
the underlying physics without making any additional approximations.
This thesis is structured as follows. It starts with an introduction into the

theoretical foundations in Chapter 2, discussing the SM of particle physics in
general, and in the framework of an EFT. Additionaly, the basic phenomenology
of high energy proton collisions are summarized. Chapter 3 follows with the
experimental composition of the LHC and the ATLAS detector. The reconstruction
of the recorded data and the definition of the analysis objects is presented in
Chapter 4. Subsequently, the main parts of the thesis begins. Chapter 5 presents
the newly developed signal modelling technique of Effective Lagrangian Morphing
and its application on Higgs boson coupling measurements. The main analysis
in Chapter 6 measures couplings derived from the EFT, which constuitutes a first
used case for the Effective Lagrangian Morphing.



2 Theoretical Foundations

This chapter provides a brief introduction to the Standard Model of particle physics.
After an overview of the gauge symmetries and particle content, the discussion turns
towards the mathematical formalism of the fundamental forces, the Lagrangian
of the Standard Model and the Higgs mechanism in Section 2.1. More details on
the Higgs boson and its production and decay at a hadron collider can be found
in Section 2.2. The introduction of the effective field theory, especially in the
Higgs sector, in Section 2.3 will be needed for the interpretation of the analysis
later on. Finally, Section 2.4 elaborates on the phenomenology of proton collisions
at a hadron collider like the LHC.

While these descriptions are condensed to a comprehensive minimum, more thor-
ough explanations may be found in the text books [1,2] as well as the articles [3,4].
Throughout this thesis, natural units will be used, i.e. ~ = c = 1.

2.1 The Standard Model of Particle Physics
The Standard Model (SM) of particle physics [1, 3] is the fundamental theory of
the elementary particles and their interactions. It has been tested in the last
decades with many experiments and found to be in outstanding consistency with
most of the measurements. Although one has to assume that the Standard Model
does not provide a full explanation of all fundamental forces of the elementary
particles1, all extended theories should include the Standard Model as an effective
theory in the low energy limit and should confirm experimental predictions on this
energy scale. In the following all important theoretical concepts of the Standard
Model are introduced.
As a relativistic quantum field theory the Standard Model includes two of the

most substantial achievements in physics of the 20th century: quantum mechanics
and special relativity. Therefore all states of Standard Model particles can be
classified according to the irreducible representations of the Poincaré group for

1The gravitational force is not included and many questions like the origin of dark matter and
dark energy or the hierarchy problem are unsolved.
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4 Theoretical Foundations

a fixed mass and spin. Particles with half integer spin are called fermions and
obey Fermi-Dirac statistics and the Pauli principle, particles with integer spin are
called bosons and obey Bose-Einstein statistics. They can be ordered by their
interactions as can be seen in Table 2.1.
Furthermore the Standard Model is a local gauge theory and fulfills the local

gauge symmetry SU(3)C × SU(2)L × U(1)Y
2. The invariance of the Lagrange

density of the Standard Model regarding these gauge transformations leads to the
fundamental interactions between the elementary particles and also, because of
Noether’s theorem, to the associated conserved charges. The electromagnetic and
the weak interactions combined into the unified electroweak interaction are based on
the symmetry group SU(2)L × U(1)Y , while the strong interaction is described by
the symmetry group of quantum chromodynamics, SU(3)C . The Abelian symmetry
group U(1)em of quantum electrodynamics with the conserved electric charge Q is
contained as a subgroup in the symmetry group of the electroweak interaction.

Due to the renormalizability of the gauge theory it is ensured that also definitive
predictions involving higher orders of perturbation theory can be made. Therefore
divergences are absorbed into coupling constants and masses, which causes a
dependence of them at a given energy scale.
Vector fields act as mediators of the interactions in the Standard Model. They

are connected to the generators of the algebra of the symmetry group in the
adjunct description as followed:

SU(3)C → Gα
µ, α = 1, . . . , 8

SU(2)L → Wα
µ , α = 1, . . . , 3

U(1)Y → Bµ

(2.1.1)

The resulting mass Eigen states from these vector fields are the photon, as the
force carrier of the electromagnetic interaction, the vector bosons W± and Z for
the weak interaction, plus eight gluons, which mediate the strong force. Together
with the Higgs particle, which will be explained in more detail in the Sections 2.1.3
and 2.2, these particles form the bosonic sector of the Standard Model.
The fermionic sector of the Standard Model consists of matter particles with

spin 1
2
and can be subdivided into three generations with two leptons and two

quarks each. The particles from different generations have identical interactions and
quantum numbers and differ only in their masses. Fermions that take part in the
strong interaction are the quarks and are classified in the 3 or 3̄ representation of
SU(3)C , whereas leptons do not couple to the gauge bosons of the strong interaction.

2The indices refer to the couplings of the underlying interactions. The indices C and L stand
for color and left, respectively, whereas the index Y represents the weak hypercharge.
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All fermions couple to the neutral currents of the electroweak interaction, but only
left-handed fermions or right-handed3 anti-fermions participate in the interaction
with charged currents. This means that right-handed fermions transform with
the trivial representation 1 of SU(2)L, while left-handed fermions align in weak
isospin doublets under the fundamental representation 2 of SU(2)L. The Eigen
states of the down-type quarks, regarding the weak interaction, are denoted with
an apostrophe and arise from the mass Eigen states using the Cabibbo-Kobayashi-
Maskawa (CKM) matrix VCKM according to d′i =

∑
j Vijdj. A similar mixing is

observed for neutrinos, but omitted here for brevity and clarity.
Table 2.1 includes the quantum numbers electric charge Q, weak isospin T3 and

weak hypercharge Y , which are related to each other via the Gell-Mann-Nishijima
relation Q = T3 + Y/2. In addition the corresponding adjunct or fundamental
representations of the gauge groups SU(3)C , SU(2)L and U(1) are listed. Not taking
neutrino masses into account, the dynamics in the most general Lagrangian depends
on 19 parameters whose numerical values have to be established by experiment [5].
These parameters are summarized in Table 2.2.

Table 2.1.: The content of particles in the Standard Model subdivided into fermions,
gauge bosons and scalar boson with quantum numbers electric charge Q, weak
isospin T3 and corresponding representations of the gauge groups SU(3)C ,
SU(2)L and weak hypercharge of U(1)Y .

Fermions (Spin 1/2)
Name Fields Q T3 SU(3)C , SU(2)L, U(1)Y

Leptons

(
νe
e−

)

L

(
νµ
µ−

)

L

(
ντ
τ−

)

L

0 +1/2
(1,2,−1)−1 −1/2

eR µR τR −1 0 (1,1,−2)

Quarks

(
u
d′

)

L

(
c
s′

)

L

(
t
b′

)

L

+2/3 +1/2 (
3,2, 1

3

)
1/3 −1/2

uR cR tR +2/3 0
(
3̄,1, 4

3

)

d′R s′R b′R −1/3 0
(
3̄,1,−2

3

)

Gauge Bosons (Spin 1)
Symmetry Group Gauge Fields Q T3 SU(3)C , SU(2)L, U(1)Y

SU(3)C Gα
µ, α = 1, · · · , 8 0 0 (8,1, 0)

SU(2)L Wα
µ , α = 1, · · · , 3 (±1,0) (±1,0) (1,3, 0)

U(1)Y Bµ 0 0 (1,1, 0)

Scalar Boson (Spin 0)
Gauge Fields Q T3 SU(3)C , SU(2)L, U(1)Y

H 0 0 (1,2, 1)

3A particles is right-handed, if its spin is oriented in the opposite direction as its momentum.
In contrast to the chirality, the handedness is a Lorentz invariant quantity only for massless
particles.
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Table 2.2.: Free parameters of the Standard Model [5]. Taking the neutrino masses into
account, one gets additionally three neutrino mass parameters and four mixing
parameters. The figures in parentheses after the values give the one-standard-
deviation uncertainties in the last digits. The coupling constants are given in
MS scheme at an energy scale at the Z-boson mass (Q = 91.2GeV) [2,5].

Parameter Description Value
me electron mass 0.5109989461(31)MeV
mµ muon mass 105.6583745(24)MeV
mτ tau mass 1776.86(12)MeV
mu up quark mass 2.2+0.6

−0.4 MeV
md down quark mass 4.7+0.5

−0.4 MeV
ms strange quark mass 96+8

−4 MeV
mc charm quark mass 1.28(3)GeV
mb bottom quark mass 4.18+0.04

−0.03 GeV
mt top quark mass 173.1(6)GeV
sin2 θ12 CKM 12-mixing angle 0.307(13)
sin2 θ23 CKM 23-mixing angle 0.51(4)
sin2 θ13 CKM 13-mixing angle 0.0210(11)
δ CP-violating phase 1.02(22)
g′ U(1) gauge coupling 0.313397(17)
g SU(2) gauge coupling 0.59756(20)
gs SU(3) gauge coupling 1.2198(36)
θQCD QCD vacuum angle ∼ 0
v Higgs vacuum expectation value 246.2206(11)GeV
mH Higgs mass 125.09(24)GeV

2.1.1 Strong Interaction and Quantum Chromodynamics
The theory of the strong force describes the interactions between the color-charged
quarks and gluons, and is called quantum chromodynamics (QCD). The underlying
non-Abelian gauge symmetry group is SU(3)C . Quarks exist in three different
colors (red, green and blue, and the respective anti-colors) and interact via an octet
of vector gauge bosons, the gluons, which are binding the quarks into hadrons
(baryons or mesons). They can be very well classified in the quark picture [6] by
ordering them into irreducible representations of a symmetry group (e.g. the SU(4)
multiplets composed of u-, d-, s- and c-quarks pictured in Figure 2.1).
Quantum chromodynamics provides a quantum field theoretical description of

the strong force. The related renormalizable Lagrange density, which is invariant
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(a)

(b)

(c)

(d)

T

Figure 2.1.: SU(4) Hadron Multiplets for (a) pseudo-scalar (spin 0) and (b) vector (spin
1) mesons and baryons with (c) spin 1/2 and (d) spin 3/2 made of u-, d-, s-
and c-quarks as function of isospin T3, charmness C and hypercharge Y [5].

under local SU(3)C transformations in form of U(θ) = eiT
αθα , is written in terms

of the quarks q(x) and their covariant derivatives and contains in addition the
kinetic term for the gluon fields Gµν

α :

LQCD =
∑

q

q̄(iD/ −mq)q −
1

4
Gµν
α G

α
µν , (2.1.2)

with the Feynman slash notation D/ = γµDµ and the covariant derivative

Dµ = ∂µ − igsTαGα
µ (2.1.3)

containing the coupling constant gs and including the gluon field strength tensor

Gα
µν = ∂µG

α
ν − ∂νGα

µ + gsTαG
α
µ. (2.1.4)

The eight generators Tα = λα/2, where λα are the Gell-Mann matrices, satisfy
the commutator relations

[Tα, T β] = ifαβγTγ. (2.1.5)

The kinetic term Gµν
α G

α
µν contains three and four point self interactions of the

gluon fields Gα
µ as a direct consequence of the non-Abelian nature of the gauge

group SU(3)C and indicates that gluons carry combinations of one color and one
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anti-color charge that are ordered in a color octet. Related to the charged gluons is
the effect of asymptotic freedom that is the decrease of the strong coupling at high
energies and small distances. Opposite, for low energies and large distances the
coupling enlarges and therefore quarks and gluons cannot exist in free form. This
phenomenon is called confinement. The outcome is compositions of quarks and
gluons in colorless hadrons. In collider experiments this accounts for the so-called
jets. These are narrow cones of hadrons and other particles, produced by the
hadronization and fragmentation of a strong interacting particle.

On a bigger scale (about 1 to 3 fm) the strong force is responsible for the cohesion
of protons and neutrons in atomic nuclei.

2.1.2 The Gauge Theory of the Electroweak Interaction
The electroweak interaction forms the basis of a unified theory of quantum electro-
dynamics (QED) and the weak interaction. It was developed, starting with Fermi’s
theory of weak interactions, which succeeded to describe theoretically the β-decay
of the neutron (cf. Section 2.3.1). Later the V-A theory of charged currents could
explain parity violation in weak processes. Finally the Glashow-Weinberg-Salam
theory unified the weak and electromagnetic interactions. Containing quantum
electrodynamics, it describes also the electromagnetism from Maxwell’s equations
to the magnetic moment of charged leptons, which provides the most accurately
verified prediction.

It is based on the gauge group SU(2)L × U(1)Y with the Lagrangian

LEW = LG + Lf + LSB + LYW. (2.1.6)

The Lagrangian for the gauge fields is given by

LG = −1

4
W i
µνW

µν
i −

1

4
BµνB

µν , (2.1.7)

including the field strength tensors

W i
µν = ∂µW

i
ν − ∂νW i

µ + gεijkW
j
µW

k
ν

Bµν = ∂µBν − ∂νBµ,
(2.1.8)

with gauge fields W i
ν (i = 1, 2, 3) of SU(2)L and Bµ of U(1)Y . Similar to the case

of QCD, three and four point self interaction terms for the SU(2) fields exist. The
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physical mass Eigen states arise as a result of mixing the gauge fields according to

W±
µ =

1√
2

(
W 1
µ ∓ iW 2

µ

)

Zµ = cos(θw)W 3
µ − sin(θw)Bµ

Aµ = sin(θw)W 3
µ + cos(θw)Bµ,

(2.1.9)

with the Weinberg angle θw. The coupling of the photon Aµ to charged leptons
should be the QED coupling e, which yields to a relation between the coupling
constant g of SU(2)L, g′ of U(1)Y and the electric charge e

e = g sin(θw) = g′ cos(θw). (2.1.10)

The fermionic term in Equation 2.1.6 can be written as

Lf =
∑

L=l,q

L̄iD/ L+
∑

R=l,q

R̄iD/ R (2.1.11)

using the covariant derivative

Dµ = ∂µ − ig ~T · ~Wµ − ig′
Y

2
Bµ. (2.1.12)

The left-handed fermions L = (νl, l)
T
L or L = (qu, qd)

T
L transform as SU(2) doublets,

while the right-handed fermions R = lR and R = (qu,d)R represent SU(2) singlets.
The different behavior in transformation for right- and left-handed fermions is the
origin of maximal violation of parity in the electroweak sector. It can also be seen
in the shape of the coupling of the charged currents

− i g√
2
γµ

1

2

(
1− γ5

)
, (2.1.13)

which has the well-known vector-axial-vector structure. The three generators
Ti = σi/2 (with σi as the Pauli matrices) of SU(2)L and the generator Y of U(1)Y
fulfill the commutator relations

[Ti, Tj] = iεijkTk, [Ti, Y ] = 0, i, j = 1, 2, 3. (2.1.14)

It is experimentally confirmed that the gauge bosons of weak interaction, W± and
Z, have a non-zero mass. But the gauge invariance of SU(2)L × U(1)Y forbids
terms in the Lagrangian in form of M2WµW

µ. The Higgs mechanism solves this
problem and will be discussed in the following chapter. There, the last two terms
of Equation 2.1.6 LSB and LYW play an important role.
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2.1.3 The Spontaneous Symmetry Breaking and the Higgs
Mechanism

The transfer of the concept of spontaneous symmetry breaking to the electroweak
sector contains the construction of a Lagrangian, which is invariant under local
transformations from SU(2)L × U(1)Y , but which has a non-vanishing vacuum
expectation value, i.e. the vacuum does not feature this symmetry. This is achieved
by introducing an additional complex scalar field

Φ =

(
φ+

φ0

)
=

1√
2

(
φ1 + iφ2

φ3 + iφ4

)
(2.1.15)

with a non-vanishing weak isospin (T3 = −1/2) and a weak hypercharge of Y = 1,
and the Lagrangian term

LSB = (DµΦ)†(DµΦ)− V (Φ) (2.1.16)

with the Higgs potential

V (Φ) = −µ2Φ†Φ− λ(Φ†Φ)2. (2.1.17)

Figure 2.2.: One dimensional representation of the Higgs potential V (Φ), where v indi-
cates the vacuum expectation value.

For µ2 > 0 the potential V has a SU(2) set of degenerated minima at (cf. Fig-
ure 2.2)

|Φ| = 1

2

4∑

i=1

φ2 = −µ
2

2λ
≡ v2

2
. (2.1.18)
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The spontaneous breaking of the SU(2) symmetry results in the selection of one
of these minima as the ground state.

Writing Φ in terms of four fields φ1,2,3,4(x) and expanding φ3 around one of the
minima v with H(x) at first order, one derives

Φ =
1√
2

(
φ1 + iφ2

(v +H) + iφ4

)
= eiφa(x)τa(x)/v 1√

2

(
0

(v +H)

)
. (2.1.19)

By using the gauge freedom scalar fields transform to

Φ(x)→ e−iφa(x)τa(x)/vΦ(x) =
1√
2

(
0

(v +H)

)
. (2.1.20)

This choice of gauge, for which only the physical particles are left in the Lagrangian,
is called the unitary gauge. Now Φ is the complex scalar field in the low energy
limit. From muon lifetime calculations the vacuum expectation value can be
determined experimentally to

GF√
2

=
g2

8M2
W

=
1

2v2
⇒ v = (

√
2GF )−

1
2 = 246GeV, (2.1.21)

with the Fermi coupling constant GF . This is the energy scale at which the
symmetry breaking occurs.
It should be noted that the U(1)em symmetry is conserved, and therefore the

photon remains massless. So the spontaneous symmetry breaking reduces the gauge
symmetry of the Standard Model to the form of

SU(3)C × SU(2)L × U(1)Y → SU(3)C × U(1)em.

The real field H from Equation 2.1.19 is referred to as the Higgs field. Its excitation
corresponds to the Higgs particle. The remaining three degrees of freedom would
become Goldstone bosons in a global symmetry. But, since it is a local (gauge)
symmetry, these degrees of freedom are absorbed as longitudinal polarization
modes for the now massive weak gauge bosons. Their masses can be calculated
on tree level to

MW =
g v

2
, MZ =

√
g2 + g′2 v

2
, (2.1.22)

which is obtained by a substitution of the expanded field Φ around the minimum
into the Lagrangian LSB. The fundamental mass of the Higgs particle mH =

√
2λ v

(also on tree level) depends on the parameter λ and v, so it remains as free
parameter of the Standard Model.
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In addition to the weak gauge bosons, also the fermions get their masses from the
Higgs mechanism by a Yukawa coupling that can be described with the Lagrangian

LYW = −gf (L̄ΦR + R̄Φ†L) = −gfv√
2
f̄f − gf√

2
f̄fH. (2.1.23)

So the coupling of a fermion to the Higgs particle is proportional to its mass
mf = gfv/

√
2. The Standard Model does not predict a value for the coupling

constant gf , so the fermion masses remain as free parameters.
By rewriting the symmetry breaking Lagrangian LSB and the Yukawa Lagrangian
LYW after applying the Higgs mechanism, the kinetic and interaction terms of
the Higgs sector read

LfreeH =
1

2
∂µH∂

µH − 1

2
m2
HH

2

LintH =
m2
H

2v
H3 − m2

H

8v2
H4 − mf

v
f̄fH+

(M2
WW

+
µ W

µ− +
1

2
M2

ZZµZ
µ)(1 +

2

v
H +

2

v2
H2).

(2.1.24)

Besides the already discussed Higgs coupling to fermions, three- and four-point self
interaction vertices of the Higgs boson can be identified, as well as three- and four-
point vertices between two same gauge bosons and the Higgs particle. With λ =
m2
H/(2v

2) the four-fold coupling of the Higgs boson is directly proportional to λ.

2.2 SM Higgs Boson at the LHC

The Large Hadron Collider (LHC) is the up to the present world’s largest particle
collider ever build and capable of accelerating and colliding proton beams so
far up to a center of mass energy of

√
s = 13TeV. One of its major purposes

was to find the Higgs boson to finally confirm the mechanism that generates the
masses of the other elementary particles and to complete the Standard Model.
The discovery was achieved by the two major multi-purpose detectors ATLAS and
CMS in 2012. The collider and its experiments are presented in greater detail
in Chapter 3. This part summarizes the main production mechanisms for the
Higgs boson at a pp collider and the important decay channels used to analyze
the recorded data from the experiments.
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2.2.1 Higgs Boson Production
The Higgs bosons can be produced via various mechanisms at the LHC. Figure 2.3
shows a collection of the representative Feynman diagrams for the main production
modes. The corresponding cross section for these mechanisms as function of the
center of mass energy of the collider can be seen in Figure 2.4. They have been
calculated to various degrees of precision as indicated by the labels.

H

g

g

f

(a) Gluon fusion (ggF)

W±/Z

W∓/Z

H

q

q

q

q

(b) Vector Boson fusion (VBF)
q

q

H

W±/Z

(c) Higgs strahlung (WH or ZH)

f

g

g

H

Z

Z

H

g

g

f

(d) Higgs strahlung (ZH only)

g

q

q

H

t/b

t/b

g

g

g

H

t/b

t/b

H

g

g

t/b

t/b

(e) Associated production (ttH/bbH)

t

W
q

b

q

t

H
W

q

q

H

t

b

(f) Associated production (tH) in s-channel (left) and t-channel (right)

Figure 2.3.: Example Feynman diagrams for Higgs boson production mechanisms.

Gluon Fusion
The most likely way to produce a Higgs particle at the LHC is if two gluons from
each proton combine to form a loop of virtual quarks. Since the coupling of particles
to the Higgs boson is proportional to their mass, this process is more likely for heavy
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Figure 2.4.: The SM Higgs boson production cross sections as a function of the LHC center
of mass energy. Line widths encode the respective theory uncertainties [7].

particles with the largest contribution of the top quark and a 5− 10% correction
from the bottom quark and the negative top-bottom interference effect.
The inclusive gluon fusion Higgs boson production cross section has a slowly

convergent perturbative expansion in QCD with large corrections at next-to-leading
(NLO) and next-to-next-to-leading order (NNLO). Therefore, uncertainties due to
missing higher orders have always been large and comparable to PDF uncertain-
ties. The most precise calculations include N3LO QCD corrections in the effective
theory where the top-quark is assumed to be infinitely heavy, while all other
Standard Model quarks are massless, as well as NLO corrections for electroweak
(EW) contributions [8].

Vector Boson Fusion
The second most common Higgs production process is via fusion of two weak vector
bosons (VBF). The two associated hard quark jets in the forward and backward
regions of the detector provide valuable information on the couplings of Higgs bosons
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to the massive gauge bosons. The cross section predictions for pp → H + 2 jets
are calculated up to NNLO in QCD and NLO EW corrections [9].

Higgs Strahlung
Production of Higgs bosons in association with a W - or Z-vector boson (VH),
the so-called Higgs strahlung, can be specifically targeted by searching for events
which exhibit evidence for the presence of an additional vector boson in the final
state. The VH processes pp → WH and pp → ZH have also been calculated to
NNLO in QCD with NLO EW corrections, where the calculation has been split into
Drell-Yan induced, top-loop induced, photon-induced and an additional gg → ZH
component for the ZH mode which is calculated to NLO accuracy with NLL corrections
added on top.

Associated Production
Higgs boson production in association with top quarks (ttH or tH) or with bottom
quarks (bbH) is significantly harder to measure than the above processes due to the
comparably low production cross section. The ttH process has been calculated to
NLO in QCD as well as to NLO in EW corrections. The calculations of the tH process
only employ NLO QCD predictions, featuring s-channel and t-channel diagrams. The
bbH cross section prediction combines results from an NNLO QCD calculation in a
five-flavor-scheme, as well as from an NLO QCD calculation in a four-flavor-scheme.
In the four-flavor-scheme, bottom quarks do not appear in the initial state, but
rather via gluon splitting into b-quark pairs.

2.2.2 Higgs Boson Decay Modes and Search Channels
Once produced in a proton-proton collision, the Higgs boson predominantly decays
immediately into the heaviest particles that are kinematically available. The search
channels at the LHC therefore are focusing on the different decay modes as they lead
to different signatures in the final state. With a mass of approximately 125GeV
the coupling of the Higgs boson to gauge bosons and fermions are fully determined
by the SM and so are the cross sections, the decay widths and the branching ratios.
The branching ratios are defined as the ratio of the decay width of the process
to the full decay width to all possible particles,

BR(H → XX) =
Γ(H → XX)∑
i Γ(H → XiXi)

. (2.2.1)

Figure 2.5 shows the branching ratios as a function of the Higgs mass between 120
and 130GeV. The dominant mode is H → bb̄. However measurements in this decay
channel are challenging at hadron colliders, as the final state is purely hadronic.
In order to be able to separate signal events from the background, analyses need



16 Theoretical Foundations

 [GeV]HM
120 121 122 123 124 125 126 127 128 129 130

B
ra

n
c
h
in

g
 R

a
ti
o

-410

-310

-210

-110

1

L
H

C
 H

IG
G

S
 X

S
 W

G
 2

0
1

6

bb

ττ

µµ

cc

gg

γγ

ZZ

WW

γZ

Figure 2.5.: SM predictions for the leading decay branching fractions of a Higgs boson
with a mass in the range of 120-130GeV, with the line widths encoding the
respective theory uncertainties [7].

to rely on additional features of the final state and cannot use the dominant ggF
production mode. A first evidence was found using the associated production
mode [10]. The second most probable decay mode to two W -bosons does not share
this problem, as the W -bosons can decay leptonically, providing an effective handle
to select these events. Therefore different production modes from gluon fusion [11]
to VBF and associated production [12] can be exploited. Similarly, the decay to
a pair of τ -leptons can be used for dedicated analyses [13, 14]. Decays to gluons
and charm quarks are so far too difficult to distinguish from the QCD background.
More promising are the channels H → ZZ and H → γγ. They are of particular
interest because the Higgs boson mass can be fully reconstructed from the final
state leptons and photons [15–17]. The decays H → Zγ and H → µµ finally are so
rare that they could not be established experimentally so far. Dedicated analyses
for these final states are being conducted, but will need to rely on more data than
is currently available in order to reach a definite conclusion [18–21].

2.2.3 Status of Observations and Predictions
On 4 July 2012 at CERN, the ATLAS and CMS Collaborations [22,23] announced
the observation of a new particle that, within the present accuracy, does indeed
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look like the SM Higgs boson. The latest combined result from both experiments
ATLAS and CMS measured a mass of mH = 125.09± 0.24GeV [24]. The observed
value of mH is a bit too low for the SM to be valid up to the Planck mass with
an absolutely stable vacuum [25], but it corresponds to a meta-stable value with
a lifetime longer than the age of the universe, so that the SM may well be valid
up to the Planck mass. The spin and parity measurements strongly favor the SM
Higgs boson hypothesis, corresponding to the quantum numbers JP = 0+, against
all other tested scenarios [26]. Also combined measurement of the Higgs boson
production and decay rates [27, 28] agree very well with the SM Higgs particle
as shown in Figure 2.6.

Figure 2.6.: Results of the cross section times branching ratio σi · Bf for each specific
channel i → H → f for the combined ATLAS measurements. The values
are obtained from a simultaneous fit to all channels. The cross sections
of the production processes are fixed to their SM predictions. Combined
results for each production mode are also shown, assuming SM values for the
branching ratios into each decay mode. The black error bars, blue boxes and
yellow boxes show the total, systematic, and statistical uncertainties in the
measurements, respectively. The gray bands show the theory uncertainties
in the predictions. [28].
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2.3 Effective Field Theory
To describe phenomena in nature at a certain energy scale one does not need to
know the physics at other scales. Such theories are connected to higher energy scales
in the sense that they can be treated as effective field theories (EFT) approximated
from a full theory valid at higher energies by integrating out or neglecting higher
order effects which are experimentally not relevant at these low energies below
a certain cut-off scale Λ. One can distinguish two characteristic contemplations
depending on the a-priori knowledge of the theory (cf. Figure 2.7).

E

Λ

v

full model

effective description

top-down

unknown

operator basis

bottom-up

Figure 2.7.: Top-down vs. bottom-up picture of effective field theories.

If the full high-energy theory is unknown the current experimentally confirmed
theory can be used as an EFT to learn about the full theory. By systematically
expanding the EFT and measuring deviations from it one can gradually expand
the knowledge to obtain information about the full theory above the cut-off scale
Λ. This approach is called bottom-up since one tries to discover new physics going
from a low to a high energy regime.
On the other hand in the top-down approach a fully known theory can be

approximated to an EFT to simplify calculations and learn more about the physics
below a certain cut-off scale.
A famous example for an EFT that was first used as a discovery tool in the

bottom-up approach and can be utilized now in an educational sense is Fermi’s
interaction describing the β-decay in atomic nuclei.

2.3.1 Fermi’s Interaction
To solve the puzzle of the continuous energy spectrum of the electrons emitted in
the β-decay n→ pe−ν̄e of the nuclei, Enrico Pauli had suggested that along with the
electron, an almost massless neutral particle was emitted which he named neutrino.
He described the interaction for this process with a four point fermion vertex as seen
in Figure 2.8a, which is now known as a weak interaction mediated by the W -boson.
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The modern form of his theory is called V-A theory which incorporates the totally
CP violating nature of the weak interaction and uses the quarks as fundamental
particles instead of the nucleons. The Lagrangian

L =
GF√

2
JµJ†µ (2.3.1)

with the total current

Jµ = ν̄eγ
µ(1− γ5)e+ ūγµ(1− γ5)d′ (2.3.2)

includes a vector-like current component proportional to γµ minus the axial-vector-
like current proportional to γµγ5 between the left-handed lepton and quark doublets.
These particles couple via the Fermi coupling constant GF that was already in-
troduced in Equation 2.1.21. The dimensionality of the coupling constant hints
at an intermediate particle in the four-point Fermi interaction which was later
discovered to be the W -boson seen in 2.8b.
Energies involved in β decays are in the order of ∼MeV which is orders of

magnitude lower compared to the W on-shell mass at 80.4GeV. The W -boson
involved in the decay is therefore highly virtual with a much higher mass compared to
the momentum transfer. Using this approximation the propagator can be reduced to

gµν − qµqν
M2
W

q2 −M2
W

q2�M2
W=====⇒ gµν

M2
W

, (2.3.3)

which results into a four fermion contact interaction vertex. The W -boson mass
dependence corresponds to the same dependence in the Fermi constant and explains
it’s dimensionality. It acts in addition as cut off scale Λ. Only sufficiently below this
mass scale the approximation holds valid within the EFT for the weak interaction.
The typical energy scale for a muon decay is it’s mass E = mµ with which we can
estimate the error using the EFT rather than the full model:

∆EFT =
σEFT
σfull

∼ E2

Λ2
∼

m2
µ

m2
W

≈ 10−6.

In proton collisions at the LHC the same interaction takes place, but at potentially
much larger momentum transfer E < 13TeV. The EFT error increases with E. For
E & mW , the full model allows on-shell W production, a feature entirely missing
in the EFT. Here the two descriptions diverge and Fermi theory is no longer a
valid approximation.
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(a) Effective four-point interaction for
fermions.
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(b) Standard Model tree level diagram
for β decay.

Figure 2.8.: Feynman diagrams for β decay in the effective Fermi interaction and in the
Standard Model.

2.3.2 Effective Lagrangian
EFTs are useful and straightforward to construct especially in the context of
quantum field theories (QFT). A first step is a dimension analysis of the objects
appearing in a QFT. The basic objects describing the theory is the action

S =

∫
d4xL. (2.3.4)

It can appear e.g. in an exponent eiS therefore it doesn’t have a mass dimension:
[S] = 0. Looking at the energy dimensions of the space-time integral it is clear with
[xµ] = −1 that a Lagrangian has the dimension [L] = 4. Canonical dimensions of
quantum fields follow from the free Lagrangian. E.g. for a scalar field φ

Lscalarfree =
1

2
∂µφ∂

µφ− 1

2
m2φ2 (2.3.5)

one gets [m] = [∂µ] = [φ] = 1. Likewise, from the free gauge field Lagrangian

Lgaugefree = −1

4
FµνF

µν (2.3.6)

one derives that the field strength tensor has to have dimension [Fµν ] = 2 and
the gauge field itself [Aµ] = 1.

The mass dimension of an operator in the Lagrangian shows directly it’s impor-
tance at lower energies looking at the renormalization group flow, i. e. the running of
the couplings between different energy scales. One distinguishes relevant, irrelevant
and marginal operators. Relevant operators have mass dimension D < 4 and
receive large quantum corrections going from high to low energies and are therefore
needed to describe the low energy behavior of a process. These operators causes
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several finetuning problems such as the hierarchy problem or the cosmological
constant problem. Irrelevant operators have dimensions D > 4 and are typically
suppressed when going to lower energies. Operators with dimensions D = 4 are
called marginal. They contribute equally at all energy scales, but their scaling
behavior might be modified by quantum effects.
Another consequence of the mass dimensions of an operator affects the renor-

malizability of a theory. Relevant operators are non-renormalizable, which means
that calculations of 2 particles loop diagrams lead to infinities for energies of the
particles E →∞ that cannot be hidden in a renormalization of the parameters.
For the Standard Model, an EFT can be constructed in a bottom-up approach

by expanding the low energy Lagrangian systematically with higher dimension
operators. This extended Lagrangian is given by

LSM-EFT = L (4)
SM +

∞∑

d=5

∑

i

c
(d)
i

Λd−4
O(d)
i . (2.3.7)

L (4)
SM is the usual renormalizable part of the Standard Model and contains

dimension-two and -four operators only4. The operators O(d)
i have mass dimension

d and their couplings are split into a dimensionless coupling, the Wilson coefficient
ci, and d− 4 powers of the new physics scale Λ, such that the full Lagrangian term
hold the mass dimension four. Once the underlying high-energy theory is specified,
all the Wilson coefficients can be determined by integrating out the heavy fields.
How the operators O(d)

i look like might be clear in a top-down situation where the
underlying theory is known. In a bottom-up approach, however, we need a recipe
to construct a list of operators in a model-independent way. Three ingredients
constraint the list of useful operators in a straightforward way: the particle content,
the symmetries, and a counting scheme that decides which operators are relevant
at the scale of interest.

1. Particle content: The dynamical content of the EFT that can form either
external legs or internal propagators in the Feynman diagrams has to be
defined. At least all particles with masses m� Λ should be included. The
operators are build from combinations of these fields and derivatives. In the
SM case the full field content is contained in the EFT. However one distinction
can be made: Either the SU(2)L Higgs doublet field Φ can be taken as
fundamental building block for the EFT or the Higgs boson and the Goldstone
bosons after symmetry breaking in the electroweak chiral Lagrangian. The

4Canonical dimensions of operators are determined from the field contents alone, excluding
possible dimensionful coupling constants. The only dimension-two operator in L

(4)
SM is Φ†Φ in

the Higgs mass term (cf. Equation 2.1.17).
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first type is called linear or decoupled SM EFT, whereas the latter is named
non-linear.

2. Symmetries: Some symmetry properties in nature have been measured
with high precision, and one can expect that a violation of these symmetries
has to be extremely small or happens at very high energies. For the SM all
operators have to be invariant under Lorentz transformations and under the
gauge group SU(3)C × SU(2)L × U(1)Y . They also should conserve lepton
and baryon number.

3. Counting scheme: Taking the particle content and the symmetries into
account an infinitive set of operators can be constructed. Therefore a rule is
needed which operators can be neglected and which should be kept. From the
dimensionality of the operator d > 4 follows directly its suppression by the
factor 1

Λd−4 . Operators of higher mass dimension are therefore more strongly
suppressed. Setting a maximal operator dimension is thus a way of limiting
the EFT to a finite number of operators that should include the leading effects
at energies E � Λ. For the SM for current measurements it is sufficient to
take operators up to dimension 6 into account.

2.3.3 Higher Dimension Operators in a Higgs EFT

Indirect signs of new physics at the electroweak scale will very likely appear in the
Higgs sector. Therefore, an effective field theoretical model independent extension
of the SM could be very useful for high energy measurements at the LHC.
Following the scheme described in the previous section using the linear Higgs

EFT, only one dimension-five operator exists, the so-called Weinberg operator:

OWαβ =
1

2

(
`
C

lαΦ̃∗
)(

Φ̃†`lβ
)

+ h.c., (2.3.8)

where the symbol `l denotes left-handed leptons with α and β as their flavor indices,
and where Φ is the Higgs doublet. The superscript C denotes a charge conjugated
field, and the short-hand notation Φ̃ = iσ2Φ

∗ is used. An explicit model that
generates this operator is given by adding heavy, right-handed neutrinos to the
SM. Their quantum numbers allow a Yukawa interaction and a Majorana mass
term for the heavy right handed neutrinos as well as for the left handed neutrinos.
Even though the operator is only suppressed by a single power of the new-physics
scale Λ, the experimental bounds on neutrino masses indicate a strong suppression
by Λ ∼ 1014 GeV [4]. In general, any operator with odd dimension will violate
conservation of the lepton number and B − L, the difference between baryon and
lepton number, and will thus be neglected henceforth.
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A first complete set of dimension-six operators was published in 1985 consisting
of 80 operators [29]. It was soon discovered that not all of these operators are
independent: they can be linked through equations of motion of the SM fields,
integration by parts, or field redefinitions. A complete, non-redundant basis consists
of 59 operators, assuming baryon number conservation and barring flavor structure
and Hermitian conjugations. Several conventions exist: The Warsaw basis [30], the
SILH convention [31, 32], and the HISZ basis [33]. The total number of independent
operators, taking into account all flavor combinations and baryon and lepton
conservation, is 2499 [34]. For even higher dimensions the number of operators
grows very quickly. Dimension-eight in three generations has 44 807 operators and
dimension-ten already over 2 million independent operators [35].
So far, no comprehensive experimental studies including all of these opera-

tors exist.

2.3.4 The Higgs Characterization Model
A framework based on the EFT approach that allows to perform characteriza-
tion studies in the Higgs sector is the Higgs Characterization model introduced
in Reference [36]. It is integrated in the Monte Carlo (MC) generator5 Mad-
Graph5_aMC@NLO [36]. The effective Lagrangian of this model reads

L =

{
cosακSM

[1
2
gHZZ ZµZ

µ + gHWW W+
µ W

−µ] (2.3.9)

− 1

4

[
cosακHγγgHγγ AµνA

µν + sinακAγγgAγγ AµνÃ
µν
]

− 1

2

[
cosακHZγgHZγ ZµνA

µν + sinακAZγgAZγ ZµνÃ
µν
]

− 1

4

[
cosακHgggHgg G

a
µνG

a,µν + sinακAgggAgg G
a
µνG̃

a,µν
]

− 1

4

1

Λ

[
cosακHZZ ZµνZ

µν + sinακAZZ ZµνZ̃
µν
]

− 1

2

1

Λ

[
cosακHWW W+

µνW
−µν + sinακAWW W+

µνW̃
−µν]

− 1

Λ
cosα

[
κH∂γ Zν∂µA

µν + κH∂Z Zν∂µZ
µν +

(
κH∂W W+

ν ∂µW
−µν + h. c.

)]}
H ,

where the (reduced) field strength tensors are defined as

Vµν = ∂µVν − ∂νVµ (V = A,Z,W±) , (2.3.10)

5Monte Carlo generators are software packages, which primarily simulate collider interactions
with the Monte Carlo Method [37].
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Ga
µν = ∂µG

a
ν − ∂νGa

µ + gsf
abcGb

µG
c
ν , (2.3.11)

and the dual tensor is

Ṽµν =
1

2
εµνρσV

ρσ . (2.3.12)

Each coupling in the Lagrangian 2.3.9 is parametrized with a dimensionless
coupling parameter κ that enables to scale the contribution of every operator
individually. To recover the SM case all κ’s have to be set to 0 except for κSM ·
cosα which has to be equal to 1. The mixing angle α allows for a complete
general description of CP-mixed states. CP-even operators are multiplied with cosα
whereas CP-odd operators have a factor sinα. Operators in Equation 2.3.9 that
are suppressed by the cut-off scale Λ are derived from EFT using the SILH operator
basis including all possible three-point Higgs interactions with vector bosons that
are generated by gauge-invariant dimension-six operators and calculating into the
mass Eigen state basis [31, 36]. An overview how the Wilson coefficients translate
into the parametrization of this framework can be found in [36] Table 1. In addition
the Lagrangian includes CP-odd state couplings typical for SUSY or for generic
two-Higgs-doublet models (Aγγ, AZγ and Agg). The operators Hγγ, HZγ and
Hgg describe the effective CP-even Higgs coupling to the respective vector bosons.

Contributions of the different BSM operators have individual influences on cross
sections and kinematic distributions for distinct physics processes. The characteris-
tics of the most important operators for the VBF H�W±W∓∗�`−ν̄``′+ν`′ process
of interest for this analysis can be found in Section 6.1.

2.4 Phenomenology of Proton Collisions
The transfer from purely theoretical model predictions to actually measurable
quantities in experiments such as ATLAS at hadron colliders like the LHC involves
many ingredients which are summarized in the following.

2.4.1 From a Lagrangian to a Cross Section
The transition probability P of an initial state |i〉 transformed by an interaction
or scattering matrix S to a final state |f〉 is given by the absolute square of the
transition amplitude

Pi→f =
| 〈i|S |f〉 |2

〈i | i〉 〈f | f〉
(2.4.1)

The S-matrix always contains a diagonal piece representing no interaction between
initial and final state and an interaction part with the matrix elementM including
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the global momentum conservation δ-distribution between two initial particles with
four-momentum p1 and p2 and the n-body final state with momenta qf

Sfi = 1 + (2π)4δ4

(
p1 + p2 −

n∑

f=1

qf

)
iMfi. (2.4.2)

The matrix element can be computed via Feynman rules that connects the La-
grangian of the underlying theory to specific physics processes. A prescription of
how Feynman rules are calculated can be found in e.g. [2,38] or automated software
packages can be used such as FeynRules [39]. These rules contain propagators
of particles e.g. the Higgs propagator

H
p

=̂
i

p2 −m2
H + iε

(2.4.3)

and fundamental vertices like the SM Higgs interaction with two vector bosons

H

W±
µ

W∓
ν

=̂ igmWgµν . (2.4.4)

With these building blocks, pictorial representations of specific processes, the
Feynman diagrams (cf. e.g. Figures 2.3 or 6.1), can be directly translated to
mathematical expressions to calculate the matrix element. If more than one
Feynman diagram exists for the same process, the corresponding amplitudes have
to be added, following the Feynman-rules, to take interferences into account.
In addition there exists initial or final state radiation or various loop diagrams,
including a larger number of vertices and hence coupling factors. These diagrams
are of higher order and are suppressed by powers of the coupling factor accordingly.
But the number of higher order diagrams grows quickly when more loops or
additional radiation is included which can result in a sizeable contribution to
the total cross section. Many processes have nowadays been calculated to next-
to-leading (NLO) and even next-to-next-to-leading (NNLO), to make the theory
predictions more precise.
The cross section, which represents the effective area for a reaction to happen,

is calculated with the matrix element squared in a 2 → n scattering process
illustrated in Figure 2.9 with
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σ =
C

4
√

(p1 · p2)2 − (m1m2)2

∫
|M|2(2π)4δ4

(
p1 + p2 −

n∑

f=1

qf

)

×
n∏

f=1

2πδ(q2
f −m2

f )Θ(q0
f )
d4qf
(2π)4

. (2.4.5)

The factor C corrects for double counting in case of identical particles in the final
state, the first δ-distribution ensures again momentum conservation between ingoing
and outgoing particles, the second δ-distribution forces each outgoing particle to
be on its mass shell and the energies of the outgoing particles have to be positive
as provided by the Θ-function.
The cross section is very convenient to use as an observable since it is a pure

physics quantity and independent of the experimental setup details. However,
before predictions from such calculations can be compared to real measurements,
additional effects need to be taken into account which are summarized hereafter.

p1

p2

q1
q2

...

qn

Figure 2.9.: Feynman diagram for a general 2→ n particles process.

2.4.2 Descripton of Proton Collisions
The compositeness of hadrons complicates the description of a proton collision with
respect to events at a lepton collider, where elementary particles are colliding. In
a typical pp collision primarily two partons interact in a hard scattering process,
while the remnants of the initial protons give rise to additional activities. This
process can be decomposed into different stages as illustrated in Figure 2.10.
The two incoming protons are symbolized by the large dark-green ellipses and

the three green lines indicating the three valence quarks of each proton. The
main interaction of these protons is the hard scattering process depicted as the
large red circle. The colliding partons can undergo QCD radiation before the main
process as initial state radiation (ISR) or after as final state radiation (FSR) either
by gluon splitting (g → gg or g → qq̄) or gluon radiation ((–)q → (–)q g). The hard
scatter products (red lines), in this example a Higgs boson and two top quarks,
decay further (small red circles) into the final state particles. Strong interacting
particles radiate and decay further in so-called parton showers (PS), and form
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Figure 2.10.: Pictorial representation of a typical pp collision event [40].

colorless hadrons (green ellipses), a process called hadronization. Further these
hadrons decay into stable particles (green circles). The resulting collimated bundles
of hadrons are called jets.

In addition, a secondary process between remnants of the protons (purple ellipse)
can occur shown in the lower part of Figure 2.10. Again, a parton shower is produced
(purple lines), resulting in hadronization and decay into stable particles. Typically
this process is much softer than the primary interaction and, together with the
other remnants of the proton (blue ellipses), is part of the underlying event (UE).
Electromagnetic radiation (yellow lines) can be emitted by charged particles

at any stage of the event development.

2.4.3 Parton Distribution Functions
Since the fundamental scattering does not happen among the protons themselves
but their constituents, which can be either the gluons or the quarks inside the
protons, one needs to translate the momentum of the proton to the colliding
partons. Assuming no rescattering, the momenta of the partons p̂i are parallel and
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(a) The NNPDF3.0 PDFs at NLO [41].
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(b) The MMHT2014 PDFs [41].

Figure 2.11.: Comparison of different PDF sets, evaluated at Q = 2GeV (top) and
Q = 100GeV (bottom).

a fraction of the total momentum of the proton pi. The parton momentum fraction
is expressed by the Bjorken variable xi = p̂i

pi
. Not the total center of mass energy

√
s

of the pp collision is available but instead only the center of mass energy between
the partons

√
ŝ. It can be expressed with ŝ = x1x2s by neglecting the parton

masses, which is a good approximation at high energies. The probability density
to find a parton a with a certain momentum fraction xa at a given momentum
transfer Q2 is given by the parton density function (PDF), fa/A(xa, Q

2).
In context of QCD these PDFs can not be calculated perturbatively and need to

be determined by experiment. Only the evolution for different energy scales can be
determined with the DGLAP equations. There are many sets of PDFs available which
rely on different experimental inputs and on a variety of mechanisms for fitting,
interpolation and uncertainty estimation. Examples of these sets are NNPDF [42],
MMHT [43] or CT14 [44] and a comparison of two of them at different energy scales
are shown in Figure 2.11. The PDFs can be evaluated from discretised data files
with the software LHAPDF [45].
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2.4.4 Factorization Theorem

B
fb/B

hard scattering

fa/A
A

X2

X1

a
factorization

b

factorization

Figure 2.12.: Illustration of the factorization theorem of a hadron-hadron collision.

Using these PDFs the cross sections of proton collisions can be calculated by
utilizing the factorization theorem, which separates the non-perturbative long
distance behavior from the perturbative short-distance part in a systematic fashion,
illustrated in Figure 2.12. The cross section of a collision of two hadrons A and
B denoted by σAB is calculated by the convolution of two PDFs fa/A and fb/B,
describing the probability density to find a parton of flavor a, b inside the hadron
A, B carrying a momentum fraction xa/b:

σAB =
∑

a,b∈(q,q̄,g)

∫
dxadxbfa/A(xa, µ

2
F )fb/B(xb, µ

2
F )σ̂ab→X . (2.4.6)

The factorization scale µF can be thought of as the scale which separates the
long and short-distance physics. Infrared singularities from the partonic cross
section calculation arising from collinear or soft partons are absorbed in the PDFs
consistently at all orders in the perturbative expansion. Roughly speaking, a parton
with a transverse momentum less than µF is considered to be part of the hadron
structure and is absorbed in the parton distribution. Partons with larger transverse
momenta participate in the hard scattering process with a short-distance partonic
cross section σ̂. At each order in αS the partonic cross section σ̂ab→X contains
ultraviolet infinities that are renormalized. A remnant of the subtraction point is
left at each perturbative order as a renormalization scale dependence µR

σ̂ab→X = αkS(µR)
n∑

m=0

σ̂
(m)
ab→Xα

m
S (µR). (2.4.7)

Formally, the cross section calculated to all orders in perturbation theory is invariant
under changes of the scales µ2

F and µ2
R, e.g. σ̂

(1)
ab→X , exactly compensates the explicit

scale dependence of the parton distributions and the coupling constant. This
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compensation becomes more exact as more terms are included in the perturbation
series. In the absence of a complete set of higher order corrections, it is necessary to
make a specific choice for the two scales in order to make cross section predictions.
To avoid unnaturally large logarithms reappearing in the perturbation series it
is sensible to assume µF = µR and choose µF and µR values of the order of the
typical momentum scales of the hard scattering process.

2.4.5 Luminosity
The number of events per second generated in a collider R is given by the cross
section σ of the event under study and the machine luminosity L

R =
dN

dt
= Lσ, [L] = s−1cm−2. (2.4.8)

The machine luminosity depends only on the beam parameters and can be written
for a Gaussian beam distribution with equal beam parameters for both circu-
lating beam as

L =
nbN

2
b frevγr

4πεnβ∗
F, (2.4.9)

where Nb is the number of particles per bunch, nb the number of bunches per
beam, frev the revolution frequency and γr the relativistic gamma factor. The
normalized transverse beam emittance εn express the beam size. It measures the
average spread of particle coordinates in position-and-momentum phase space. In
order to preserve its value as function of the beam energy, it is usful to normalize
the emittance with the relativistic factors via εn = γrβrε. The beta function, which
value at the collision point is defined as β∗, is related to the transverse size of the
particle beam at the location along the nominal beam trajectory. The additional
factor F accounts for a geometrical correction due to the crossing angle with which
the beams are brought into collision. Apart from the instantaneous luminosity, the
(time-) integrated luminosity, L = Ldt, is also of interest for the experiments. It
is a measure for the amount of data produced in a certain period of time in the
units of inverse cross section, i.e. in 1/pb, 1/fb, etc.
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For the most basic insights into the dynamics and fundamental structure of matter,
physicists seek the simplest kinds of interactions at the highest possible energies.
These typically entail interactions of one of the simpler kinds of particles like
protons surrounded with a wealth of measurement devices to observe many types
of particles at a high rate under controlled experimental conditions.

The largest and highest energy particle accelerator used for elementary particle
physics is the Large Hadron Collider which is introduced in this Section 3.1. First,
the main characteristics of the LHC and its main experiments are briefly established
with an overview of the running conditions until 2016 and the corresponding dataset
delivered. In Section 3.2 the ATLAS experiment, whose recorded physics data is
used in this analysis, will be discussed in more detail, focussing on the relevant
subdetectors and the trigger system.

3.1 The Large Hadron Collider
The Large Hadron Collider (LHC) [46] is a two-ring-superconducting-hadron acceler-
ator and storage ring. It is located at the European Laboratory for Particle Physics
(CERN1) near Geneva between the swiss french border and is installed in a 26.7 km
long tunnel, which lies on average 100m below ground level and previously housed
the Large Electron Positron Collider (LEP) [47] that was dismantled around the year
2001 after completing its scientific agenda. The LHC was designed to collide proton
pairs with an unprecedented center-of-mass energy of

√
s = 14TeV and a luminosity

of 1034 cm−2s−1 or pairs of heavy ions such as lead nuclei at center-of-mass energies
of about

√
s = 5TeV per nucleon and a luminosity of 1027 cm−2s−1.

To accelerate two proton beams in counter-rotating directions, two separate
beam pipes with antipodal magnetic dipole fields share one twin-bore tube hosting
the vacuum vessel and the iron yoke for the superconducting NbTi magnets due
to the limited space in the tunnel diameter of 3.7m. The 1232 dipole magnets
are cooled down to 1.9K with superfluid Helium and are able to reach magnetic

1Conseil Européen pour la Recherche Nucléaire
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fields of up to 8.33T. In addition to the dipole magnets for steering, there are 392
quadrupole magnets for focusing the beams and magnets with higher multipole
order to provide the beam optics necessary to maintain and collide the beams
at the four interaction points in the straight sections of the octagonal structure
where the experiments are located. The other four straight sections house technical
facilities for beam cleaning, radio frequency acceleration and beam dumping.

Each proton beam at full intensity consists of 2808 bunches per beam and each
bunch is separated by 25ns and contains 1.15 · 1011 protons at the start of a
nominal fill. After a sequence of preceding accelerators shown in Figure 3.1, the
bunches are fed into the LHC by the Super Proton Synchroton (SPS) at an energy
of 450GeV. After approximately 20min injection time the beams are accelerated
to the operational energy in around 25min. Collisions are then ideally taken for
10 hours or more with stable beams, until the beam deteriorates so much that
it is more efficient to dump and refill.
The storage ring has an eight-fold symmetry with eight arc sections and eight

straight sections. Four large experiments are located at the collisions points at the
straight sections (see Figure 3.2) and a number of smaller experiments situated
around the LHC ring.
• ATLAS (cf. Section 3.2) and CMS (Compact Muon Solenoid) are two general

purpose detectors with the aim to cover a range of physics measurements and
searches as wide as possible in order to be able to take full advantage of the
discovery potential of the LHC. They were instrumental for the discovery of
the Higgs boson in July 2012.
• LHCb focuses on physics involving bottom quarks dedicated to measurements

of CP violation and rare decays of B-hadrons.
• ALICE (A Large IonColliding Experiment) focusing on the physics of strongly
interacting matter at extreme energy densities. It is primarily designed to
study heavy-ion collisions to produce quark–gluon plasma.
• TOTEM (Total Elastic and diffractive cross section Measurement) aims to

measure the total pp cross section and study elastic and diffractive scattering.
It shares an interaction point with the CMS experiment.
• ALFA (Absolute Luminosity For ATLAS) is located at 240m from the ATLAS
interaction point and intends to measure the elastic pp-scattering at small
angles in the Coulomb-Nuclear Interference region.
• LHCf is designed to study the particles generated in the forward region of
collisions, those almost directly in line with the colliding proton beams to
explain the origin of ultra-high-energy cosmic rays. It is located at the ATLAS
interaction point.
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• MOeDAL (Monopole and ExoticsDetector at the LHC) is dedicated to directly
search for the magnetic monopoles and other highly ionizing stable massive
particles and was implemented at the LHCb cavern.

Figure 3.1.: The CERN accelerator complex, showing the Linear accelerator 2 (Linac
2), the Booster, Proton Synchrotron (PS) and Super Proton Synchrotron
(SPS) which act as pre-accelerators for protons to be injected into the Large
Hadron Collider (LHC), as well as many other experimental facilities located
at CERN [48].

Since the year 2010 the LHC has been actively recording data from pp collisions
with increasing center-of-mass energy over time. One distinguishes two phases of
data taking: Run 1 in the year 2011 with at

√
s = 7TeV and in 2012 at

√
s = 8TeV,

and Run 2 started in the years 2015 and 2016 with a center-of-mass energy at√
s = 13TeV. The delivered integrated total luminosities in fb−1 for these periods

were

year ATLAS CMS
2011 5.63 6.14
2012 23.27 23.27
2015 4.22 4.22
2016 38.96 41.97
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Figure 3.2.: Overview schematic display of the octagonal structure of the LHC with
interaction points and facilities [49].

Differences of integrated luminosities between ATLAS and CMS result from inef-
ficiency in the data aquisition due to e.g. unavailability or malfunctions of the
different sub-detectors, magnets or trigger system.
During the 2016 proton run, the LHC was able to deliver stable beams to the

experiments for about 60% of its operational time, exceeding its design instantaneous
luminosity by about 30% to a peak value of 1.38 · 1034 cm−2s−1.

3.2 The ATLAS Detector
The ATLAS detector (A Toroidal LHC Apparatus) is one of the two general purpose
detectors at the LHC with a total size of 46m×26m×26m. Its design was driven
by the goal of covering a broad physics spectrum with emphasis on the discovery
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of the Higgs boson and searches for new physics beyond the SM. It is structured
in layers, which are made up of detectors of different types, each of which is
designed to observe specific types of particles. The different traces that particles
leave in each layer of the detector allow for effective particle identification and
accurate measurements of energy and momentum. Figure 3.3 shows an overview
of the ATLAS layout, consisting of the Inner Detector for tracking and vertexing,
electromagnetic and hadronic calorimeters for particle energy measurements and
the muon spectrometer, specially designed to detect muons traversing the detector.
The Inner Detector contains a superconducting solenoid magnet providing magnetic
fields of up to 2T, bending the tracks of charged particles to allow for precise
momentum measurements. Superconducting air-core magnets surrounding the
calorimeters provide another toroidal magnetic field to allow for muon momentum
measurements. The detector components as well as the geometry of the detector
are described in more detail in the following subsections.

Figure 3.3.: Cut-away view of the ATLAS detector with different sub detectors and
magnet components highlighted [50].

3.2.1 The ATLAS Coordinate System
The nominal collision or interaction point within ATLAS defines the origin of the
coordinate system. The x-axis is pointed radially towards the center of the LHC
ring, while the y-axis points upwards, and the z-axis points along the beam pipe
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such that the coordinate system is right-handed. In the transverse x-y-plane the
azimuthal angle φ ∈ [0, 2π] is measured relative to the x-axis. The polar angle
θ ∈ [0, π] is measured with respect to the z-axis (see Figure 3.4a). Since differences
∆θ are not Lorentz-invariant, the pseudorapidity η, defined as

η = − ln

(
tan

(
θ

2

))
, (3.2.1)

is mostly used for position specification. It is positive in the forward region,
negative in the backward region and diverges to infinity close to the beamline (see
Figure 3.4b). In the relativistic limit where the momentum of a massive particle ~p
is much larger than its mass m, the pseudorapidity can be derived from the rapidity

y =
1

2
ln

(
E + pz
E − pz

)
, (3.2.2)

with E =
√
~p2 +m2 being the energy of the particle and pz the momentum along

the z-axis. The distance between two objects is given by

∆R =
√

∆η2 + ∆φ2, (3.2.3)

where the ∆η and ∆φ label the difference of the two objects coordinates in η
and φ respectively.
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(a) Depiction of the azimuthal angle φ and
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(b) Illustration of the pseudorapidity η.

Figure 3.4.: Coordinate systems of the ATLAS detector [51].
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Figure 3.5.: Cut-away view of the Inner Detector [50].

3.2.2 The Inner Detector
The Inner Detector shown in Figures 3.5 and 3.6 is built as close as possible to the
interaction point to provide robust pattern recognition, precise tracking and accurate
momentum and charge measurement. It is operating in a nearly homogeneous
magnetic field of 2T created by a superconducting solenoid magnet forcing charged
particle trajectories to bend depending on their charge and momentum. Made
up of three independent subcomponents with decreasing spacial resolution, the
Inner Detector consists of the pixel detector followed by the semi-conductor tracker
(SCT) and the transition radiation tracker (TRT). Each component is arranged on
concentric cylinders around the beam axis while in the end-cap regions they are
located on disks perpendicular to the beam axis.

The Pixel Detector
The innermost component is the Pixel Detector consisting of pixel modules arranged
in four concentric layers around the beampipe and three additional disks on either
side of the end-caps covering the region |η| < 2.5. The pixel modules consist of
silicon sensors and the corresponding front-end readout electronics and exploit the
semiconductor properties of the silicon. Charged particles passing through the
doped silicon pixels generates electron-hole-pairs in the conduction band by setting
free valence electrons. Under the influence of an electric field, these charge carriers
travel to the electrodes, where the electric signals can be recorded. The innermost
layer, the insertable b-layer (IBL) was implemented in 2014 before Run-2 at a radius
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Figure 3.6.: Sensors and structural elements of the ATLAS Inner Detector including the
IBL [52].

of 3.3 cm between the existing Pixel Detector and a new smaller radius beam-pipe.
It consists of 12 million pixels with a typical size of 50µm×250µm. The three
outer barrel layers, each starting around 5 cm from the beam line, and the end-caps
discs provide in total approximately 80 million readout channels of 50×400µm2.
The high precision of the pixel detector is vital for the measurement of impact
parameters and for the reconstruction of primary interaction and secondary decay
vertices especially in an environment with multiple interactions per bunch crossing
(see Figure 4.2). The latter are needed in order to tag heavy-flavor quarks like
b-quarks and τ -leptons via their decays.

The Semi-Conductor Tracker
The SCT is a silicon strip detector which contains four cylindrical layers in the
barrel region and nine end-cap disks on each side covering the same region as the
pixel detector up to |η| < 2.5. The innermost layer is at a radial distance of about
30 cm from the z-axis, the outermost layer at 51.4 cm. Each layer consists of two
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strips build back to back and rotated against each other by 40µrad with one set
of strips running parallel to the beam axis. In the disks, the same arrangement
is made with one set of strips running radially. The spatial resolution is 17µm in
R− φ and 580µm in z for the barrel as well as in R for the end caps. Although
the granularity is generally lower with about 6.3 million readout channels, the SCT
provides better momentum resolution compared to the Pixel Detector due to the
stronger curvature of charged particles. These particles are usually creating eight
hit points in the stereo layers resulting in four three-dimensional track points. The
SCT and the Pixel Detector sensors are operating at low temperatures from −5◦C
to −10◦C to maintain the noise performance after damage due to radiation.

The Transition Radiation Tracker
The last and outermost component of the Inner Detector is the TRT [53] which
contains around 300 thousand thin-walled straw-tubes providing on average 30
two-dimensional space-points with an intrinsic resolution of 120µm in (R− φ) for
charged particle tracks in a pseudorapidity region |η| < 2 for pT > 0.5GeV. The
drift tubes have a diameter of 4mm and are filled with a xenon based gas mixture.
When a charged particle traverses the TRT it ionizes the gas inside the straws.
The resulting free electrons drift towards the centrally tensioned wire where they
are amplified and read out. In the barrel region the tubes are aligned parallel to
the beam line and radially in the end caps. The TRT is an important component
for the momentum measurement since the high number of hits and the larger
track length compensate for the lower precision per point compared to the silicon
detectors. In addition the tubes are interleaved with polypropylene fibers (barrel)
and foil (end-caps) to create transition radiation, which may be emitted by highly
relativistic charged particles as they traverse the material boundary. The number of
transition-radiation X-ray photons depends on the Lorentz factor of the traversing
particle and therefore its mass. Lower mass particles emmit more photons resulting
in higher intensity. Thus, by applying two different thresholds, radiation from
the very light electrons can be distinguished from, e.g. radiation emitted due to
a pion, enabling the discrimination between different types of particles. At 80%
detection efficiency for electrons, the misidentification rate for pions is roughly
10% in the range 4GeV < pT < 20GeV .

3.2.3 The Calorimenter System
The main purpose of the calorimeter system (cf. Figure 3.7) is to measure the energy
of electrons, photons and jets, and to determine the missing transverse energy Emiss

T .
It is located outside the solenoidal magnet that surrounds the Inner Detector. Since
the interaction of electrons and photons with matter differs from that of hadronic
particles, there are two basic calorimeter systems: an inner electromagnetic (EM)
calorimeter and an outer hadronic calorimeter which cover a range of |η| < 4.9.
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Figure 3.7.: Schematic view of the ATLAS calorimeter system [46].

The EM calorimeter with its high granularity is ideally suited for precision
measurements of electrons and photons whereas the hadronic calorimeter has a
coarser granularity which is sufficient to reconstruct hadronic jets and measure
the missing transverse energy of the collision.
In general the resolution of a sampling calorimeter is a function of the energy

and can be parameterized as

σE
E

=
S√
E
⊕ N

E
⊕ C, (3.2.4)

where N , S and C are η-dependent parameters. At low energies the noise term N
dominates the resolution which is dependent on the occupancy of the calorimeter
and thus on the average number of interactions per bunch crossing and also includes
electronic noise. In an intermediate energy regime the stochastic or sampling term S
becomes dominant. It contains stochastical fluctuations of the shower and depends
mainly on the thickness of the absorber layers. The constant term C contains
the contributions that is not dependent on the energy of the particle such as the
signal loss in passive material and dominates the high energy regime. The total
uncertainty on jet energy measurements in the barrel region is around 2-5% over
a broad range of the pT spectrum.
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The Electromagnetic Calorimeter
The EM calorimeter is divided into a barrel part and two end cap wheels enclosing
the Inner Detector. The barrel is split into two halves of 3.2m length separated by
a 4mm gap at z = 0, covering |η| < 1.475. The total thickness of 53 cm exceeds
22X0, where X0 is the electromagnetic radiation length over which a high-energy
electron loses all but 1/e of its energy mainly by bremsstrahlung. The two end
caps expand the acceptance within 1.35 < |η| < 2.5 and 2.5 < |η| < 3.2, each wheel
having a thickness of 63 cm which translates to 24X0 and a radius of 2m. The
material used for the absorbers is lead constructed in a so called accordion shape,
which provides optimal φ-symmetry without azimuthal cracks. As active material
liquid argon (LAr) is used, chosen for its radiation hardness, signal speed and
linearity. For the extensive survey of the shower shapes, the barrel EM calorimeter
is composed of three longitudinal layers with decreasing granularity. The first layer
is called the presampler and is made up of very fine slices in η with a granularity
of ∆η ×∆φ = 0.003× 0.1, allowing for a distinction between photons and neutral
pions as well as electrons and charged pions. The second layer collects most of the
energy of electrons and photons with a granularity of ∆η×∆φ = 0.025× 0.025 and
a thickness of 16X0. The outer third layer is only 2X0 thick and slightly coarser
with a granularity of ∆η ×∆φ = 0.05× 0.025 and is used to measure the leftover
deposition intensity of the highest energy electrons and thus the depth to which the
shower has penetrated the calorimeter. The end caps consist of only two such layers
with reduced granularity. Overall there are about 175 thousand readout channels.

The number of lead/argon interfaces define the sampling term of the energy
resolution and is 8 to 11%/

√
E[GeV] depending on the rapidity. The noise term is

about 350× cosh ηMeV for a typical cluster in the barrel for a mean number of
interactions per bunch crossing of 〈µ〉 = 20. At high energies, the relative energy
resolution approaches the constant term, whose design value is 0.7%.

The Hadronic Calorimeter
The hadronic calorimeter is divided into different subcomponents. The tile calorime-
ter in the barrel region covers |η| < 1 and has an extended barrel covering
0.8 < |η| < 1.7. As a sampling calorimeter it uses steel as absorbing material and
scintillating tiles as the active material. The light of the scintillators is collected at
the edges of each tile and read out into two photomultiplier tubes by wavelength-
shifting fibers. The LAr hadronic end-cap calorimeter consists of two independent
wheels on both detector sides extending to |η| < 3.2. It shares the same cryostat
and liquid argon supply of the EM calorimeter but uses copper as absorber material.
Also the LAr forward calorimeter which reaches up to |η| < 4.9, shares the liquid
argon supply with the EM calorimeter. It consists of three layers, the first using
copper as absorbing material is mainly used for electromagnetic interaction and
the two others using tungsten are optimized for the detection of hadronic showers.
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The thickness of the hadronic calorimeter reaches approximately 10λ, where the
hadronic interaction length λ is the mean path length required to reduce the numbers
of relativistic charged particles by the factor 1/e as they pass through matter.

The expected resolution is σE/E = 10%
√
E[GeV]⊕3% for the barrel and endcaps

and σE/E = 100%
√
E[GeV] ⊕ 10% for the forward calorimeter.

3.2.4 The Muon Spectrometer

Figure 3.8.: Schematic layout of the muon spectrometer [46].

Due to the high interaction length of the calorimeters, only muons that are
minimally ionizing particles are expected to pass through the detectors. To measure
the transverse momentum of the muons precisely their trajectory is deflected by
a magnetic field and their tracks are measured in at least three chambers. The
magnetic field is generated by a system of three superconducting air-core toroid
magnets capable of reaching magnetic fields up to 4T. Each of the three toroids
consists of 8 coils assembled radially and symmetrically around the beam axis.
The large barrel toroid provides a magnetic field up to |η| < 1.4. The two smaller
end-cap magnets bend the muon tracks in 1.6 < |η| < 2.7 and are inserted in
the barrel toroid, lined up with the central solenoid and rotated by 22.5◦ with
respect to the barrel toroid coils to optimize bending power due to radial overlap.
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The transition region 1.4 < |η| < 1.6 is covered by the combination of the barrel
and the end-cap toroid.
The precise measurement of the muon track coordinates are performed by two

different detector parts depicted in Figure 3.8. The main part covering the barrel
region up to |η| < 2.7 are the Monitored Drift Tubes (MDT). 1088 drift chambers are
arranged perpendicular to the beam-axis, each chamber carrying two multi-layers
of three to four drift tube layers. Those tubes are 3 cm in diameter and filled
with an argon based gas mixture at a pressure of 3 bar and a 50µm diameter
tungsten rhenium wire serving as anode. When the passing muons are ionizing
the gas, the induced electron avalanche is collected at the anode and the signal
timing as function of the drift radius gives the muon’s closest approach to the
wire providing the position in one dimension with an average resolution of 35µm
per chamber. The range 2.0 < |η| < 2.7 of the muon system is covered by 32
four-layered high granularity Cathode Strip Chambers (CSC) which are multiwire
proportional chambers. The wires are radially oriented and the cathodes are divided
into orthogonal strips to measure both coordinates simultaneously with a precision
of 40µm in the bending and 5mm in the transverse plane.
In addition to the tracking chambers, fast muon chambers used for triggering

are installed, that deliver signals within 15-25 ns after the passage of a particle.
In the barrel region |η| < 1.05 a total of 544 resistive plate chambers (RPC) are
located below and above the MDTs, which are wireless chambers with anode and
cathode plates filled with an organic gas mixture. The end caps in 1.05 < |η| < 2.7
are covered by 3 588 Thin Gap Chambers (TGC), which are multiwire proportional
chambers where the wire-to-cathode distance is smaller than the wire-to-wire
distance. Those trigger chambers are providing not only trigger information but
also bunch crossing information and azimuthal muon coordinates, orthogonal to
the tracking chambers.

3.2.5 The Trigger System
With a collision rate of 40MHz and approximately 100 million readout channels
which sums up to the order of 100PB data per second, it is impossible to store
every collision event. Therefore, a trigger system is responsible for deciding whether
or not to keep a given event for later studies. It consists of a hardware-based
first level trigger (Level-1 or L1) and a software based high level trigger (HLT).
Figure 3.9 shows a schematic overview of the ATLAS Trigger and Data Acquisition
(DAQ) system used in Run-2.

The Level-1 trigger takes calorimeter and muon detector information in a coarse
granularity and uses custom made electronics to find regions of interest (RoIs)
in the detector. It reduces the event rate from 40MHz to about 100 kHz and
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Figure 3.9.: The ATLAS trigger and data acquisition system (DAQ) in Run-2 (modified
from [54]).

determines its decision in only 2.5µs. The L1 system in Run-2 consists of the L1
calorimeter trigger system (L1Calo), the L1 muon trigger system (L1Muon), new L1
topological trigger modules (L1Topo) and the Central Trigger Processors (CTP).
L1Calo reconstructs energy depositions in the calorimeters and finds candidates for
electrons, photons, taus, jets and missing transverse energy. Muon candidates are
reconstructed in L1Muon and the L1Topo modules combines information of both
subsystems into variables that are used for additional selection criteria such as
topological or angular selections, kinematic selections or sums of objects. The final
trigger decision of the L1 trigger provides the CTP.
The L1 RoIs are forwarded to the HLT where fast algorithms are used to select

events using either the RoIs or the full detector information of the event. There, a
further reduction of the event rate from 100 kHz to ca. 1.5 kHz is achieved within
a processing time of about 200ms. Two types of algorithms are used to either
build objects like tracks and clusters or apply selection cuts on different kinematic
variables like transverse momentum of the tracks or invariant masses.



4 Physics Object Definition and
Reconstruction

The transition from raw detector information to physical objects is a major pre-
requisite for any physics analysis. Therefore, the methods and algorithms in the
reconstruction stage have to be reliably robust to maintain optimal performance.
The ATLAS reconstruction software uses a wide variety of different algorithms to
identify and disentangle energy depositions and tracks from individual particles or
particle jets recorded by the detector. As these algorithms greatly influence the
efficiency and performance of the reconstruction process, they are under constant
development. This section gives a short overview over the state-of-the-art algo-
rithms used to reconstruct data events recorded by ATLAS during LHC Run-2. While
the first part deals with the reconstruction of tracks and vertices, the second part
passes on to the identification of the physics objects, including their four-momenta
and the complete event kinematics.

4.1 Tracks
Charged particles produced in pp collisions traversing the Inner Detector deposit
small fractions of energy, the so-called hits, in the Pixel, SCT and TRT detectors.
From these hits the trajectories of the particles (tracks) are reconstructed up to a
pseudorapidity region of |η| < 2.5 and in an environment of up to 1000 tracks per
bunch crossing1. Analyzing the circular deflection in the transverse plane due to
the axial magnetic field the transverse momentum of the particle can be determined.
The track reconstruction algorithm is outlined in the following [55,56]. First clusters
are assembled that consists of groups of pixels and strips in the Pixel and SCT
detectors respectively, where the energy deposit yields a charge above the threshold.
These clusters form three dimensional space points. Then a combinatorial Kalman
filter using track seeds formed from sets of three space-points is executed to build
track candidates by incorporating additional space-points which are compatible with
the preliminary trajectory. Also momentum and impact parameter requirement

1For heavy ion collision the tracks per bunch crossing is in the order of O(10 000).

45
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are applied. This results in a very high efficiency for reconstructing primary
particles and for removing non-physical, purely random tracks. An ambiguity solver
processes these individual track candidates in order of their track score, which
expresses the likelihood to correctly represent the trajectory of a charged primary
particle. This algorithm dissolves clusters assigned to multiple track candidates
with the help of an artificial neural network and rejects candidates that fail to meet
basic quality criteria, such as minimal transverse momentum, impact parameters or
certain numbers of hits in the different subdetectors. Tracks that pass successfully
the ambiguity solving stage and are within the coverage of the TRT are then
extended to this subdetector which increases the momentum resolution significantly
by exploiting the longer lever arm. At the end a high-resolution fit is performed
for each track using all available information, where additional neural networks
determine the position and uncertainty of each cluster. In Figure 4.1 the track
reconstruction efficiency as function of the pT and η of the track is shown.

(a) Reconstruction efficiency vs. η. (b) Reconstruction efficiency vs. pT .

Figure 4.1.: Inner Detector track reconstruction efficiency defined as number of matched
tracks compared to number of generated charged particles versus track η
and track pT as predicted by single-particle simulation. The statistical
uncertainties are shown as black vertical bars, the total uncertainties as
green shaded areas [57].

4.2 Vertices
An identified interaction point of two colliding protons is called primary vertex.
Usually within one bunch crossing more than one interaction takes place simultane-
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ously which is referred to as pile-up2 (cf. Figure 4.2) and results in several primary
vertices. The reconstruction of these vertices is organized in two steps [58]:

First quality requirements are applied on tracks to remove tracks originating
from secondary vertices. A vertex seed is found at the global maximum in the
distribution of the longitudinal impact parameter z0. Using the seed position
and the associated tracks an adaptive vertex fitting algorithm finds the position
of the primary vertex. Tracks incompatible with this vertex are used to seed a
new primary vertex. In a second step a vertex fitting algorithm reconstructs the
vertex positions and also refits associated tracks constraining them to originate
from the reconstructed interaction point.

The efficiency of this procedure for low number of interactions per bunch crossing
is shown in Figure 4.3. Raising number of simultaneous collisions increases the
number of reconstructed vertices (cf. Figure 4.4). To ensure continued performance
in vertex reconstruction new algorithms are being developed [59].

Figure 4.2.: Average number of interactions per bunch crossing for ATLAS in 2015 and
2016 data taking [60].

2One differentiates between in-time and out-of-time pile-up. While in-time pile-up arises from
additional pp interactions in the current bunch-crossing, out-of-time pile-up refers to energy
deposits in the calorimeter from previous and following bunch crossings relative to the triggered
event.
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Figure 4.3.: Vertex reconstruction effi-
ciency as a function of the
number of tracks in data with
low number of interaction per
bunch-crossing (low-µ) [61].

Figure 4.4.: Distribution of the average
number of reconstructed ver-
tices 〈nvertices〉 as a function of
the number of interactions per
bunch crossing µ [62].

4.3 Electrons
A good understanding of how to reconstruct and identify electrons is crucial
especially for the analysis presented in Chapter 6 where electrons are one of the
main objects in the final state. A brief overview over the different steps for electron
reconstruction and identification is given in the following [63, 64].

Electron Reconstruction
Electrons are reconstructed in the central region |η| < 2.47 by matching energy
deposits in the electromagnetic calorimeter to tracks in the Inner Detector. First, a
sliding window algorithm [65] with a window size of 3× 5 in units of 0.025× 0.025
in η × φ searches for electron cluster seeds. A cluster is seeded when the total
transverse energy in the energy sum of the longitudinal tower over the calorimeter
layers exceeds a transverse energy of ET > 2.5GeV. These clusters are then loosely
matched to extrapolated tracks from the Inner Detector using the distance in η
and φ. A Gaussian Sum Filter refits the tracks that have a significant number of
precision hits in the silicon detector to account for energy-loss due to bremsstrahlung
of the electron. If no tracks are associated with the energy cluster the electron
candidate is removed and considered to be a photon. Alternatively if several tracks
fulfill the matching condition, one of the tracks is chosen to be the primary track
based on the hits in the pixel detector and the ∆R distance between cluster and
track. This primary track is used to determine the kinematics and charge of the
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electron. Finally the electron cluster is refit using 3× 7 (5× 5) longitudinal towers
of cells in the barrel (endcaps) of the electromagnetic calorimeter and calibrated
with multivariate techniques to determine the total electron energy. The entire
procedure is sketched in Figure 4.5 and the reconstruction efficiency as function
of η and ET is shown in Figure 4.6.
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Figure 4.5.: Schematic view of the electron reconstruction and identification [64].

Electron Identification
Reconstructed electron candidates may not be definitely real signal electrons but
can originate e.g. from hadronic jets or non-prompt electrons descending predomi-
nately from photon conversions and heavy flavor hadron decays. To discriminate
against these backgrounds, different sets of identification criteria are defined based
on variables describing the transverse and longitudinal shower profiles, information
from the TRT, track-cluster matching related quantities, track properties, and vari-
ables measuring bremsstrahlung effects. The baseline identification algorithms are
likelihood-based (LH) multivariate analysis methods with typically three operating
points at different level of background rejection and signal efficiency. These are
referred to, in order of increasing background rejection, as LooseLH, MediumLH and
TightLH. At ET = 25GeV the identification efficiencies for the signal range from
78% to 90% depending on the operating point and increase with ET , whereas the
background efficiency ranges from 0.3% to 0.8% and decrease for higher transverse
energies (cf. Figure 4.7).
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(a) Reconstruction efficiency vs. η. (b) Reconstruction efficiency vs. ET .

Figure 4.6.: Electron reconstruction and identification efficiency measurements using an
integrated luminosity of 33.9 fb−1 of

√
s = 13TeV pp collision data recorded

in 2016 [66].

Electron Isolation
To further discriminate between signal and background, electron isolation critera
can be applied [64]. Specific isolation variables quantify the energy of particles
measured around the electron candidate and allow to disentangle prompt electrons
(e.g. from W → eν or Z → ee decays) from other, non-isolated electron candidates.
Calorimeter and track based quantities can be distinguished:
• The sum of transverse energies of topological clusters within a cone of ∆R =

0.2 around the candidate electron cluster is denoted as the calorimeter
isolation energy Econe0.2

T . Only positive-energy clusters are considered and the
ET around the rectangular cluster of size ∆η ×∆φ = 0.125× 0.175 centered
around the electron cluster barycentre is subtracted. Corrections are applied
to account for electron energy leakage outside this cluster and pile-up.
• The sum of all tracks satisfying quality requirements within a cone of ∆R =

min(0.2, 10GeV/ET ) around the candidate electron track origintated from
the primary vertex of the hard collision is used as track isolation pvarcone0.2T .
The associated track from the electron and additional tracks from converted
bremsstrahlung photons are subtracted and certain quality requirements are
applied, such as ET > 1GeV, specific number of hits in the silicon detectors
and |∆z0 sin θ| < 3mm.
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(a) Signal identification efficiency in sim-
ulated Z → ee events.

(b) Background identification efficiency
in simulated dijets events.

Figure 4.7.: The efficiency to identify electrons from Z → ee decays and the efficiency
to identify hadrons as electrons (background rejection) estimated using
simulated dijet samples [64].

Efficiency targeted operation points are defined with varying requirements on
Econe0.2
T /ET and pvarcone0.2T /ET which are summarized in Table 4.1.

Table 4.1.: Efficiency targeted electron isolation operation points. [64].

Efficiency
Operation point calorimeter isolation track isolation total efficiency
LooseTrackOnly - 99% 99%

Loose 99% 99% ∼98%
Tight 96% 99% ∼95%

Gradient 0.1143%×ET/GeV+92.14% 0.1143%×ET/GeV+92.14% 90/99% at 25/60GeV
GradientLoose 0.057%×ET/GeV+95.57% 0.057%×ET/GeV+95.57% 95/99% at 25/60GeV

4.4 Muons
A second important ingredient in the analysis presented in Chapter 6 are muons. As
minimal ionizing particles, they deposit only a very small fraction of their energy in
the calorimeters. Therefore, approximately 96% of muons are reconstructed [67,68]
as combined muons by fitting hits from the muon spectrometer with tracks from
the Inner Detector taking the small energy loss in the calorimeter into account.
The remainder are formed by tagging Inner Detector tracks with muon signatures
in the calorimeter or the muon spectrometer which is mostly relevant for low-pT
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muons or muons at η ∼ 0, where the muon detector is only partially equipped
because of the needed space for the services of the inner subdetectors.
The identification of muons is performed by applying quality requirements to

suppress background and to select prompt muons with high efficiency and a robust
momentum measurement. The main source of background are in-flight decays
of charged hadrons like pions or kaons which feature a characteristic kink in the
reconstructed track. Quantities comparing the momentum and charges from the
Inner Detector and the muon spectrometer and requiring sufficient hits in the
single subdetectors are utilized to separate background from signal muons. Four
identification selections are provided to address the specific needs of different
physics analyses, that are Loose, Medium, Tight and High-pT. The efficiencies in
two different transversal momentum regions can be seen in Table 4.2.

Table 4.2.: Muon identification efficiency for the four criteria in two pT regions for muon
candidates in the central region |η| < 2.5 determined from W -decays for
prompt muons and hadrons decaying in flight and misidentified as prompt
muons using a tt̄ MC sample [68].

4 < pT < 20GeV 20 < pT < 100GeV
Selection εMC

µ [%] εMC
Hadrons [%] εMC

µ [%] εMC
Hadrons [%]

Loose 96.7 0.53 98.1 0.76
Medium 95.5 0.38 96.1 0.17
Tight 89.9 0.19 91.8 0.11

High-pT 78.1 0.26 80.4 0.13

To seperate muons from other particles in the event, similar quantities are
used as in the electron isolation: the calorimeter-based isolation variable Econe20

T

and the track-based isolation variable pvarcone30
T , which is identically defined as

pvarcone20
T used in the electron isolation but using a cone size of ∆R = 0.3. Several
operation points are defined with different efficiencies or fixed criteria. They are
summarized in Table 4.3.

Table 4.3.: Definition of the muon isolation operation points [68].

Isolation Discriminating variable(s) Definition
LooseTrackOnly pvarcone30

T /pµT 99% efficiency constant in η and pT
Loose pvarcone30

T /pµT , E
cone20
T /pµT 99% efficiency constant in η and pT

Tight pvarcone30
T /pµT , E

cone20
T /pµT 96% efficiency constant in η and pT

Gradient pvarcone30
T /pµT , E

cone20
T /pµT ≥ 90(99)% efficiency at 25 (60)GeV

GradientLoose pvarcone30
T /pµT , E

cone20
T /pµT ≥ 95(99)% efficiency at 25 (60)GeV

FixedCutTightTrackOnly pvarcone30
T /pµT pvarcone30

T /pµT < 0.06
FixedCutLoose pvarcone30

T /pµT , E
cone20
T /pµT pvarcone30

T /pµT < 0.15, Econe20
T /pµT < 0.30
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4.5 Jets
Jets have been introduced in Section 2.4.2 as collimated bundles of hadrons emerging
from the fragmentation of partons. These parton showers deposit most of their
energy in the hadronic calorimeter and are usually accompanied by hits in the
electromagnetic calorimeter and Inner Detector due to charged particles. They
have a characteristic conical shape and are grouped to so-called topoclusters that
are used as input in the reconstruction of jets.

Topoclusters
Topoclusters [69] are build from energy deposits in the calorimeter to extract
the significant signal from a background of electronic noise and other sources of
fluctuation such as pile-up. They are not expected to contain the entire response to
a single particle all the time, but can also represent only a fractional response to a
single particle, several particles or a combination of merged showers, depending on
the incoming particle types, energies, spatial separations and cell signal formation.
Seeds for topoclusters are found if the energy of a calorimeter cell, that is measured
in the EM scale, exceeds the expected average noise by a factor of 4. Direct
neighboring cells are included into a topocluster as long as the signal over noise
ratio is over a threshold of 2. The first neighboring cells with a smaller signal-to-
background ratio are still included in the cluster, but the iteration stops there.
Cluster with several local maximum cells that have an energy above 500MeV are
split to account for the presence of two or more particles injecting energy into
the calorimeter in close proximity. Around these maxima new clusters are formed
using only the cells that are present in the original cluster. Cells that end up in
more than one cluster are included in both clusters with weights that depends on
the distance to the centroid and the cluster energy.
The topoclusters are corrected using the local hadronic cell weighting (LCW)

calibration, which uses so-called cluster moments. These cluster moments are
reconstructed observables describing the shape of a topocluster and its internal signal
distribution like the shower axis, center of gravity of the cluster, or geometrical center
of a calorimeter cell in the cluster. The calibration is applied for each topocluster
separately, and corrects for the effects of the non-compensating calorimeter response
to hadrons, accidental signal losses due to the clustering strategy, and energy lost
in inactive material in the vicinity of the topocluster.

Jet Reconstruction
These positive-energy topoclusters are used as inputs in the reconstruction of
jets [70]. A proper definition of a jet should fulfill several requirements. First such
a jet algorithm should be collinear safe, that is insensitive to a collinear splitting
of a hard particle, and infrared safe, i.e. independent of soft gluon radiation. In
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addition it should not be sensitive to non-perturbative effects like hadronization
or the underlying event due to multiple interactions per bunch crossing. There
are several algorithms available which can be divided into sequential clustering
algorithms (kT , anti-kT and Cambridge Aachen) and cone algorithms, which have
rigid circular boundaries but generally suffer from infrared or collinear safety issues.
All sequential clustering algorithms are based on the distance measure dij between
two particles i and j

dij = min
(
k2p
T,i, k

2p
T,j

) ∆Rij

R
, (4.5.1)

where kT,i is the transverse momentum of particle i, ∆Rij = (yi − yj)2 + (φi − φj)2,
with yi the rapidity and φi the azimuthal angle of particle i, and R the radius
parameter. The distance between any particle i and the beam axis diB is given by

diB = k2p
T,i. (4.5.2)

First, the algorithm finds the smallest distance dij and combines these two particles
by summing their four momenta and then updates the distances with the new
combined particle. If the smallest distance is diB then the particle i is removed
and associated to a jet. This process is iterated and repeated until all particles
are clustered into jets. The Parameter R scales the distances dij with relation to
diB such that any pair of final jets a and b are at least separated by ∆Rab = R2.
The Parameter p governs the relative power of energy versus geometrical scales.
The kT algorithm has p = 1, Cambridge/Aachen p = 0 and the main jet algorithm
used in this analysis, the anti-kT algorithm [71] uses p = −1. The behaviors
of these jet algorithms are illustrated in Figure 4.8. Here, a sample parton-
level event was modified with random soft particles and then clustered with the
different algorithms. The jagged borders of the jets derived from the kT and
Cambridge/Aachen algorithms shows the dependence of the randomness of the
added soft particles. In the anti-kT algorithm, the hard jets are all conical shaped
with a radius R = 1.0 and less dependent on the added ghosts. Only the softer
jets have more complex shapes. For ATLAS the typical distance parameter is
set to R = 0.4. A well performing software implementation for these jet finding
algorithms is provided by Fastjet [72].
The reconstructed jets are then corrected to account for additional effects that

influence the jet kinematics. First, a jet is corrected to point back to the identified
hard-scatter vertex. Next, the effect of pile-up is removed using an area-based
subtraction procedure and residual corrections. The jet energy is then calibrated
by applying a pT and η-dependent correction derived from MC simulation. Further
corrections are applied to the jets which reduce the difference in response between
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(a) kT jet reconstruction algorithm. (b) Cambridge/Aachen jet reconstruction
algorithm.

(c) Anti-kT jet reconstruction algorithm.

Figure 4.8.: A comparison of the resulting
jet-shape of the most common
jet reconstruction algorithms
used at ATLAS, showing an
event reconstructed with a jet
cone radius of R = 1.0 for
the kT , Cambridge/Aachen
and anti-kT jet reconstruc-
tion algorithm in the (y − φ)-
plane [71].

gluon and quark initiated jets and also correct for jets which are not fully contained
in the calorimeter.

Jet Vertex Tagging
The suppression of pile-up jets from hard scatter jets can be achieved using a
multivariate combination of two variables in the jet-vertex-tagger (JVT) [73]. An
efficient track based variable is the jet vertex fraction (JVF) which is defined as
the scalar pT sum of the track that are associated with the jet and originate from
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the hard-scatter vertex (PV0) divided by the scalar pT sum of all associated tracks
from primary vertices (PVn) due to pile-up interactions in the same bunch crossing:

JVF =

∑
k p

trackk
T (PV0)∑

l p
trackl
T (PV0) +

∑
n≥1

∑
l p

trackl
T (PVn)

. (4.5.3)

The average scalar pT sum from pile-up tracks is dependent on the number of
pile-up tracks per event nPUtrack and its linear increase is corrected in the variable

corrJVF =

∑
k p

trackk
T (PV0)

∑
l p

trackl
T (PV0) +

∑
n≥1

∑
l p

trackl
T (PVn)

k·nPU
track

, (4.5.4)

where the scaling factor k is set to 0.01 to roughly reflect the slope of the de-
pendence on nPUtrack.
The second variable used in the JVT is RpT which is defined as the scalar pT

sum of all tracks associated with the jet and originate from the hard-scatter vertex
divided by the fully calibrated and pile-up corrected jet pT :

RpT =

∑
k p

trackk
T (PV0)

pjetT
. (4.5.5)

Pile-up jets peak at RpT = 0 and steeply fall for larger values whereas for hard-
scatter jets RpT has the meaning of a charged pT fraction and its mean value and
spread is larger than for pile-up jets.
The JVT is constructed using both variables as a two-dimensional likelihood,

which can be seen in Figure 4.9 using dijet MC events.
Furthermore, in the forward direction |η| > 2.5 where no tracking and vertex

informations are available the ForwardJVT helps additionally to reduce pile-up
jets [74] exploiting jet shapes and topological jet correlations in pile-up interactions.
The most important inputs are the maximum JVT value, JVTmax, to reject central
hard-scatter jets and the minimum ∆RpT requirement, to ensure the selected
pile-up jets are QCD pile-up jets.

B-tagging
Jets that arise from bottom-quark hadronization and decay (b-jets) are present
in a wide range of physics processes of interest, such as the decay of top quarks.
The ability to accurately identify b-jets is vital in separating these channels from
processes involving jets from gluons and light-flavor quarks (u, d, s) and from
c-quark fragmentation. Properties of the bottom and, to a lesser extent, the charm
quark can be used to identify the hadronic jets into which they fragment. These
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30GeV. A value of -0.1 is assigned
to jets with no associated tracks.

Figure 4.9.: JVT likelihood as function of the input variables and distribution for pile-up
and hard-scatter jets [73].

properties include their hard fragmentation functions and the relatively large mass
and long lifetime of the heavy flavor hadrons. b-flavored hadrons have a lifetime of
1.5 ps, which results in a flight path of e.g. 4mm for a transverse momentum of
pT = 50GeV. This property is used either by reconstructing explicitly the displaced
secondary vertex, or by measuring the impact parameters of charged particle tracks.

Several algorithms exists to identify jets containing b-hadrons for ATLAS [75, 76]
which can be classified in three strategies: impact parameter-based algorithms, an
inclusive secondary vertex reconstruction algorithm and a decay chain multi-vertex
reconstruction algorithm. The output of these b-tagging algorithms are combined
in a multivariate discriminant (MV2) that is the output of the default algorithm,
which provides the best separation between the different jet flavors.

The impact parameter based algorithms use several inputs: the transverse impact
parameter d0 defined as the distance of closest approach in the r − φ plane of
the track to the primary vertex, the longitudinal impact parameter z0 sin θ, which
is the distance of the track to the primary vertex in the longitudinal plane at
the point of closest approach in r − φ, as well as the number of hits in the pixel
detector. The secondary vertex finding algorithm explicitly reconstructs an inclusive
displaced secondary vertex within the jet, testing all track pairs for a two-track
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vertex hypothesis. Finally, the chain multi vertex algorithm exploits the topological
structure of weak b- and c-hadron decays inside the jet and tries to reconstruct
the full b-hadron decay chain using a Kalman filter.
These basic algorithms serve as input variables to the combined multivariate

algorithm MV2 using a boosted decision tree (BDT). Three variants can be used
that differ by c-jet fraction in the training: MV2c00 without any c-jets contribution,
MV2c10 with 7% c-jets in the background and MV2c20 with 15%. For each variant
different operating points are defined with different b-jet efficiencies and rejection
rates. In Table 4.4 these operating points are listed for MV2c10 that is also used
in this analysis.

Table 4.4.: Operating points for the MV2c10 b-tagging algorithm, including benchmark
numbers for the efficiency and rejections rates, extracted from tt̄ events with
jets requirement of pT > 20GeV [76].

BDT cut value b-jet efficiency [%] c-jet rejection light-jet rejection τ rejection
0.9349 60 34 1538 184
0.8244 70 12 381 55
0.6459 77 6 134 22
0.1758 85 3.1 33 8.2

4.6 Missing Transverse Energy
Neutral weakly interacting stable particles, such as neutrinos, escape from typical
collider detectors without producing any direct response in the detector elements.
The presence of such particles must be inferred from the imbalance of total mo-
mentum. The vector momentum imbalance in the plane perpendicular to the
beam direction is particularly useful in hadron colliders, and is known as missing
transverse momentum, here denoted ~E miss

T =
(
Emiss

x , Emiss
y

)
. Its magnitude is called

missing transverse energy Emiss
T = | ~E miss

T |. Missing transverse energy is one of
the most important observables for discriminating leptonic decays of W -bosons
and top quarks from background events which do not contain neutrinos, such as
multijet and Drell–Yan events. The reconstruction of Emiss

T [77] is challenging
because it involves all detector subsystems and requires the most complete and
definite representation of the hard interaction of interest by calorimeter and tracking
signals. This representation is obscured by limitations introduced by the detector
acceptance and by signals and signal remnants from additional pp interactions
from pile-up, or by particle momentum mismeasurements, particle misidentification,
detector malfunctions or cosmic-ray particles.
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The Emiss
T reconstruction process uses reconstructed, calibrated objects to esti-

mate the transverse momentum imbalance in an event. The missing transverse
energy of an event is calculated as the sum of a number of components:

Emiss
x/y = Emiss,e

x/y + Emiss,γ
x/y + Emiss,τ

x/y + Emiss,jets
x/y + Emiss,µ

x/y + Emiss,soft
x/y . (4.6.1)

The terms for jets, charged leptons, and photons are the negative sum of the
momenta for the respective calibrated objects. To avoid potential double counting
of the same signal, when e.g. the same calorimeter signal used to reconstruct
an electron is also used to reconstruct a jet, the hard objects contributions are
reconstructed in sequence. The order starts with electrons (e), followed by photons
(γ), hadronically decaying tau-leptons (τ), jets and finally muons (µ). Lower-priority
objects are rejected if they share calorimeter signal with a higher priority object
that has already entered the Emiss

T reconstruction. The soft term is reconstructed
from the transverse momentum deposited in the detector but not associated with
any reconstructed hard object. It may be reconstructed either by calorimeter-based
methods, known as the Calorimeter Soft Term (CST), or track-based methods,
resulting in the Track Soft Term (TST). The choice of soft-term algorithm influences
the performance of and uncertainties in Emiss

T reconstruction. Pile-up dependence
is strongly suppressed by including only fully calibrated objects and using only
tracks from the hard-scatter vertex for the soft term.

The resolution and scale of the TST Emiss
T for a selection of Z → ee events in the

2016 ATLAS dataset compared to a MC simulated sample can be seen in Figure 4.10.
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(a) TST Emiss
T resolution as a function

of the number of primary vertices
requiring no primary-vertex jet ac-
tivity.

(b) TST Emiss
T scale, as quantified by

the projection of TST Emiss
T along

the direction of the Z boson pZT .

Figure 4.10.: TST Emiss
T scale and resolution for a selection of Z → ee events in the 2016

ATLAS dataset compared to a Powheg+Pythia8 MC simulated sample [78].



5 Signal Modelling

Deviation in the parameters of the underlying theory - be it an effective field theory
or otherwise - can have complicated and not trivially predictable consequences on
the final predictions arising from that theory. The modelling of these predictions
can consume a lot of resources or may be inconceivable in terms of computing time,
which applies especially for models with a high dimensional parameter space. Many
techniques have been developed to tackle these challenges, but often approximations
or restrictions in the phase space that is modelled have to be tolerated. For coupling
parameters that are spelled out in the Lagrangian, the technique of the Effective
Lagrangian Morphing approaches these problems by modelling the signal processes
in an analytical way using the underlying theory.

In this chapter a brief introduction into statistical data analysis is given first in
Section 5.1. More insights into the statistics used in high energy physics can be
found in [79,80]. Section 5.2 provides some example of other techniques to model
the parameter dependencies of signal processes like the Matrix Element reweighting
or different morphing methods. Then, in Section 5.3 the Effective Lagrangian
Morphing is introduced, giving some examples and validations in Section 5.4 and
optimization procedures in Section 5.5, where methods to improve the utilization
of the Effective Lagrangian Morphing are presented.

5.1 Statistical Data Analysis
A statistical analysis quantifies experimental observations from theoretical predic-
tions. Measuring new properties of a particle such as its couplings or the parity for
example, typically involves a hypothesis test where a null hypothesis is tested against
an alternative hypothesis. The background-only or null hypothesis H0 generally
assumed to be true until evidence indicates otherwise and typically incorporates
the SM case. Deviations arising from new physics phenomena are modelled in the
signal-plus-background or alternate hypothesis H1, which are e.g. non-zero values
for EFT coupling parameters as probed in the analysis outlined in Chapter 6.

Next, a test statistic T (D)→ R has to be selected in such a way as to quantify,
within observed data D, behaviors that would distinguish the null from the alter-
native hypothesis. An acceptance region is defined so that if the test statistic is

61
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smaller than a threshold T (D) < kα one accepts the null hypothesis. The size of
the test is given as the probability α that the null hypothesis will be rejected when
it is true (Type-I error), i.e. α = P (T (D) ≥ kα|H0). In contrast, the probability β
to accept the null hypothesis when the alternative is true (Type-II error) is given
by β = P (T (D) < kα|H1). One calls 1 − β the power of the test.

Using a probability model f(D|α) for the observed data given model parameters
α, one can calculate with the test statistic the p-value with

p(α) = P (T ≥ T0|α). (5.1.1)

T0 is the value of the test statistic based on the observed data. The p-value under
either of the two hypotheses is defined as the probability to measure deviations
from the predictions at least as large as the observed. Small p-values correspond
to strong evidence. Two scenarios are of particular interest:
• A discovery is claimed, if the p-value under the null hypothesis is found
to be smaller than a predefined threshold of confidence, and therefore the
null hypothesis can be discarded. This corresponds to the size of the test,
with the conventional threshold of a 5σ criterion for a Gaussian probability
distribution, which translates to p < 2.87 · 10−7.
• An exclusion of the alternative hypothesis is declared, if the p-value under

the alternative hypothesis is found to be smaller than a predefined threshold
of confidence. Commonly the threshold is set to be p < 0.05.

The parameters of the model α = {µ,θ} generally represent parameters of a
physical theory or an unknown property of the detector’s response. There are
two types of model parameters:
• The parameters of interest µ typically characterize the alternative hypothesis

and are fixed or not present at all in the null hypothesis. Examples are the
mass of a hypothetical particle, a signal strength or coupling parameters such
as Wilson coefficients.
• The nuisance parameters θ are parameters that are not of immediate interest,
but which must be accounted for. They can be unconstrained but often
prior knowledge is available to constrain them within certain bounds. These
parameters are present in both the alternative and the null hypothesis. Typical
examples are parameters of the experimental setup, or the normalization of a
background prediction with respect to the observed data set.

Numerically equivalent to the probability model is the likelihood function, but is
interpreted as a function of the parameters of interest and hence not normed to 1:

L(µ,θ;D) = f(D|µ,θ) (5.1.2)
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The maximum likelihood estimate µ̂ , θ̂ are the values of the parameters that
maximize the likelihood function L or, equivalently, minimize the − logL. The
conditional maximum likelihood estimate ̂̂θ is the value of θ that maximizes the
likelihood function with fixed µ, which is referred to as profiling. Using these
definition the profile likelihood ratio is defined as

λ(µ) =
L
(
µ, ̂̂θ

)

L
(
µ̂ , θ̂

) , (5.1.3)

which depends explicitly on the parameters of interest µ, implicitly on the data D,
and is independent of the nuisance parameters θ, which have been eliminated via
profiling. The presence of the nuisance parameters broadens the profile likelihood
as a function of µ relative to what one would have if their values were fixed.
This reflects the loss of information about the parameters of interest due to the
systematic uncertainties.

Hypothesis testing usually can not be analytically formulated but follows from a
chain of MC simulation processes. The negative logarithm of the profile likelihood

t(µ) = −2 lnλ(µ) (5.1.4)

is therefore used as a convenient choice for the test statistic to simplify and stabilize
numerical calculations, since the magnitude of the likelihoods can be very small
and doing a logarithmic transformation converts these small numbers to larger
negative values which a finite precision machine can handle better.1

5.2 Modelling Techniques
A data analysis in high energy physics usually needs MC simulated events. The
production consists of a chain of computational steps. First the hard scattering
process is generated. Then the soft physics of the proton interaction is modelled
and the full event is simulated inside the ATLAS detector. Together with real
recorded physics data, the MC simulated events are reconstructed to finally get
processed in an analysis. Finally, a discriminating observable is build to probe the
different hypotheses. This procedure is normally very cost intensive in terms of CPU
time. A fully simulated event takes up to 15min per event. Faster approaches with
pre-simulated electromagnetic showers and sacrifices of a certain level of accuracy
can speed up the event simulation up to a factor of 25 [81]. Most of the available

1A factor of 2 is included in the definition to make it similar to the χ2-expression of the method
of least squares, which is discussed in more detail in Section 6.10.2.
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CPU time is spent to simulate the large amount of SM processes which are used for
Standard Model measurements as well as for BSM searches, where these samples
are needed to estimate the background constributions. Signal samples can usually
be generated more cost-effectively with individual filters customized to the specific
needs of a dedicated analysis. However, this virtue is rendered invalid once the
theories subject to testing are highly parametric.
Simulated signal events are only produced for one point (µ,θ) of the model

parameter. The likelihood L(µ,θ;D) does therefore not have a continuous descrip-
tion for each value of the unknown model parameters. The simplest solution to
approximate the likelihood in a certain parameter space is a grid scan of individual
parameter points. Unfortunately, a satisfying precision especially in a highly para-
metric analysis is unachievable due to the high demand of CPU time to generate
many MC samples for each parameter grid point. The preferred solution would be
a procedure to turn such a grid scan into a continuous description with as little
grid points needed and as closely to the analytically correct solution as possible
(cf. Figure 5.1). The next sections show first attempts to achieve these targets.
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Figure 5.1.: Depiction of a likelihood with two parameters of interest gSM and gBSM with
a discrete set of points used in a grid scan and a continuous representation
from e.g. an interpolation technique.
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5.2.1 Matrix Element Reweighting
A powerful technique to cover a large set of parameter points for the likelihood
without investing a lot of computing power once a MC sample is generated is the
Matrix Element reweighting.

In a MC event generation usually weights are assigned to the events corresponding
to the associated probability that the event occurs in the specific phase space given
the underlying physics process. To avoid losing time in some latter part of the
simulation (e.g. detector simulation) to events that possess only a very small
weight, methods exists to equalize the weights of different events uniformly at
least in leading order. In NLO simulations, the real and virtual part is integrated
separately and the partonic predictions to parton showers include counterterms
whose contributions have to add up to zero but are individually negative and
positive which yield to varying and even negative event weights [82].

With the Matrix Element reweighting it is possible to assign new event weights for
a MC sample that were generated under a certain theoretical hypothesis, i.e. a model
and its parameters with given values, associated to a new theoretical hypothesis.
Both the original and the additional weights are based solely on matrix element
computations. These additional weight can be propagated through or calculated
after the simulation chain, and saves one from performing a full simulation on
an additional event sample for different model parameters. The method works
only if both the original and the new hypothesis give non-negligible contributions
to the same parts of the phase space. In LO the new weights are calculated via
the matrix elementsMnew/orig for the new and original set of model parameters
respectively and the original event weight worig with

wnew =
|Mnew|2

|Morig|2
· worig. (5.2.1)

Also NLO Matrix Element reweighting already exists but is more complicated due
to Born, real and virtual contributions to the matrix element [83].

A drawback of the method are potential large event weights. If the probabilities
for events to occur in a certain phase space region for the original model parameters
are much higher for alternative model parameters then large weights are assigned
to these events, accordingly. Hence, a few events that are in the tails of kinematic
distributions might dominate and lead to large statistical uncertainties in single
bins in distributions. The only solutions would be larger statistics for the MC
samples or generating the samples closer to the model parameters of interest, but
these strategies would undo the advantages of this method.
A feature of reweighted samples is that they are statistically dependent which

leads to more complicated handling of uncertainties on the predictions but may
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also be beneficial to have exact degree of agreement e.g. in developing new methods
and having closure tests.
Many generators have already implemented the Matrix Element reweighting

technique like Madgraph5_aMC@NLO [84] since only the matrix element
calculator of the generator has to be linked to the original event information.
Calculating weights for different configurations after the full simulation chain is
more complicated. The computation of the matrix elements needs the original
four-momenta of the initial and final state particles of the hard scatter process.
The implemented simulation framework complicates this task. After the parton
shower a large number of particles are generated from consecutive decays of the
final state particles as well as initial and final state radiation and jet hadronization
processes which renders the identification of the hard scatter particles more difficult.
Also initial and final state radiation shifts the center-of-mass system of parts of
the hard scatter process and change the original four-momenta of these particles.
Hence, even correctly identified hard scatter particles can lead to different results
in the matrix element calculations compared to the results obtained directly from
the starting hard scatter event.
These complications could be avoided by either just keeping the original hard

scatter events in the event record such that it can be used in the matrix element
calculator or use a unique identifier to afterwards match the event with the sepa-
rately saved original generator record. As samples are often split into smaller parts
to parallelize subsequent computations and are not necessarily merged in the same
order due to e.g. failed jobs, the identification often proves to be more problematic.
Therefore to circumvent these difficulties two approaches were implemented:
• The direct reweighting uses the recorded truth parton information from the
showering as input. Here, the four-momenta may slightly vary due to the
showering effects mentioned above.
• The matched reweighting uses the showered particles to identify the event
with the original hard scatter record which have to be saved during generation
of the sample. This gives exactly the same results as the matrix element
generator would calculate in an a priori Matrix Element reweighting.

Figure 5.2 shows two kinematic distributions of the azimuthal angle between
both leptons ∆φll and the scalar sum of all final state objects pT,tot for the
H�W±W∓∗�`−ν̄``′+ν`′ process produced via VBF or VH production modes for
different EFT scenarios. The parameters used for the different samples are listed in
Table 5.1 utilizing to the Higgs Characterization model introduced in Section 2.3.4.
First, samples for all different parameter sets were generated and afterwards the SM
sample is reweighted to the parameters of the other samples via direct and matched
reweighting. As expected, the uncertainties of the reweighted distributions are
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larger than for the directly generated validation samples but still in good agreement.
The larger the difference between the EFT parameter set and the SM parameters
the larger the statistical uncertainties of the reweighted distributions become.
The impact of both strategies can be seen in Figure 5.3 where the difference

between the weights from direct and matched reweighting is shown. The most
probable and expected value is zero but also large tails are visible due to boosting
and other effects from the showering. But it is however reassuring to see that the
tails are smeared out roughly symmetrical which motivates the good agreement
seen in the kinematic distributions.
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settings according to Table 5.1 overlayed with reweighted distributions of
the SM sample to the parameters of the validation samples V1 to V5 using
both direct and matched reweighting strategies.
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Table 5.1.: Parameter settings used to generate MC samples for the kinematic distribu-
tions seen in Figure 5.2. The model at hand is the Higgs Characterization
model introduced in Section 2.3.4. For all samples other κ couplings are set to
zero and the following parameters were fixed: Λ = 1TeV and cosα = 1/

√
2.

Sample κSM κHWW

SM
√

2 0
V1

√
2 -4.762

V2
√

2 -2.381
V3

√
2 2.381

V4
√

2 4.762
V5 1.447 -2.741
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Figure 5.3.: Distribution of the difference between the weights predicted by the two
Matrix Element reweighting strategies direct and matched reweighting. The
matched reweighting is subtracted event-by-event from the direct reweighting
and displayed in the ∆Weight axis.

5.2.2 Integral Morphing
Many techniques exists to obtain a continuous description of the model parameters
for a likelihood from a grid scan. One of the earliest developed methods is the
so-called integral morphing [85] which is based on the linear interpolation of the
inverses of the cumulative distribution functions. Consider a target function f(x|m)
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depending on a single model parameter m and describing the observable x. The
corresponding cumulative distribution function reads

F (x|m) =

∫ x

−∞
f(x′|m) dx′. (5.2.2)

If two distributions at m1 and m2 are known the goal is to obtain a continu-
ous distribution between these parameters with the corresponding cumulative
distribution function

F̄ (x|m) =

∫ x

−∞
f̄(x′|m) dx′. (5.2.3)

To do so, the first step is to find x1 and x2 such that

F (x1|m1) = F (x2|m2) = y (5.2.4)

for a given cumulative probability y. The cumulative probability for the new
distribution F̄ is set to the same value y at a linearly interpolated position x

F̄ (x|m) = y (5.2.5)

with
x =

m1

m1 +m2

x1 +
m2

m1 +m2

x2. (5.2.6)

By inverting the cumulative distributions in Equations 5.2.4 and 5.2.5 and sub-
stituting these results into Equation 5.2.6,

F̄−1(y|m) =
m1

m1 +m2

F−1(y|m1) +
m2

m1 +m2

F−1(y|m2), (5.2.7)

one can solve this equation with respect to y and retrieve the interpolated or
morphed distribution

f̄(x|m) =
f(x1|m1)f(x2|m2)

m1

m1+m2
f(x2|m2) + m2

m1+m2
f(x1|m1)

. (5.2.8)

Especially for normal distributions the interpolated distribution is also normal
with linear interpolated mean and variance. For exponential decays the decay
constant is linearly interpolated.
Figure 5.4 shows an example of the integral morphing. Here, two invariant

Higgs mass distributions with masses at 50 and 70GeV in the decay channel
ZH → e+e−H simulated for the LEP collider are used as input and morphed to
the distribution at a Higgs mass of 60GeV.
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This method is very well suited for models with rapidly shifting means but is
computationally intense due to numeric integration and root-finding steps and is
restricted only to the description of one-dimensional distributions.

Figure 5.4.: Example of integral morphing. Invariant Higgs mass distributions for the
ZH → e+e−H decay channel simulated for the LEP collider at 50 and
70GeV are used as input and interpolated to the dashed distribution at
60GeV. The simulated result at 60GeV is overlayed (dashed line) [85].

5.2.3 Moment Morphing
Another approach is the so-called moment morphing [86] capable to interpolate
also in a multi-dimensional parameter space. In the following, the procedure is
outlined for a single parameter.
The distribution f(x|m) of an observable x and model parameter m is known

for n discrete values of m. Given these sampling points the target function can be
expanded in a Taylor series up to an order of n− 1 around a reference value m0

f(x|mi) ≈
n−1∑

j=0

(mi −m0)j
1

j!

d(j)f(x|m0)

dm(j)
. (5.2.9)

Substituting Mij = (mi −m0)
j and f ′j(x|m0) = 1

j!
d(j)f(x|m0)

dm(j) the Taylor expansion
can be written in matrix form,

f(x|mi) ≈
n−1∑

j=0

Mijf
′
j(x|m0). (5.2.10)
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Inverting the n× n transformation matrix gives the values for the n derivatives

f ′j(x|m0) =
n−1∑

i=0

(M−1)jif(x|mi). (5.2.11)

Reinserting the derivatives into Equation 5.2.9 can be used to predict the template
shape at any new value of the model parameter m

f̄(x|m) =
n−1∑

i=0

ci(m)f(x|mi), (5.2.12)

with coefficients

ci(m) =
n−1∑

j=0

(m−m0)j(M−1)ji. (5.2.13)

At the input templates the coefficients yield ci(mj) = δij and they sum up∑
i ci(m) = 1.
The simplest case with n = 2 results in the weighted average

f̄(x|m) =
m1 −m
m1 −m0

f(x|m0) +
m−m0

m1 −m0

f(x|m1). (5.2.14)

This interpolation is called vertical morphing. An example is shown in Figure 5.5a
for input templates that have the same mean values and leads to convincing results,
in contrast to Figure 5.5b with shifted means and width in x and unsatisfying
interpolation results.
To accounts for shifts of the mean and width in x all input distributions have

first to be translated to the same mean µ̄(m) and width σ̄(m) such that their
location match up and apply vertical morphing afterwards. With the means µ(mi)
and width σ(mi) of the input templates one derives

µ̄(m) =
n−1∑

i=0

c(m)µ(mi)

σ̄(m) =
n−1∑

i=0

c(m)σ(mi).

(5.2.15)
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The linear transformation of the input observable is performed with

x̃i(x|m) =
σ(mi)

σ̄(m)
(x− µ̄(m)) + µ(mi) (5.2.16)

and can be substituted into Equation 5.2.12

f̃(x|m) =
n−1∑

i=0

ci(m)f(x̃i|mi). (5.2.17)

This interpolation technique is referred to as moment morphing. Figure 5.5b
shows the interpolated distribution using moment morphing with suitable outcome
compared to vertical morphing. For a Gaussian probability model with linearly
changing mean and width, moment morphing of two normal templates is the
exact solution.
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(a) Vertical morphing interpolation
demonstrated using two normal input
templates with same mean value.
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(b) Vertical and moment morphing inter-
polation demonstrated using two nor-
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mean values.

Figure 5.5.: Example of vertical and moment morphing using two normal distributions
with same and shifted mean values [86].

Still, moment morphing is an interpolation technique derived from empirical
properties of the input distributions. A better and preferred way would include
a physics inspired morphing technique at best with analytical exact solutions
taking quantum mechanical effects into account, e.g. interferences of different
contributions, like a matrix element based event generator. The newly developed
method of Effective Lagrangian Morphing is constructed exactly to include these
features for the case of modelling Lagrangians depending on coupling parameters
as for EFT scenarios with Wilson coefficients.
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5.3 Effective Lagrangian Morphing
For coupling parameters that are spelled out in the Lagrangian of a physics model,
one can construct an interpolation procedure that is based on the underlying physics.
The novel technique is called Effective Lagrangian Morphing [7, 87]. It is not only
a simple interpolation method, but gives in principle analytically exact solutions
without any additional approximations for the entire coupling phase space only
with just a few pre-computed input samples required. Not only effective couplings
derived from e.g. an EFT approach can be used but also non-effective operators.
The interpolation is applicable to total and differential cross sections, branching
fractions or even individual reweighted events. Since the detector simulation
and reconstruction does not influence the structure of the underlying physics
model, this morphing can be used on parton level as well as on samples with
full reconstructed information.
However, it cannot replace other interpolation techniques. Non-coupling-like

parameters can not be interpolated, which are for example particle masses, widths
or other model parameter like renormalization and factorization scales or PDF
variations.

Since Effective Lagrangian Morphing can be applied on distribution level, it is
computational very fast and can perform directly a likelihood fit to physics data,
which would be unimaginably using e.g. just Matrix Element reweighting, since
this works on an event-by-event basis.
In the following section the derivation of the method is presented followed by

two exemplary morphing scenarios to get a better understanding.

5.3.1 Derivations
Consider a Lagrangian that is structured as a linear combination of coupling
parameters of interest gi ∈ g and associated operators Oi,

L =
∑

i

giOi. (5.3.1)

For an arbitrary physics process with vertices V at which these operators act, the
amplitude can be written in a general form with

M(g) =
∏

V

∑

j∈V
gjMj, (5.3.2)

whereMj ∈M are the partial matrix elements each corresponding to one of the
operators Oi in the Lagrangian. These partial matrix elements include not only the
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vertex term that is related to the coupling gj, but also all propagators, vertices or
other terms of the physics process, which do not depend on any coupling parameters.
In the squared amplitude the product of sums can be multiplied out to a sum

of products,

|M(g)|2 =
∏

V

∣∣∣∣∣
∑

j∈V
gjMj

∣∣∣∣∣

2

=
∑

i

ci Re


∏

k(i)

gkMk




=
∑

i

ci
∏

k(i)

gk

︸ ︷︷ ︸
Pi(g)

Re


∏

k(i)

Mk




︸ ︷︷ ︸
Pi(M)

.

(5.3.3)

Here, k(i) denotes the combinatorics that results from the expansion of the product
over the vertices and ci represents the number of identical terms. The polynomials
Pi(g) of the coupling constant are of the order 2v, if v vertices are affected by
the coupling constants of interest. Pi(M) are the corresponding polynomials of
the partial matrix elements, which are multiplied in a complex conjugated way
to become a real quantity, e.g. Re(M∗

1M2).
Using Equation 2.4.5 for the cross section calculation for a 2→ n process in a

compact form, where the distributions are included in the phase space integral dΩ
over the final state particle momenta and the constant C is absorbed by the partial
matrix elements, the amplitude squared can be included into the following form

σ(g) =

∫
dΩ |M(g)|2

∑

i

ciPi(g)

∫
dΩPi(M).

(5.3.4)

The integrals containing the cross section

χi =

∫
dΩPi(M) (5.3.5)
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span a basis for a vector space, where the coupling polynomials represent the
coordinates. This basis can be mapped to another basis ξi with

χi =
∑

j

A′ijξj (5.3.6)

for an appropriate chosen set of coefficients A′ij. The cross section with the
couplings g in the other basis is expressed as

σ(g) =
∑

i

ciPi(g)χi (5.3.7)

∑

i

ciPi(g)
∑

j

A′ijξj (5.3.8)

∑

i,j

Pi(g)Aijξj, (5.3.9)

where the numbers ci are absorbed in the coefficients A′ij.
Let now choose sets of parameter points gk such that the new basis ξk is

expressed as physical cross sections at these parameters. With Equation 5.3.9
the closure condition

ξk = σ(gk) =
∑

i,j

Pi(gk)Aijξj (5.3.10)

gives linear equations to compute the unknown coefficients Aij.
To satisfy ξk =

∑
j δjkξj one can write

δjk =
∑

i,j

Pi(gk)Aij, (5.3.11)

equivalent in matrix form

A ·M = I with Mik = Pi(gk). (5.3.12)

Thus, by inverting the matrix M Equation 5.3.10 has as a definite solution the
morphing matrix A. A set of coupling points {gk} that yield to an invertible
matrix M is called morphing basis.
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Having the cross sections σ(gi) and the solution for the morphing matrix A a cross
section at an arbitrary parameter point σ(g) can be calculated with Equation 5.3.9,

σ(g) =
∑

i

∑

j

Pj(g)Aji

︸ ︷︷ ︸
wi(g,{gk})

σ(gi), (5.3.13)

and comprise a linear combination of the weights wi with the cross sections σ(gi).

5.3.2 Simple Examples
In the following, two simple examples will illustrate the calculations and help to
get a better understanding.

One Vertex with two Couplings
Let’s consider a process where two different couplings g = {gSM, gBSM} act on just
one vertex. One exemplary process is a Higgs boson produced via gluon fusion
decaying into H�W±W∓∗�`−ν̄``′+ν`′ illustrated in Figure 5.6, where in the decay
vertex the SM and a BSM coupling from e.g. the Higgs Characterization model
(cf. Section 2.3.4) contribute.

H

W

W

g

g

f

`

`′

ν`

ν`′

gSM

gBSM

Figure 5.6.: Feynman diagram of an exemplary process where two coupling parameters
appear in one vertex. The process depicted here is the production of a Higgs
boson via gluon fusion decaying into two leptonically decaying W -bosons.
The two couplings acting on the Higgs decay vertex are gSM and gBSM.

The matrix element in this case can be written as

M(g) = gSMMSM + gBSMMBSM (5.3.14)

|M(g)|2 = g2
SM |MSM|2 + 2gSMgBSM Re(M∗

SMMBSM) + g2
BSM |MBSM|2 . (5.3.15)
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Three different coupling polynomials of order 2 are identified:

P (g) = {g2
SM, gSMgBSM, g

2
BSM} (5.3.16)

In principle three arbitrary coupling parameter points could be chosen as morphing
basis as long as the morphing matrix

M =



g2

SM,1 gSM,1 · gBSM,1 g2
BSM,1

g2
SM,2 gSM,2 · gBSM,2 g2

BSM,2

g2
SM,3 gSM,3 · gBSM,3 g2

BSM,3


 (5.3.17)

is still invertible. For simplicity, let’s choose the parameters listed in Table 5.2
corresponding to a pure SM, a pure BSM and a mixed sample.

Table 5.2.: Set of coupling parameter points for a morphing example with two couplings
of interest contribute to one vertex.

Sample gSM gBSM

SM 1 0
Mix 1 1
BSM 0 1

With these parameters the resulting morphing matrix and its inversion is given by

M =

g2SM gSMgBSM g2BSM( )1 0 0 SM

1 1 1 Mix

0 0 1 BSM

(5.3.18)

M−1 =

SM Mix BSM( )1 0 0 g2SM

−1 1 −1 gSMgBSM

0 0 1 g2BSM.

(5.3.19)
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Multiplied with the coupling polynoms in Equation 5.3.13 one obtains

σ(gSM, gBSM) = (g2
SM − gSM · gBSM)︸ ︷︷ ︸

wSM

·σ(1, 0)

+ gSM · gBSM︸ ︷︷ ︸
wMix

·σ(1, 1)

+ (g2
BSM − gSM · gBSM)︸ ︷︷ ︸

wBSM

·σ(0, 1).

(5.3.20)

With this formula the cross section of an arbitrary parameter point can be calculated
just using three pre-computed cross sections σSM = σ(1, 0), σMix = σ(1, 1) and
σBSM = σ(0, 1) and the corresponding weights.

This simple morphing case can be understood very intuitively by looking at the
matrix element squared of Equation 5.3.15, which is proportional to the cross section
and can directly be compared to the morphing formula 5.3.20. Three terms must
be summed up: the SM, the BSM and an interference term. The interference term is
calculated by subtracting the pure SM and BSM cross sections from the cross section
of the mixed sample. Replacing the partial matrix elements by the cross sections

|MSM|2 → σSM

2 Re(M∗
SMMBSM) → σMix − σSM − σBSM

|MBSM|2 → σBSM

returns the morphing formula 5.3.20. This calculation is illustrated in Figure 5.7.
The morphing formula is generalized for an arbitrary morphing basis by simply

choosing variable coupling parameters g1, g2 and g3 for the three input samples.

Two Vertices with shared Couplings
The case, where two vertices are affected by the couplings gSM and gBSM, is a bit
more complicated, however the derivation of the morphing function is analogous.
An exemplary physics process is shown in Figure 5.8, where the Higgs is produced
via vector boson fusion and decays again in H�W±W∓∗�`−ν̄``′+ν`′ . Since the
production and decay vertex both connect the Higgs and two W -bosons, the
couplings act on both vertices.
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σSM

σMix

σBSM

Interference

·g2
SM

·g2
BSM

+gSM · gBSM

−gSM · gBSM

−gSM · gBSM

Figure 5.7.: Schematic depiction of a simple Effective Lagrangian Morphing with two
couplings of interest contribution to one vertex with fixed morphing basis
listed in Table 5.2.

The matrix element as function of the couplings is written as

M(g) = (gSMMSM,p + gBSMMBSM,p)︸ ︷︷ ︸
production

· (gSMMSM,d + gBSMMBSM,d)︸ ︷︷ ︸
decay

|M(g)|2 = g4
SM · |MSM,p|2|MSM,d|2

+ g3
SMgBSM · 2

[
|MSM,p|2 Re(M∗

SM,dMBSM,d)

+ Re(M∗
SM,pMBSM,p)|MSM,d|2

]

+ g2
SMg

2
BSM ·

[
|MSM,p|2|MBSM,d|2 + |MBSM,p|2|MSM,d|2

+4 Re(M∗
SM,pMBSM,p) Re(M∗

BSM,pMSM,p)
]

+ gSMg
3
BSM · 2

[
|MBSM,p|2 Re(M∗

SM,dMBSM,d)

+ Re(M∗
SM,pMBSM,p)|MBSM,d|2

]

+ g4
BSM · |MBSM,p|2|MBSM,d|2.

(5.3.21)

Since in this case two vertices are modified by the parameters of interest, the
coupling polynoms are of order four. In total five polynoms are identified in
the matrix element squared and therefore the same number of input samples are
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Figure 5.8.: Feynman diagram of an exemplary process where two coupling parameters
appear in two vertices. The process depicted here is the production of a
Higgs boson via vector boson fusion decaying into two leptonically decaying
W -bosons. The two couplings acting on the H →WW vertex are gSM and
gBSM.

needed to exert the morphing. Now, the same procedure as shown in the previous
example has to be applied. A morphing basis is defined by choosing five coupling
parameter points. Then the morphing matrix is formulated, inverted and finally
the morphing formula can be derived.

5.3.3 Dimensionality
As is clearly apparent from the examples in the previous section, the number of
input samples that have to be generated for the Effective Lagrangian Morphing is
always exactly equal to the number of different coupling polynoms that appear in
the matrix element squared. It has to be noted that this number is fixed by the
number of parameters and in which vertices they appear. It is not possible to use
fewer samples or to include additional generated samples. In principle there is no
limitation on how many parameters can be modelled simultaneously.
For a generic 2 → 2 s-channel process at tree level only one or two vertices

are modified by coupling parameters of interest. The coupling polynoms are in
this case of the order four and the formula for the number of required samples
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is calculated with

N =
np (np + 1)

2
· nd (nd + 1)

2
+

(
4 + ns − 1

4

)

+

(
nd · ns +

ns (ns + 1)

2

)
· np (np + 1)

2

+

(
np · ns +

ns (ns + 1)

2

)
· nd (nd + 1)

2

+
ns (ns + 1)

2
· np · nd + (np + nd)

(
3 + ns − 1

3

)
,

(5.3.22)

where np and nd are the number of parameters that contribute exclusively in the
production or decay vertex respectively, and ns is the number of shared couplings
appearing in both production and decay vertex. Each line in the equation counts
the number of terms for different categories of polynoms. The first line sums terms
pure in production and decay, or containing only shared couplings. Production
coupling polynoms of second order are counted in the second line and respectively
decay coupling polynoms of second order in the third line. The last line counts the
terms which are only of first order in either production or decay or both.
For cases where only one vertex is modified, like in the example shown in

Figure 5.6 for the gluon fusion process, the expression can be simplified to

NggF =
n(n+ 1)

2
. (5.3.23)

Similar, for studies with processes having the same production and decay vertex
and looking only at shared parameters like the VBF process shown in Figure 5.8
the formula reduces to

NVBF =

(
4 + n− 1

4

)
. (5.3.24)

As apparent from these equations the number of required samples grow rapidly as
function of the number of samples especially when parameters are shared between
vertices. Compared to a minimalistic grid scan where each dimension is segmented
into three samples, the morphing technique nevertheless requires far fewer samples,
which is visualized in Figure 5.9.
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Figure 5.9.: Number of input samples required for Effective Lagrangian Morphing as
function of the number of free coupling parameters contributing all to one or
two vertices and compared to a grid scan of the parameter space with three
samples per dimension.

5.3.4 Uncertainty Propagation
For a specific model with coupling parameters of interest and a given physics
process, the Effectie Lagrangian Morphing is completely deterministic. The only
freedom remains in choosing the morphing basis, meaning the parameter points
at which the input samples are generated. The choice of these input parameters
can have a huge impact on the uncertainty from e.g. cross section calculations
of the input samples propagated through the morphing function, increasingly for
larger number of free coupling parameters.
Figure 5.10 shows two examples for different processes with different sets of

coupling parameters using the Higgs Characterization model. In each examples
two morphing bases are used and the inputs are morphed to the SM parameters.
The resulting distributions for the observable ∆φjj,sign (cf. Equation 6.1.1) are
superimposed with an independently generated distribution at the SM target
parameters. In the first example seen in Figure 5.10a the process at hand is ggF
with H�W±W∓∗�`−ν̄``′+ν`′ decay and the free coupling parameters are κSM and
κAWW which apply both in the decay. The production coupling κHgg is set constant
to the SM coupling for all inputs. The parameters used for both morphing bases
are listed in Table 5.3a. It’s clearly visible that the blue distribution has larger
uncertainties than the red one despite that the only difference are larger κAWW values
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for the inputs of the blue distribution. Nevertheless, the effect is not substantial.
Looking at the second example, the effect of the morphing basis choice on the
uncertainty becomes more apparent. Here, the events are produced in the process
VBF H�W±W∓∗�`−ν̄``′+ν`′ with free couplings κSM, κHVV and κH∂V

2. Again, two
different morphing bases are used whose parameter settings are listed in Table 5.3b.
Despite that only one input sample differs for both bases the uncertainty of the
blue distribution is significant larger than the red one. It can be stated that the
higher the dimensionality is - that is the more free couplings are analyzed - and
therefore the more inputs are necessary, the larger is the impact of the morphing
basis on the uncertainties, as can be nicely seen in these two examples.
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(a) The inputs are gener-
ated with the process ggF
H�W±W∓∗�`−ν̄``′+ν`′ using
κSM and κAWW parameters.
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(b) The inputs are generated
with the process VBF
H�W±W∓∗�`−ν̄``′+ν`′ using
κSM, κHVV and κH∂V.

Figure 5.10.: Impact on the uncertainty for different morphing bases. The corresponding
input coupling parameters are listed in Table 5.3. In each example two
different bases are used and the corresponding distributions for the ∆φjj,sign
observable are morphed to the SM parameters. An independently generated
SM distribution is overlayed as validation.

Since the Effective Lagrangian Morphing is based on the matrix elements of
the underlying physics, no model uncertainties are introduced in the interpolation.
Only two possible sources of uncertainty remain:

1. Due to finite precision in computational calculations, numerical inaccuracies
are introduced especially in the inversion of the morphing matrix which is
often bad conditioned.

2The coupling κHVV and κH∂V refer to identically set coupling to WW and ZZ bosons, such
that the parameters κHWW and κHZZ are set equal as well as κH∂WR, κH∂WI and κH∂Z. This
has only an effect on the production vertex since here the Higgs can couple to both W - and
Z-boson (cf. Equation 6.1.2).
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Table 5.3.: Input parameters used to generate the distribution of Figure 5.10. Constant
parameters are Λ = 1000 and cosα = 1/

√
2.

(a) Input parameter corresponding to Fig-
ure 5.10a. The production parameter
κggH is set constant to

√
2.

Sample κSM κAWW

base1
0 2.402√
2 24.023√
2 -24.023

base2
0 2.402√
2 2.402√
2 -2.402

validation
√

2 0

(b) Input parameter corresponding to Fig-
ure 5.10b. Only one sample is varied
between both bases.

Sample κSM κHVV κH∂V

base1
and
base2

0 2.28 0
0 0 0.26√
2 22.8 0√
2 -22.8 0√
2 0 2.58√
2 0 -2.58√
2 22.8 2.58√
2 -22.8 2.58√
2 11.4 0√
2 0 1.29√
2 11.4 -2.58√
2 22.8 3.87√
2 -11.4 -2.58√
2 -22.8 -3.87

base1
√

2 0 0.26
base2

√
2 2.28 0

validation
√

2 0 0

2. Only a limited number of events per samples are generated which results in
an uncertainty on the cross section calculation proportional to the square
root of the sum of weights squared,

√∑
wevent
i , where wevent

i is the weight of
the i-th generated event of the MC sample.

To avoid finite precision problems in the matrix inversion the C++ implementation
of the method uses uBLAS and multiprecision from the boost libraries [88]
to arbitrarily increase the number of significant digits and therefore achieve a
negligible effect for the numerical accuracy. Hence, the uncertainty estimate is
based purely on propagation of the uncertainties of the input values between which
the interpolation is performed.

In case the input samples are totally uncorrelated, i.e. independently generated
at coupling parameters {gi}Ni=1, the uncertainty ∆σi on the N computed cross
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sections σi = σ(gi) are propagated in the morphing function with

∆σ(g)2 =
N∑

i=1

(
wi(g) ∆σi)

)2
. (5.3.25)

The weights wi are functions not only of the target parameters g but also on
the morphing basis {gi}Ni=1. The uncertainty propagation is here shown for cross
sections but is equivalent for other quantities like branching ratios or differential
cross sections. The relative uncertainty is calculated with

∆relσ(g) =

√∑N
i=1

(
wi(g) ∆σi

)2

∑N
i=1wi(g)σi

. (5.3.26)

Assuming the same relative uncertainty δ = ∆σi/σi on the cross sections this
equation simplifies to

∆relσ(g) = δ ·

√∑N
i=1

(
wi(g)σi

)2

∑N
i=1 wi(g)σi

. (5.3.27)

This may be true in some approximation for total cross sections but can change
significantly in specific signal regions with different kinematic acceptances for
individual samples especially in differential distributions with low statistics. Still, it
helps to understand how to choose the morphing basis to have as small uncertainties
as possible in a parameter space region of interest.

The other interesting case consists of totally correlated samples, where e.g. oneMC
sample is reweighted to other coupling parameters via Matrix Element reweighting.
Here, the propagated morphing uncertainty is calculated with

∆corrσ(g)2 =

(
N∑

i=1

wi(g) ∆σ(gi)

)2

, (5.3.28)

the relative uncertainty is derived to

∆corr,relσ(g) =

∑N
i=1 wi(g) ∆σi∑N
i=1wi(g)σi

(5.3.29)

and simplifies assuming again equal relative uncertainties of all input samples to

∆corr,relσ(g) = δ. (5.3.30)
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Unfortunately, the assumption of equal uncertainties in the correlated case is rarely
true, since reweighted samples have often huge variations in the uncertainties
when the parameters of the source sample differ a lot from the target parameters.
Then few events in the kinematic tails dominate with large weights obtaining
thus large uncertainties.

In most analyses constraints already exists on the target parameters. Usually one
expects only small deviations from the SM case and can limit the target parameters
around the SM coupling point. In this region the propagated uncertainty in the
morphing function can be minimized by choosing a proper morphing basis. This
challenge is tackled in Section 5.5.4 where an iterative method is presented to
obtain an optimal morphing basis for the coupling parameter space of interest.

5.4 Validations and Applications
Many validations of the method have been performed to prove the concept and
show its capabilities. The usual strategy consists of several steps. First, a physics
process and coupling parameters of interest are chosen, which fixes the number of
input samples. A suitable morphing basis is selected and corresponding samples
are generated as well as validation samples with different parameters. The Effective
Lagrangian Morphing is used with the input samples to obtain the predictions at
the validation parameters which are finally compared to the distributions of the
independently generated validation samples. In addition, fits can be performed
to the validation distributions to check if the original coupling parameters can
be extracted.

Here, different applications are presented for the ggF and VBF production mode
and via H�W±W∓∗�`−ν̄``′+ν`′ and H�ZZ∗�`+`−`′+`′− decay with different pa-
rameters settings for truth and reconstructed events. Three different studies
are presented:
• truth level ggF H�W±W∓∗�`−ν̄``′+ν`′ events at

√
s = 13TeV with κSM and

κAWW couplings,
• truth level VBF H�W±W∓∗�`−ν̄``′+ν`′ events at

√
s = 13TeV with κSM,

κHVV and κH∂V couplings,
• reconstructed ggF H�ZZ∗�`+`−`′+`′− events at

√
s = 7TeV with κSM, κHZZ

and κAZZ couplings.
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For the first two validations dedicated samples are produced using the Mad-
Graph5_aMC@NLO 2.3.3.p1 generator with the Higgs Characterization model
introduced in Section 2.3.4. Each sample consists of 100 000 events with varying
parameter settings. The events are generated in NLO precision in QCD and LO in
electroweak couplings. In the ggF case the vertex between the gluons and the Higgs
boson is modelled as an effective coupling where as approximation the mass of
the heavy quark in the loop are taken to infinity. The NLO PDF NNPDF3.0 [89]
with strong coupling αs = 0.118 is used for all samples. The parton shower and
hadronization was produced with Pythia8 8.212 [90] with the A14 tune [91]. NLO
parton-jet matching in merging between the generator and the parton showering
for ggF events is achieved by the FxFx-merging technique [84].

Reconstructed events are subject to a Geant4-based detector simulation [92,93],
and the standard ATLAS reconstruction used for collision data. On truth level
samples no detector simulation has been performed and no pile-up has been taken
into account. Jet candidates are reconstructed using the anti-kt algorithm with
a distance parameter of R = 0.4.

5.4.1 ggF H�W
±
W

∓∗
�`

−
ν̄``

′+
ν`′

This study represents the minimal example shown in Section 5.3.2 since only the SM
and one additional BSM parameter that is κAWW are considered. These parameters
apply exclusively in the decay vertex. The κHgg coupling that appears in the
production vertex is set constant to the SM value for all samples and drop out
in the calculation of the morphing function, such that just second order coupling
polynomials emerge. Three samples are necessary as inputs for the morphing
function. The chosen morphing basis are listed in Table 5.4 and consists of one
SM sample (s0) and two mixed samples with the same SM coupling and opposite
sign values for the AWW coupling (s1 and s2). In addition, two validation samples
v0 and v1 are generated, at which parameters the functionality of the morphing
method is demonstrated. The events are produced on truth level and the object and
event selection follows closely the selection of the analysis presented in Chapter 6
up to the 2-jets cut requirement.

The observable used in this example is the total transverse momentum ptotT , defined
as p`1T + p`2T + Emiss

T +
∑
pjetsT , where the sum over jets runs over all jets present in

the respective event. In Figure 5.11 the distributions of the tree input samples
s0-s2 are shown as well as the distribution of the validation samples v0 and v1.
Two different test are carried out. First, the morphing method is used to

reproduce the distribution at certain parameter values. Here, the parameters at
which the validation samples has been produced, are provided as input to the
morphing and the distribution generated by the morphing function are compared to
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Table 5.4.: Morphing basis and parameters for validation samples for the ggF
H�W±W∓∗�`−ν̄``′+ν`′ study. Constant parameters are Λ = 1000GeV,
cosα = 1/

√
2 and κHgg=

√
2. All remaining Wilson coefficients are set to 0.

Sample κSM κAWW

s0
√

2 0

s1
√

2 24.02

s2
√

2 −24.02

v0 1.05·
√

2 4.80

v1 0.95·
√

2 −16.82
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Figure 5.11.: Distribution of ptotT for the three input samples s0-s2 (left) and the valida-
tion samples v0 and v1 generated at parameters listed in Table 5.4.

the independently generated validation distribution which should agree inside the
statistical uncertainties. The second test is to not provide the original parameters of
the validation distribution and directly fit the morphing function to the validation
distribution to extract the coupling parameters. Since the distributions are often
degenerated in the parameter space, that is at two or a set of different parameter
points the same cross section and shape are expected for a distribution of a certain
observable, one does not certainly expect a perfect match to the original parameters
of the validation sample. The common case are observables which are not sensitive
to the sign of a coupling and identical distributions are expected at plus and minus
the respective parameter. Ideally, in this case, the fit will result in parameters which
are preferred due to the same statistical fluctuation of the morphing and validation
distribution. Such a parameter fit reflects a real case analysis in which the nature
of the EFT couplings are unknown and need to be determined from physics data.

Figure 5.12 shows the results of both types of tests for both validation samples.
The agreement between the prediction of the morphing (black) and the validation
distribution (blue) are in excellent agreement inside the statistical uncertainty.
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The fit parameters listed inside the subfigures are in perfect agreement to the
original validation parameters, although especially the large uncertainties on the
κAVV parameter show the degeneracy of the distributions throughout the parameter
space for this particular analysis.
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Figure 5.12.: Comparison of the morphing predictions (blue) to the validation distri-
bution (black) and the morphing distribution generated by a fit to the
validation distribution (red) for both validations v0 (left) and v1 (right).
The respective nominal parameters as well as the parameters with uncer-
tainties resulting from the fit are listed inside the respective subfigure. The
ratios of the morphing and fit prediction are with respect to the validation
distribution.

This degeneracy at least for the total cross section is nicely shown in the left
distribution in Figure 5.13. Here, the cross section is plotted as function of
both parameters κSM and κAVV. It is symmetrical for positive and negative AVV
parameters and only have small changes for κSM at fixed κAVV, which explains the
large uncertainties for κAVV in the fits in Figure 5.12.
In the right distribution of Figure 5.13 the relative uncertainty on the cross

section in the parameter space is shown and additionally the parameter points at
which the input samples for the morphing has been produced. Naively, one would
expect that the uncertainties are especially small the closer one considers target
parameters to one of the input parameter points as it would be valid for simple
interpolation techniques, because the smaller the difference between the parameters
are the better the respective input distribution emulates the distribution at these
target parameters. But since the Effective Lagrangian Morphing is not a usual
interpolation method this is not the case. It is clearly visible that the relative
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uncertainty are even smaller in between the input parameters compared with the
cross section uncertainty at the input parameters. The choice of the morphing basis
is therefore crucial for the resulting uncertainties all over the parameter space.
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Figure 5.13.: Expected number of events as function of the free parameters κSM and κAVV

(left) and the respective relative uncertainty on the cross section (right).
The luminosity is set to 10 fb−1. The black dots in the right distribution
are the positions at which the input samples for the morphing have been
generated.

5.4.2 VBF H�W
±
W

∓∗
�`

−
ν̄``

′+
ν`′

The second study comprises a more complicated case where three couplings κSM,
κHVV and κH∂V are taken into account. Since the process VBFH�W±W∓∗�`−ν̄``′+ν`′
has similar production and decay vertices the parameters affect both vertices which
leads to 15 required morphing inputs according to Equation 5.3.24. A list of the
morphing basis as well as the parameters for the validation benchmarks can be
found in Figure 5.14.
Similar to the ggF H�W±W∓∗�`−ν̄``′+ν`′ study in the previous section, the

events are produced on truth level and the object and event selection follows closely
the selection of the analysis presented in Chapter 6 up to the 2-jets cut requirement.
At this cut stage the 15 input and two validation distributions for the observable
∆φjj,sign are generated (cf. Figure 5.15). Compared to the previous analysis, clear
cross section and shape differences are visible for the different distributions such
that one can expect much smaller uncertainties on fitted parameters.
Again, both tests are performed to both validation distributions shown in Fig-

ure 5.16. The predictions from the morphing (blue) to the validation distributions
(black) are in excellent agreement, as well as the distribution at the resulting fit
parameters (red) to the validation distribution. Also the fitted parameters are in
good agreement with the original validation parameters and as indicated before, the
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Figure 5.14.: Morphing basis and parameters for the validation samples for the VBF
H�W±W∓∗�`−ν̄``′+ν`′ study. The projection of the parameters in the
κHVV-κH∂V space are draw on the left, where the red dots represent the
morphing basis and the blue dots the validation parameters. The SM
parameters are listed right. Constant parameters are Λ = 1000GeV and
cosα = 1/

√
2. The parameters κHWW and κHZZ are set equal labeled as

κHVV as well as κH∂WR, κH∂WI and κH∂Z defined as κH∂V. All remaining
Wilson coefficients are set to 0.

uncertainties on these fitted parameters are much smaller compared to the previous
study, as expected. Performing a χ2-test between the validation distribution v0 and
the prediction of the morphing gives a corresponding p-value of 0.80, which indicate
a good agreement. An even better result gives a χ2-test between the distribution
for the fitted values to the validation distribution with a p-value of 0.96, which
indicates that the fit finds more suitable parameters then the nominal validation
parameters. That is of course due to statistical fluctuations. For the validation v1
the p-values evince an even better agreement with both at 0.98.
Furthermore, one can extract the correlation matrices from the fits which are

shown in Table 5.5. High (anti-)correlations are present. For example κH∂V and
κHVV are totally anti-correlated at the parameters from validation sample v0. This
can be potentially used to reduce the number of free parameters by going into
a diagonalized parameter space without loosing analytical power. This task is
examined in more details in Section 5.5.2.
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Figure 5.15.: Input (s00-s14) and validation (v0 and v1) distributions for the ∆φjj,sign
observable. The corresponding parameters are shown in Figure 5.14.

Table 5.5.: Correlation matrices for the fit of the morphing function to the validation
distributions v0 (left) and v1 (right) shown in Figure 5.16.

κSM κHVV κH∂V

κSM 1.00 -0.87 0.87
κHVV -0.87 1.00 -1.00
κH∂V 0.87 -1.00 1.00

κSM κHVV κH∂V

κSM 1.00 -0.70 -0.70
κHVV -0.70 1.00 0.91
κH∂V -0.70 0.91 1.00
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Figure 5.16.: Comparison of the morphing predictions (blue) to the validation distri-
bution (black) and the morphing distribution generated by a fit to the
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The respective nominal parameters as well as the parameters with uncer-
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In Figure 5.17 the cross section predictions as function of the parameters are
shown as predicted by the morphing in two dimensional distributions keeping the
respective third parameter at the SM case value, i.e. 0 for BSM parameters and√

2 for κSM. In general a tendency is discernible to have higher event yields for
increasing values of any coupling parameter. Also, the relative uncertainties on
the cross section predictions of the morphing are displayed in Figure 5.18 with
an equivalent slicing of the parameter space as in Figure 5.17. Mostly in the
parameter space of interest the uncertainty stays small, except for an anomaly at
ca. κHVV= −10, κH∂V= −4 and κSM=

√
2 where the uncertainty peaks to a value of

σ/∆σ ≈ 25. Making only a small change to the morphing basis by exchanging the
input sample s14 with the validation v0 already reduces the relative uncertainty
to a value of approximately 1 (cf. Figure 5.19) which shows how significant the
impact of the input parameters to the uncertainty is.
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5.4.3 ggF H�ZZ∗�`+`−`′+`′−

The last validation study shown here has been already presented in [87] using
fully reconstructed MC samples of the Run-1 H�ZZ∗�`+`−`′+`′− tensor structure
analysis [26] at

√
s = 8TeV. Only the dominating ggF production mode is considered.

In this analysis two separate coupling mixing have been investigated, i.e. the
SM coupling with either the CP-even κHZZ or CP-odd κAZZ coupling using the
parametrization of the Higgs Characterization model with redefined couplings
according to

κ̃HZZ =
1

4
· v

Λ
· κHZZ and κ̃AZZ =

1

4
· v

Λ
· κAZZ, (5.4.1)

with the vacuum expectation value v and the cut-off scale Λ.
The MC events are produced in two parts. First the SM Higgs boson production

via gluon fusion is simulated using the Powheg-Box [94] generator with a Higgs
mass mH = 125.5GeV. The Higgs boson decay for the non-SM signals are simulated,
according to the Higgs boson parity assumptions, using the JHU [95,96]MC generator
at leading order. The event selections is applied according the tensor structure
analysis of [26]. The morphing basis as well as the parameters chosen for the
validation samples are shown in Table 5.6.

Table 5.6.: Morphing basis and parameters for validation samples for the ggF
H�ZZ∗�`+`−`′+`′− study.

κ̃SM κ̃HZZ κ̃AZZ

Input sample 1 1 0 0
Input sample 2 0 1 0
Input sample 3 0 0 1
Input sample 4 1 1 0
Input sample 5 0 1 1
Input sample 6 1 0 1
Validation sample 1 (Φ) 1 −2 0
Validation sample 2 (Φ) 1 −1.25 0
Validation sample 3 (TO2(κ̃AZZ, α)) 1 0 5
Validation sample 4 (TO2(κ̃AZZ, α)) 1 0 3.25

Two observables are probed. The first one is the spin and parity sensitive angle
Φ between the decay planes of two lepton pairs matched to the two Z-boson decays
expressed in the four-lepton rest frame (cf. Figure 5.20). The second discriminant is
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the transformed optimal observable TO2(κ̃AZZ , α) derived from the corresponding
optimal observable O2(κ̃AZZ, α) defined as

O2(κ̃AZZ, α) =

∣∣M
(
κ̃AVV 6= 0, κSM = κ̃HVV = 0, α = π

2

)∣∣2
∣∣M
(
κ̃SM 6= 0, κAVV = κ̃HVV = 0, α = π

2

)∣∣2 , (5.4.2)

which is then normally distributed to the SM scenario. By construction the TO2

observable is sensitive to the modulus of the (κ̃AZZ/κ̃SM) · tanα ratio. The single
samples used for the validation are not statistically independent but rather received
by using the Matrix Element reweighting on a single sample with large statistics.
Therefore, as seen in Figure 5.21, a perfect agreement of the morphing result with
the validation distributions is expected.

Figure 5.20.: Definitions of the angular observables sensitive to the spin and parity of
the resonance in the H�ZZ∗�`+`−`′+`′− decay [26].

This validation is a perfect showcase of how the Matrix Element reweighting can
be utilized to generate the input sample for the Effective Lagrangian Morphing.
In addition, it can be noted that since a different generator as MadGraph has
been used, opposing to the previous validation studies, this validation shows the
independence of the morphing technique on the choice of the MC generator.
More validation studies can be found in Reference [87] with similar satisfy-

ing results.

5.5 Improvements
An optimal analysis would incorporate all coupling parameters that the model
provide to obtain a complete description of the underlying physics, with the SM and
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Figure 5.21.: Distributions of ggF H�ZZ∗�`+`−`′+`′− events generated at
√
s =

8TeV [26], comparing the shapes of physical observables Φ and
TO2(κ̃AZZ , α) for two validation benchmarks samples with the predic-
tion acquired via Effective Lagrangian Morphing. The perfect agreement
is due to the fact that all input and validation samples have been derived
from the same original sample via Matrix Element reweighting [87].

every BSM contributions and all interference effects not only between the SM and
the BSM couplings but also between the BSM couplings themselves. But intuitively
one expects that a higher dimensionality, i.e. more free coupling parameters renders
the optimizations increasingly harder. This can be observed in the case of the
Effective Lagrangian Morphing, too.

In the next section the dimensionality problem is investigated in more detail and
in the subsequent sections different methods are presented to find solutions either
to reduce the dimensionality without short-cuts to the physics description or to
find optimal morphing bases with small uncertainties in a parameter configuration
space of interest.

5.5.1 The Curse of Dimensionality
For low dimensionalities it is fairly easy to find a suitable morphing basis which
gives reasonable results in terms of propagated uncertainties of the morphing inputs
in the configuration space of interest. Mostly, a sufficient method for problems
with two or three free coupling parameters is to evenly distribute the parameter
points for the base samples inside the predefined region. The chance of randomly
generate a morphing matrix which is not invertible is practically zero and judging
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the quality of the morphing basis is not straightforward since the uncertainties
remain often very stable and small for low dimensional analyses.
But already for four free parameters a basis with evenly distributed parameter

points in the region of interest can lead to very large propagated uncertainties and
even negative number of events in distributions as Figure 5.22 demonstrates. Here,
events for VBF H�W±W∓∗�`−ν̄``′+ν`′ for EFT configurations with four couplings
κSM, κHVV, κAVV and κH∂V, visualized in the parameter space in Figure 5.23 have
been generated and morphed to the validation parameters shown in the same figure
(blue dot). The actual shape of the distribution is not visible anymore due to the
large uncertainties. Although the yields in every bin is compatible with a positive
cross section, some of them have negative predictions.
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Figure 5.22.: Example of a morphed distribution with large uncertainties. Inputs are
events for VBF H�W±W∓∗�`−ν̄``′+ν`′ using four couplings κSM, κHVV,
κAVV and κH∂V. The morphing basis and the parameters for the validation
benchmark are shown in Figure 5.23.

This shows an intuitive misconception to assume that base samples chosen only
in the configuration space of interest would decrease the propagated uncertainty of
the morphing. The Effective Lagrangian Morphing is not a typical interpolation
technique like the Integral morphing presented in Section 5.2.2 or the Moment
morphing presented in Section 5.2.3 in the sense that a sampling near the parameters,
at which a morphing result is desired, gives a more precise outcome. The iterative
optimization algorithm presented in the coming Section 5.5.4 demonstrates even
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Figure 5.23.: Morphing basis s00-s34 (red dots) which was used for Figure 5.22 and
parameters for the respective validation sample v (blue dot). Constant
parameters are Λ = 1TeV, cosα = 1/

√
2 and κSM is set to

√
2 for all

samples except s32-s34 for which this parameter is 0.

the contrary, i.e. base samples far outside the parameter region of interest stabilize
the uncertainties inside this parameter region.
To demonstrate the difficulties going to analyses with higher dimensionalities

a showcase study is constructed in the following way. First, the cross section as
function of the coupling parameters are modelled as a fourth order polynomial as
they would appear in a 2→ 2 actual process. The gSM parameter and exemplary
for all additional BSM contributions the gHVV parameters are used and real cross
sections at four different parameters are calculated by MadGraph in the process
VBF H�W±W∓∗�`−ν̄``′+ν`′ listed in Table 5.7.3 With these cross sections, the
general formula for a fourth order polynomial σ(g) = ag + bg2 + cg3 + dg4 is solved

3The couplings g represent the full expression before the respective operator term in the Higgs
Characterization model, i.e. gSM = κSM cosα and gHVV = κHVV cosα/Λ.
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by matrix inversion. The resulting full cross section formula reads

σ(gSM, {gBSMi}) =
(
− 2.16gSM + 4.44g2

SM − 3.01g3
SM + 0.82g4

SM

+
∑

i

(−3.25 · 10−4gBSMi + 0.67g2
BSMi
− 453g3

BSMi
+ 125145g4

BSMi
)
)
pb.

(5.5.1)

This formula describes by no means the physically correct cross sections throughout
the parameter phase space, since for example the interferences between SM and BSM
are not taken into account, but they depict an approximately realistic behavior
along the axes and are sufficient for this purpose.

Table 5.7.: Calculated cross sections by MadGraph in the process VBF
H�W±W∓∗�`−ν̄``′+ν`′ for different parameters gSM (left) and gHVV

(right). In each case all other couplings are set to 0.

gSM Cross section [pb]
1 7.911× 10−2

2 1.259
3 6.313
4 2.019× 101

gHVV Cross section [pb]
1× 10−3 1.193× 10−5

2× 10−3 1.932× 10−4

3× 10−3 9.696× 10−4

4× 10−3 3.092× 10−3

Then 100 benchmarks are determined by finding equally distributed points in a
n-dimensional parameter space using a 100-body system 1/r2-potential, where r is
the distance between two benchmarks. Limits are set as follow

gSM = 1± 1

50

gBSM = ± 1

50
,

(5.5.2)

such that for the benchmarks the maximal cross section is approximately 25%
above the SM cross section, e.g. σ(1 + 1

50
, 0) ≈ σ(1, 1

50
) ≈ 1.25σ(1, 0) = 1.25σSM.

The respective cross sections at these benchmark parameter points are calculated
using Equation 5.5.1.
For different dimensionalities n, i.e. different numbers of BSM parameters in

addition to the SM parameter, many morphing bases are randomly generated in
the same parameter limits as the benchmarks and the corresponding cross sections
are again calculated with Equation 5.5.1. For all the cross section calculations a
relative uncertainty of 5% is assumed. The relative cross section uncertainty is
calculated at the benchmark points for each morphing setup. Since the identical
cross section formula, which is taken to be exact, is used for the benchmarks and
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the inputs for the morphing, the prediction of the morphing is identical to the
benchmark cross sections, but the propagated 5% uncertainties of the morphing
inputs vary dependent on the choices of the morphing basis. To be independent on
the number of benchmarks and number of randomly picked morphing bases the
propagated relative uncertainties are summed and averaged out.
A second case is studied to demonstrate also the influence of the cross section

magnitudes, where the parameters are assumed to be all BSM like and equal such
that there is always the same suppression from the Λ parameter unlike it would
be the case including the SM parameter. Here, the limits for the benchmark and
morphing bases parameters are set as in Equation 5.5.2 using only the BSM limit and
the cross sections are evaluated as in Equation 5.5.1 using only the BSM polynoms.

10−1 100 101 102 103

∆σ/σ
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0.6
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onlyBSM ns=2
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SMandBSM ns=2
SMandBSM ns=3
SMandBSM ns=4

Figure 5.24.: Cumulative probability distributions of finding a randomly chosen morphing
basis as function of the relative uncertainties on the Effective Lagrangian
prediction evaluated at equally distributed benchmark points for different
number of model parameter shared in both production and decay vertex.
The limits of the parameter space is given by Equation 5.5.2 and the
calculation of the cross section by Equation 5.5.1. Two cases are presented:
SMandBSM includes a SM parameter and onlyBSM incorporate only BSM
parameters.

The cumulative probability distributions of finding a randomly chosen morphing
basis as function of the relative uncertainties shows how difficult it is to find a proper
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morphing basis by chance for different dimensionalities. Figure 5.24 demonstrates
the cases for dimensions 2 to 4, where the parameters contribute to the production
and decay vertices, for both cases including the SM parameter (SMandBSM) and
without (onlyBSM). It is firstly evident that the more parameter are included in
the model the increasingly harder it is to find randomly a good basis, i.e. a basis
with a small relative cross section uncertainty.

A second observation of this showcase is, that also differences in the cross
section magnitude of the morphing inputs exacerbate the difficulty of finding a
good morphing basis. This happens by having a SM like parameter which is not
suppressed by a factor Λ compared to all other BSM like parameters (SMandBSM).
If all parameters are setup equally and no parameter is enhanced (onlyBSM), a
randomly chosen morphing basis gives on average better results.
Examining the uncertainty formula gives a better insight. One could e.g. select

coupling points at which the cross sections are equal for all input samples, σ = σi ∀ i.
So not only the contributions for the cross section from all parameters are in the
same order of magnitude, but in addition the input cross sections itself are equal.
Since the cross sections are just polynomials of the couplings, this is certainly
possible by taking coupling points along the contours of equal cross sections. The
formula for the relative uncertainty 5.3.27 reduces to

∆relσ(g) = δ ·

√∑N
i=1 w

2
i (g)

∑N
i=1wi(g)

, (5.5.3)

having the relative uncertainty only dependent on the morphing weights.
Alternatively, the morphing basis could be chosen such that for fixed target

parameters g all the weights are equal, w = wi(g)∀ i. The uncertainty in this case

∆relσ(g) = δ ·

√∑N
i=1 σ

2
i∑N

i=1 σi
(5.5.4)

is smaller than the individual contributions. If the base samples are all of equal size,
their relative uncertainties are the same. Under these circumstances, it is actually
the value of the cross section, that determines the absolute value of the uncertainty.
In a sense, the weight with which the relative uncertainty on σi propagates to

the final prediction is the product of wiσi. Therefore, the optimal basis needs to
be determined by taking into account both, the values of the physical observables
and the entries of the morphing matrix and both need to be balanced in a way
that they contribute equally to the full relative uncertainty. An analytic approach
finding the optimal solution is not yet found but an iterative numerical method
has been developed with excellent results presented in Section 5.5.4.
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5.5.2 Dimensionality Reduction
Analyses with low dimensionality are easier to conduct not only because they
require less input samples but also a suitable morphing basis is easier to find as
has been shown in the previous section. Therefore, investigating which couplings
can be safely neglected in specific studies and still exploit the full underlying
physics model is of great interest.

The following generator level study targets specifically the V V → H production
vertex by utilizing the Higgs Characterization model introduced in Section 2.3.4.
It describes this vertex with 13 coupling parameters that are listed in Table 5.8.
Specifically the production vertex is examined and is therefore decoupled from
the decay vertex by just requesting the Higgs boson to decay to two muons.
With 13 parameters contributing just in the production vertex, 91 samples are
necessary as inputs for the Effective Lagrangian Morphing as can be calculated
using Equation 5.3.23. Each of these samples are generated with 30 000 events
at
√
s = 13TeV with MadGraph5_aMC@NLO 2.2.2.pl [84]. To preserve gauge

invariance not only the VBF production mode was included but also diagrams
where the Higgs boson is produced with a hadronically decaying associated vector
boson. Parton showering and hadronization are simulated with Pythia8 8.186
with A14 Tune [91].

The parameter configurations of the samples are chosen under certain require-
ments. First, the couplings values are limited such that they reflect the current
experimental limits of the Run-1 Higgs production cross section measurement
σVBF . 1.25 · σVBF,SM [27]. The used coupling values for the different parameters
listed in Table 5.8 reproduce the SM cross section for a pure BSM sample. Since
no significant deviations from the SM are found, the SM parameter is included in
each sample in addition to one or two BSM couplings with the respective values
from the table. Furthermore, the parameters of the samples are chosen in such
a way that it is possible to construct flexibly subsets of parameters with lower
dimensionality in the morphing.
The events are preselected. Two opposite charged muons with pT > 6GeV

and |η| < 2.7 are required as well as at least two anti-kT (R = 0.4) truth jets
with pT > 20GeV, |η| < 5.0 and ∆ηjj > 5 in the final state, which results in
a V H suppressed phase space. The jets with the highest pT are chosen to be
the jets emerging from the VBF production vertex, if more than two jets fulfill
the jet requirements.

The pseudorapidity and angular distance between the two tagging jets ∆ηjj and
∆φjj, the invariant di-jet mass mjj and the transverse momentum of the leading
jet pj1T are highly sensitive to the effects of non-SM couplings, as shown exemplary
in Figure 5.25 for the samples with non-zero HWW coupling contribution. The
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distributions in mjj and ∆ηjj are strongly correlated. The observable ∆φjj includes
information on the sign of the BSM coupling parameter for κHZZ, κHZγ and κHWW,
while the distributions pj1T and ∆ηjj are sign-sensitive for κH∂Z and κH∂WR.

Table 5.8.: The listed values of the coupling parameters reproduce the SM cross section at√
s = 13TeV. A combination of these parameters, where either the positive

or the negative of the listed value is taken, is used to construct the 91 input
samples for the presented VBF production vertex study. [87]

Parameter Value
κSM 1
κHγγ 203.22
κAγγ 408.62
κHZγ 109.13
κAZγ 986.88
κHZZ 5.75
κAZZ 6.96
κHWW 3.36
κAWW 3.92
κH∂WR = R(κH∂W) 0.76
κH∂WI = I(κH∂W) 0.84
κH∂A 1.77
κH∂Z 1.37

To maximize the sensitivity of the VBF production vertex to the BSM effects a
combined observable var4d is constructed in the following manner

var4d = 33 · i∆ηjj + 32 · imjj + 3 · i
p
j1
T

+ i∆φjj , (5.5.5)

where the values of each of the four jet variables is divided into three bins

ix =





0 x <
(
minx + 1

3
· (maxx −minx)

)

1
(
minx + 1

3
· (maxx −minx)

)
≤ x <

(
minx + 2

3
· (maxx −minx)

)

2 x ≥
(
minx + 2

3
· (maxx −minx)

)
.

In this way all bin-by-bin correlations of the four variables are taken into account.
The minimum and maximum values of each variable are listed in Table 5.9 and the
distribution of events in this combined observable is shown in Figure 5.26.
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Figure 5.25.: VBF H → µµ distributions for ∆φjj (top left), mjj (top right), pj1T (bottom
left), and ∆ηjj (bottom right) with mixing of SM and BSM CP-even HWW
couplings. The box sizes correspond to the MC statistical uncertainties. [87]

Using this observable a likelihood is constructed and fit to pseudo-data generated
at SM parameters assuming a statistical uncertainty of 8% on the total cross
section. The resulting uncertainties on the fit parameters then allow to assess the
influence of the respective parameter on the kinematic properties of events arising
from VBF Higgs boson production, and thus on the principle capacity to measure
these parameters in such events. Table 5.10 summarizes the post-fit values and
uncertainties of all coupling parameters.

The uncertainties provide insights about the sensitivities of the signal distribution
to the parameters for a given scenario, where large uncertainties correspond to
small sensitivity. As could be expected, the influence of the Higgs boson couplings
to photons κAγγ, κAZγ, κHγγ and κH∂γ have very little influence on VBF events. One
major result of this study is hence the conclusive proof that these couplings can be
safely neglected in future studies of VBF Higgs boson production and do not need
to be included in the model, allowing for a significant reduction in dimensionality.
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Figure 5.26.: VBF H → µµ distribution of var4d, which is a combination of ∆ηjj , dphijj,
mjj and p

j1
T into one discriminating variable, shown for SM and mixing of

SM with BSM CP-even HWW couplings. The box sizes correspond to the
MC statistical uncertainties. [87]

Table 5.9.: Minimum and maximum values of the VBF production jet variables ∆ηjj ,
mjj , p

j1
T and ∆φjj . [87]

∆ηjj mjj [GeV] pj1T [GeV] ∆φjj

min 0 0 20 0
max 6 1000 200 π

However, it would be desirable to reduce the dimensionality of the model even
further. Looking at the post-fit correlations in Figure 5.27 some of the parameters
are either highly correlated or anti-correlated as for example the parameters κH∂Z

and κH∂WR. One can imagine that a variable transformation can further reduce the
number of free parameters. New parameters can be constructed by rotating into
the Eigen basis of the covariance matrix and thus eliminate correlated parameters
as illustrated in Figure 5.28.
In order to understand more clearly what happens during the diagonalization,

exemplary a reduced model with only three parameters, κHγγ, κAγγ and κSM is
constructed and all the other parameters are set to zero. Figure 5.29 shows
the post-fit profile likelihood between all three parameter combinations and the



108 Signal Modelling

Table 5.10.: Values of the coupling parameters and their respective uncertainties after
fitting to SM pseudo-data with 8% cross section uncertainty. Values without
uncertainties are fixed to their nominal values during the fit.

parameter post-fit value + −
Λ 1000.

cosα 0.71
κH`` 1.41
κAγγ 0 +219 −441
κAWW 0 +3 −2.6
κAZγ 0 +441 −398
κAZZ 0 +2.7 −1.3
κHγγ 0 +236 −91
κH∂γ 0 +0.3 −0.6
κH∂WI 0 +1.6 −0
κH∂WR 0 +0.5 −0.3
κH∂Z 0 +1.2 −0.5
κHWW 0 +1.5 −3
κHZγ 0 +38 −49
κHZZ 0 +8 −2.5
κSM 1.41 +0.22 −0.11

respective correlation matrix which is calculated at the minimum of the fit. The
Hessian approximation of the likelihood is overlayed as green contours in the figures.
It is obvious that the Hessian approximation does not fit the real likelihood behavior
between the SM and the two BSM parameters, and that a sign ambiguity is present,
which will render a wrong diagonalization transformation. Still, ignoring the
likelihood structure the diagonalization algorithm can be applied which results in

κAγγ = −1.000000 · EV0 − 0.054000 · EV1 − 0.000004 · EV2

κHγγ = −0.054000 · EV0 + 1.000000 · EV1 + 0.000022 · EV2

κSM = −0.000003 · EV0 − 0.000022 · EV1 + 1.000000 · EV2

After the transformation, a fit of the diagonalized model to the SM pseudo-data is
performed and the results are shown in Figure 5.30. As expected, the rotation into
another parameter basis does not resolve the sign ambiguities and as can be seen
in the post-diagonalization correlation matrix in the same figure, the correlations
are at the same order of magnitude, concluding that the diagonalization does not
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Figure 5.27.: Correlation matrix of the coupling parameters after fitting to SM pseudo-
data with 8% cross section uncertainty. The area of the marker size is
proportional to the correlation.

work in this specific case. A modification e.g. in the fit input distribution may
resolve the sign ambiguities.

Thus, reducing the parameter space by rotating into another Eigen basis is not
trivial and must be analyzed individually in each analysis for every parameter
combinations and in each considered signal region. Nevertheless, a closer look into
the likelihood distributions leads to worthwhile insights how the parameters are
connected to each other and how to possibly distinguish them in a better way.



110 Signal Modelling

1

2

e1
e2

�1

�2

(a) Basis before the rotation.

1

2

e1

e2

�1�2

(b) Basis after the rotation.

Figure 5.28.: Illustration of the re-parametrization into the Eigen basis of the covariance
matrix. The ellipses indicate the likelihood contours coming from a fit. The
ei vectors represent the Eigen directions with Eigen value λi.
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for κHγγ vs. κAγγ (top left), κHγγ vs. κSM (top right) and κAγγ vs. κSM

(bottom left), and the corresponding correlation matrix (bottom right).
The z-axis indicates the likelihood and the overlaid green lines show the
Hessian approximation of the likelihood as calculated in the fit minimum.
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Figure 5.30.: The likelihood plots after a fit on the diagonalized reduced model for EV0
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and the corresponding correlation matrix after diagonalization (bottom
right). The z-axis indicates the likelihood and the overlaid green lines
show the Hessian approximation of the likelihood as calculated in the
fit minimum. The overlaid red lines show the shape of the likelihood
when the transformation is applied to the Hessian approximation before
diagonalization.
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5.5.3 Coupling Interferences
In many analyses one knows already from physics insights that some interference
terms are zero. This might be the case when for example CP-even and CP-odd
couplings appear in the same vertex. The Lagrangian describing an anomalous
interaction between the Higgs boson H and a vector boson V with both CP
contributions takes the form

L =
{
a1VµV

µ + a2VµνV
µν + bVµνṼ

µν
}
H. (5.5.6)

Here,
Vµν = ∂µVν − ∂νVµ (5.5.7)

is the reduced field strength tensor, and

Ṽ µν =
1

2
εµνρσV

ρσ (5.5.8)

is the dual tensor. The three couplings are the SM coupling a1 the two BSM couplings
a2, which is CP-even and b which is CP-odd. The tensor structure of the H → V V
vertex on tree level derives from this Lagrangian to

H
Vµ

Vν

∝ a1g
µν + a2(qµ1 q

ν
2 − q1q2g

µν) + bεµνρσq1ρq2σ, (5.5.9)

which will be a factor in the matrix element. However, the contraction of the totally
anti-symmetric tensor εµνρσ with gµν will make any interference terms between
CP-even and CP-odd terms vanish when calculating cross sections or partial widths.
Looking at the case of the process VBF H�W±W∓∗�`−ν̄``′+ν`′ and assuming

that the SM operator is CP-even and the BSM operator is CP-odd, the matrix element
squared of Equation 5.3.21 reduces to only three terms. All terms including factors
with Re(M∗

SMMBSM) have a contraction of gµν from the SM matrix element term and
a εµνρσ fromMBSM. Therefore, the number of polynoms reduce from five to three
resulting in fewer base samples that are required in total as input, which simplifies
the morphing calculations. Especially the size of the morphing matrix gets smaller
and the inversion of the matrix simplifies which leads to reduces sensitivity to large
weight factors in the morphing functions and reduced propagated uncertainties.

To visualize these interference effects, a set of MC samples with different param-
eter settings are generated summarized in Table 5.11. The basis including the
interference terms is required to have five samples s0-s5 and the reduced basis
excluding the interference terms need only three samples s0, s4 and s5. Figure 5.31
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Table 5.11.: Morphing bases to visualize the absent interference effects between
a CP-even (κSM) and a CP-odd (κAVV) coupling in the process VBF
H�W±W∓∗�`−ν̄``′+ν`′ . The parameters for the validation sample are
shown in the bottom. Constant parameters are cosα = 1/

√
2 and Λ = 1TeV.

Sample κSM κAVV

basis with interference
s0

√
2

0
s1 24.02
s2 −24.02
s3 12.01
s4 −12.01
basis without interference
s0 √

2
0

s4 −12.01
s5 0 2.40

validation
v0 1.05 ·

√
2 4.80

shows for two different observables, the azimuthal angle between the two pT -leading
jets ∆φjj and the invariant mass of these two jets mjj, the agreement of the
morphing prediction in both bases with an independently generated validation
sample, which parameters are as well listed in Table 5.11. The agreement for
both the full and the reduced basis is excellent and the uncertainties are very
similar despite all samples have the same statistics of 100 000 events each and
the reduced basis uses two fewer samples.

Nevertheless, one needs to be very cautious about the physics insights. Although
it is true that for almost all differential cross sections the interference terms have
no contribution in this showcase, there exist observables for which this is not the
case. Figure 5.32a shows the same test for the variable ∆φjj,sign. It is obvious that
the reduced basis gives completely wrong predictions and that the interference
terms cannot be neglected. Figure 5.32b shows the ∆φjj,sign distributions for two
samples, both with κSM cosα = 1 but different signs for the κHVV parameter at ±2.4.
Since all the terms of Equation 5.3.21 without the interference terms have an even
number as exponent for the gBSM coupling one would expect both distributions to
agree within the statistical uncertainty. But it is apparent from the distributions
that the differential cross section has a dependency in the form

∂σ

∂∆φjj,sign
∝ gAVV · sin(∆φjj,sign). (5.5.10)
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Therefore one can conclude that for this observable the interference terms cannot
be neglected.
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Figure 5.31.: Prediction of the morphing of ∆φjj (left) and mjj (right) compared to the
validation distribution (black) for morphing bases including the interference
terms (blue) and without the interference terms (red). The coupling
parameters of the inputs and validation is listed in Table 5.11.
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Figure 5.32.: Illustration of the interference effects in the observable ∆φjj,sign for the
process VBF H�W±W∓∗�`−ν̄``′+ν`′ between the CP-even coupling κSM

and the CP-odd coupling κAVV. The interference terms cannot be neglected
in the morphing function.

5.5.4 Morphing Basis Optimization
As shown in Section 5.5.1, an analysis with a high-dimensional parameter space
poses a challenge for finding a usable morphing basis. Often the physical properties
of the system help to reduce the parameter dimensionality, but this is not always
possible without losing the generality of the analysis. A preferable solution is to
have a generic procedure to finding an optimal basis.
At first, it is necessary to quantify a good usable morphing basis g = {gi}Ni=1,

which consists of n×N free parameters, where N are the number of required mor-
phing inputs and n is the dimensionality of the parameter space. The fundamental
figure of merit is of course the uncertainty ∆σ(g; g) of the prediction obtained from
the morphing shown in Equation 5.3.25. Still, it would not be sufficient to test
just one specific target parameter point g ∈ Rn as it does not guarantee that the
uncertainty around this target remain as well sufficiently small. Parameters of a
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model are usually already limited by other measurements or theoretical insights of
the model itself. In the case of an EFT measurement only small deviations from the
SM case are expected. Consequently, it is reasonable to define a parameter region
of interest A ⊂ Rn, where e.g. the cross sections stay below a 25% increased SM
cross section. The objection is then to find a morphing basis which leads to small
propagated uncertainties in this specific region. A first idea to quantify the quality
of a morphing basis is the maximal uncertainty in the region of interest,

f(g) = max
g∈A

(∆σ(g; g)) , (5.5.11)

but as seen in Figure 5.13 this figure of merit would mostly depend on the chosen
boundary of A, as uncertainties usually diverge strongly at the bounds of the
region. A better choice seems to incorporate the integral over the uncertainty
in the region of interest,

f(g) =

∫

g∈A
dng∆σ(g; g). (5.5.12)

Unfortunately, calculating such an integral is not feasible in an analytical approach
and would be very time consuming to do so in a numerical MC integration. Instead,
a practicable solution is to evaluate the uncertainty at a finite set B = {bi}Mi=1 ⊂ A
of M benchmark parameter points,

f(g) =
∑

b∈B
∆σ(b; g). (5.5.13)

In principle no samples need to be generated at these benchmark parameters, since
only the parameters themselves are used in the figure of merit. However, if they
are generated as real samples, a bias term can be included

Bb = σ(b; g)− σb, (5.5.14)

with the benchmark cross section σb to avoid convergence to regions of parameter
space that are subject to large systematic biases.

In addition, the morphing predictions at the benchmark parameters are normal-
ized to the respective MC uncertainty of the benchmark cross sections to account
for e.g. regions of parameter space that are difficult to model by the MC generator
or the concrete implementation of the model in question and thus associated to
large uncertainties.
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Accordingly, the final figure of merit used in this analysis reads

f(g) =

√∑

b∈B

(
∆σ2(b; g)

σ2
b

· (σ(b; g)− σb)2

)
. (5.5.15)

To find an optimal morphing basis for a fixed configuration many bases need to
be tested and the figure of merit minimized. The problem for such a minimization
is to have the predictions of the cross sections and their uncertainties at changing
parameters and it is of course not sensible to generated new samples for each
iteration in the minimization when a new basis is tested. Thus, it is necessary to
have a technique to estimate the cross section at any given point in the parameter
space. Luckily, the technique of Effective Lagrangian Morphing does exactly that.
Therefore, in order to find the optimal set of base samples, two layers of Effective
Lagrangian Morphing need to be concatenated to a chain. The underlying layer,
the cross section morphing, provides the cross sections and uncertainties for the
test basis. The top layer, the test morphing, then calculates the predictions at the
benchmarks. Of course, the cross section morphing itself needs a basis, and the
precision of the prediction will depend on the choice of this basis. Any imprecisions
in the prediction of the cross sections of the test basis will bias the results of the
optimization. Hence, it would be best to start the minimization of the figure of
merit with an already optimized cross section basis. This is obviously the desired
final outcome of the optimization and not feasable to provide. But an incremental
procedure leads to such an optimized basis for the cross section morphing by
introduction a superordinate optimization iteration, where the optimized test basis
is applied as the new basis of the cross section morphing in the next iteration.
However, one should note that the iteratively replacement of the bases is only
partially beneficial, as samples of the optimized test basis do not need to lie in the
region of interest covered by the benchmarks, in which the basis was optimized
to have small uncertainties. The resulting algorithm is schematically displayed
in Figure 5.33.
With this technique, it is possible to evaluate the performance of a test basis

with sufficiently low computational effort to allow for a numeric optimization to
take place. This is of course a natural consequence from the fact that Effective La-
grangian Morphing has been designed to provide the means of obtaining predictions
sufficiently performant to facilitate a likelihood.

However, concatenating two morphing functions have the property to be transitive,
which is proven in a quick derivation. The morphing function from Equation 5.3.13
in matrix form is written as

σ(g) = P T (g)A(g)σ(g), (5.5.16)
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• generate samples (for Cross Section Basis)
• Meta-Minimization
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σb κb1 κb2 . . .
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σB κB1 κB2 . . .

...
...

... . . .

1. XS Morphing

Benchmark Set

σα κα1 κα1 . . .

σβ κβ1 κβ2 . . .

...
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... . . .

2. Test Morphing

Minimization

Figure of merit

cho
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use

use

• optimize until converged

• make Test Basis new Cross Section Basis

repeat
until satisfied

Figure 5.33.: Depiction of the morphing basis optimization algorithm. First, samples
are generated at the parameters of the cross section basis, which is chosen
arbitrary in the first iteration. This morphing provides cross sections
and uncertainties for the test basis, which calculates the cross section
uncertainties at the benchmark parameter points used in the figure of merit.
The meta-minimization of the figure of merit leads to a better test morphing
basis, which is used as the new cross section basis in the next iteration, at
which new samples are generated. The superordinated iteration is repeated
until satisfactorily small uncertainties are reached.

where
P T (g) = (P1(g), · · · , PN(g)) (5.5.17)

is a vector with all polynomials evaluated at the target parameters g and

σT = (σ(g1), · · · , σ(gN)) (5.5.18)

is a vector of all input cross sections determined at the morphing basis parameter
points g. Considering now two morphing formulas, where the first provides the
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input cross sections for the second,

σ(g) = P T (g)A(g(2))σ(g(2))

σ(g
(2)
i ) = P T (g

(2)
i )A(g(1))σ(g(1)), i = 1, . . . , N

(5.5.19)

Writing the overlying morphing function to a vector σ(g(2)) = {σ(g
(2)
i )}Ni=1 and

plugging it into the first morphing leads to

σ(g) = P T (g)A(g(2))
[
P T (g(2))A(g(1))σ(g(1))

]
(5.5.20)

From Equation 5.3.11 it is clear that P T (g(2)) is by construction the inverted
matrix A(g(2)) and Equation 5.5.20 simplifies to a morphing function using directly
the first basis,

σ(g) = P T (g)A(g(1))σ(g(1)). (5.5.21)

Consequently, the cross section predicted from the test morphing is always
exactly the same as the cross section morphing would have predicted. Only
numerical instabilities can lead to deviations from the predictions of the cross
section morphing, when the morphing matrix of the currently tested basis is near
a singularity. This instability is penalized by the bias term in the figure of merit.
In the same way the cross section uncertainties are transitive if all correlations
between the interluded morphing functions are taken into account. But in the
optimization algorithm it would be unreasonable to assume correlated inputs of
the test basis and because these input cross section uncertainties are taken to be
uncorrelated the transitivity does not apply.

The performance of the iterative optimization algorithm is shown for the process
VBF H�W±W∓∗�`−ν̄``′+ν`′ with four independent variables, κSM, κHVV, κAVV and
κH∂V executed at the 2-jet requirement in the selection presented in Section 6.5
using generator level MC samples each produced with a statistic of 100 000 events.
In this configuration usually 35 inputs are necessary for a morphing basis, but
in this exemplary study the interference terms between κAVV and the other three
couplings are neglected as described in Section 5.5.3 which leads to only 22 inputs.

First, the parameter space of interest is defined with |κHVV| < 2.28, |κAVV| < 2.40
and |κAVV| < 0.258. At these individual BSM parameter values the cross sections
stays approximately below the 25% increased SM cross section with fixed parameters
κSM =

√
2, cosα = 1/

√
2 and Λ = 1TeV.

Fifty benchmarks and five additional validation samples are generated at the
parameters shown in Figure 5.34. The benchmarks parameters are equally dis-
tributed inside the parameter space of interest. The validation samples are not
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used in the optimization algorithm and utilized only to validate at independent
parameters inside the parameter region of interest with varying κSM values that
the uncertainties are reasonable small.
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Figure 5.34.: Fifty benchmark bSM, b00-b48 (red) and five validation v0-v4 (blue) pa-
rameter configuration shown in the parameter space used in the morphing
basis optimization algorithm.

A first set of input samples for the cross section morphing is generated at the
parameters shown in Figure 5.35a. Here, samples s00-s18 are equally distributed
in the parameter space of interest and samples s19-s21 are set at larger BSM
values with κSM = 0 to pre-optimize the morphing basis as previous experience
has shown that additional pure BSM samples help to reduce the uncertainties.
Still, as Figure 5.36a exposes for the validations v0-v3 for the ∆φjj observable
the uncertainties are very large.

In the meta-minimization this first set of input samples provides the cross sections
and uncertainties for the test basis. All n · N = 4 · 22 = 88 free parameters of
the morphing basis are optimized with Minuit to minimize the figure of merit.
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The result is shown in Figure 5.35b. Most of the parameter points remain close to
the region of interest but compared to the initial morphing basis more spread out
with more outliners far away from the central region. New samples are generated
at these parameters and utilized as input for the cross section morphing in the
second iteration. Already in the first iteration a significant improvement is observed
comparing Figure 5.36a to 5.36b.
In total four iterations are conducted. The development of the optimized basis

parameters are shown in the Figures 5.35a to 5.35e and the improvements of the
uncertainty for the validation ∆φjj distributions v0-v3 in Figures 5.36a to 5.36e.
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(a) Initial configuration of the morphing basis.
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(b) Optimized morphing basis in the first iteration.

Figure 5.35.: Development of the morphing bases during the interaction of the morphing
basis optimization algorithm.
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(c) Optimized morphing basis in the second iteration.
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(d) Optimized morphing basis in the third iteration.

Figure 5.35.: Development of the morphing bases during the interaction of the morphing
basis optimization algorithm. (cont.)
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(e) Optimized morphing basis in the fourth iteration.

Figure 5.35.: Development of the morphing bases during the interaction of the morphing
basis optimization algorithm. (cont.)
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(a) Validations using the initial morphing basis shown in Figure 5.35a.
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(b) Validations using the optimized morphing basis from the first iteration shown in
Figure 5.35b.

Figure 5.36.: ∆φjj distribution of the validation samples (blue) v0 (top left), v1 (top
right), v2 (bottom left) and v3 (bottom right) compared to the prediction
of the morphing (red) for the single iterations in the morphing basis
optimization algorithm. The parameters of the validations are summarized
in Figure 5.34.
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(c) Validations using the optimized morphing basis from the second iteration shown in
Figure 5.35c.
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(d) Validations using the optimized morphing basis from the third iteration shown in
Figure 5.35d.

Figure 5.36.: ∆φjj distribution of the validation samples (blue) v0 (top left), v1 (top
right), v2 (bottom left) and v3 (bottom right) compared to the prediction
of the morphing (red) for the single iterations in the morphing basis
optimization algorithm. The parameters of the validations are summarized
in Figure 5.34. (cont.)
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(e) Validations using the optimized morphing basis from the fourth iteration shown in
Figure 5.35e.

Figure 5.36.: ∆φjj distribution of the validation samples (blue) v0 (top left), v1 (top
right), v2 (bottom left) and v3 (bottom right) compared to the prediction
of the morphing (red) for the single iterations in the morphing basis
optimization algorithm. The parameters of the validations are summarized
in Figure 5.34. (cont.)
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Figure 5.37.: Optimization score as a function of the parameter κHVV for one of the
samples in the last interaction. The green lines indicate the minimum. The
spikes correspond to singularities in the morphing matrix.

Figure 5.37 shows a scan of the optimization score of the configuration as a
function of the κHVV coupling parameter for one of the samples. The fact that
the optimization has converged to a minimum indicated by the green lines is
clearly visible. Additionally, sharp spikes can be seen, which correspond to a
non-invertible configuration of the morphing matrix, which is connected to high
uncertainties on the result.
It is interesting to note though that, as can be seen clearly in Figure 5.35e, the

optimal configuration includes a set of basis samples close to the region of interest
near the Standard Model, and a few extreme BSM samples. This can be understood
intuitively by realizing that the uncertainty is determined as a product of the cross
section and the weight of the sample. For a region of interest near the Standard
Model, the extreme BSM samples, which have large cross sections, will have a small
weight. The SM-like samples on the other hand will have a large weight in the
morphing function, but a relatively small cross section similar to the SM one. Thus,
there is a trade-off between the two types of samples, the optimum of which is
provided by the algorithm. However, in both cases, the resulting uncertainty of the
prediction obtained by Effective Lagrangian Morphing reduces by several orders
of magnitude in just a few iterations, which is a significant success.





6 Effective VBF H�W ±
W

∓∗�`−ν̄``
′+
ν`′

Coupling Analysis

After the discovery of a new boson at the LHC, studies of its properties to gain
insights of the Higgs boson sector and the mechanism of electroweak symmetry
breaking have become the first priority in high energy physics [7,97]. The published
Run-1 results of the ATLAS and CMS experiments cover the main production and
decay channels of the SM Higgs boson, along with the spin and CP properties
of the new particle [98], precision measurements of its mass [24], and a recent
combined analysis [27]. Overall, the results are consistent with the predictions
of the SM, as shown in Figure 2.6. Additionally, searches for an extended Higgs
sector were performed covering many BSM scenarios, like different supersymmetrical
models or more generic models featuring charged and neutral Higgs bosons. But
no significant evidence of any deviations from the SM was observed. Besides using
such specific models a different approach to extend the SM Lagrangian is in a
model independent way through an effective descriptions of sufficiently high-mass
degrees of freedom referred to as effective field theory. In this analysis such an
approach is attempted in the channel, where the Higgs boson is produced via VBF
and decays into H�W±W∓∗�`−ν̄``′+ν`′ focusing in the anomalous coupling of the
Higgs boson to vector bosons (cf. Figure 6.1).

First, in Section 6.1 the characteristics of the signal process in the EFT expansion
of the SM are presented. The physics data used in this analysis and the MC
samples are described in Section 6.2. Next, the object definitions are given in
Section 6.3, followed in Section 6.4 by the definitions of observables used to
discriminate signal and background processes or select topological features of the
signal process. Thereafter, the signal region selection is shown in Section 6.5 with
the Boosted Decision Tree application described in Section 6.6. The background
estimation with its control regions and data-driven approaches is outlined in
Section 6.7. The final selection of all categories are summarized in Section 6.8 and
the listings of incorporated systematic uncertainties are presented in Section 6.9.
Finally, the statistical treatment is described in Section 6.10 and the results of
the measurements are reported in Section 6.11.
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6.1 Characteristics of the Signal Process

V

V

H

W

W

q

q′

q

q′

`

`′

ν`

ν`′

Figure 6.1.: Leading order Feynman diagram of a Higgs boson produced via VBF (V =
W orZ) generating two jets in the final state. The decay into two W -bosons
which decay leptonically themselves leads to the special signature of two
isolated, oppositely charged leptons and large missing transverse energy. The
additional EFT couplings act on the VBF production vertex and H →WW
decay depicted as large circles.

One of the main decay channels which contributed by large to the Higgs discovery,
besides H → ZZ and H → γγ, is H → W±W∓∗, which appears to be very useful
for studying its properties. This channel has the second highest branching fraction
(21.4%) and unique properties of the final state decay particles. Only the decay
to two b-quarks has a higher branching fraction but is very difficult to analyze
due to the large QCD background. For the same reason only leptonically decaying
W -bosons are considered for the H → W±W∓∗ decay channel, such that one has a
good handle to both trigger events in the ATLAS detector and select them properly
against the huge hadronic background. The total branching fraction for W -bosons
to leptons is BW→e/µ/τ = 32.4 %. However, while electrons are stable and muons
exist at least sufficiently long enough to be measured by the detector directly, τ
leptons generally decay further. Therefore, the lepton symbol ` is taken to mean
light lepton, that is, electrons e or muons µ, in the context of this analysis. The
decays W → τντ → `ντντν` are thus included implicitly. The total branching
fraction for the H�W±W∓∗�`−ν̄``′+ν`′ decay computes to 1.29%.

Having two leptons in the final state it is handy to sort them according to their
transverse momenta p`T, denoting the lepton with the highest or leading transverse
momentum as `1 and the second highest or subleading transverse momentum `2.
Another differentiation is provided by the lepton flavors, where the same flavor
(SF) configuration ee and µµ is distinguished from the two different flavor (DF)



Characteristics of the Signal Process 133

configurations eµ and µe. The difference between the latter two configurations is
by pT ordering of the leptons. As events with two same-flavor, opposite-charge
events can easily arise from pair production via a Z- or γ-boson, the different flavor
mode provides a much higher sensitivity and is thus focused on this analysis.

Furthermore, the spin correlation shown in Figure 6.2 introduces a unique feature
in the H�W±W∓∗�`−ν̄``′+ν`′ channel, which leads to an enhanced fraction of
events where the two charged leptons are emitted in the same hemisphere, and
respectively the two neutrinos are emitted in the opposite one. These spin and
kinematic properties can be exploited with observables such as the dilepton invariant
mass m``, the transverse momentum of the dilepton system p``T , the azimuthal
angle between the two leptons ∆φ`` and the missing transverse momentum Emiss

T
to discriminate between signal and background events, as many SM processes do
not exhibit the same characteristic.
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Figure 6.2.: Spin correlation in the H�W±W∓∗�`−ν̄``′+ν`′ decay increases the fraction
of events where the two charged leptons are emitted into the same hemisphere
and the neutrinos in the opposite one. The left (right) case shows a negative
(positive) helicity λ, as spin and direction of flight are anti-parallel
(parallel), resulting in the prescribed topology. Only the third (middle)
case where the spin and momentum of the W -bosons are perpendicular is
isotropic.
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Investigating the Higgs production modes in terms of measuring effective cou-
plings between the Higgs boson and vector bosons, the VBF mode is prominent due
to several properties. First, it has after the gluon fusion the second highest produc-
tion cross section which enhances the available statistics of signal events. Opposing
to the ggF production, it introduces no mixing with fermion Higgs couplings and
includes a second Higgs to vector boson vertex, enhancing the sensitivity of EFT
contributions to the events. Additionally, the VBF features two energetic jets in the
final state, the so-called tagging jets, with large separation in rapidity, and no color
activity between them and the central system consisting of the Higgs boson and its
decay products, due to the fact that the Higgs boson is created by fusion of a pair
of electroweak bosons. They provide valuable information to the BSM couplings
with observables such as the invariant dijet mass mjj, the azimuthal angle between
the jets ∆φjj, the pseudorapidity between the jets ∆ηjj or the transverse momenta
of the jets pjT. Similar to the leptons, the jets are enumerated according to their
transverse momenta. The jet with the highest or leading transverse momentum
is denoted as j1, whereas the second-highest or subleading jet is defined as j2. A
particularly convenient observable to distinguish diverse EFT contributions to the
H → V V vertex is the azimuthal angle between the tagging jets, where the leading
and subleading jets are sorted by pseudorapidity. It is defined in [0, 2π] as

∆φjj,sign =

{
∆φjj + 2π ( ∆φjj < 0) for ηj1 > ηj2
−∆φjj + 2π (−∆φjj < 0) for ηj1 ≤ ηj2

, (6.1.1)

where ∆φjj = φj1 − φj2 and the azimuthal angle of the jets are defined in
φj1,2 ∈ [−π, π].

Ideally suited to measure EFT contributions is the in MadGraph implemented
Higgs Characterization model introduced in Section 2.3.4 consisting of an effective
Lagrangian for the interaction of scalar and pseudo-scalar states with vector bosons.
The most sensitive parameters contributing to the VBF production vertex are besides
the κSM coupling, the CP-even κHWW and κHZZ, the CP-even derivative couplings
κH∂WR, κH∂WI and κH∂Z, and the CP-odd couplings κAWW and κAZZ, which have been
analyzed in details in Section 5.5.2 (cf. Table 5.8). To minimize the degrees of
freedom in this analysis, the coupling of the Higgs boson to W - and Z-bosons are
assumed to be the same. This results in identifying the coupling as

κHVV
..=κHWW = κHZZ

κH∂V
..=κH∂WR = κH∂WI = κH∂Z

κAVV
..=κAWW = κAZZ.

(6.1.2)

The impact of these various EFT contributions have already been analyzed in [99].
A number of benchmarks with different parameter settings, summarized in Table 6.1



Characteristics of the Signal Process 135

Table 6.1.: Benchmark scenarios used to illustrate the impact of different EFT parameters
on typical VBF observables in [99].

Scenario Parameters
0+ (SM) κSM = 1 (cosα = 1, Λ = 1TeV)
0+ (HD) κHVV = 1 (cosα = 1, Λ = 1TeV)
0+ (HDder) κH∂V = 1 (cosα = 1, Λ = 1TeV)
0+ (SM+HD) κSM,HVV = 1 (cosα = 1, Λ = 246GeV)
0− (HD) κAVV = 1 (cosα = 0, Λ = 1TeV)
0± (HD) κHVV,AVV = 1 (cosα = 1/

√
2, Λ = 1TeV)

are probed for typical VBF production observables at generator level. The transverse
momentum of the Higgs boson pHT and the azimuthal angle between the tagging jets
∆φjj are shown in Figure 6.3, where jet requirements on the transverse momentum
pjT < 25GeV and the pseudorapidity |ηj| < 4.5, as well as an additional VBF cut
on the invariant dijet mass mjj > 500GeV are applied. Two main characteristics
are apparent. For all BSM benchmarks the events tend to have a higher transverse
momentum of the Higgs boson and very different behavior in the ∆φjj distribution
depending which EFT parameter contributes to the events.
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Figure 6.3.: Distribution of pHT (left) and ∆φjj (right) on generator level with acceptance
cuts for the jets and additional VBF selection for different BSM scenarios [99].
The parameter configurations for the samples are listed in Table 6.1.
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Table 6.2.: Parameters used for the benchmarks to show the signal characteristics. Values
are taken such that the BSM samples have approximately a 25% increased
SM cross section without any acceptance cuts. For each samples the fixed
parameters are κSM =

√
2, cosα = 1/

√
2 and Λ = 1TeV. All parameter that

are not listed are set to 0.

Sample Parameters
SM κBSM = 0
SM+HVV κHVV = 2.28
SM−HVV κHVV = −2.28
SM+AVV κAVV = 2.40
SM−AVV κAVV = −2.40
SM+HdV κH∂V = 0.258
SM−HdV κH∂V = −0.258

An even better choice for an observable to distinguish different EFT contributions
to the H → V V vertices appears to be ∆φjj,sign. To illustrate these variations,
generator level MC samples have been generated with MadGraph5_aMC@NLO [84]
including the decay to H�W±W∓∗�`−ν̄``′+ν`′ using MadSpin [100] at different
parameter settings summarized in Table 6.2. The parameter choices are determined
in such a way that the cross section of the SM+BSM samples have approximately an
increased SM cross section by 25% without any acceptance cuts. The EFT samples
include always the SM parameter with additionally one BSM constribution with
positive or negative parameter value. The largest impact on the cross section in
terms of numerical values of the parameters appears to have the derivative operator
κH∂V since the parameter has a value about one order of magnitude smaller, whereas
the κHVV and κAVV have roughly similar impact on the cross section enhancement.
The same jet requirements and mjj cut as in [99] are applied with additionally

conditions for the leptons. Only events with two different flavor, opposite sign
leptons and transverse momentum for the leading lepton of p`1T > 22GeV and
subleading lepton of p`2T > 15GeV are accepted. Figure 6.4 shows the pT,jj and
∆φjj,sign observables after applying these cuts. The pT,jj distribution shows an
enhanced event yield in the high-pT region for most of the BSM benchmarks
similar to the pHT distribution in Figure 6.3 visible in the overflow bin. The three
other distributions show the impact of the three EFT parameters κHVV, κAVV and
κH∂V. While in the SM case the distribution peaks marginally at π, the SM+HVV
distribution has a much enlarged peak at π and for negative HVV contribution the
distribution is inverted with a drop at π. The AVV parameter shows as well different
behaviors for positive and negative contributions with a peak at 3π/2 and π/2
respectively, such that one can distinguish these cases very well from contributions
of the HVV operator. This feature indicates that the ∆φjj,sign observable appears
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Figure 6.4.: pT,jj (top left) and ∆φjj,sign (top right for κHVV, bottom left for κAVV and
bottom right for κH∂V) distributions for benchmarks at parameters listed
in Table 6.2 showing characteristic features of EFT contributions to the
H → V V vertex. The distributions are normalized to unity.

to be in additions sensitive to interference effects between CP-odd and CP-even
terms as already shown in Figure 5.32b. The derivative operator H∂V has nearly no
impact to the ∆φjj,sign observable and the corresponding benchmark distributions
are similar to the SM slope. This parameter is best to distinguish from the other
EFT parameters by the cross section differences, where an interference effect is
clearly visible between SM and H∂V. Investigating the pT,jj distribution shows,
that a positive H∂V coupling has a lower event yield in the high-pT region than
for the pure SM case, whereas a negative coupling has a much larger event yield.
These characteristics of the signal process are exploited in the analysis presented
in the next sections.
Since the ggF production mode has an approximately ten times larger cross

section than the VBF mode, it is worthwhile investigating the impact of the EFT
contributions on the same observables. Dedicated samples at the same parameters
as in the VBF case listed in Table 6.2 has been generated including two jets in
NLO precision in the matrix element of the MadGraph generator and the same
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acceptance cuts have been applied. Figure 6.5 shows the distributions comparable
to the ones in Figure 6.4. No significant deviation can be observed either in the
high-pT region for pT,jj, nor differences in the slopes of the ∆φjj,sign distributions,
where in all cases the distribution peaks at approximately π. Significant effects
are anyway not expected because unlike for VBF the jets in ggF emerge only from
initial state radiation and have not a direct connection to the H → V V vertex.
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Figure 6.5.: The pT,jj (left) and ∆φjj,sign (right) distributions for the benchmarks gen-
erated at parameters listed in Table 6.2 showing low impact of the EFT
contributions to the H → V V vertex for the ggF production mode. The
distributions are normalized to unity.

6.2 Data and MC Samples
Besides the VBF H�W±W∓∗�`−ν̄``′+ν`′ signal process also other signal processes
including a H → V V vertex, and primarily many other background processes
contribute to the final state. Most of these additional processes contribute by much
larger event yields and therefore have to be simulated or included in a data-driven
approach to be able to compare the simulation to real physics data.

6.2.1 Data
This analysis uses data recorded at

√
s = 13TeV by the ATLAS detector in 2015

and 2016 with a bunch spacing of 25 ns corresponding to an integrated luminosity
of 39.5 fb−1 of pp collision data. To ensure that the collected data is ready for a
reliable physics analysis, the calibration, the alignment and the general condition
of all subdetectors have to be confirmed. Only if all relevant components have been
working properly under nominal conditions, the events are considered. The ATLAS
data quality [101] is monitored online and offline by a dedicated working group.



Data and MC Samples 139

While the states of the different detector components is monitored online, the offline
data quality monitoring provides quick feedback on the prompt reconstruction of
the data. In that way any irregularities that undermine the quality and could lead
to problems in the later analysis stages are uncovered. The data quality information
is condensed into a so called Good Run List (GRL) which filters the problematic
data blocks. After the data quality examination, the dataset collected by the ATLAS
detector is reduced from 39.1 fb−1 to the final amount of (36.1± 0.8) fb−1 available
for physics analysis [102]. The uncertainty is derived, following a methodology
similar to that detailed in Reference [102], from a preliminary calibration of the
luminosity scale using a mini x-beam-separation scans performed in August 2015
and May 2016.
Events are triggered using dedicated single and di-lepton triggers, summarized

in Table 6.3, together with the minimum transverse momentum requirements at
different levels. In order to correct the MC simulation description of the data,
per-event scale factors are applied, which are calculated with SF = εdata/εMC as

Table 6.3.: The minimum pT requirements used at the different levels of the trigger,
with values given in GeV. The values for the L1 trigger are for data. Letters
’T’, ’M’ and ’L’ next to the threshold value stand for the Tight, Medium and
Loose electron identification requirement, respectively. Letter ’i’ indicates
an isolation requirement which helps to increase the rejection power against
non-prompt leptons. The single-lepton trigger with higher-pT thresholds
are more efficient at high lepton pT than the lower-pT triggers because of
this isolation requirement. The di-lepton trigger e17_lhloose_mu14 require
peT > 17GeV with LooseLH identification and pµT > 14GeV. Due to increasing
pile-up environment during the 2016 data taking, the lepton pT thresholds
has been increased starting with period D4.

Lepton L1 HLT

Year 2015
e 20 24M ∨ 60M ∨ 120L
µ 15 20i ∨ 50
eµ e: 15, µ: 10 e17_lhloose_mu14

Year 2016: Periods A-D3
e 20 24Ti ∨ 60M ∨ 120L
µ 15 24i ∨ 50
eµ e: 15, µ: 10 e17_lhloose_mu14

Year 2016: Periods D4-L
e 20 26Ti ∨ 60M ∨ 120L
µ 15 26i ∨ 50
eµ e: 15, µ: 10 e17_lhloose_mu14
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function of η and pT of the leptons. Here, εdata is the efficiency obtained on real
data and εMC on MC, respectively on Z → µµ and Z → ee data and simulated
events. In both cases, muon and electron trigger efficiencies are obtained by means
of the Tag-and-Probe method. The single-lepton trigger efficiencies on the plateaus
are approximately 70% for muons with |η| < 1.05, 90% for muons in the range
1.05 < |η| < 2.40, and ≥ 90% for electrons in the range |η| < 2.40. The trigger
efficiencies for the single lepton triggers and the combination of the single and
the di-lepton trigger is shown in Figure 6.6 as function of the lepton transverse
momentum. Since the di-lepton triggers are able to have lower pT-thresholds the
lepton pT cuts in the pre-selection can have lower values at high lepton identification
efficiencies. Inclusion of e17_lhloose_mu14 trigger increases the gain in the eµ
channel by 8% and 3.8% in the µe channel.
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Figure 6.6.: Trigger efficiencies for the single lepton triggers ( ) and single lepton triggers
combined with the dilepton trigger e17_lhloose_mu14 ( ) after pre-selection,
requiring at least two jets and a leading lepton transverse momentum of
p`1T > 22GeV.

6.2.2 Signal and Higgs Processes
The signal contributions considered in this analysis include the vector boson fusion
production process (VBF) and the dominant gluon fusion production process (ggF).
All samples are generated with MadGraph5_aMC@NLO v2.3.3 in NLO precision in
QCD with the Higgs Chracterization model. For ggF the heavy quark (top) loop is
approximated by taking the mass of the heavy quark in the loop to infinity resulting
in an effective gg → H vertex, which is for a not too heavy Higgs (mH = 125GeV)
a good approximation. The H�W±W∓∗�`−ν̄``′+ν`′ decay is executed by Mad-
Spin. Parton showering and hadronization are simulated with Pythia 8.212 with
A14 tune [91] using the parton distribution functions from NNPDF3.0 NLO [103]
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Figure 6.7.: Parameter configurations for VBF and ggF used to generate samples as
inputs for the Effective Lagrangian Morphing to scan over the parameter
space for κSM, κHVV and κH∂V, and over κSM and κAVV. Fixed parameter are
Λ = 1000GeV and cosα = 1/

√
2 and for the ggF cases κHgg =

√
2.

with αS = 0.018. In case of the ggF production channel the merging of the jet
multiplicities in NLO accuracy between the generator and the parton shower is
performed by the FxFx merging scheme [84]. Generator level filters on the leptons
are applied to increase the MC statistics in the final selection regions. At least one
electron and one muon is required with the leading lepton to have a transverse
momentum of p`1T > 18GeV and the subleading lepton an transverse momentum
of p`1T > 8GeV, both within a pseudorapidity of |η| < 2.8.
Samples for different EFT scenarios are generated to be able to scan over the

parameter space with the Effective Lagrangian Morphing for ggF and VBF. Two
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seperate morphing functions are constructed with the CP-even parameters κSM,
κHVV and κH∂V, and the CP-odd parameter κAVV together with κSM. The number of
samples needed, calculated with Equation 5.3.22, for VBF (ggF) scanning over the
three CP-even parameters are 15 (6), and for κSM and κAVV are 5 (3), respectively.
All parameter configurations for the morphing inputs are shown in Figure 6.7.

Additional VBF samples are generated to have a set of inputs for the signal
selection optimization with multivariate techniques (cf. Section 6.6). The parameter
configurations are listed in Table 6.4 together with the corresponding cross sections
calculated by MadGraph. The SM VBF cross section has already been calulated to
NNLO QCD and NLO EW corrections and for ggF in NNNLO in QCD with additional
NLO EW corrections being applied. The numerical values and uncertainties
are summarized in Table 6.5. Using the branching fraction of 2.27% for the
H�W±W∓∗�`−ν̄``′+ν`′ decay the cross sections calculated by MadGraph are
corrected by applying the appropriate k-factor σNLO,MadGraph/σNXLO of 1.059 for
VBF and 1.439 for ggF. Since no cross sections with higher order corrections for
any EFT scenarios are available, these k-factors are applied to all VBF and ggF
samples, respectively.

Contributions from the Higgs-strahlung process from a vector boson V = W orZ
(VH) are included in the analysis as a background due to the small contribution
and are simulated only at SM parameters. Other Higgs boson production processes
like ttH and bbH are neglected because their contributions are small, whereas a
small contamination of H → ττ decays has been included as well as a background.
For all samples including the Higgs boson only the H�W±W∓∗�`−ν̄``′+ν`′ decay

Table 6.4.: Parameter configuration of the benchmark EFT VBF samples. Fixed parame-
ters are κSM =

√
2, Λ = 1000GeV and cosα = 1/

√
2.

Sample κHVV κH∂V κAVV σ · Br [pb] Filter efficency
SM 0 0 0 0.0810 0.194
SM+HVV 2.28 0 0 0.1161 0.198
SM−HVV −2.28 0 0 0.0718 0.203
SM+H∂V 0 0.258 0 0.0762 0.196
SM−H∂V 0 −0.258 0 0.0906 0.196
SM+AVV 0 0 2.40 0.0913 0.201
SM−AVV 0 0 −2.40 0.0912 0.203
SM+HVV+H∂V 2.28 0.258 0 0.1069 0.197
SM+HVV+AVV 2.28 0 2.40 0.1271 0.199
SM+AVV+H∂V 0 0.258 2.40 0.0858 0.203
SM+HVV+AVV+H∂V 2.28 0.258 2.40 0.1193 0.199
SM−HVV−AVV−H∂V −2.28 −0.258 −2.40 0.0859 0.206
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mode is considered, with final states featuring two charged leptons. The cross
sections of the associated VH production processes are calculated up to NNLO QCD
corrections [104] and NLO EW corrections [105], while the cross section for gg → ZH
is calculated at NLO QCD precision, listed in Table 6.5.

The VH MC samples are fully generated with Powheg-Box v2 using MiNLO [106],
including showering, modelling of multiple parton interactions and hadronization
with one jet in NLO in the matrix element calculation. The VH predictions are
normalized to the corresponding cross sections in Table 6.5. The PDF set used
is PDF4LHC15 NLO [107].

Table 6.5.: Predicted signal process cross sections. The uncertainties quoted here corre-
spond to standard Gaussian 68% confidence levels. Compared to the total
uncertainty of this analysis, the signal cross section uncertainties are negligible
and thus not applied.

Process cross section [pb]
ggF 48.58± 3.9% (QCD scale) ±3.2% (PDF + αS)
VBF 3.782± 0.2% (QCD scale) ±2.1% (PDF + αS)
WH 1.373± 0.4% (QCD scale) ±1.9% (PDF + αS)
ZH 0.8839± 2.2% (QCD scale) ±1.6% (PDF + αS)

6.2.3 Background
Although the signature of the H�W±W∓∗�`−ν̄``′+ν`′ final state is quite rare, it is
unfortunately not unique. There are various background processes that either share
the same final state particles or mimic them due to misidentification, additional
pile-up remnants or the limited detector coverage. Since the latter of those typically
show obvious differences, they are called reducible backgrounds. However, if the
final state is exactly the same as the signal, refined analysis techniques need to be
developed. This kind of background processes is called irreducible.
The main sources of backgrounds include events from the production of top-

quarks, pairs and triplets of electroweak bosons, W - or Z-bosons produced in
association with hadronic jets, and pure QCD multijet events. These backgrounds
have large cross sections and have to be removed by selecting signal dominated
phase space. They are presented in the following sections.

The MC generators used to model the background processes are listed in Table 6.6.
For most processes, separate programs are used to generate the hard scattering
process and to model the parton showering, hadronisation and the underlying event.
Pythia 8.210, Pythia 8.186 [108] or Pythia 6.428 [109] are used for the latter
three steps for the signal and some of the background processes.
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The CT10 and NNPDF3.0 PDF set [44] are used for the hard scattering process
in Powheg-Box v2. The AZNLO [110] tune is used for the diboson processes
while the A14 tune [91] for other processes.

The hard scattering NLO predictions from Sherpa 2.2.1 [111] are calculated using
NNPDF3.0 NNLO PDF set in conjunction with a dedicated set of tuned parameters
from the parton shower developed by the Sherpa authors [112].

Production of tt̄ and Single Top
For events with at least two jets the largest background contribution comes from
the production of a top-quark pair (tt̄). In pp collisions at the LHC, top-antitop
pairs are produced via gluon-gluon fusion, and gluon-gluon and quark-antiquark
annihilation shown in Figure 6.8 (a)-(c). Mostly the gluon induced production
dominates with its 90% contribution to the total tt̄ cross section. Single top-quarks
are produced via three different mechanisms. Either in the decay of a virtual
W -boson (s-channel), in the exchange of a W -boson (t-channel) or in association
with a W -boson (Wt). The Feynman diagrams for those modes are shown in
Figure 6.8 (d)-(f). Since the top-quarks almost exclusively decay into a bottom-
quark and a W -boson, the top-related backgrounds have the same signature as
the H�W±W∓∗�`−ν̄``′+ν`′ signal process, when the W -bosons decay leptonically.
While the tt̄ and Wt processes lead to signatures containing a W+W−-pair plus
additional jets, the other single top channels can mimic the signal only due to
mismeasurements. In any case, the identification of the top-quark background relies
on the associated bottom-quarks. By determining events that contain b-tagged jets,
the contribution can be reduced significantly. Therefore, a dedicated control region
is used to estimate and normalize the top background described in Section 6.7.1.
The top-quark pair production is simulated using Powheg-Box v2 using the

NNPDF3.0 NLO PDFs with NLO matrix element precision and assuming a top-quark
mass of 172.5GeV. The generated events are then interfaced to Pythia 8 using
NNPDF2.3 LO PDFs for parton showering with the A14 tune [91] and a matching
paramter of hdamp = 1.5mt. The tt̄ samples generated include a filter to require
that the W -bosons decays leptonically. All the three charged leptons are considered
for the W -decay in Powheg. The τ leptons are then decayed by TAUOLA [113]
in either leptonically or hadronically mode. The tt̄ production cross section is
normalised to the predictions calculated with the Top++2.0 program to NNLO in
perturbative QCD, including soft-gluon resummation in NNLL order [114].

The associated production of a single top-quark and aW -boson (Wt) is generated
with Powheg-Box v1 interfaced to Pythia 6.428 for parton showering, using
Perugia2012 tune [115] and the CT10 [44] PDF set. EvtGen 1.2.0 [116] is
used for properties of the bottom and charm hadron decays. The Wt sample is
required to have at least two chraged leptons in the final state. Overlaps with
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Figure 6.8.: Leading order Feynman diagram top-antitop pair production and single-top
production.

the top-quark pair production process that occur at NLO calculations in QCD are
removed using the diagram removal scheme.

WW Production
The dominant background contribution to H�W±W∓∗�`−ν̄``′+ν`′ with no addi-
tional jets arises from theWW production, where bothW -bosons decay leptonically.
This results in the same final state as the signal process and is therefore an ir-
reducable background. Figure 6.9 shows the leading order Feynman diagrams of
the dominant production modes. At the LHC the leading mode is the t-channel
quark-antiquark annihilation. The s-channel contribution involves the triple gauge
coupling and makes up approximately 10% of the total production, while the
non-resonant gg → WW production accounts for only ca. 3%.
The qq̄/g → WW MC sample is generated using Sherpa 2.2.2 interfaced with

NNPDF3.0 NNLO PDFs having 0 and 1 jet at NLO accuracy and 2 and 3 jet at LO
accuracy with lepton requirements m`` > 4GeV and p`1,2T > 5GeV. The gg → WW
process is simulated by Sherpa 2.1.1 with zero or one additional jets.
These samples are normalized to the cross section of the inclusive WW back-

ground process which is known at NNLO accuracy [117] and includes contributions
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Figure 6.9.: Leading order Feynman diagram of the WW background production.

from qq̄/g → WW and gg → WW . Since the processes qq̄/g → WW and gluon
fusion WW production are modelled with different MC samples and a higher order
calculation is available for gg → WW , cross sections for both processes are han-
dled separately. In the inclusive WW prediction, gg → WW is calculated to LO
precision and does therefore not interfere with qq̄/g → WW production. Therefore
the gg → WW contribution to the inclusive cross section is subtracted, yielding
σqq̄/g→WW = 111.9 pb+2.6%

−2.2%. The gg → WW production cross section has been
calculated at NLO accuracy [118] to σgg→WW = 6.82 pb+5.3%

−7.4%.
Sherpa 2.1.1 is used for the modelling of diboson process at LO with no O(αS)

terms including vector boson scattering for the `ν`ν plus two jets in the final states.

WZ/ZZ/V γ? Production
A related set of background processes in this context is called diboson production, re-
ferring toWZ, ZZ and V γ? processes. TheWW production of the previous section
is explicitly excluded from this set since it stands out as one dominant background
process, despite it actually belongs to the same category. Although these diboson
production processes contain isolated leptons and missing transverse momentum
emerging from leptonic W -decays, they differ from the H�W±W∓∗�`−ν̄``′+ν`′
signal by e.g. not having exactly two reconstructed charged leptons. A simple
veto on a third or more charged leptons already reduces their contribution signif-
icantly. Therefore, these processes are expected to be small and are determined
purely by MC simulation.

Several ZZ and WZ samples are generated with Powheg-Box v2. Depending
on the final state, different requirements are set on the invariant dilepton masses for
any same-flavor opposite-charge lepton pairs and for the invariant di-quark masses
at either m`` > 4GeV or mqq > 20GeV and m`` > 20GeV for one electroweak
boson decaying hadronically. The WZ sample with both electroweak bosons
decaying leptonically (Z-boson decaying to two charged leptons) is generated with
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Sherpa 2.1.1, using the CT10 PDFs, at NLO accurary for 0 and 1 jet and LO
for 2 and 3 jets. These samples include also the γ? process and are produced
with at least two charged leptons with pT > 5GeV and additionally imposing
m`` > 2×m` + 250MeV for any same-flavor, opposite-charge lepton pairs, where
m` is the mass of the charged lepton.

V γ Production
A class of reducible background processes are the production of a W - or Z-vector
boson with a real emmited photon in the final state labeled as V γ. A misidenti-
fication e.g. of the photon as electron leads to the same final state as the signal
process. Leading order Feynman diagrams of the most common production modes
are shown in Figure 6.10 including the quark initiated t-channel production, the
quark initiated s-channel production with the trilinear vector boson coupling and
the bremsstrahlung process.

The MC samples are modelled using Sherpa 2.2.2 at the NLO accuracy for 0- and
1-jet and LO for 2- and 3-jet interfaced with NNPDF3.0 NNLO PDFs. For both Zγ
and Wγ processes the pT of the photon are required to be larger than 7GeV, and
the distance in the η − φ plane ∆R > 0.1. In addition the leptons from Z-boson
in the Zγ final state are required to have m`` > 2GeV.

Z/γ?+jets Production
The Drell-Yan process has a large cross section at hadron colliders. With a
subsequent leptonic decay of the Z-boson, a background of two isolated, oppositely
charged leptons arises. True missing transverse momentum appears only in the case
of Z/γ? → ττ decays, though. But mismeasurement of the leptons and especially
of additional associated jets can also result in a wrong reconstruction. And pile-up
contributions can lead to a significant degradation of the energy measurement.
Figure 6.11 illustrates the production mechanisms of the Z/γ?+jets background
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Figure 6.11.: Leading order Feynman diagram of the Drell-Yan background production
with and without associated jets.

process with and without associated jets. The Z/γ? decays into two same flavor
leptons and therefore mostly affects the ee and µµ channel. However, the decay
via two τ leptons leads to a non-negligible contribution to the eµ channel as well.
With stringent requirements on the missing transverse energy, the fraction of the
background can be reduced significantly. The predicted rate of events is normalized
in a dedicated control region, as explained in detail in Section 6.7.1.
The Z/γ? production is simulated with Sherpa 2.2.1 having up to two jets in

NLO and the forth and fifth jet in LO accuracy using the NNPDF3.0 NNLO PDFs
with dedicated parton shower tuning developed by the Sherpa authors. In order to
generate sufficient statistics at high transverse momenta of the Z-boson, the samples
are split according to max(HT , p

V
T ), where HT is defined as the scalar sum of all

the final state transverse momenta. Additionally, to obtain sufficient heavy-flavor
final state statistics, the samples are generated applying c- and b-quark filters.
Moreover, for the Z → ττ samples an additional filter on the lepton or hadron

transverse momenta has been added for the samples up to max(HT , p
V
T ) < 280GeV

to better populate the analysis phase space. Two filter requirements are applied,
where the leptons originated from a τ → `` decay require to have transverse mo-
menta of 7 and 13GeV if both τ leptons decay leptonically. In case of one τ decaying
hadronically and the other leptonically the leptons transverse momenta have to be
larger than 15GeV and the hadron transverse momenta larger than 20GeV.
Samples are normalised using cross sections calculated at NNLO accuracy [119].
The qq̄→Zqq̄ process is modelled using Sherpa 2.1.1 at LO with no O(αS)

terms with leptonically decaying Z-boson demanding an invariant dilepton mass
of m`` > 40GeV.

W+jets and QCD Production
The production of a W -boson in association with jets can also contribute to
the background of the H�W±W∓∗�`−ν̄``′+ν`′ channel, if the W -boson decays
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leptonically and the additional jet gets misidentified as a second lepton. These
events contain real missing transverse energy accounting for the neutrino of the
W -decay. Figure 6.12 shows the leading order Feynman diagrams for the W+jets
background.
The probability to misidentify a jet as a high-pT lepton is expected to be quite

small, at the order of 10−5. However, the total production cross section of the
W+jets background is so large that it compensates the low misidentification rate.
The W+jets background and the signal process are expected to have similar
size. Since they also share similar kinematics, the key to suppress the W+jets
contribution lies in the misidentified second lepton. Strong requirements on the
track and calorimeter isolation help to distinguish the falsely reconstructed hadronic
jets or real non-isolated leptons from the signal process. Another contribution to
the background processes is QCD dijet production. In this case, both signature
leptons are the result of the misidentification of the two jets. Again, the large cross
section does compensate the unlikliness to wrongly reconstruct both high-pT objects
in the event. The MC simulation is not expected to model such misidentification
problems sufficiently well. That is why in this analysis, both rate and shape of
the W+jets background are extracted with a data-driven approach and a separate
control region as described in Section 6.7.2.
In order to calculate a correction factor in the high-pT signal region due to the

modified lepton selection (cf. Section 6.7.2) and to include W+jets MC events in
the BDT training (cf. Section 6.6), W+jets MC samples are used. These samples
are generated in the same way as the Sherpa 2.2.1 Z+jets samples that are sliced
in max(HT , p

V
T ) with additional heavy quark filters. Additionally, the WW → `νqq

process is included, where a misidentified jet as lepton is mimicing the same final
state as the signal process. This sample is generated using Powheg-Box v2
requiring the lepton pT to be above 5GeV.
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Simulation, Reconstruction and Pile-up
All events are generated at a centre-of-mass energy of

√
s = 13TeV. They are

passed through the ATLAS detector simulation [92, 93], and the standard ATLAS
reconstruction used for collision data. EvtGen 1.2.0 [116] is used for all event
samples that are produced with Pythia or Herwig [120] as the parton shower
generator in order to unify the properties of the bottom and charm hadron decays.
The effect of additional inelastic pp interactions in local or temporal proximity

to the primary vertex (pile-up) is included by overlaying each signal or background
event with additional events obtained from Pythia 8 [108] employing minimum-
bias requirements. The number of overlaid events is chosen to reflect the conditions
in the recorded data, that is, an average number of interactions per bunch crossing
of µ̂ = 13.7 for 2015 and µ̂ = 24.9 for 2016.

Table 6.6.: MC generators used to model the background processes, and corresponding
cross sections. When the leptonic decay filter is applied on W/Z bosons
the quoted cross sections include the branching ratios and are summed over
lepton flavors. The column Precision σincl. gives the precision of the inclusive
cross section applied to the sample.

Process Matrix Element PDF Parton Shower Precision σincl. σ · Br [pb]
VH Powheg-Box v2 (MiNLO) PDF4LHC15 NLO Pythia 8 NNLO QCD + NLO EW

WH H → WW 0.136
ZH H → WW 0.027

H → ττ Powheg-Box v2 CT10 Pythia 8
ggF WH H → ττ N3LO QCD + NLO EW 0.34
VBF WH H → ττ NNLO QCD + NLO EW 0.029

top
tt̄ di-leptonic (e, µ, τ) Powheg-Box v2 NNPDF3.0 NLO Pythia 8 NNLO+NNLL 87.6
Wt leptonic Powheg-Box v1 CT10 Pythia 6.482 NLO 7.55

WW
qq → WW → `ν`ν Sherpa 2.2.2 NNPDF3.0 NNLO Sherpa 2.2.2 NLO 12.5
gg → WW → `ν`ν Sherpa 2.1.1 CT10 Sherpa 2.1 NLO 0.87
EW WW + 2 jets (`ν`ν) Sherpa 2.1.1 CT10 Sherpa 2.1 LO 0.075

WZ/Vγ∗/ZZ
WZ/ZZ Powheg-Box v2 CT10 Pythia 8 NLO 26.39
WZ/γ? → `ν`` Sherpa 2.1.1 CT10 Sherpa 2.1 NLO 11.88

Vγ Sherpa 2.2.2 NNPDF3.0 NNLO Sherpa 2.2.2 NLO
(W → `ν)γ (pγT > 7GeV) 1065
(Z → ``)γ (pγT > 7GeV) 297

Z+jets
inclusive Z/γ? → `` Sherpa 2.2.1 NNPDF3.0 NNLO Sherpa 2.2.1 NNLO 11 555
EW Z + 2 jets (``) Sherpa 2.1.1 CT10 Sherpa 2.1 LO 7.63

W+jets Sherpa 2.2.1 NNPDF3.0 NNLO Sherpa 2.2.1 NNLO 59 625
WW → `νqq Powheg-Box v2 CT10 Pythia 8 NLO 44.17
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6.3 Object Identification and Selection
Events should at least have one primary vertex with as many as two associated
tracks with transversal momenta pT > 400MeV. If more than one such vertex is
reconstructed in one single event, the one with the largest sum of square transverse
track momenta is chosen as the hard-scatter primary vertex and is subsequently
used for calculation of the main physics objects in this analysis: electrons, muons,
jets and missing transverse momentum.

6.3.1 Electrons and Muons
All leptons have to originate from the primary vertex by requiring the absolute value
of the longitudinal impact parameter to satisfy |z0 sin Θ| < 0.5mm. Furthermore,
the significance of the transverse impact parameter |d0|/σd0 have to be less than
three (five) for muons (electrons). At least one of the lepton candidates is required
to match a trigger object for the event to be selected.

The electrons are need to have a transverse energy ET greater than 15GeV and
pass the MediumLH or TightLH selection defined in Section 4.3 for electrons with
greater or smaller ET than 25GeV, respectively. The pseudorapidity of electrons
have to be within the range of |η| < 2.47, excluding the transition region between
the barrel and endcaps in the liquid argon calorimeter. Moreover, only electrons
are selected that are reconstructed exclusively as electrons and no other object.
Such selection reduces radically the Wγ background by more than 40% while
giving a signal loss of about 1%.

The isolation criteria for electrons are optimized separately for two signal regions,
the low-pT region where the leading jet is required to have a transverse momentum
of pT < 200GeV and the high-pT region for events with a transverse momentum
of the leading jet higher than 200GeV.

In the low-pT signal region the isolation is further subdivided for electrons with
a transverse momentum lesser and greater 25GeV. Electrons with pT < 25GeV
need to have a track isolation, where the scalar sum of the pT of the tracks within
a R = 0.4 size cone around the electron (excluding its own track), pvarcone0.4T , is less
than 6% of the lepton pT. In addition, the sum of the transverse energy of the
calorimeter energy clusters in a cone of ∆R = 0.2 around the electron (excluding
the deposit from the electron itself), Econe0.2

T , must be less than 11% of the electron
pT. For the isolation for electrons with a transverse momentum greater than 25GeV
the Gradient working point defined in Section 4.3 is used.
In the high-pT region the leptons tend to be closer together (cf. Figure 6.13).

Hence, the track isolation quantity pvarcone0.4T is corrected by subtracting the trans-
verse momentum of the muon track, if it is situated within the electron cone
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∆R = min(0.4, 10GeV/ET ). Otherwise, the same requirements are applied as
for the electrons with pT < 25GeV in the low-pT signal region but with the
corrected pvarcone0.4T .
The muons are obtained via the combined muon definition, as introduced in

Section 4.4. The muon candidates are required to pass the Tight selection
and to satisfy pT > 15GeV and |η| < 2.5. Muon tracks are isolated by re-
quiring pvarcone0.3T /pT < 0.06 and the calorimeter isolation of the muons selects
Econe0.2
T /pT < 0.09.
Similar to the electrons in the high-pT signal region both quantities pvarcone0.3T and

Econe0.2
T are corrected. All electron tracks within the cone ∆R = min(0.3, 10GeV/ET )

are subtracted from pvarcone0.3T and the electron transverse momentum is subtracted
from Econe0.2

T if the electron is within the muon cone ∆R < 0.2. The selection
criteria are summarized in Table 6.7.
Additionally an overlap removal between an electron and muon is applied. If a

combined muon shares an ID track with an electron, the electron is removed, whereas
if a calo-tagged muon shares an ID track with an electron, the muon is removed.

ll R∆
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

ar
bi

tr
ar

y 
un

its

0

0.05

0.1

0.15

0.2

0.25
<200 GeV: SM

1
T,j

p

 200 GeV: SM≥
1

T,j
p

<200 GeV: SM+HVV
1

T,j
p

 200 GeV: SM+HVV≥
1

T,j
p

<200 GeV: SM+AVV
1

T,j
p

 200 GeV: SM+AVV≥
1

T,j
p

Figure 6.13.: The angular separation between the leading and subleading lepton ∆R``
for events with a transverse momentum of the leading jet larger and smaller
than 200GeV for SM and different EFT scenarios. The leptons are much
closer if the leading jet has a high transverse momentum.
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Table 6.7.: Summary of the lepton selection. The corrected isolation quantities are used
in the high-pT signal region and are described in the text.

pT range ID Track Isolation Calo Isolation Impact Parameters
Electrons in the low-pT signal region

[15, 25]GeV TightLH pvarcone0.4T /pT < 0.06 Econe0.2
T /pT < 0.11 |z0 sin Θ| < 0.5mm, |d0|/σd0 < 5

> 25GeV MediumLH Gradient
Electrons in the high-pT signal region

[15, 25]GeV TightLH
pvarcone0.4,corr.T /pT < 0.06 Econe0.2

T /pT < 0.11 |z0 sin Θ| < 0.5mm, |d0|/σd0 < 5
> 25GeV MediumLH

Muons
> 15GeV Tight p

varcone0.3,(corr.)
T /pT < 0.06 E

cone0.2,(corr.)
T /pT < 0.09 |z0 sin Θ| < 0.5mm, |d0|/σd0 < 3

6.3.2 Jets and Missing Transverse Energy
Jets are reconstructed using the anti-kt algorithm with a distance parameter of
R = 0.4, as defined in Section 4.5. They are required to have pT > 30GeV and
|η| < 4.5. For jets with pT < 60GeV and |η| < 2.4, the calibrated JVT variable,
defined in Section 4.5, is required to be larger than 0.59 to suppress jets from
pile-up events. Furthermore, for jets with pT < 50GeV and |η| > 2.5, additionally
the ForwardJVT is applied to reduce the pile-up in the forward region. The working
point has an efficiency of 90%.
Leptons depositing significant amounts of energy in the calorimeter may be

reconstructed as jets. Also, jets may be reconstructed as genuine leptons originating
from the hard scatter. Thus, jets are discarded if they lie within a cone of size
∆R < 0.2 of an electron candidate, or if they have less than three associated
tracks and are within a cone of size ∆R < 0.2 of a muon candidate. However, if
a jet with three or more associated tracks is within a cone of size ∆R < 0.4 of
a muon candidate, or any jet is within 0.2 < ∆R < 0.4 of an electron candidate,
the corresponding lepton candidate is discarded instead.
Jets with containing b-hadrons are identified using the MV2c10 b-tagging algo-

rithm introduced in Section 4.5 using the 85% working point. Top-quark back-
ground is suppressed by vetoing events with any b-tagged jet passing a reduced
pT threshold of 20GeV.
The missing transverse energy is used to build variables sensitive to the VBF

signal, like mττ and ptotT . For this purpose the track-based TST Emiss
T is used

defined in Section 4.6.

6.4 Observables
Besides the already in Section 6.1 introduced observable ∆φjj,sign several different
quantities are used to either reduce background contributions or to select specific
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topological features of the signal process in single selection requirements or as input
quantity to the multivariant analysis described in Section 6.6. The definitions of
these observables are given in the following.

m`` The invariant mass of the dilepton system originating from the hard scattering
interaction is especially effective at rejecting Drell-Yan production of the
Υ-meson resonance and γ? contributions. The VBF signal tends to be at low
values.

mjj The invariant mass of the dijet system rejects contributions from the VH
production, especially if the jets both are decay products of the associated
gauge boson and thus mjj peaks at its mass. But also by cutting at lower
phase space regions the background is rejected collectively, while keeping
most of the VBF signal, since a high invariant mass is a distinctive signature
of the signal events.

mττ In the collinear approximation [121] the charged leptons in the final state,
that are the products of the decay of a pair of τ leptons, are collinear with
the emitted neutrinos. Assuming these neutrinos are the only source of the
observed Emiss

T in the event, the missing transverse energy can be computed
using this approximation. Here, the TST missing transverse energy Emiss,TST

T
is used in the mττ calculation. If the result is physical then a cut is imposed
to suppress Z → ττ background contribution and H→ττ decays.

ptotT The total transverse momentum ptotT , defined as p`1T + p`2T + Emiss
T +

∑
j p

j
T,

where the sum over jets runs over all jets which pass the good-jet definition
criteria. This variable helps disentangling events with significant soft gluon
radiation that recoils against the ``+ 2j system with no high-pT jets.

p``T The transverse momentum of the dilepton system |~pl1T + ~pl2T | from the leptons
of the hard scattering interaction tend to be larger for the VBF signal than
for the background processes, especially in a topology with large transverse
recoil (high-pT jets) and leptons that are close together.

m`1
T The transverse mass of the lepton with the highest transverse momentum is

defined as

m`1
T =

√
(|~p`1|+ Emiss

T )
2 −

∣∣∣~p`1 + ~E miss
T

∣∣∣
2

.

For this quantity the signal peaks mainly due to the opposed direction of the
leading lepton and the missing transverse energy preferable at lower values
than most of the background processes and can thus distinguish the VBF
process from other processes.

∆R`` The angular separation
√

∆η`` + ∆φ`` of the two hard scatter leptons is very
small particularly in a boosted topology for the VBF process (cf. Figure 6.13).
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∑
`,jm`j The sum of the invariant masses of all four possible lepton-jet pairs peaks for

the VBF signal at a higher value than the backgrounds. Its use is motivated
because the jets in the VBF signal topology tend to be in the forward regions
while leptons remain central, resulting in large opening angles between the
leptons and the jets.

ηcentralitylep This quantifies evaluates the exact positions of the leptons with respect to
the two tag jets in the η-plane. It is defined with the so-called outside lepton
veto (OLV) as follows

OLVl1 = 2 · | ηl1 − η̄
ηj1 − ηj2

|

OLVl2 = 2 · | ηl2 − η̄
ηj1 − ηj2

|

ηlep centrality = OLVl1 + OLVl2 ,

where η̄ = (ηj1 + ηj2)/2 is the average η of the two tag jets. For each lepton,

OLVl





= 0 : ` is right in the middle of the rapidity gap between the two tag jets.
< 1 : ` lies within the rapidity gap between the two tag jets.
> 1 : ` is outside the rapidity gap between the two tag jets.

6.5 Signal Region Selection
The selection of candidate events uses basic criteria to select the signal from the
H�W±W∓∗�`−ν̄``′+ν`′ decay and reject other final state topologies and back-
ground processes. The first requirement imposed is the presence of exactly two
leptons, one electron and one muon with opposite electrical charge. Both have to
exceed a pT threshold, which is 15GeV for the subleading lepton and 22GeV for
the leading one. They are chosen on the one hand as low as possible corresponding
to the trigger selection described in Section 6.2.1 to enhance the signal acceptance,
where low pT leptons are expected, and on the other hand to reduce significantly
the background contribution of misidentified leptons which has a large impact
especially on low pT leptons.

Figure 6.14 shows the kinematic distributions of the two leptons after the lepton
transverse momenta requirements as well as the Emiss

T distribution in Figure 6.15.
The background processes are stacked and the SM signal process and three EFT
scenarios with SM plus each considered BSM parameter are superimposed and
scaled by a factor of 100 for better visibility. The majority of the background
processes is derived from MC simulation. Only the contributions of the misidentified



156 Effective VBF H�W±W∓∗�`−ν̄``′+ν`′ Coupling Analysis

E
ve

nt
s 

/ 1
0 

G
eV

0

20

40

60

80

100

120
310×

 Data  stat)⊕ SM (sys VH 

ττH tt Wt 

WW *γWZ/ZZ/W γV 

ττ→*γZ/ ll→*γZ/  Mis-Id

100×SM+HVV VBF+ggF 100×SM+HdV VBF+ggF 100×SM+AVV VBF+ggF

100×SM VBF+ggF

 [GeV]1l

T
p

50 100 150 200 250 300

D
at

a 
/ S

M
 

0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4

E
ve

nt
s 

/ 1
0 

G
eV

0

50

100

150

200

250

300
310×

 Data  stat)⊕ SM (sys VH 

ττH tt Wt 

WW *γWZ/ZZ/W γV 

ττ→*γZ/ ll→*γZ/  Mis-Id

100×SM+HVV VBF+ggF 100×SM+HdV VBF+ggF 100×SM+AVV VBF+ggF

100×SM VBF+ggF

 [GeV]2l

T
p

20 40 60 80 100 120 140 160 180 200
D

at
a 

/ S
M

 
0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4

E
ve

nt
s 

/ 0
.5

0

20

40

60

80

100

310×
 Data  stat)⊕ SM (sys VH 

ττH tt Wt 

WW *γWZ/ZZ/W γV 

ττ→*γZ/ ll→*γZ/  Mis-Id

100×SM+HVV VBF+ggF 100×SM+HdV VBF+ggF 100×SM+AVV VBF+ggF

100×SM VBF+ggF

1l
η

3− 2− 1− 0 1 2 3

D
at

a 
/ S

M
 

0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4

E
ve

nt
s 

/ 0
.5

0

20

40

60

80

100

310×
 Data  stat)⊕ SM (sys VH 

ττH tt Wt 

WW *γWZ/ZZ/W γV 

ττ→*γZ/ ll→*γZ/  Mis-Id

100×SM+HVV VBF+ggF 100×SM+HdV VBF+ggF 100×SM+AVV VBF+ggF

100×SM VBF+ggF

2l
η

3− 2− 1− 0 1 2 3

D
at

a 
/ S

M
 

0.6
0.7
0.8
0.9

1
1.1
1.2
1.3
1.4

Figure 6.14.: The leading lepton (left) and subleading lepton (right) pT (top) and η
(bottom) distributions after applying the lepton pT requirements. The SM
and EFT signal scenarios are scaled by a factor of 100 for a better visibility.
The yellow band represents MC statistics and all detector systematics
uncertainties.



Signal Region Selection 157

leptons are referring to dedicated data driven estimates, which is described in
Section 6.7.2 later on. The large amount of selected events generally shows good
agreement of data with the MC simulation, where in the data MC ratio the yellow
band includes both statistical and all detector systematics uncertainties. The
background contributions still surmount the signal process by several orders of
magnitude, lead by tt̄ processes. At high lepton momenta the MC prediction is
slightly increased compared to the data. This region is dominated by the top
background, too, which theoretical uncertainty is not applied yet and thus the
uncertainty does not include the full deviation.
With two energetic and isolated leptons in the final state, a low bound on the

dilepton mass ofm`` > 10GeV cleans the selection from Drell-Yan production of the
Υ-meson resonance and γ? contributions. Figure 6.16 shows the m`` distributions
before the application of the lower bound. Below 10GeV the data-driven yield of
misidentified leptons is over-estimated because the same lepton flavor estimates do
not include the meson resonances and subtract insufficient amount of MC events
from the data yields leading to an increased MC prediction in the different lepton
flavor estimate. In Section 6.7.2 the data-driven method is explained in more detail.
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Figure 6.15.: The Emiss
T distributions after applying the lepton pT requirements. The SM

and EFT signal scenarios are scaled by a factor of 100 for a better visibility.
The yellow band represents MC statistics and all detector systematics
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Figure 6.16.: The m`` (left) and njet (right) distributions before applying respective
requirements on m`` and njet. The SM and EFT signal scenarios are scaled
by a factor of 100 for a better visibility. The yellow band represents MC
statistics and all detector systematics uncertainties.

Two or more jets are required to select precisely the VBF topology, where two
jets from the Higgs production are expected and further jets may be produced due
to e.g. initial state gluon radiation. Figure 6.16 shows the njet distribution after
the m`` requirement. After the jet selection the dominant background contribution
originates still from tt̄. The pT and η distributions of the leading and subleading
jet with a good data to MC agreement are shown in Figure 6.17.

Furthermore, events with mjj > 120GeV are selected to reduce the VH contribu-
tion which is not simulated for different EFT scenarios. If both jets originate from
the production vector boson in the VH process then their invariant mass peaks at
the mass of the respective vector boson and is excluded by the mjj requirement.
Thereby approximately 60% of VH events are discarded. Additionally the tt̄ back-
ground is rejected by 26% while keeping 92% of the SM VBF signal events. The
mjj distribution before applying the selection is shown in Figure 6.18.

As already discussed in Section 6.1 the main event yield variations between SM and
the different EFT scenarios are present in a boosted topology, where e.g. the leading
jet has a high transverse momentum. Here, the EFT samples have a much higher
event yield expectation than for the SM case. Therefore, the signal region is split
into a low- and a high-pT signal region by selection pj1T ≶ 200GeV. Nevertheless,
the low-pT has higher statistics and is hence useful to conduct a differential analysis
using the ∆φjj,sign observable. Figure 6.18 shows the pj1T distribution before the
splitting is performed. The higher event yields for the EFT samples are clearly
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Figure 6.17.: The leading jet (left) and subleading jet (right) pT (top) and η (bottom)
distributions after the njet > 2 requirement. The SM and EFT signal
scenarios are scaled by a factor of 100 for a better visibility. The yellow
band represents MC statistics and all detector systematics uncertainties.
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Figure 6.18.: The mjj (left) and pj1T (right) distributions before applying respective
requirements on mjj and p

j1
T . The SM and EFT signal scenarios are scaled

by a factor of 100 for a better visibility. The yellow band represents MC
statistics and all detector systematics uncertainties.

visible in the overflow bin of the figure for κHVV and κAVV contributions to the SM.
The SM+H∂V shows lower event yields as has already been visible in Figure 6.4
for the pT,jj distribution, which originates from a destructive interference between
both contributions. A negative H∂V parameter of the same magnitude leads to a
much higher event yield compared to the pure SM case.

During the preparation and optimization of the analysis a blinding criteria after
this preselection was applied using the BDT response distributions described in
Section 6.6. A cut requirement was set in each signal region such that the by 25%
increased VBF+ggF event yield is smaller than the total background statistical
uncertainty taken as the square root of the background events at this cut stage
such that it is indistinguishable from a potential statistical fluctuation. With the
blinding criteria the amount of SM VBF+ggF events is less then 0.02% (0.16%) in
the low(high)-pT region. Anyhow, all figures shown in the thesis are unblinded,
i.e. the blinding criteria is not applied anymore.
Further requirements are set to reduce more background contribution and ad-

ditionally define control regions to estimate normalization factor for different
backgrounds. A b-jet veto reduces the tt̄ background by 95% (95%) and the single
top background by 88% (91%) while keeping 88% (80%) of the VBF signal in the
low(high)-pT region. The orthogonal region requiring exactly one b-jet to estimate
the top background is described in Section 6.7.1. The b-jet distribution is shown in
Figure 6.19, where the normalization factors for the top related backgrounds and
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Figure 6.19.: The b-jet (top) and mττ (bottom) distributions before applying the respec-
tive b- and Z → ττ vetos for the low- (left) and high- (right) pT signal
regions. The SM and EFT signal scenarios are scaled by a factor of 100
for a better visibility. The yellow band represents MC statistics and all
detector systematics uncertainties.
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Figure 6.20.: Relative contributions of each background and the SM signals at each
cutstage of the signal region selection.

the Z → ττ background have already been applied. Data yield and MC estimate
show a good agreement in the nb-jet = 1 bin and a skewed distribution, where the
MC has a slightly smaller expected yield in the nb-jet = 0 bin and underestimates the
data with increasing number of b-jets. The reason of the mismodelling is unknown
so far and may come from interferences between tt̄ and bb̄ processes. Nevertheless,
the region with nb-jet > 1 is in any case not relevant for this analysis.

In order to reduce the Z → ττ background a Z → ττ veto is applied, specifically
to remove events that are around the Z mass pole. Here, the reconstructed invariant
mass of the ττ system mττ is required to be less than 25GeV below the Z mass:
mττ < mZ − 25GeV. Not only 65% (73%) of the Z → ττ background contribution
is reduced, but also 85% (89%) of the H → ττ contamination, while keeping
86% (80%) of the SM VBF signal event yield in the low(high)-pT region. The mττ

distribution bevor applying the veto is shown in Figure 6.19. The orthogonal
selection mττ > mZ − 25GeV defines the Z → ττ control region and is decribed
in Section 6.7.1.
The relative contribution of each background at the different cut stages in the

signal region selection is visualized in Figure 6.20. Before the b-veto the dominating
process is tt̄, after that the relative contribution of diboson processes exceed the tt̄
processes. The event yields are presented in Section 6.8 in Table 6.16.

At this point two separate BDTs trained in the low- and high-pT region to select
the final signal regions, which are described in the following section.

6.6 Boosted Decision Tree Application
Different methods are available for the classification of signal events against the large
amount of background events which is left after the first selection. The classical
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approach is a cut based analysis where topological observables are constructed
and used to separated the phase space enhancing the fraction of signal events
in the final signal region while rejecting as many non-signal events as possible.
Although this method has a comprehensive visual access, it is usually exceedingly
outperformed by multivariate machine learning techniques, such as boosted decision
trees (BDT) [122–124], for which reason this method is used to define the final
signal regions. The advantage hereby is that the visualizability still persists at
least for the single decision trees whereof a BDT is built from. Such a decision
tree is a binary tree structured classifier similar to the one sketched in Figure 6.21.
Repeated left/right (yes/no) decisions are taken on one single observable at a time
until a stop criterion is fulfilled. The phase space is split this way into many regions
that are eventually classified as signal or background, depending on the majority
of training events that end up in the final leaf node. At each node, the split is
determined by finding the variable and corresponding cut value that provides the
best separation between signal and background. The best separation is measured
by calculating the impurity in each node with the Gini index G = p(1− p), where
p = S

S+B
is the fraction of signal events in the particular node. The criterion

Gparent − Gchild1 − Gchild2 is then maximized. These splittings are in this respect
similar to optimal rectangular cuts. However, whereas a cut-based analysis is able
to select only one hypercube as region of phase space, the decision tree is able to
split the phase space into a large number of hypercubes, each of which is identified
as either signal-like or background-like.
A shortcoming of decision trees is their instability with respect to statistical

fluctuations in the training sample from which the tree structure is derived. For
example, if two input variables exhibit similar separation power, a fluctuation in
the training sample may cause the tree growing algorithm to decide to split on one
variable, while the other variable could have been selected without that fluctuation.
In such a case the whole tree structure is altered below this node, possibly resulting
in a substantially different classifier response.
This problem is overcome by constructing a forest of decision trees using the

adaptive boosting technique (AdaBoost). The trees are derived from the same
training ensemble by reweighting misidentified events. First an initial decision tree
T1 is constructed and the total weight of misclassified events emiss =

∑
miss iwi is

calculated. With the tree score α1 = β ln(1−emiss
emiss

) the event weights are updated
according to wi → wie

α1 and all events are renormalized with wi → wi/
∑

iwi.
This is repeated until the predefined number of trees are constructed. Finally,
all trees are combined into a single classifier adding up the single weighted trees
with T (xi) =

∑Ntrees
m=1 αmTm(xi). The performance is often further enhanced by

forcing a slow learning which is controlled by the leaning rate factor β. In general,
boosting stabilizes the response of the decision trees with respect to fluctuations
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Figure 6.21.: Schematic view of a decision tree. Starting from the root node, a sequence
of binary splits using the discriminating variables xi is applied to the data.
Each split uses the variable that at this node gives the best separation
between signal and background when being cut on. The same variable
may thus be used at several nodes, while others might not be used at all.
The leaf nodes at the bottom end of the tree are labeled S for signal and
B for background depending on the majority of events that end up in the
respective nodes.

in the training sample and is able to considerably enhance the performance with
respect to a single tree.
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6.6.1 Application
Two separate BDTs are trained and applied in the low- and high-pT signal region
after the Z → ττ veto. To ensure that the BDTs are not trained on the statistical
fluctuations in the training samples (over-fitting), each BDT is cross-evaluated,
which means that the set of events that passes the pre-training selection is split into
two statistically independent subsets, even and odd. The low- and high-pT BDTs
are each trained separately on both sets, BDTeven and BDTodd respectively, resulting
in total four trained BDTs. The discriminants used in the analysis are defined as:

BDT =

{
BDTeven for event ∈ odd
BDTodd for event ∈ even

(6.6.1)

for both low- and high-pT BDT. Table 6.8 summarizes the unweighted MC statistics
available for the trainings. The misidentified lepton samples (Mis-Id) are included
using the W+jets MC samples described in Section 6.2.3.

Table 6.8.: MC statistics available for BDT trainings in both signal regions split in even
and odd events. For the 11 VBF EFT samples the range of the raw event
counts are given. The event counts for the full signal and background trainings
sets are stated in total signal and total background.

Sample low-pT (even) low-pT (odd) high-pT (even) high-pT (odd)

VBF EFT 4958 – 5441 5040 – 5378 1156 – 2088
(457 SM+H∂V)

1106 – 2024
(451 SM+H∂V)

total signal 57585 57418 15699 15213
ggF SM 5387 5321 1063 1104
V H 9630 9387 1624 1714
H → ττ 2409 2464 244 215
tt̄ 18010 17766 1393 1352
Wt 2497 2566 219 251
WW 78546 78638 18266 18246
WZ/ZZ/Wγ? 1130 1141 150 165
V γ 137 136 48 43
Z → `` 184 188 179 170
Z → ττ 9065 9058 2092 2109
Mis-Id 133 123 114 127
total background 127128 126788 25392 25496

In order to maximize the separation between background events and VBF events
while keeping the cross section and shape differences between SM and EFT samples,
all 11 VBF EFT samples summarized in Table 6.4 are used as signal in the training,
whereas all background samples and additionally the SM ggF sample are used as
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background. First a set of input variables are defined which may be useful to
discriminate between signal and background consisting of in total 93 features.
A first BDT with all the features is trained in each region with each subset of
events, where the maximal tree depth is set to 5, the number of trees to 100 and
the minimal number of events per node to 20%. The training variables are then
ranked by counting in how many nodes each variable is used and by weighting
each utilization of a variable by:
• the gain in separation at each node and
• the number of events in each node.

Furthermore, KS tests [125] for each variable between the SM VBF sample and the
single VBF EFT samples are performed to check which variable contains a certain
amount of discrimination power between SM and EFT. Observables which are too
different between EFT and SM, i.e. have a low KS test result, such as the transverse
momentum of the dijet system pT,jj, are omitted in the BDT training. In this
way the BDT does not preferably select input variable phase space for a certain
region of EFT parameter phase space and thus keep the EFT differences in the final
selection of signal events. Comparing the KS test results and the variable ranking,
the two most important variables m`` and mjj for the low-pT region and m`` and
∆R`` for the high-pT region are detected and kept in all further BDT trainings.
In addition 20 more variables are chosen with high importance and high KS test
results separately in the low- and high-pT region. All 8-variable combinations of
the two fixed input variables and 20 additional variables are used to perform BDT
trainings. Thus, in total approximately 40 000 trainings for both signal regions
and both subsets of events are performed. The best set of variables is chosen by
maximizing the significance value [126]

ZA =

√
2

(
(s+ b) log

[
(s+ b)(b+ σb)

b2 + (s+ b)σ2
b

]
− b2

σ2
b

log

[
1 +

σ2
bs

b(b+ σb)

])
(6.6.2)

for the full low- and high-pT BDT defined in Equation 6.6.1. Here, the background
MC statistical uncertainty is explicitly taken into account, preventing to choose a
BDT that selects mainly events with negative event weights. With the BDT output
discriminant with values ranging between -1 and 1, the significance is scanned by
cutting the BDT output at different values, calculating the number of signal events
s, the number of background events b and the MC statistical uncertainty of the
background σb and determining the respective significance. Moreover, at least one
expected VBF SM event is required to remain after the BDT SR selection, such that
trainings with high significance but very low VBF SM event yield are excluded and
a statistical analysis with a minimal data yield is enabled. For the EFT samples
even more events are expected due to their higher cross section. Finally, with the
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sets of selected variables for both signal regions a hyper-parameter grid scan is
performed using the parameters listed in Table 6.9. There, also the final selection
of hyper-parameters are summarized.

Table 6.9.: BDT parameter used for the training and hyper-parameter grid scan values
used.

Parameter Value low-pT Value high-pT Range
Boosting algorithm AdaBoost AdaBoost -
Maximum tree depth 4 4 [1, . . . , 6]
Number of trees 300 300 [50, . . . , 400]
Minimum number of events requires per mode 30% 20% [5%, . . . , 30%]
Learning rate 0.1 0.1 -

6.6.2 Results
The selected variables for both signal regions are shown in the variable ranking
Figures 6.22. The rankings for both subsets odd and even are very similar, but
since the variables are correlated, small variations can occur and improve the
results significantly.
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Figure 6.22.: Ranking of the input variables for BDTlow (left) and BDThigh (right). The
ranking is taken from the even subset training but are similar for the odd
subset training.

Figure 6.23 shows the BDT output distributions for signal in red and background
in blue. The filled histograms are generated using the events with which the BDTs
have been trained (even/odd events for BDTeven/odd), and for the dotted histograms
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the opposite independent test event sets have been used as validation (even events
for BDTodd and vice versa). A good agreement is observed between both samples
in each signal region thus no overtraining is present. The large first bin comprises
mainly top and WW events (cf. first bin in left Figures 6.25) and include events
with m`` & 80GeV where no signal events are present.

Also the receiver operating characteristic (ROC) distributions in Figure 6.24
show acceptable agreement between training and test samples. Only a small
overfitting is observed for the BDThigh which is most probably caused by the much
smaller statistics that was available for the training. In any case, the method
of cross-application ensures that any residual over-fitting would only result in a
small degradation of sensitivity, and not in a bias, since the BDT evaluation is
always performed using samples that are statistically independent from the training
sample, while allowing the full MC samples to be used to develop the BDT.

The BDT output distributions shown in Figure 6.25 are then used as discriminant
variable to construct the final signal regions. The most significant cuts are deter-
mined at BDTlow > 0.6691 and BDThigh > 0.6305 for both signal regions respectively
using Equation 6.6.2. The same distribution is shown twice, one with a flat binning
to observe the data to MC agreement which is reasonable good, especially in the
high range, where the signal region is defined, and one distribution with three bins
indicating the boundaries for the different regions. The first bin is used as valida-
tion region to check on potential mismodelling and the last bin defines the final
signal region. Before the blinding criteria was removed the data to MC comparison
could only be seen in the first validation bin which has a good agreement within
the statistical and detector systematical uncertainty. After unblinding the small
increased data yield is observed in both signal regions. The statistical significance
of this increment is analyzed in detail in Section 6.10.

In Figure 6.26 and 6.27 the input observables are show for the BDTs in the low-
and high-pT signal regions respectively after applying the final BDT discriminant
requirement. The increased data yields are observed in each distribution without
exhibiting a specific input responsible for this deviation. Instead, all histograms
show a regular data event increase throughout the bins. The distributions of the
input observables in the BDT validation regions are shown in the appendix A.1. No
obvious mismodelling can be observed. In addition the data to MC agreement is
checked between all correlations of the input variables in Figure 6.28. For any two
training variables Xi and Xj used in the particular BDT, distributions of the mean
values per bin 〈Xi〉 vs. Xj and vice versa are plotted for the data and the MC model.
In this figure the correlations of each pair of the training variables, as well as pairs
of each variable and the BDT score are shown for the validation region. The profile
plots compare the data (black) and MC model (red). The data to MC agreement
is quantified using a simple χ2 calculation. The uncertainties are statistical only.
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Figure 6.23.: Comparison of the BDT response between the even and odd subset of events
taken as training and testing samples, respectively (left), and vice versa
(right) for the low-pT (top) and high-pT (bottom) signal region. The filled
histograms are showing the BDT response on the same training events for
signal (red) and background (blue). The pointed histograms are generated
using the independent test events subset. No obvious overtraining is visible.

The canvas frame color for each plot encodes the χ2 probability p(χ2) from the
comparison: green represents p > 0.05, yellow represents 0.005 < p < 0.05 and
red represents p < 0.005. Overall the MC models the correlations observed in
data reasonably well.
In the next section the background estimation with control regions and data-

driven approaches are presented.
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Figure 6.24.: Comparison of the ROC curves between the even and odd subset of events
taken as training and testing samples, respectively (left), and vice versa
(right) for the low-pT (top) and high-pT (bottom) signal region. Only a
small overtraining for BDTeven

high is observed.
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Figure 6.25.: The distributions of BDTlow (top) and BDThigh (bottom) in the respective
signal regions with flat bins (left) and bins showing validation and final
signal regions in logarithmic scale (right).
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Figure 6.26.: Distributions of the BDTlow input variables in the low-pT signal region:
m`1

T , mjj , m``, ptotT ,
∑

`,jm`j , η
centrality
lep , pj1T and njet.
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Figure 6.27.: Distributions of the BDThigh input variables in the high-pT signal region:
∆R``, m`1

T , mjj , m``, p``T , η
centrality
lep , p`2T and njet.
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Figure 6.28.: Correlation plots of BDT training variables for the BDT validation regions
of the low-pT (top) and high-pT signal regions. Distributions of 〈Xi〉 vs. Xj

(as well as 〈Xj〉 vs. Xi) are shown for each pair of training variable in the
BDTs as well as the correlation of each training variable with the BDT
scores. The black points show the data profiles, the red points show the
profiles of the MC model. The uncertainties are statistical only. The data
to MC agreement is given as p-value of a χ2 test.
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6.7 Background Estimation
The diverse spectrum of background processes impacting the analysis are handled
in different ways. Many processes with small effect on the final signal regions
are modelled sufficiently well by the MC generator and theoretical cross section
predictions. On the other hand, background, which contribute significantly are
normalized by control regions if possible or derived by a data-driven approach, if
the MC predictions are not reliable. Separate normalization factors are estimated
in the high- and low-pT categories.
After the final selection the main backgrounds contributing in the low-pT re-

gion are top, WW , events with misidentified leptons and Z→ττ events as seen in
Figure 6.20. For the top and Z→ττ events dedicated control regions are defined,
whereas for the WW background no sufficiently pure control region can be con-
structed to receive a reliable normalization factor. Therefore, this background is
modelled by the MC prediction. The contributions from Z → ee and Z → µµ are
much smaller due to the requirement of two different flavor leptons. Hence, no
dedicated control region is constructed for these contributions. Instead, they are
included in the Z→ττ control region, and the normalization factor is calculated
for and applied to the combination of all Z → ee/µµ/ττ events. The misidentified
leptons are estimated in a data-driven approach.
In the high-pT signal region the WW background and misidentified lepton

processes are mostly contributing. The same control regions and data-driven
approaches as in the low-pT region are constructed. The normalization factors are
mainly useful to correct the dedicated background processes in validation plots,
e.g. the BDT validation regions, but also contribute to correct the event yields and
lower systematic uncertainties from these backgrounds in the signal region.

In the following, the control regions and the handling of events with misidentified
lepton are described.

6.7.1 Control Regions
Top Control Regions
The top control regions are defined exactly as the signal regions, except that the
b-jet veto is replaced by requiring one and only one b-tagged jet (nb-jet = 1). The
reason why exactly one b-jet is required instead of an inclusive b-tagged region is
to bring the flavor composition of tag jets closer to the one in the b-vetoed signal
regions. The mττ distributions before applying the mττ veto is shown in Figure 6.29.
Cuts on the BDT scores shown in Figure 6.30 are applied with lower thresholds

compared to the signal regions to increase the top statistics in the final control
regions. The respective input variables and the final BDT distributions are shown
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Figure 6.29.: The mττ distributions before applying respective requirements in the top
control region in the low- (left) and high- (right) pT regions. The normal-
ization factors of Table 6.10 are applied. The yellow band represents MC
statistics and all detector systematics uncertainties.

in the Appendix A.2.1. No obvious mismodelling is observed, the data to MC
agreement is within the uncertainties.
The event yields at the different cut stages are summarized in Table 6.11. The

top purity is about 95% (86%) in the low(high)-pT region.

Z → ττ Control Regions
The Z → ττ control region definition follows also the cut requirements of the signal
regions. Only the Z → ττ veto is inverted to the requirement |mττ−mZ | ≤ 25GeV.
To achieve a higher purity additionally a m`` < 75GeV and Emiss

T > 40GeV cut
are applied (cf. Figure 6.31), which results in Z→ττ purities of 72% (82%) in the
low(high)-pT region. The event yields for cut stages defining this control region
are shown in Table 6.12.

Lastly, the cuts on the BDTs are applied with the same lower thresholds as in the
top control regions to increase the statistics. The modelling of the training variables
are shown in the Appendix A.2.2 and the final BDT distributions in Figure 6.32
which show all a decent data to MC agreement.
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Figure 6.30.: The distributions of BDTlow (top) and BDThigh (bottom) in the respective
top control regions with flat bins (left) and bins showing the top control
region requirements (right). The normalization factors of Table 6.10 are ap-
plied. The yellow band represents MC statistics and all detector systematics
uncertainties.
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Figure 6.31.: The mττ , Emiss
T and m`` distributions before applying respective require-

ments in the Z→ττ control region in the low- (left) and high- (right) pT
regions. The normalization factors of Table 6.10 are applied. The yellow
band represents MC statistics and all detector systematics uncertainties.
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Figure 6.32.: The distributions of BDTlow (top) and BDThigh (bottom) in the respective
Z → ττ control regions with flat bins (left) and bins showing the Z → ττ
control region requirements (right). The normalization factors of Table 6.10
are applied. The yellow band represents MC statistics and all detector
systematics uncertainties.

Summary
The normalization factors are derived to correct the top and Z→ττ background
in the respective signal regions. These factors are listed in Table 6.10 and are
computed with the so called matrix method. It takes into account that the control
regions are themselves contaminated with events of each others backgrounds to
be estimated. The total number of background events from top and Z→ττ events
in the signal region nSR

CR−bkg can be cast in matrix notation with
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nSR
CR−bkg =

(
nSR
top nSR

Z→ττ
)
·
(

βtop
βZ→ττ

)
. (6.7.1)

The same normalization factors β obviously connect the estimates in the control
regions, that is,

(
ntopCR
obs.

nZ→ττ CR
obs.

)
=

(
ntopCR
top ntopCR

Z→ττ
nZ→ττ CR
top nZ→ττ CR

Z→ττ

)
·
(

βtop
βZ→ττ

)
, (6.7.2)

such that
(

βtop
βZ→ττ

)
=

(
ntopCR
top ntopCR

Z→ττ
nZ→ττ CR
top nZ→ττ CR

Z→ττ

)−1

·
(

ntopCR
obs.

nZ→ττ CR
obs.

)
. (6.7.3)

Thus, the consistency problem can be solved with a simple matrix inversion. How-
ever, one caveat arising from this solution is the fact that uncertainty propagation
is no longer trivially possible, as the quantities entering the matrix inversion have
uncertainties attached. One simple and reliable way to estimate the uncertainty is
the use of toys, that is, randomly generated matrices within the uncertainties of
their inputs are inverted and the mean and deviation of the resulting distributions in
the normalization factors β are then used for further calculations. These statistical
uncertainties are shown in Table 6.10. Similarly, systematic uncertainties can be
propagated through the method by evaluating the method for every systematic
uncertainty separately and comparing the results. Nevertheless, for the final sta-
tistical derivations the normalization factors are determined by the likelihood fit,
where all control regions are included. Thereby all correlations of the systematic
uncertainties are taken into account in a proper way.

Table 6.10.: Background normalization factors obtained from the control regions using
the methods explained in the text, including statistical uncertainties.

Control regions Top Z→ττ
low-pT 1.034± 0.009 0.742± 0.050
high-pT 0.869± 0.052 0.802± 0.074
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6.7.2 Misidentified Lepton
Despite huge efforts to optimize the identification of physical objects, the rate of
misidentification can never be decreased to zero. Although the chance of identifying
a jet as a lepton is extremely small (on the level of 10−5 [63]), the identification of
leptons is a critical problem emerging from the overwhelmingly large cross section
of multijet production at hadron colliders, which causes the fraction of objects
selected as leptons to be a cause of concern. Generally these misidentified objects
are referred to as fake leptons. Not only fake leptons from the fragmentation of a
quark or gluon are included into this broad category but also real leptons originating
from secondary processes such as heavy- (or light-) flavor hadrons decaying to
muons, or electrons originating from pair production by photons originating from
bremsstrahlung as well as from initial and final state radiation, as they are no true
indicators of the high-energy electroweak processes under investigation. On the
contrary, a primary lepton originating from a hard electroweak scattering event
is referred to as a prompt lepton. Both, electrons and muons, are affected by
misidentification, although the rate of fake electrons is much higher than that of
fake muons, mostly because muons are identified with an additional measurement
in the dedicated muon system.

Significant background contribution in the H�W±W∓∗�`−ν̄``′+ν`′ analysis from
misidentified jets arise from the production of W -bosons in association with jets.
One isolated lepton and momentum imbalance due to a neutrino result from the
leptonic W -decay. Together with a second fake lepton, these objects mimic the
expected final state signature. The same holds for the pure QCD background, where
two jets are misidentified as prompt leptons. However, this contribution is much
smaller, not only because the chance of two objects being misidentified in the same
event is quadratically smaller, but also because the additional requirement of a large
missing transverse momentum and other selections applied in this analysis strongly
reject events without high-energy neutrinos in the final state. The estimates of
these contributions are nevertheless closely related to one another and the same
methods apply for both. The processes leading to the misidentification of a jet
as a lepton are hard to model in simulation. Therefore, the W+jets and the QCD
estimate are derived directly from data with the so called fake factor method and
do not rely on MC predictions.

Fake Factor Method
The signal regions have two leptons passing the lepton identification selection,
referred to as id -leptons (3). The total number of events in these selected signal
regions can be written as

Ne3µ3
= N epµp

e3µ3
+N f

e3µ3
with N f

e3µ3
= N

efµp
e3µ3 +N

epµf
e3µ3 +N

efµf
e3µ3 , (6.7.4)
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where the superscript labels the true nature of the leptons with p being a prompt
lepton and f a fake lepton and the subscripts indicates if the lepton passes the
identification requirements. The sub- and superscripts are ordered by flavor of
the leptons. N epµp

e3µ3 term denotes the events yield of all processes with two real
prompt leptons including the signal, and N f

e3µ3
labels the number of events with

at least one fake lepton. It is composed of single-fake background from W+jets
processes (N efµp/epµf

e3µ3 ) and double-fake backgrounds (N efµf
e3µ3 ) caused by the multijet

or QCD background. While the event yield N epµp
e3µ3 is estimated by the predictions

of the respective MC samples, the fake contribution N f
e3µ3

needs to be determined
by a data-driven approach. In order to estimate this background contribution
from fake leptons, a control sample is defined with an enhanced rate of such fake
leptons. Events in the control sample are required to have one leptons satisfying
the signal selection criteria and one anti-identified lepton (7) failing the signal
selection, but satisfying less restrictive criteria.

The criteria defining the less restrictive anti-identified categories in comparison
with the in Section 6.3.1 described identified categories are listed in Table 6.13 for
both, muons and electrons. The isolation requirements are removed and events with
fully identified leptons are rejected. For electrons, the less restrictive identification
criterion corresponds to the LooseLH identification, as opposed to the MediumLH
and TightLH criteria used for signal leptons. For muons, the d0 significance cut
is loosened to enhance the fake contribution.

Table 6.13.: The requirements for fully identified and anti-identified electrons (left) and
muons (right).

Id electron Anti-id electron Id muon Anti-id muon
pT > 15GeV pT > 15GeV

|η| < 2.47, excluding 1.37 < |η| < 1.52 |η| < 2.45
|z0 sin θ| < 0.5mm |z0 sin θ| < 0.5mm

TightLH if pT < 25GeV
LooseLH

Tight Medium
MediumLH if pT > 25GeV

|d0|/σd0 < 5 |d0|/σd0 < 3 |d0|/σd0 < 15
pvarcone0.4T /pT < 0.06 if pT < 25GeV Econe0.2

T /pT < 0.09
Gradient isolation if pT > 25GeV pvarcone0.3T /pT < 0.06

exclusively identified as electrons
Veto against identified electron Veto against identified muon

Apart from these differences, the events in the control sample are required to
pass the full event selection, where the anti-identified lepton is treated as fully
identified. Analogous as for the signal regions, the composition of the control
samples can be expressed as

Ne3µ7
= N epµp

e3µ7
+N

efµp
e3µ7 +N

epµf
e3µ7 +N

efµf
e3µ7 , (6.7.5)
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for the muon passing the anti-identification criteria and

Ne7µ3
= N epµp

e7µ3
+N

efµp
e7µ3 +N

epµf
e7µ3 +N

efµf
e7µ3 , (6.7.6)

for anti-identified electrons. The componentsN epµp
e3µ7 andN epµp

e7µ3 denote processes with
two real leptons which contaminate the control samples. They are evaluated using
MC predictions and later subtracted from the data event yields Ne3µ7

and Ne7µ3
,

respectively, to obtain the number of events from fake backgrounds only. The terms
N
efµp
e3µ7 and N epµf

e7µ3 require a fake lepton to pass identification and a prompt lepton to
fail identification in the same event. This is very unlikely, hence these components
are neglected. The QCD double-fake contributions N efµf

e3µ7 and N
efµf
e7µ3 (one fake

object is identified as a lepton and one fake object is anti-identified as a lepton)
are typically relatively small compared to the W+jets single-fake contribution.
The extrapolation of the fake contamination in the signal region is estimated

by scaling the number of events in the control sample by the fake factors f `3`7 , for
electrons (` = e) and muons (` = µ) separately, defined as the ratio between fully
identified leptons N`3 and anti-identified leptons N`7 :

f `3`7 =
N`3

N`7

. (6.7.7)

Under the assumption that the fake factor is independent of the details of the
event topology, it can be measured in some single-fake enriched data sample, using
the same definitions of identified and anti-identified as for the control sample.
The fake contribution in the signal sample can be determined with

N
efµp
e3µ3 =f e3

e7
×N efµp

e7µ3

N
epµf
e3µ3 =fµ3

µ7
×N epµf

e3µ7 .
(6.7.8)

The full fake background yield is then calculated

N f
e3µ3

=N
efµp
e3µ3 +N

epµf
e3µ3 +N

efµf
e3µ3

=f e3
e7
×
(
Ne7µ3

−N epµp
e7µ3
−N efµf

e7µ3

)
+ fµ3

µ7
×
(
Ne3µ7

−N epµp
e3µ7
−N efµf

e3µ7

)
+N

efµf
e3µ3

=f e3
e7
×
(
Ne7µ3

−N epµp
e7µ3

)
+ fµ3

µ7
×
(
Ne3µ7

−N epµp
e3µ7

)

+N
efµf
e3µ3 − f e3

e7
×N efµf

e7µ3 − fµ3
µ7
×N efµf

e3µ7 .
(6.7.9)

Apparently by design the QCD contribution is double subtracted and needs to
be corrected. For that, an additional set of fake factors f̃ `3`7 is estimated from
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a double-fake enriched samples, to on the one hand, expand the QCD estimate
in the id+anti-id region,

N
efµf
e7µ7 = f̃µ3

µ7
×N efµf

e7µ3

N
efµf
e7µ7 = f̃ e3

e7
×N efµf

e3µ7 ,
(6.7.10)

and on the other hand, to calculate a correction factor by extrapolating the double-
fake background contribution in the signal region with

N
efµf
e3µ3 =

(
f e3
e7
f̃µ3
µ7

+ fµ3
µ7
f̃ e3
e7
− f̃ e3

e7
f̃µ3
µ7

)
×N efµf

e7µ7 . (6.7.11)

The double-fake control region estimate is calculated similar to the single-fake
control regions:

N
efµf
e7µ7 = Ne7µ7

−N epµp
e7µ7

. (6.7.12)

The term Ne7µ7
is determined by data, whereas the electroweak true-lepton contam-

ination N epµp
e7µ7 is subtracted with the MC event yields of the corresponding samples.

The small single-fake contributions are neglected.
Lastly, the final fake-background estimate in the signal region is calculated with

N f
e3µ3

= f e3
e7
×
(
Ne7µ3

−N epµp
e7µ3

)

+ fµ3
µ7
×
(
Ne3µ7

−N epµp
e3µ7

)

+ f̃ e3
e7
f̃µ3
µ7
×
(
Ne7µ7

−N epµp
e7µ7

)
.

(6.7.13)

Z+jets Fake Factor Estimation
In collisions producing Z-bosons, the object recoiling against this Z-boson is very
likely to be a jet, due to the significantly higher cross section of Z+jets with respect
to events with real additional leptons, such as diboson processes. Thus, such events
pose an excellent data set to measure the fake factor f `3`7 .
Z+jets events are selected containing exactly three loosely identified lepton

candidates, all with pT > 15GeV. The Z-boson candidates are selected by requiring
an opposite-sign ee or µµ lepton pair with invariant mass 70GeV < m`` < 110GeV.
Both Z candidate leptons have to fulfill the id criteria, and at least one of them
must be matched to one of the single lepton triggers listed in Table 6.3. The fake
candidate is selected as the additional lepton, identified as an electron or a muon.
In order to reduce the Z + γ background in events with a fake candidate electron,
the invariant mass window of the dilepton system is tightened to 80GeV < m`` <
110GeV. If there are two Z-boson candidates in the same event, the one with
invariant mass closer to the Z mass pole is chosen. The amount of electroweak
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background is reduced by vetoing an event if it contains a fake candidate lepton
with mT =

√
2pTEmiss

T (1− cos ∆φ`ν) > 50GeV. Finally, the fake candidate lepton
is split into an identified and an anti-identified category according to the definitions
in Table 6.13.

The contaminating electroweak backgrounds V +γ, diboson production processes
such as WW , WZ and ZZ, as well as tt̄ and single top production are estimated
from MC simulation and subtracted from the data yields. Once the leptons in the
identified and anti-identified category are selected, the fake factors are obtained
from Equation 6.7.7 as a binned ratio in pT using bins with boundaries [15, 20,
25, 35, 1000] ([15, 20, 25, 1000]) in GeV for electrons (muons). For electrons, the
fake factor is also binned in |η| using two bins, [0, 1.5, 2.5], excluding the crack
region 1.37 < |η| < 1.52, whereas for muons, there is no statistically significant
difference observed between low and high pseudorapidity, thus the fake factor is
merged to gain statistical precision.

Flavor Composition
A natural complication in accurately estimating the fake background contribution
is that non-prompt leptons can originate from a number of different sources whose
relative abundance will vary between samples. If these fake sources have separate
chances of becoming identified or anti-identified, this will in turn manifest as a
discrepancy among the sample fake factors. Driven to understand this discrepancy,
a flavor composition study of the fake leptons based on MC samples is performed
on the W+jets and Z+jets samples. Fake leptons are selected in the W+jets
samples by performing an event selection similar to the analysis selection. Addi-
tionally, the reconstructed lepton originating from the leptonically decaying W
is identified by truth matching, leaving the other lepton to be classified as the
fake. For the Z+jets samples, an event selection similar to the Z+jets fake factor
measurement is performed, with the difference that the two Z candidate leptons
are now truth matched to the Z, and the additional lepton is classified as the fake.
Exemplary, the flavor composition of identified and anti-identified electrons in both
samples are shown in Figure 6.33. In order to account for the difference in flavor
composition between both samples when applying the fake factor, a correction
factor f3

7 (W+jets)/f3
7 (Z+jets) has been calculated using fake factors calculated

from both samples. The final correction factors and corresponding systematic
uncertainties which are actually applied in the analysis are then summarized in
Table 6.14. They are split into low- and high-pT due to their observed transverse
momentum dependence.

Di-jet Fake Factor Estimation
Most of the time the anti-identified lepton will be the lepton with the lower
transverse momentum, and not the lepton that fired the trigger. The fake factors
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γ
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(a) Identified electrons in W+jets.

b
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(b) Identified electrons in Z+jets.
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1.9± 0.2

c

43.1± 1.5
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(c) Anti-identified electrons in W+jets.
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42.5± 1.4

γ
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(d) Anti-identified electrons in Z+jets.

Figure 6.33.: Flavor compositions in the W+jets and Z+jets samples for identified and
anti-identified electrons.

Table 6.14.: Corrections factors and corresponding systematic uncertainties. Pow-
heg+Pythia8 is used to derive the central values, while the systematic
uncertainty is evaluated by comparing with Alpgen + Pythia 6. The
systematic uncertainty accounts for the difference in the flavor composition
among samples.

f3
7 (W+jets)/f3

7 (Z+jets)
pT < 25GeV pT > 25GeV

electrons 0.96±0.13(stat)±0.28(syst) 1.15±0.15(stat)±0.02(syst)
muons 1.34±0.17(stat)±0.25(syst) 1.83±0.38(stat)±0.20(syst)

applying to all events where the leading lepton was selected by the trigger are
referred to as the nominal fake factors. However, it can happen that the anti-
identified lepton is the only triggered lepton in the event and thus was selected by
one of the un-prescaled single-lepton triggers used in the analysis. If the nominal
fake factor is applied to these events, a small trigger bias is introduced in the
background estimation, as the trigger selection cuts into the definition of the fake
candidate object. In order to avoid this trigger bias, separate fake factors are
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extracted for these events using a di-jet data sample and both the numerator
and denominator are collected with an OR between the single lepton triggers. In
the following, these fake factors are called triggered fake factors. In addition the
nominal fake factor f̃ `3`7 from the di-jet data samples is evaluated as well and used
to estimate the QCD correction factor to compensate the double counting of the
double-fake event yields.
To enrich this data sample and suppress background contributions from elec-

troweak processes the following selections are applied: At least one jet with a
transverse momentum of pT > 22GeV is required as well as a transverse mo-
mentum of the fake lepton of at least 15GeV. To suppress the contamination
from prompt leptons from W - and Z-bosons the cut mT + Emiss

T < 50GeV is
applied. Similar as for the Z+jets fake factor estimate the remaining electroweak
background is subtracted from the MC estimation.

As the data-taking conditions changed from 2015 to 2016, different triggered fake
factors are derived for these data-taking periods. The fake factors are applied to
the events in the control sample, based on the trigger configuration of the event and
the anti-identified leptons pT and |η|. The triggered fake factors are only applied
to events where the anti-identified lepton is triggered and the identified lepton is
not triggered which applies only for a minority of events. The nominal fake factors
are used for all other events. They are shown in Figure 6.34.

Correction Factor in High-pT Signal Region
The isolation criteria of the leptons differ in the low- and high-pT regions as
described in Section 6.3.1 but the fake factors estimated match only precisely
the lepton requirements of the low-pT region (cf. Table 6.13). To correct for
the different isolation criteria a correction factor is determined by comparing the
W+jets MC event yields with the high- and low-pT lepton isolations after the
high-pT requirement pj1T ≥ 200GeV. This results in a correction factor for the
misidentified lepton event yield in the high-pT region of 1.665. Since this is just an
approximate method a 100% systematic uncertainty is applied on this correction
factor, which is included in the likelihood fit calculations.

6.8 Final Selections
Table 6.15 summarizes the event selection for all signal and control regions which
have been described in detail in the previous sections.
The event yields after each selection criteria of the signal regions are shown

in Table 6.16. The data column labels the number of observed events, while the
signal and the background processes refer to the MC prediction normalized to the
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Figure 6.34.: Results of the fake factor calculations including statistical uncertainties.

integrated luminosity of the data. The normalization factors of the control regions
listed in Table 6.10 are applied starting at the signal region split by the leading
jet transverse momentum requirement.

Taken all together, the event yields of the final signal and control regions are listed
in Table 6.17. Here, the contributions from VH and H → ττ production are treated
as background processes, the cross sections, branching ratios and the corresponding
acceptances are assumed to have the nominal SM values and are mostly negligible.
The relative contributions of each background and SM signal in the final signal

and control regions are summarized in Figure 6.35. As desired VBF events are
dominant in both signal regions already at SM parameters. In the high-pT region
the SM VBF contribution is slightly decreased with more ggF events present than
in the low-pT region. But most of the benchmark VBF EFT samples (cf. Table 6.4)
which have been used in the BDT trainings show especially in the high-pT region
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Table 6.15.: Event selection criteria used to define the signal and control regions.

SRs Z→ττ CRs Top CRs
Two isolated leptons (one electron, one muon) with opposite charge

Pre-selection p`1T > 22GeV , p`2T > 15GeV
m`` > 10GeV, njet ≥ 2, mjj > 120GeV

All regions are split in low-pT (pj1T < 200GeV) and high-pT (pj1T ≥ 200GeV)

Selection for
CR definition

nb-jet = 0 nb-jet = 0 nb-jet = 1
mττ < mZ − 25GeV |mττ −mZ | ≤ 25GeV mττ < mZ − 25GeV

m`` < 75GeV, Emiss
T > 40GeV

Two BDTs are applied at this level, separate for low- and high-pT events
eight discriminant variables are used:

for low-pT: m`1
T , mjj, m``, ptotT ,

∑
`,jm`j, ηcentralitylep , pj1T and njet

for high-pT: ∆R``, m`1
T , mjj, m``, p``T , η

centrality
lep , p`2T and njet

BDT selection BDTlow > 0.669 BDTlow > −0.5 BDTlow > −0.5
BDThigh > 0.631 BDThigh > −0.2 BDThigh > −0.2

much larger event yields. Additionally, some variation is observed in the low-pT
region which furthermore enhances the discrimination power between different EFT
parameters. For these MC samples the event yields are listed in Table 6.18. The
purity of the top and Z→ττ control regions are as well visible in Figure 6.35.
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Figure 6.35.: Relative contributions of each background and the SM signals in the final
regions.

As argued in Section 6.1 a particularly good choice for a variable to distinguish
different EFT contributions to the H → V V vertices appears to be ∆φjj,sign, which
is therefore used as observable in the final fit in the low-pT regions. The pre-fit
distributions are shown in Figure 6.36. The data yields are increased as already
observed in previous histograms. The shape differences between the EFT scenarios
follow the trends as shown in the generator level distributions of Figure 6.4. The
SM+HVV distribution has increased yields in at ∆φjj,sign ∼ π, a positive contribution
of the AVV parameter results in a peak at ∼ 3π/2, and the H∂V operator follows
mostly the SM shape. At the pre-fit stage, the data seems to follow mostly the



Systematic Uncertainties 191

SM+HVV shape, but due to the large uncertainties this tendency is fully compatible
with the pure SM case. The small shape differences compared to the available
data statistics foresee only a marginal effect of the ∆φjj,sign shape in the fit. Still,
it is included. The statistical treatment including the likelihood fit is described
in Section 6.10.
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Figure 6.36.: The ∆φjj,sign pre-fit distributions for the low-pT signal region.

6.9 Systematic Uncertainties
Several sources of systematic uncertainties affect the analysis. They are classified in
theoretical uncertainties originating from the MC generation of the background and
signal processes and the ones associated to the experimental measurements. The
latter are associated with the reconstruction, identification and trigger efficiencies
and the scale and resolution of energy and momentum.
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6.9.1 Experimental Uncertainties
Two types of experimental systematic uncertainties are distinguished.

The systematic uncertainties on e.g. the scale or resolution of the energy (in
case of electrons or jets) or momentum (for muons) is computed by shifting the
energy/momentum of the object by a ±1σ variation from the nominal value before
selecting the events and by observing the effect of these variations on the number
of events in the final regions. The shifting procedure is referred to as smearing.
This type of systematic is labeled four-vector or P4 systematics.

The second type of systematic uncertainty is evaluated by comparing the nominal
event yield with the one after having modified the interested quantity by applying
different event weights. The nominal yield (

∑
A) is given by the sum of nominal

weights in the respective final regions, whereas the modified yield (
∑
B) is calculated

by the same raw events, but using the modified weights. The relative systematic
uncertainty is evaluated as the relative difference of the nominal and modified
sum of weights (|

∑
A −

∑
B|/

∑
A). Comparing the yield of a ±1σ variation

with respect to the nominal value result in symmetric uncertainties, which are
classified as scale factor or SF systematics.
The ATLAS Combined Performance groups gives recommendations, which and

how the systematic uncertainties are good to calculate. The standard set of
experimental systematics is made of 94 nuisance parameters listed in Table 6.19.

Table 6.19.: Experimental systematic uncertainties. Whether the respective uncertainty
is modelled as a scale factor or four-momentum variation is indicated by the
last column.

Event related:
Pile-up Reweighting uncertainty on the pile-up reweighting P4

Luminosity uncertainty on the total integrated luminosity SF

Electron related:
EL_EFF_Trigger_TOTAL_1NPCOR_PLUS_UNCOR variation of the trigger efficiency SF

EL_EFF_Reco_TOTAL_1NPCOR_PLUS_UNCOR variation in the reconstruction efficiency SF

EL_EFF_ID_CorrUncertaintyNP[0:14],
EL_EFF_ID_SIMPLIFIED_UncorrUncertaintyNP[0:15]

correlated and uncorrelated variation of the
identification efficiency

SF

EL_EFF_Iso_TOTAL_1NPCOR_PLUS_UNCOR,
EG_SCALE_ALLCORR, EG_SCALE_E4SCINTILLATOR,

EG_SCALE_LARTEMPERATURE_EXTRA2015PRE,
EG_SCALE_LARTEMPERATURE_EXTRA2016PRE,

EG_SCALE_LARCALIB_EXTRA2015PRE

variations of the momentum scale originating
from different sources

P4

EG_RESOLUTION_ALL track smearing in the Inner Detector P4

Muon related:
MUON_EFF_TrigStatUncertainty, MUON_EFF_TrigSystUncertainty statistical and systematic variations in the

trigger efficiency
SF

MUON_EFF_STAT, MUON_EFF_SYS, MUON_EFF_SYS_LOWPT statistical and systematic variations in the
identification efficiency

SF
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MUON_ISO_STAT, MUON_ISO_SYS statistical and systematic variations in the iso-
lation efficiency

SF

MUON_TTVA_STAT, MUON_TTVA_SYS variations of the track-to-vertex association
efficiency

SF

MUON_ID track momentum smearing in the Inner De-
tector

P4

MUON_MS track momentum smearing in the muon spec-
trometer

P4

MUON_SCALE variations in the muon momentum scale P4

Jet related:
JET_EffectiveNP_[1:7], JET_EffectiveNP_8restTerm linear decomposition of the energy scale un-

certainties
P4

JET_EtaIntercalibration_Modelling,
JET_EtaIntercalibration_TotalStat,
JET_EtaIntercalibration_NonClosure

energy scale uncertainties covering the η-
dependence

P4

JET_Pileup_OffsetMu, JET_Pileup_OffsetNPV,
JET_Pileup_PtTerm, JET_Pileup_RhoTopology

energy scale uncertainties covering the effects
of pile-up

P4

JET_Flavor_Composition energy scale uncertainties on the flavor com-
position

P4

JET_Flavor_Response energy scale uncertainties on the samples’ fla-
vor response

P4

JET_BJES_Response energy scale uncertainties on the b-jets P4

JET_PunchThrough_MC15 energy scale uncertainties on the effects of the
calorimeter not covering the entirety of the
shower due to insufficient thickness

P4

JET_SingleParticle_HighPt energy scale uncertainties on the behavior of
high-pT jets

P4

JET_JER_SINGLE_NP single nuisance parameter covering the jet en-
ergy resolution uncertainties

P4

JET_RelativeNonClosure_MC15 uncertainty arising from the use of the
ATLFast-II fast simulation framework

P4

JET_JvtEfficiency, JET_fJvtEfficiency uncertainty on the (forward) jet vertex tag-
ging

SF

FT_EFF_Eigen_B_[0:2], FT_EFF_Eigen_C_[0:3],
FT_EFF_Eigen_Light_[0:4]

b-tagging efficiency uncertainties (3 compo-
nents for b-jets, 4 for c-jets and 5 for light
jets)

P4

FT_EFF_extrapolation b-tagging efficiency uncertainty on the extrap-
olation to high-pT jets

P4

FT_EFF_extrapolation_from_charm b-tagging efficiency uncertainty on τ jets P4

Emiss
T related:

MET_SoftTrk_ResoPara track-based soft term related to the longitudi-
nal resolution uncertainty

P4

MET_SoftTrk_ResoPerp track-based soft term related to the transverse
resolution uncertainty

P4

MET_SoftTrk_Scale track-based soft term related to the longitudi-
nal scale uncertainty

P4

Misidentified leptons:
HWW_FakeFactor_[el/mu]_EWSUBTR Uncertainty arising from the electroweak sub-

traction for fake electrons/muons
SF
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HWW_FakeFactor_[el/mu]_SAMPLECOMPOSITION Uncertainty arising from the sample composi-
tion variance for fake electrons/muons

SF

HWW_FakeFactor_[el/mu]_STAT_[2015/2016/2016D/combined]_[i]_[j] Statistical uncertainty on the fake factor in
pT-bin i and |η|-bin j for fake electrons/-
muons in the 2015/2016/2016D and combined
data sets

SF

Event-related Uncertainties
The MC samples are generated with a generic spectrum of average interactions
per bunch crossing. As this does usually not reflect the data taking condition, a
reweighting is applied to alter the pile-up distribution inMC to coincide with the one
measured in data. The uncertainty connected to this reweighting is incorporated
in the form of a scale factor uncertainty.

The integrated luminosity of the data set is estimated from a preliminary calibra-
tion [102] of the luminosity scale using van der Meer beam separation scans [127]
performed during 2015 and 2016. The relative uncertainties on the luminosity are
±2.1% and ±2.2% for the two years, respectively. This results in an uncertainty
of ±2.1% on the total luminosity.

Lepton-related Uncertainties
In order to estimate the uncertainties related to the reconstruction and identification
of leptons as well as to the associated momentum and energy scale and resolution
uncertainties and isolation criteria, decays of J/ψ → `+`−, W± → `±ν and
Z → `+`− are studied [128, 129]. The muon momentum resolution and scale
calibration are derived from a simulation template fit, comparing the mass of
Z → µµ and J/ψ → µµ candidates in data and MC simulation [130].

Jet-related Uncertainties
The uncertainties on the jet energy scale and resolution are derived as functions
of the transverse momentum and pseudorapidity of the jet, as well as the pile-up
conditions and jet flavor composition. They are determined using a combination of
simulated and data samples, as measurements of the jet-response balance in di-jet,
Z+jets and γ+jet events, as well as for high-pT multi-jet events [131]. The total
uncertainty of the jet energy scale is split into 19 individual nuisance parameters
to be determined by the likelihood fit in-situ, providing full treatment of bin-to-
bin correlations. The jet energy resolution on the other hand is modelled by a
single nuisance parameter.

Flavor Tagging Uncertainties
Events which are likely to have top quarks in the hard scatter process are suppressed
by vetoing events with at least one b-tagged jet. Conversely, events with b-tagged
jets are used to construct the top control regions. The connected uncertainties are
modelled by a set of parameters corresponding to the eigen-vector decomposition
of the corresponding parameter space [76], as well as some additional parameters.
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Missing Transverse Momentum
The uncertainties related to the measurement of the track-soft-term missing trans-
verse energy Emiss

T have been evaluated using different MC generators [131]. They
are dependent on high-pT activity in the event, quantized by the ~p hard

T variable
defined as the missing transverse momentum calculated only taking into account
high-pT objects from the event. The direction of this vector is used to discriminate
between effects affecting the scale and the resolution, the first being primarily
longitudinal to the ~p hard

T axis and the latter both longitudinal and transverse.
These uncertainties were measured in Z → µµ events, and take into account
uncertainties on detector material effects.

Misidentified Leptons
Processes including misidentified leptons are estimated in a data-driven approach
as described in Section 6.7.2. Several systematic uncertainties are related to the
data-driven fake estimate.

The subtraction of electroweak processes in di-jet events is evaluated by estimating
an uncertainty on the dominatingW/Z+jets production of 20% and recomputed for
each systematic variation of the electroweak contribution the fake factors coherently.
The sample composition, i.e. the fraction of gluon-induced jets with respect to

quark-induced jets, as well as the fraction of heavy-flavor jets, might be affected by
the event selection. The data samples used to determine the fake factor will also
have a fake composition different from the one in the signal region. The alternative
derivation of the fake factors in Z+jets events is used to estimate the systematic
uncertainty arising from this variation.

The statistical uncertainty on the fake factor measurement is evaluated in different
η and pT bins for the fake leptons and for different data taking periods as well
as the combined data taking period.

6.9.2 Theoretical Uncertainties
For the dominant signal and the background processes normalized from theory
predictions, uncertainties on the absolute yields in each control and signal region
are taken into account, including migrations between the different regions. The
theoretical uncertainties considered include QCD scale variations, differences of
MC generators and matching schemes, uncertainties on modelling of the parton
shower and underlying event (PS/UE), as well as variations of the PDF set. Some
other uncertainties specific to certain contributions are also included, which are
described in the respective subsections.

For the QCD scale uncertainties, the renormalization and factorization scales are
varied independently by a factor of 0.5 and 2.0 relative to the nominal value.
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The event yields of the nominalMC generator are primarily compared to prevailing
generators like Powheg or MadGraph5_aMC@NLO, dependent on availability of
the particular MC samples. Typical parton shower generators used to determine
theoretical uncertainties are Herwig or Pythia.
For the determination of PDF model uncertainties, an envelope of the 68%

confidence level PDF Eigen vector variations and the differences of the nominal
PDF to other sets are added in quadrature. All these computations are performed
at MC truth level using event weights only.

VBF and ggF Higgs Boson Production
Theoretical uncertainties are estimated for VBF and ggF in the same way.

Generator uncertainties are evaluated by comparing the nominal MC generator
MadGraph5_aMC@NLO+Pythia8 in A14 tune with events generated using Pow-
heg+Pythia8 in the AZNLO tune. Both MC samples include detector simulation.
The same selection is applied on both samples and event yields in each region
are compared.

PDF events weights are altered for the Powheg sample, first for the hundred
different NNPDF3.0 NLO PDF sets and additionally for the PDF sets PDF4LHC15 NLO,
CT10 NLO, MMHT2014 NLO and CT14 NLO all evaluated at αS = 0.018.

Different event weights are used to determine the eight QCD scale variation uncer-
tainties µR/F = [0.5, 1.0, 2.0] using the nominal MadGraph5_aMC@NLO sample.

On generator level, differences in modelling of the parton shower are calculated
comparing the nominal Pythia sample with a Herwig sample.
Only in MadGraph the Higgs Characterization model is available to generate

MC samples with different EFT parameters. Hence, all theory uncertainties are
determined at SM parameters and their relative impact on the event yields in the
different regions are applied for all other EFT samples, accordingly.

Continuum WW Production
For the WW background all theoretical uncertainties are determined on generator
level samples instead of reconstruction level in order to avoid artificial variations
due to lack of MC statistics. The QCD scale uncertainties and PDF uncertainties
are evaluated using different event weights in the nominal Sherpa MC sample. All
NNPDF3.0 NLO PDF sets are included and additionally four different PDF sets, CT14
NNLO, MMHT2014 NNLO and NNPDF3.0 NNLO evaluated at αS = 0.017 and 0.019.

The PS/UE uncertainty is computed by comparing the nominal Sherpa sample
with the A14 tune to the predictions from MadGraph5_aMC@NLO interfaced
to Pythia8. For the MadGraph5_aMC@NLO+Pythia8 sample, the matrix
elements are simulated in association with up to one additional parton with NLO
precision, thus diagrams with two additional partons in the final state are included
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with LO accuracy. These both samples are also compared to obtain estimates of
the uncertainty of the NLO parton shower matching.

Uncertainties on the Sherpa WW production are evaluated varying the choice of
the parameters set fixed in the generation. These parameters are the ME matching
scale (CKKW [132]) which is varied from the nominal value of 20GeV to 15 and
30GeV and the renormalization µR, factorization µF and resummation µQSF scales
that are varied by a factor 0.5 and 2 with respect to the nominal value.

Likewise, the uncertainty on the choice of the parton shower recoil scheme, which
varies the recoil against the emitted gluon between the other two produced partons,
is included using a similar Sherpa sample generated with a different recoil scheme.

Top Production
Generator systematics are evaluated by comparing the nominal Powheg+Pythia8
samples with MadGraph5_aMC@NLO+ Pythia8 for tt̄ and MadGraph5_aMC@NLO
+ Herwig++ for Wt. Uncertainties connected to QCD renormalization and fac-
torization scales as well as to the PDF model are derived analogously to the other
processes. The nominal parton showers are compared with Herwig7 for tt̄ with
a Powheg+ Herwig++ sample for Wt.

Additionally, for Wt uncertainties connected to variable shower radiation are esti-
mated, as well as uncertainties on the interference between tt̄ and Wt contributions
by comparing two different overlap subtraction strategies.

6.9.3 Impact of Systematics Uncertainties
The impact of the systematics is measured for each sample in the single categories
by how much the yield in each bin is changed by the ±1σ variation or one-sided
variation with relation to the nominal event yield. Table 6.20 shows the impacts
of the maximal relative up or down variation in percent of the experimental
systematics, Table 6.21 of the systemtatics related to the misidentified leptons
estimates and Table 6.22 of the theoretical systematics. The columns in the tables
indicate individual uncertainty parameters, the rows indicate categories (signal
or control regions) and samples contributing to the estimates. The cell entries
indicate the relative effects of the ±1σ variations on the total yield. The cell colors
encode the treatment of the corresponding parameter.
• Dark and light gray cells indicates uncertainties neglected because they have

no effect on the yield or under 1% yield variation, which is compared to other
systematics too small to have a noticeable impact on the likelihood fit.
• Cyan indicates cases where the templates have been symmetrized. This is
only executed if both up and down variation have the same sign, i.e. both
variations increase or decrease the event yield. Then the larger of the two
variations is taken and used as a symmetric uncertainty.
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• Blue indicates uncertainties capped at 100% because the statistical power of
the variational template is so low that unrealistic high uncertainties emerge
and thus the uncertainty can not conclusively determine the effect.
• P4 systematics affecting only the normalization are pruned if the variation in

units of MC stat uncertainty differ from the nominal event yield by less than
0.2σ. These cells are colored in orange.
• Shape systematics are dropped if both relative up and down variation with

respect to the nominal histogram are tested for being compatible with a flat
ratio by performing a χ2 fit to a polynomial of 0th order. The systematic
is pruned unless the probability to encounter a χ2 value lower than the one
found in the fit of the relative variation exceeds 0.05. If both, up and down
variation histograms are found, the systematic is kept, if one of the variations
is deemed significant by the aforementioned criterion. These cases are color
coded in orange, too.
• Green finally indicates that the systematic is used as-is.
This pruning helps significantly to stabilize the likelihood fit which would not

be able to converge including systematics with no to little effect on the event
yield, since a variation of the respective nuisance parameter would not have any
or negligible effect to determine the minimum of the likelihood function. The
construction of the likelihood function, the statistical treatment and the fit results
are presented in the next sections.
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Table 6.20.: Impact of experimental systematics on the event yields on the individual
samples in all regions. The cell color indicates different treatment of the
systematics in the fit and is described in the text.
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H → ττ 0.67 0.25 0.00 0.25 0.00 0.00 0.00 0.00 0.07 0.03 0.22 0.23 0.90 0.00 0.00 0.00 0.02 0.11 0.03 0.03 0.13 0.00 0.00 0.00 0.00 0.02 0.03 0.01 0.00 0.00 0.05 0.12 0.04 0.06 0.01 0.00 0.00 0.20 0.35 0.16 0.00 0.00 0.00 0.00 0.04 0.01 0.00 0.00 0.73 0.02 0.04 0.03 0.06 0.00 17.08 0.00 0.54 2.37 1.75 1.75 0.87 0.87 0.87 0.87 13.33 2.56 1.98 13.63 1.68 0.00 2.28 3.18 2.45 1.86 0.00 0.02 2.10 16.62 1.44 7.95 0.28 0.00 1.00 0.00 0.14 0.26 0.62 0.04 0.48 2.31 0.87 0.17 0.06 4.22 0.26
tt̄ 0.32 0.06 0.00 0.06 0.00 0.00 0.00 0.00 0.04 0.04 0.11 0.50 0.42 0.00 0.00 0.00 0.04 0.13 0.02 0.00 0.03 0.00 0.00 0.00 0.00 0.03 0.01 0.02 0.02 0.00 0.08 0.02 0.05 0.07 0.04 0.05 0.00 0.19 0.34 0.11 0.04 11.21 0.63 0.81 1.41 0.51 0.25 0.06 0.71 0.09 0.22 0.07 0.02 0.00 0.12 0.51 13.70 0.04 0.02 0.02 0.00 0.00 0.00 0.00 10.41 8.34 0.02 10.32 9.28 0.00 3.08 3.18 5.51 13.72 0.00 0.04 9.71 4.45 0.54 0.32 0.00 1.20 0.00 0.11 0.24 7.74 0.02 0.29 2.56 3.10 0.13 0.09 10.33 0.30
Wt 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.05 0.11 0.00 0.11 0.28 0.00 0.00 0.00 0.00 0.00 0.02 0.03 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.02 0.00 0.00 0.00 0.01 0.08 0.05 0.00 0.00 0.08 0.11 0.09 0.00 8.05 0.02 0.24 0.00 0.00 0.00 0.00 0.78 0.10 0.25 0.05 0.03 0.00 38.99 0.02 10.69 0.00 0.00 0.00 0.00 0.00 0.00 0.00 10.74 10.73 0.01 21.36 10.74 0.00 10.73 0.01 10.74 10.67 0.00 0.23 14.46 2.30 5.99 0.28 0.00 1.29 0.00 0.05 0.12 0.00 0.02 0.30 0.00 0.00 0.08 0.09 4.74 0.41

qq → WW 2.49 0.45 0.00 0.24 0.00 0.00 0.00 0.00 0.04 0.09 0.03 0.10 0.43 0.00 0.00 0.00 0.00 0.03 0.02 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.02 0.00 0.01 0.06 0.02 0.08 0.03 0.03 0.00 0.13 0.21 0.11 0.02 0.08 0.05 0.02 0.64 0.22 0.09 0.03 0.86 0.17 0.05 0.02 0.02 0.00 4.35 0.00 5.28 3.87 1.15 1.13 0.25 0.47 0.22 0.42 18.90 6.97 3.58 14.04 6.84 0.00 11.51 4.25 3.83 5.43 0.00 0.05 2.10 0.67 8.62 5.10 0.32 0.00 1.23 0.00 0.12 0.18 2.31 0.02 0.43 2.36 0.23 0.09 0.06 6.05 0.22
gg → WW 3.25 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.04 0.07 0.09 0.30 0.44 0.00 0.00 0.00 0.02 0.09 0.01 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.06 0.03 0.05 0.07 0.04 0.03 0.00 0.14 0.26 0.13 0.00 0.05 0.03 0.02 0.39 0.06 0.07 0.01 0.73 0.08 0.31 0.11 0.03 0.00 1.64 0.00 2.20 1.89 0.34 0.54 0.20 0.20 0.00 0.20 8.50 2.01 0.60 5.76 1.80 0.00 3.33 2.26 1.17 2.50 0.00 0.07 2.10 0.53 1.47 1.20 0.31 0.00 1.04 0.00 0.10 0.21 0.73 0.02 0.45 1.87 0.50 0.11 0.10 3.29 0.32

WZ/ZZ/Wγ∗ 0.29 1.68 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.03 0.21 0.73 0.48 0.00 0.00 0.01 0.10 0.36 0.07 0.04 0.02 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.14 0.00 0.05 0.05 0.05 0.00 0.00 0.17 0.39 0.07 0.00 0.00 0.00 0.00 1.44 0.67 0.17 0.02 1.07 0.01 0.47 0.17 0.05 0.00 69.01 0.00 66.58 0.00 0.00 0.00 0.00 0.00 0.00 0.00 21.46 21.48 0.00 66.62 0.01 0.00 21.47 66.57 21.47 66.60 0.00 0.08 2.10 24.04 0.00 0.00 0.21 0.00 1.06 0.00 0.20 0.29 0.00 0.01 0.21 0.00 0.00 0.07 0.00 18.32 0.25
V γ 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.14 0.18 0.05 0.03 0.91 0.00 0.00 0.00 0.00 0.00 0.05 0.08 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.51 0.00 0.15 0.26 0.06 0.69 0.00 0.00 0.00 10.14 7.05 3.49 1.03 0.00 0.00 0.00 0.00 0.00 0.00 0.07 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.10 0.00 0.00 0.00 0.28 0.00 0.72 0.00 0.01 0.02 0.00 0.01 0.24 0.00 0.00 0.12 0.38 57.10 0.00

Z/DY 0.06 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.05 0.01 0.29 0.39 1.02 0.00 0.00 0.00 0.09 0.33 0.03 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.05 0.03 0.03 0.00 0.12 0.14 0.03 0.01 0.07 0.04 0.00 0.24 0.39 0.17 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.72 0.13 0.24 0.05 0.08 0.00 25.49 0.00 50.76 0.12 0.00 0.00 0.00 0.00 0.01 0.00 34.92 31.35 29.93 17.85 50.76 0.00 22.27 10.52 14.63 50.81 0.00 1.32 24.93 7.72 7.72 0.34 0.00 0.99 0.00 0.17 0.38 1.47 0.04 0.18 1.47 0.00 0.19 0.12 6.37 0.18

high-p
T
SR

VBFSM 1.49 1.69 0.00 0.38 0.00 0.00 0.00 0.00 0.05 0.06 0.02 0.12 0.26 0.00 0.00 0.00 0.00 0.02 0.02 0.01 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.03 0.04 0.31 0.00 0.43 0.18 0.08 0.04 0.15 0.01 0.00 0.77 0.19 0.12 0.04 1.52 0.20 0.08 0.06 0.19 0.00 7.78 0.00 0.33 4.93 3.32 1.00 0.36 0.73 0.05 0.00 0.35 7.88 4.24 1.36 10.06 4.69 0.00 1.16 3.54 4.49 4.83 0.00 0.02 2.10 1.10 0.33 0.47 0.35 0.00 1.40 0.00 0.04 0.05 0.42 0.02 0.26 1.24 0.05 0.09 0.10 2.23 0.27
ggFSM 8.80 5.77 0.00 2.41 0.00 0.00 0.00 0.00 0.08 0.04 0.03 0.17 0.13 0.00 0.00 0.00 0.00 0.01 0.05 0.00 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.02 0.04 0.00 0.45 0.00 0.90 0.23 0.08 0.02 0.53 0.12 0.10 0.25 0.18 0.01 0.04 1.71 0.37 0.34 0.05 0.05 0.00 1.94 0.00 0.00 3.88 9.09 3.40 0.52 0.50 0.00 2.85 2.81 3.95 5.35 3.36 8.34 8.49 0.00 8.32 7.45 5.81 2.73 0.00 0.20 2.10 6.16 2.50 6.83 0.33 0.00 1.88 0.00 0.03 0.06 2.41 0.02 1.00 0.20 0.00 0.09 0.08 6.48 0.47
VH 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.05 0.09 0.00 0.02 0.55 0.00 0.00 0.00 0.00 0.00 0.03 0.05 0.09 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.45 0.00 0.46 0.17 0.05 0.01 0.00 0.00 0.00 0.20 0.08 0.03 0.01 0.77 0.19 0.24 0.33 0.01 0.06 7.83 0.00 4.74 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.47 0.03 0.00 10.64 4.74 0.00 0.31 5.32 0.00 10.65 0.00 0.29 2.10 5.61 6.83 5.61 0.19 0.00 1.15 0.00 0.01 0.02 0.30 0.02 0.20 0.00 0.00 0.07 0.04 15.71 0.05

H → ττ 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.10 0.00 0.05 0.20 0.00 0.00 0.00 0.00 0.00 0.04 0.02 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.03 0.04 0.77 0.00 0.74 0.20 0.09 0.32 0.00 0.00 0.00 1.76 1.22 0.61 0.18 1.65 0.35 0.16 0.08 0.15 0.00 19.14 0.00 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 11.07 0.01 0.00 11.05 0.01 0.00 0.00 0.01 0.00 0.01 0.00 0.43 2.10 0.00 0.00 0.00 0.43 0.00 1.16 0.00 0.03 0.06 0.00 0.02 0.21 0.00 0.00 0.08 0.13 5.10 0.06
top 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.13 0.01 0.05 0.21 0.00 0.00 0.00 0.00 0.00 0.02 0.03 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.15 0.00 0.00 0.06 0.06 0.02 0.00 39.79 3.25 1.04 0.00 0.00 0.00 0.00 3.78 0.63 0.98 0.50 0.64 0.00 70.11 0.57 0.64 0.50 0.01 0.01 0.00 0.00 0.01 0.00 0.60 0.02 0.03 50.00 0.05 0.00 0.07 0.50 0.04 50.00 0.00 0.00 100.00 0.00 0.00 0.16 0.00 1.01 0.00 0.01 0.02 0.00 0.01 0.20 0.00 0.00 0.11 0.34 14.81 0.00

qq → WW 2.19 0.65 0.00 0.01 0.00 0.00 0.00 0.00 0.01 0.05 0.00 0.09 0.16 0.00 0.00 0.00 0.00 0.02 0.02 0.01 0.04 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.04 0.01 0.48 0.00 1.11 0.19 0.07 0.35 0.00 0.00 0.00 1.49 0.56 0.29 0.09 1.76 0.33 0.14 0.12 0.09 0.00 1.64 0.00 1.43 2.37 0.92 1.12 1.80 0.01 0.89 0.00 1.91 1.44 0.88 10.23 0.91 0.00 0.77 2.26 2.45 5.25 0.77 0.03 2.10 1.51 0.13 0.90 0.29 0.00 1.49 0.00 0.03 0.05 0.87 0.02 0.81 1.21 0.00 0.08 0.09 5.99 0.08
gg → WW 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.02 0.01 0.00 0.06 0.00 0.00 0.00 0.00 0.00 0.07 0.02 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.06 0.00 0.83 0.00 1.37 0.14 0.07 0.00 0.00 0.00 0.00 4.26 1.29 0.05 0.26 1.12 0.00 0.17 0.01 0.07 0.00 36.99 0.00 0.12 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.12 0.13 0.12 0.26 0.12 0.00 0.10 0.10 0.01 0.14 5.22 0.81 2.10 0.00 0.00 0.00 0.20 0.00 1.16 0.00 0.02 0.05 0.00 0.01 0.21 0.00 0.00 0.08 0.12 36.03 0.00

WZ/ZZ/Wγ(∗) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.20 0.14 0.04 0.01 0.10 0.00 0.00 0.00 0.00 0.00 0.18 0.10 0.45 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.56 0.00 2.00 0.37 0.13 1.99 0.00 0.00 0.00 9.20 6.40 3.17 0.94 2.12 0.88 0.86 1.96 0.49 0.00 100.00 0.00 0.17 0.06 0.01 0.01 0.00 0.00 0.01 0.01 0.02 0.03 0.03 100.00 0.11 0.00 0.03 0.03 0.01 50.00 0.00 0.40 2.10 0.00 0.00 0.00 0.38 0.00 2.76 0.00 0.01 0.01 0.00 0.00 5.00 0.00 0.00 0.14 0.40 8.40 0.00
Z/DY 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.09 0.03 0.10 0.01 0.00 0.00 0.00 0.00 0.01 0.03 0.05 0.05 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.08 0.00 0.40 0.00 0.52 0.14 0.10 1.09 0.62 0.46 0.36 0.51 0.13 0.01 0.01 2.17 0.78 0.23 0.46 0.19 0.00 10.66 0.00 2.92 25.42 0.02 0.02 0.00 15.31 15.31 0.02 12.26 15.31 15.32 26.13 12.24 0.00 1.70 15.37 0.01 24.73 0.00 0.09 0.00 0.00 2.20 0.22 0.00 1.48 0.00 0.02 0.07 15.15 0.02 0.36 15.15 0.00 0.10 0.15 10.44 0.01

low
-p
T
Top

C
R

VBFSM 0.23 0.11 0.00 0.06 0.00 0.00 0.00 0.00 0.04 0.06 0.07 0.29 0.48 0.01 0.00 0.00 0.02 0.07 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.03 0.01 0.03 0.00 0.04 0.02 0.02 0.05 0.04 0.04 0.00 0.16 0.25 0.13 0.02 0.38 0.04 0.04 6.93 0.06 0.06 0.04 6.57 1.55 1.59 0.68 0.04 0.00 1.23 0.00 0.15 2.20 0.15 0.13 0.20 0.40 0.23 0.07 0.19 1.99 1.30 0.15 3.30 1.69 0.00 0.68 0.51 0.50 2.52 0.00 0.31 2.10 0.10 0.35 0.36 0.30 0.00 1.08 0.00 0.12 0.21 0.08 0.03 0.33 0.36 0.11 0.14 0.09 0.89 0.08
ggFSM 0.44 0.70 0.00 0.27 0.00 0.00 0.00 0.00 0.05 0.06 0.09 0.27 0.45 0.00 0.00 0.01 0.02 0.07 0.01 0.00 0.01 0.00 0.00 0.00 0.00 0.02 0.00 0.01 0.02 0.00 0.03 0.03 0.02 0.05 0.03 0.04 0.00 0.15 0.27 0.15 0.05 0.38 0.05 0.01 4.85 0.66 0.07 0.06 6.86 2.01 1.86 0.69 0.29 0.00 0.40 0.00 0.73 2.21 1.90 0.94 0.38 0.40 0.35 0.04 0.33 1.85 0.24 0.27 6.12 1.93 0.00 0.26 1.79 1.09 2.65 0.00 0.37 2.10 0.25 0.31 0.67 0.29 0.00 1.16 0.00 0.09 0.18 0.51 0.03 0.31 0.43 0.19 0.14 0.09 2.49 0.36
VH 0.07 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.04 0.06 0.10 0.26 0.54 0.00 0.00 0.00 0.02 0.08 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.02 0.02 0.01 0.04 0.00 0.03 0.04 0.03 0.05 0.02 0.05 0.00 0.18 0.30 0.14 0.05 0.25 0.18 0.07 8.22 0.09 0.11 0.14 3.19 0.78 1.22 0.39 0.11 1.20 0.14 0.18 0.78 1.43 0.19 0.41 0.34 0.23 0.05 0.27 0.54 0.97 0.35 5.31 0.45 0.00 1.16 0.89 1.45 1.70 0.00 0.27 2.10 0.59 0.25 0.61 0.28 0.00 1.13 0.00 0.11 0.19 0.58 0.03 0.35 0.77 0.01 0.13 0.08 1.83 0.11

H → ττ 0.78 1.31 0.00 0.29 0.00 0.00 0.00 0.00 0.05 0.03 0.09 0.23 0.65 0.01 0.00 0.02 0.03 0.06 0.00 0.02 0.02 0.00 0.00 0.00 0.00 0.03 0.02 0.01 0.04 0.00 0.04 0.06 0.04 0.05 0.02 0.02 0.00 0.16 0.34 0.15 0.03 0.62 0.16 0.12 4.31 0.20 0.13 0.09 6.43 1.78 2.41 0.98 0.24 0.00 15.36 1.17 2.45 0.10 0.12 0.04 0.10 0.06 0.07 0.06 3.70 1.33 0.13 9.40 2.16 0.00 1.21 1.88 0.78 6.28 0.00 0.51 2.10 1.12 2.62 4.48 0.29 0.00 1.17 0.00 0.19 0.22 0.27 0.03 0.41 2.66 1.08 0.19 0.06 4.93 1.79
tt̄ 0.05 0.06 0.01 0.06 0.00 0.00 0.00 0.00 0.05 0.07 0.09 0.27 0.53 0.00 0.00 0.00 0.02 0.08 0.00 0.01 0.02 0.00 0.00 0.00 0.00 0.01 0.01 0.01 0.03 0.00 0.04 0.04 0.03 0.07 0.02 0.02 0.00 0.15 0.26 0.14 0.00 6.29 1.56 1.01 0.38 0.02 0.01 0.00 0.77 0.08 0.39 0.12 0.01 0.00 1.43 0.32 0.12 0.11 0.06 0.10 0.11 0.03 0.04 0.01 0.91 0.15 0.19 1.16 0.40 0.00 0.23 0.14 0.52 0.36 0.00 0.34 0.09 0.01 0.07 0.29 0.00 1.11 0.00 0.13 0.22 0.12 0.03 0.39 0.27 0.01 0.13 0.08 1.75 0.53
Wt 0.02 0.02 0.00 0.07 0.00 0.00 0.00 0.00 0.04 0.07 0.08 0.24 0.49 0.00 0.00 0.00 0.02 0.07 0.01 0.01 0.02 0.00 0.00 0.00 0.00 0.01 0.01 0.01 0.03 0.00 0.03 0.04 0.03 0.07 0.02 0.04 0.00 0.16 0.25 0.14 0.00 0.76 0.17 0.11 0.29 0.03 0.01 0.00 0.65 0.03 0.31 0.04 0.01 0.00 2.43 0.44 1.06 0.08 0.01 0.09 0.15 0.10 0.06 0.05 1.86 0.35 0.40 2.87 0.97 0.00 0.37 0.35 0.83 1.84 0.00 0.35 0.09 0.10 0.16 0.29 0.00 1.11 0.00 0.12 0.20 0.11 0.03 0.38 0.45 0.06 0.13 0.09 1.24 0.23

qq → WW 0.16 0.18 0.00 0.06 0.00 0.00 0.00 0.00 0.04 0.07 0.09 0.27 0.52 0.00 0.00 0.00 0.02 0.06 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.02 0.02 0.02 0.04 0.00 0.03 0.04 0.03 0.06 0.02 0.03 0.00 0.17 0.26 0.14 0.04 0.33 0.03 0.03 4.57 0.71 0.01 0.06 8.25 1.79 2.35 0.44 0.24 0.00 2.23 0.09 2.08 0.76 0.23 0.09 0.21 0.03 0.03 0.13 2.28 0.30 0.75 6.01 1.83 0.00 0.42 0.81 0.22 3.17 0.00 0.40 2.10 0.09 0.21 0.14 0.29 0.00 1.14 0.00 0.12 0.20 0.19 0.03 0.37 0.14 0.09 0.13 0.07 2.45 0.21
gg → WW 0.29 0.17 0.04 0.18 0.00 0.00 0.00 0.00 0.04 0.07 0.09 0.25 0.51 0.00 0.00 0.00 0.02 0.07 0.01 0.01 0.02 0.00 0.00 0.00 0.00 0.01 0.01 0.01 0.03 0.00 0.04 0.04 0.03 0.06 0.02 0.04 0.00 0.17 0.24 0.14 0.00 0.56 0.08 0.07 3.67 0.26 0.14 0.05 7.15 1.14 3.55 0.95 0.11 0.00 2.55 0.25 4.12 1.12 0.33 0.19 0.43 0.43 0.04 0.20 4.34 1.04 0.98 10.67 3.50 0.00 0.52 1.80 0.86 6.62 0.00 0.48 2.10 0.13 0.60 0.21 0.29 0.00 1.13 0.00 0.12 0.20 0.24 0.03 0.36 0.47 0.18 0.13 0.08 1.11 0.67

WZ/ZZ/Wγ∗ 1.53 0.40 0.00 0.06 0.00 0.00 0.00 0.00 0.07 0.07 0.14 0.39 0.49 0.00 0.00 0.00 0.04 0.13 0.00 0.01 0.03 0.00 0.00 0.00 0.00 0.02 0.01 0.01 0.04 0.00 0.06 0.03 0.02 0.05 0.02 0.06 0.00 0.20 0.31 0.15 0.02 0.19 0.05 0.01 8.20 0.48 0.22 0.07 5.53 1.26 2.51 0.87 0.16 2.38 5.31 0.40 4.38 1.49 0.33 0.33 0.41 0.42 0.39 0.40 3.12 1.37 0.91 9.58 2.73 0.00 0.58 2.63 1.44 5.88 0.22 0.39 2.10 1.21 0.28 0.91 0.30 0.00 1.07 0.00 0.11 0.24 0.12 0.03 0.35 0.59 0.00 0.18 0.07 2.59 1.34
V γ 3.10 3.10 0.00 2.96 0.00 0.00 0.00 0.00 0.08 0.02 0.32 1.19 0.41 0.00 0.00 0.01 0.06 0.25 0.03 0.00 0.05 0.00 0.00 0.00 0.00 0.05 0.00 0.02 0.04 0.00 0.23 0.06 0.07 0.03 0.00 0.00 0.00 0.23 0.30 0.06 0.00 0.19 0.03 0.04 8.19 1.38 0.16 0.02 6.72 0.49 3.35 1.28 0.28 4.00 32.09 3.29 5.37 0.28 0.28 0.00 0.00 0.00 0.00 0.00 7.97 0.25 0.10 6.15 1.18 0.00 2.25 4.40 7.78 5.54 0.00 0.14 2.10 1.79 0.58 1.16 0.32 0.00 1.29 0.00 0.44 0.39 4.79 0.02 0.24 0.34 0.00 0.11 0.01 10.28 4.38

Z/DY 0.35 0.27 0.00 0.14 0.00 0.00 0.00 0.00 0.05 0.05 0.19 0.44 0.74 0.00 0.00 0.00 0.04 0.15 0.00 0.01 0.04 0.00 0.00 0.00 0.00 0.04 0.03 0.03 0.04 0.00 0.06 0.05 0.04 0.04 0.01 0.02 0.00 0.21 0.36 0.20 0.01 0.35 0.08 0.04 3.17 0.11 0.11 0.03 6.60 1.46 2.19 0.30 0.30 0.01 3.20 0.38 2.50 2.48 0.43 0.50 1.60 1.28 0.36 1.55 3.13 1.88 1.24 7.15 1.92 0.00 0.61 0.82 1.43 3.21 0.00 0.42 4.30 3.34 2.08 0.28 0.00 1.07 0.00 0.14 0.25 1.61 0.04 0.38 0.22 0.97 0.18 0.08 7.10 0.21
high-p

T
Top

C
R

VBFSM 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.06 0.06 0.19 0.39 0.00 0.00 0.00 0.02 0.05 0.02 0.00 0.02 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.01 0.00 0.03 0.02 0.02 0.03 0.03 0.26 0.00 0.44 0.27 0.09 0.25 0.78 0.11 0.04 4.14 1.12 0.35 0.16 8.39 0.17 1.80 0.91 0.06 0.00 0.13 0.00 0.28 2.72 0.98 0.91 0.51 0.74 0.53 0.52 0.51 2.81 1.55 1.04 4.35 2.99 0.00 1.36 2.82 1.44 2.09 0.00 0.24 2.10 0.72 0.04 0.34 0.35 0.00 1.29 0.00 0.07 0.14 1.25 0.02 0.38 0.37 0.00 0.09 0.07 8.61 0.29
ggFSM 3.45 1.04 0.00 0.00 0.00 0.00 0.00 0.00 0.04 0.08 0.01 0.04 0.36 0.00 0.00 0.00 0.01 0.01 0.00 0.01 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.01 0.04 0.02 0.35 0.00 0.44 0.18 0.09 0.15 0.82 0.07 0.09 2.47 0.54 0.24 0.04 8.21 0.25 0.41 0.90 0.78 0.00 4.72 0.00 0.70 2.56 2.01 1.96 0.19 1.09 1.27 0.20 1.08 1.71 2.99 0.80 3.89 2.56 0.00 1.04 1.47 2.18 2.73 0.00 0.23 2.10 0.04 0.21 0.28 0.31 0.00 1.34 0.00 0.04 0.08 0.75 0.02 0.36 3.45 0.22 0.09 0.11 3.63 0.50
VH 0.10 0.13 0.00 0.03 0.00 0.00 0.00 0.00 0.02 0.09 0.01 0.13 0.38 0.00 0.00 0.00 0.01 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.03 0.00 0.00 0.01 0.02 0.03 0.04 0.18 0.00 0.36 0.18 0.09 0.42 0.11 0.13 0.04 7.02 1.56 0.49 0.20 4.20 0.80 0.32 0.26 0.04 0.85 6.81 0.02 6.68 6.43 1.47 0.01 0.02 0.01 0.00 0.00 2.39 1.10 0.24 7.47 6.94 0.00 0.11 4.85 6.61 6.96 0.00 0.31 2.10 0.62 0.60 0.62 0.28 0.00 1.43 0.00 0.07 0.10 0.21 0.02 0.39 0.01 0.00 0.10 0.08 3.10 0.06

H → ττ 0.56 0.02 0.00 0.02 0.00 0.00 0.00 0.00 0.04 0.09 0.01 0.02 0.35 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.01 0.01 0.03 0.03 0.26 0.00 0.28 0.17 0.07 0.74 0.42 0.28 0.16 6.97 3.21 2.27 0.57 3.97 1.90 1.72 0.49 0.56 0.00 7.66 0.00 0.96 0.11 0.01 0.00 0.00 0.00 0.00 0.00 1.28 1.41 0.96 57.08 0.95 0.00 1.86 0.50 0.91 0.77 0.00 0.15 2.10 0.38 9.03 0.95 0.29 0.00 1.12 0.00 0.05 0.09 0.00 0.02 0.78 0.00 0.00 0.10 0.18 6.59 0.03
top 0.09 0.13 0.03 0.08 0.00 0.00 0.00 0.00 0.03 0.08 0.05 0.18 0.41 0.00 0.00 0.00 0.01 0.05 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.02 0.00 0.03 0.02 0.02 0.05 0.03 0.12 0.00 0.22 0.22 0.10 0.14 5.41 1.37 0.26 0.72 0.18 0.12 0.03 1.50 0.06 0.34 0.21 0.13 0.00 1.52 0.20 0.62 1.02 0.50 0.17 0.26 0.10 0.02 0.19 0.47 0.97 0.21 1.23 0.30 0.00 0.21 0.50 1.09 1.59 0.00 0.20 0.10 0.34 0.43 0.30 0.00 1.15 0.00 0.09 0.15 0.14 0.02 0.33 0.10 0.02 0.11 0.08 0.71 0.63

qq → WW 0.05 0.07 0.00 0.12 0.00 0.00 0.00 0.00 0.02 0.08 0.04 0.19 0.38 0.00 0.00 0.00 0.01 0.04 0.01 0.00 0.01 0.00 0.00 0.00 0.00 0.01 0.01 0.01 0.02 0.00 0.02 0.01 0.01 0.04 0.03 0.17 0.00 0.36 0.22 0.10 0.22 0.42 0.06 0.00 3.70 1.42 0.72 0.22 8.09 0.19 0.75 0.42 0.45 0.00 0.49 0.18 3.50 1.80 0.39 0.06 0.32 0.11 0.09 0.14 4.19 2.64 2.90 4.83 3.01 0.00 2.88 2.85 3.59 3.22 0.06 0.23 2.10 0.05 0.18 0.14 0.30 0.00 1.26 0.00 0.08 0.12 0.91 0.02 0.39 0.09 0.06 0.11 0.07 2.24 0.35
gg → WW 1.53 1.53 0.00 1.53 0.00 0.00 0.00 0.00 0.04 0.07 0.06 0.10 0.34 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.05 0.00 0.00 0.00 0.00 0.01 0.01 0.03 0.02 0.34 0.00 0.57 0.21 0.08 0.12 0.70 0.27 0.00 2.51 0.50 0.61 0.02 6.75 1.53 1.35 0.22 0.71 0.00 62.04 0.01 2.29 4.34 2.58 0.01 1.20 2.95 0.00 2.95 2.44 4.35 2.95 10.17 2.38 0.00 1.76 4.24 2.59 6.34 0.00 0.11 2.10 1.76 5.82 2.96 0.29 0.00 1.19 0.00 0.07 0.09 0.00 0.02 0.35 0.00 0.00 0.11 0.09 5.97 9.15

WZ/ZZ/Wγ(∗) 0.36 0.03 0.00 0.03 0.00 0.00 0.00 0.00 0.06 0.10 0.09 0.04 0.58 0.00 0.00 0.00 0.00 0.03 0.02 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.01 0.00 0.01 0.04 0.01 0.09 0.04 0.11 0.00 0.25 0.19 0.16 0.29 0.32 0.22 0.12 3.28 0.23 0.58 0.14 7.67 1.68 0.70 1.81 0.27 0.76 9.71 0.00 3.39 0.39 3.23 4.12 4.10 4.12 0.00 4.12 1.39 2.40 4.13 11.07 3.33 0.00 4.15 0.03 3.27 3.14 0.00 0.09 2.10 1.59 0.86 2.67 0.26 0.00 1.03 0.00 0.07 0.18 21.11 0.03 0.34 0.00 0.00 0.18 0.06 6.01 0.27
Z/DY 1.29 0.21 0.00 0.07 0.00 0.00 0.00 0.00 0.04 0.05 0.10 0.28 0.47 0.00 0.00 0.01 0.02 0.06 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.03 0.01 0.01 0.02 0.00 0.04 0.03 0.01 0.04 0.02 0.12 0.00 0.26 0.26 0.12 0.16 0.33 0.03 0.07 3.12 0.88 0.49 0.14 6.18 0.48 0.91 0.72 0.45 0.07 5.37 0.08 2.82 1.49 0.18 0.42 0.35 0.41 0.22 0.37 1.65 0.46 1.50 2.68 3.07 0.00 0.66 1.94 1.28 1.68 0.14 0.04 1.74 2.02 1.73 0.29 0.00 1.16 0.00 0.13 0.17 1.03 0.03 0.34 0.84 0.06 0.14 0.10 6.97 0.04

low
-p
T
Z
→

τ
τ
C
R

VBFSM 0.72 0.64 0.00 0.45 0.00 0.00 0.00 0.00 0.04 0.07 0.07 0.21 0.53 0.00 0.00 0.00 0.02 0.09 0.00 0.01 0.02 0.00 0.00 0.00 0.00 0.01 0.01 0.01 0.01 0.00 0.04 0.06 0.04 0.05 0.03 0.05 0.00 0.18 0.29 0.11 0.01 0.23 0.03 0.02 0.59 0.12 0.01 0.02 1.15 0.31 0.15 0.11 0.00 0.00 2.93 0.00 0.00 1.43 0.60 1.13 0.31 0.95 0.49 0.89 0.74 4.82 3.00 1.14 4.53 3.18 0.00 1.20 0.69 2.75 2.91 0.00 0.21 2.10 0.23 2.99 2.32 0.30 0.00 1.11 0.00 0.14 0.23 1.05 0.02 0.37 1.79 0.58 0.13 0.09 1.70 0.58
ggFSM 0.75 0.63 0.01 0.23 0.00 0.00 0.00 0.00 0.03 0.04 0.10 0.36 0.41 0.00 0.00 0.00 0.04 0.14 0.02 0.01 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.01 0.00 0.00 0.07 0.02 0.03 0.05 0.02 0.07 0.00 0.20 0.32 0.15 0.01 0.19 0.04 0.02 0.80 0.10 0.01 0.01 1.58 0.44 0.41 0.24 0.02 0.00 10.16 0.00 0.23 3.39 2.80 2.56 1.08 1.60 0.90 1.34 1.86 5.01 3.29 2.00 4.91 4.79 0.00 1.52 2.50 1.53 3.25 0.00 0.28 2.10 2.09 0.93 2.29 0.28 0.00 1.15 0.00 0.11 0.23 2.35 0.03 0.40 1.34 0.51 0.15 0.08 5.63 0.23
VH 0.34 0.09 0.00 0.08 0.00 0.00 0.00 0.00 0.06 0.04 0.12 0.35 0.58 0.02 0.00 0.01 0.03 0.08 0.00 0.02 0.03 0.00 0.00 0.00 0.00 0.01 0.01 0.02 0.04 0.00 0.06 0.03 0.02 0.06 0.01 0.06 0.00 0.17 0.30 0.14 0.05 0.02 0.01 0.00 3.60 0.24 0.21 0.07 2.03 0.38 0.65 0.15 0.02 0.35 6.43 0.00 3.25 1.91 1.56 2.02 2.96 2.48 1.98 2.01 4.73 2.83 2.50 4.38 2.84 0.00 1.97 2.44 2.74 3.70 0.00 0.28 2.10 5.92 2.42 2.43 0.29 0.00 1.11 0.00 0.11 0.20 0.29 0.03 0.38 0.21 0.07 0.16 0.06 4.58 0.37

H → ττ 0.49 0.29 0.00 0.24 0.00 0.00 0.00 0.00 0.05 0.05 0.14 0.36 0.62 0.00 0.00 0.01 0.03 0.11 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.03 0.02 0.02 0.03 0.00 0.05 0.05 0.04 0.06 0.02 0.02 0.00 0.18 0.31 0.16 0.01 0.19 0.02 0.01 0.96 0.15 0.03 0.02 1.45 0.27 0.39 0.06 0.02 0.00 0.01 0.00 0.98 1.08 0.76 0.47 0.61 0.18 0.42 0.54 0.65 2.34 0.08 3.21 1.78 0.00 0.68 0.60 1.74 1.47 0.00 0.30 2.10 1.97 1.23 1.28 0.29 0.00 1.08 0.00 0.14 0.25 0.15 0.03 0.38 0.54 0.16 0.16 0.08 1.99 0.25
tt̄ 0.39 0.09 0.00 0.00 0.00 0.00 0.00 0.00 0.05 0.07 0.10 0.23 0.58 0.00 0.00 0.00 0.02 0.06 0.01 0.00 0.02 0.00 0.00 0.00 0.00 0.02 0.02 0.01 0.04 0.00 0.03 0.05 0.03 0.06 0.02 0.03 0.00 0.16 0.26 0.14 0.00 21.19 4.62 3.01 0.72 0.03 0.00 0.00 1.39 0.22 0.54 0.19 0.02 0.01 0.41 1.24 2.39 1.69 0.82 0.54 0.12 0.15 0.04 0.16 3.63 2.56 1.87 6.07 1.75 0.00 0.75 4.02 1.20 3.26 0.11 0.32 1.08 0.56 1.06 0.29 0.00 1.11 0.00 0.12 0.21 0.49 0.03 0.38 0.03 0.22 0.14 0.08 1.13 1.14
Wt 1.40 1.75 0.00 0.03 0.00 0.00 0.00 0.00 0.04 0.11 0.04 0.08 0.63 0.00 0.00 0.00 0.00 0.04 0.02 0.01 0.02 0.00 0.00 0.00 0.00 0.00 0.04 0.01 0.02 0.00 0.01 0.06 0.02 0.06 0.03 0.07 0.00 0.18 0.23 0.12 0.00 15.07 4.01 2.53 0.78 0.04 0.07 0.01 1.26 0.22 0.52 0.25 0.03 0.00 12.57 1.65 4.70 4.02 3.10 4.27 4.73 0.90 0.90 1.32 4.30 3.26 0.97 12.04 2.87 0.00 2.26 3.36 2.62 4.62 0.00 0.26 3.19 2.18 8.40 0.26 0.00 1.04 0.00 0.12 0.22 2.45 0.02 0.41 0.93 0.00 0.11 0.07 15.98 1.93

qq → WW 0.38 0.20 0.00 0.26 0.00 0.00 0.00 0.00 0.03 0.08 0.07 0.26 0.52 0.00 0.00 0.00 0.02 0.05 0.01 0.01 0.02 0.00 0.00 0.00 0.00 0.02 0.02 0.02 0.04 0.00 0.03 0.02 0.03 0.05 0.02 0.05 0.00 0.18 0.25 0.14 0.01 0.07 0.02 0.01 1.25 0.17 0.04 0.01 1.95 0.36 0.52 0.14 0.00 0.00 6.85 0.05 0.70 0.64 0.21 0.61 0.15 0.30 0.10 0.33 1.49 0.28 0.76 5.00 1.79 0.00 0.31 1.36 0.90 1.50 0.00 0.29 2.10 1.21 1.57 0.82 0.29 0.00 1.13 0.00 0.10 0.19 0.55 0.03 0.37 0.45 0.02 0.13 0.06 0.54 0.03
gg → WW 0.57 0.31 0.00 0.13 0.00 0.00 0.00 0.00 0.05 0.05 0.08 0.24 0.51 0.01 0.00 0.01 0.02 0.07 0.00 0.00 0.02 0.00 0.00 0.00 0.00 0.02 0.01 0.01 0.02 0.00 0.04 0.04 0.03 0.07 0.03 0.04 0.00 0.18 0.27 0.12 0.01 0.38 0.01 0.02 0.97 0.06 0.02 0.01 1.70 0.30 0.73 0.26 0.00 0.00 8.12 0.00 4.56 0.76 0.90 0.60 0.38 0.48 0.12 0.52 4.18 1.79 1.47 10.97 5.03 0.00 0.76 1.74 3.01 5.07 0.00 0.32 2.10 0.95 0.93 0.40 0.28 0.00 1.12 0.00 0.13 0.23 0.78 0.03 0.40 0.54 0.25 0.13 0.08 3.91 0.38

WZ/ZZ/Wγ∗ 0.19 1.22 0.00 0.44 0.00 0.00 0.00 0.00 0.02 0.02 0.10 0.54 0.57 0.00 0.00 0.01 0.04 0.11 0.02 0.00 0.02 0.00 0.00 0.00 0.00 0.04 0.04 0.02 0.04 0.00 0.08 0.01 0.02 0.05 0.02 0.03 0.00 0.19 0.33 0.15 0.02 0.06 0.00 0.00 2.68 0.32 0.15 0.04 1.93 0.37 0.53 0.24 0.04 0.09 0.37 0.00 3.74 1.66 0.87 0.48 0.87 0.48 0.47 0.48 3.22 1.65 1.38 7.78 2.43 0.00 0.72 2.39 1.43 5.61 0.00 0.26 2.10 3.85 3.57 1.95 0.28 0.00 1.23 0.00 0.17 0.22 1.49 0.03 0.32 2.14 0.86 0.15 0.08 8.85 0.54
V γ 0.14 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.12 0.06 0.16 0.63 0.00 0.00 0.00 0.01 0.02 0.01 0.02 0.01 0.00 0.00 0.00 0.00 0.03 0.05 0.02 0.05 0.00 0.01 0.04 0.05 0.08 0.01 0.02 0.00 0.15 0.24 0.14 0.00 0.34 0.16 0.13 1.23 0.16 0.06 0.02 2.13 0.32 0.57 0.02 0.02 0.09 15.51 0.01 5.94 1.05 1.04 0.00 0.22 0.01 0.00 0.00 5.91 1.06 1.84 11.83 6.03 0.00 1.14 2.65 1.96 8.95 0.00 0.40 2.10 4.70 2.00 1.60 0.31 0.00 1.37 0.00 0.12 0.16 0.13 0.03 0.42 0.11 0.10 0.13 0.07 20.51 0.15

Z/DY 0.09 0.14 0.04 0.14 0.00 0.00 0.00 0.00 0.04 0.04 0.14 0.40 0.65 0.00 0.00 0.00 0.04 0.12 0.01 0.01 0.02 0.00 0.00 0.00 0.00 0.03 0.03 0.02 0.04 0.00 0.07 0.05 0.03 0.05 0.01 0.02 0.00 0.19 0.35 0.16 0.01 0.36 0.04 0.02 1.34 0.17 0.03 0.01 1.84 0.37 0.51 0.16 0.01 0.00 3.44 0.10 2.58 0.39 0.45 0.44 0.21 0.20 0.16 0.30 2.78 0.34 1.20 7.41 2.80 0.00 0.59 0.67 1.65 3.68 0.02 0.34 1.01 1.06 1.26 0.28 0.00 1.11 0.00 0.15 0.25 0.26 0.03 0.38 0.63 0.04 0.17 0.07 1.71 0.21

high-p
T
Z
→

τ
τ
C
R

VBFSM 0.15 0.57 0.00 0.57 0.00 0.00 0.00 0.00 0.02 0.12 0.03 0.13 0.44 0.00 0.00 0.00 0.01 0.02 0.00 0.02 0.02 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.03 0.00 0.01 0.01 0.02 0.02 0.03 0.30 0.00 0.23 0.16 0.09 0.20 0.13 0.05 0.02 2.49 1.12 0.57 0.17 1.62 0.15 0.14 0.20 0.14 0.00 11.66 0.00 0.35 3.42 3.98 3.18 2.31 1.34 1.75 2.31 0.74 5.19 4.28 0.49 8.78 6.44 0.00 3.46 2.41 4.14 5.59 0.00 0.31 2.10 3.67 0.49 1.36 0.32 0.00 1.17 0.00 0.05 0.09 1.12 0.02 0.43 0.59 0.00 0.09 0.10 9.78 0.54
ggFSM 0.03 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.05 0.11 0.03 0.05 0.44 0.00 0.00 0.00 0.00 0.01 0.05 0.00 0.06 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.02 0.00 0.00 0.00 0.01 0.03 0.04 0.10 0.00 0.20 0.14 0.09 0.36 0.24 0.12 0.03 2.11 1.26 0.59 0.22 2.04 0.02 0.59 0.43 0.13 0.00 10.54 0.00 0.00 6.15 3.19 0.69 0.83 1.15 0.40 0.41 1.55 1.48 0.75 2.44 5.91 3.38 0.00 4.15 5.22 1.30 8.62 0.00 0.24 2.10 1.30 1.05 0.76 0.23 0.00 1.22 0.00 0.03 0.08 1.13 0.02 0.36 1.06 0.00 0.12 0.14 3.60 0.39
VH 0.06 3.54 0.00 0.07 0.00 0.00 0.00 0.00 0.01 0.06 0.02 0.12 0.31 0.00 0.00 0.00 0.00 0.02 0.01 0.00 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.02 0.00 0.02 0.00 0.00 0.03 0.03 0.26 0.00 0.46 0.19 0.09 0.37 0.15 0.00 0.01 3.11 1.34 0.79 0.20 1.96 0.14 0.13 0.30 0.09 0.26 1.47 0.00 6.06 1.81 2.21 2.13 2.11 2.13 0.02 2.13 0.91 2.84 2.16 6.97 2.62 0.00 2.14 2.15 2.25 5.91 0.00 0.07 2.10 5.86 1.00 0.92 0.29 0.00 1.32 0.00 0.04 0.07 5.52 0.02 0.48 5.61 0.07 0.10 0.08 12.62 0.18

H → ττ 0.12 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.06 0.08 0.26 0.37 0.00 0.00 0.00 0.02 0.07 0.01 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.02 0.00 0.04 0.02 0.02 0.05 0.02 0.14 0.00 0.28 0.22 0.10 0.07 0.17 0.03 0.00 0.99 0.36 0.21 0.07 1.82 0.05 0.17 0.06 0.12 0.00 2.93 0.00 1.96 3.19 1.24 1.38 0.45 1.70 1.64 0.45 2.31 2.14 0.72 7.87 0.98 0.00 0.42 1.48 1.07 3.02 0.03 0.05 2.10 2.79 2.19 2.78 0.29 0.00 1.18 0.00 0.10 0.16 1.01 0.02 0.27 0.95 0.13 0.12 0.09 3.68 0.19
top 1.47 0.62 0.00 0.82 0.00 0.00 0.00 0.00 0.05 0.11 0.01 0.11 0.41 0.00 0.00 0.00 0.00 0.01 0.02 0.00 0.02 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.02 0.00 0.00 0.02 0.02 0.04 0.03 0.20 0.00 0.32 0.19 0.10 0.28 19.67 4.22 0.91 1.35 0.18 0.14 0.06 1.83 0.07 0.25 0.13 0.11 0.00 1.80 0.33 3.47 2.09 0.45 0.43 0.42 0.74 0.73 0.43 3.68 2.53 0.69 2.95 1.85 0.00 3.67 1.20 3.26 2.98 0.79 0.26 0.46 1.43 2.44 0.30 0.00 1.15 0.00 0.05 0.11 1.03 0.02 0.29 1.78 0.00 0.10 0.09 5.60 0.45

qq → WW 1.11 1.11 0.09 0.08 0.00 0.00 0.00 0.00 0.04 0.06 0.04 0.20 0.36 0.00 0.00 0.00 0.01 0.03 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.02 0.00 0.02 0.01 0.01 0.04 0.03 0.20 0.00 0.42 0.22 0.10 0.08 0.44 0.01 0.01 1.45 0.49 0.24 0.08 2.19 0.00 0.32 0.23 0.12 0.00 3.40 0.09 1.23 2.25 0.62 0.34 0.42 0.16 0.34 0.28 1.35 1.39 0.54 4.53 2.05 0.00 1.21 0.63 1.47 0.50 0.23 0.17 2.10 0.32 2.77 0.80 0.30 0.00 1.26 0.00 0.06 0.11 0.45 0.02 0.35 0.47 0.13 0.10 0.07 3.34 0.57
gg → WW 0.05 0.05 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.06 0.00 0.05 0.25 0.00 0.00 0.00 0.01 0.01 0.01 0.01 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.00 0.03 0.02 0.31 0.00 0.55 0.16 0.08 0.17 0.00 0.00 0.00 2.49 0.89 0.39 0.20 2.57 0.09 0.90 0.23 0.14 0.00 3.27 0.00 4.72 2.33 2.35 0.01 0.02 0.01 0.01 0.01 7.20 2.34 0.01 3.61 2.49 0.00 2.39 0.02 5.56 10.34 2.41 0.06 2.10 1.91 12.27 2.58 0.27 0.00 1.39 0.00 0.02 0.06 0.02 0.02 0.35 2.33 0.02 0.08 0.05 4.75 0.93

WZ/ZZ/Wγ(∗) 0.09 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.06 0.07 0.14 0.20 0.64 0.00 0.00 0.00 0.00 0.04 0.05 0.00 0.00 0.00 0.00 0.00 0.00 0.05 0.01 0.00 0.02 0.00 0.00 0.06 0.02 0.04 0.02 0.13 0.00 0.36 0.28 0.11 0.15 0.03 0.02 0.00 2.44 0.53 0.55 0.09 2.10 0.14 0.33 0.06 0.11 0.07 5.33 0.00 0.95 0.84 0.81 0.00 0.36 0.00 0.00 0.00 1.78 0.38 0.06 9.11 1.25 0.00 0.25 0.57 0.80 1.12 0.00 0.21 2.10 1.09 0.51 0.09 0.26 0.00 1.04 0.00 0.09 0.23 0.00 0.03 0.30 0.01 0.00 0.15 0.07 0.64 0.08
Z/DY 0.13 0.10 0.01 0.10 0.00 0.00 0.00 0.00 0.03 0.06 0.07 0.28 0.40 0.00 0.00 0.00 0.02 0.06 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.01 0.01 0.03 0.00 0.03 0.02 0.02 0.04 0.03 0.12 0.00 0.28 0.25 0.11 0.11 0.28 0.09 0.02 1.54 0.51 0.25 0.08 2.22 0.00 0.33 0.20 0.14 0.00 2.49 0.01 1.34 0.55 0.76 0.11 0.26 0.51 0.05 0.37 2.19 0.25 0.73 3.81 1.87 0.00 0.16 0.37 1.38 1.30 0.08 0.20 0.50 0.56 1.59 0.29 0.00 1.19 0.00 0.09 0.16 0.15 0.02 0.34 0.36 0.11 0.12 0.07 1.72 0.27
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VBFSM 0.22 0.23 0.04 0.14 0.00 0.00 0.00 0.00 0.04 0.08 0.06 0.21 0.42 0.00 0.00 0.00 0.02 0.05 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.01 0.01 0.00 0.03 0.02 0.03 0.07 0.04 0.05 0.00 0.13 0.22 0.11 0.01 0.02 0.01 0.01 0.65 0.10 0.04 0.02 0.82 0.11 0.14 0.01 0.01 0.00 0.79 0.00 0.02 0.57 0.28 0.52 0.50 0.04 0.05 0.08 0.27 2.45 0.93 0.90 2.66 1.13 0.00 1.42 0.72 0.85 0.30 0.00 0.19 2.10 0.28 0.11 0.38 0.31 0.00 1.13 0.00 0.10 0.18 0.06 0.02 0.32 0.27 0.17 0.12 0.09 3.24 0.06
ggFSM 0.05 0.42 0.00 0.42 0.00 0.00 0.00 0.00 0.04 0.05 0.12 0.44 0.35 0.00 0.00 0.00 0.04 0.15 0.02 0.00 0.02 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.00 0.00 0.07 0.03 0.03 0.06 0.04 0.02 0.00 0.17 0.26 0.11 0.02 0.10 0.03 0.02 0.40 0.15 0.09 0.03 0.74 0.10 0.24 0.07 0.04 0.00 5.87 0.00 0.00 7.86 0.59 0.73 0.00 0.79 0.79 0.00 0.00 6.89 5.08 1.42 13.25 7.46 0.00 6.38 7.35 5.89 6.55 0.00 0.22 2.10 1.34 0.94 2.87 0.29 0.00 1.26 0.00 0.15 0.24 3.55 0.02 0.35 2.20 1.39 0.12 0.10 11.30 0.42
VH 0.20 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.08 0.08 0.11 0.18 0.00 0.00 0.00 0.00 0.01 0.02 0.02 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.12 0.00 0.01 0.01 0.01 0.03 0.04 0.01 0.00 0.09 0.13 0.06 0.07 0.00 0.00 0.00 1.96 0.71 0.25 0.14 0.84 0.30 0.06 0.16 0.01 0.11 100.00 0.00 6.80 0.00 0.00 0.00 0.00 0.00 0.00 0.00 3.18 0.40 0.00 90.35 17.18 0.00 0.00 0.00 0.40 3.83 0.00 0.19 2.10 7.69 4.79 6.69 0.27 0.00 1.40 0.00 0.05 0.07 0.04 0.01 0.41 0.23 0.00 0.10 0.06 16.62 0.02

H → ττ 0.67 0.25 0.00 0.25 0.00 0.00 0.00 0.00 0.07 0.03 0.22 0.23 0.90 0.00 0.00 0.00 0.02 0.11 0.03 0.03 0.13 0.00 0.00 0.00 0.00 0.02 0.03 0.01 0.00 0.00 0.05 0.12 0.04 0.06 0.01 0.00 0.00 0.20 0.35 0.16 0.00 0.00 0.00 0.00 0.04 0.01 0.00 0.00 0.73 0.02 0.04 0.03 0.06 0.00 17.08 0.00 0.54 2.37 1.75 1.75 0.87 0.87 0.87 0.87 13.33 2.56 1.98 13.63 1.68 0.00 2.28 3.18 2.45 1.86 0.00 0.02 2.10 16.62 1.44 7.95 0.28 0.00 1.00 0.00 0.14 0.26 0.62 0.04 0.48 2.31 0.87 0.17 0.06 4.22 0.26
tt̄ 0.32 0.06 0.00 0.06 0.00 0.00 0.00 0.00 0.04 0.04 0.11 0.50 0.42 0.00 0.00 0.00 0.04 0.13 0.02 0.00 0.03 0.00 0.00 0.00 0.00 0.03 0.01 0.02 0.02 0.00 0.08 0.02 0.05 0.07 0.04 0.05 0.00 0.19 0.34 0.11 0.04 11.21 0.63 0.81 1.41 0.51 0.25 0.06 0.71 0.09 0.22 0.07 0.02 0.00 0.12 0.51 13.70 0.04 0.02 0.02 0.00 0.00 0.00 0.00 10.41 8.34 0.02 10.32 9.28 0.00 3.08 3.18 5.51 13.72 0.00 0.04 9.71 4.45 0.54 0.32 0.00 1.20 0.00 0.11 0.24 7.74 0.02 0.29 2.56 3.10 0.13 0.09 10.33 0.30
Wt 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.05 0.11 0.00 0.11 0.28 0.00 0.00 0.00 0.00 0.00 0.02 0.03 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.02 0.00 0.00 0.00 0.01 0.08 0.05 0.00 0.00 0.08 0.11 0.09 0.00 8.05 0.02 0.24 0.00 0.00 0.00 0.00 0.78 0.10 0.25 0.05 0.03 0.00 38.99 0.02 10.69 0.00 0.00 0.00 0.00 0.00 0.00 0.00 10.74 10.73 0.01 21.36 10.74 0.00 10.73 0.01 10.74 10.67 0.00 0.23 14.46 2.30 5.99 0.28 0.00 1.29 0.00 0.05 0.12 0.00 0.02 0.30 0.00 0.00 0.08 0.09 4.74 0.41

qq → WW 2.49 0.45 0.00 0.24 0.00 0.00 0.00 0.00 0.04 0.09 0.03 0.10 0.43 0.00 0.00 0.00 0.00 0.03 0.02 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.02 0.00 0.01 0.06 0.02 0.08 0.03 0.03 0.00 0.13 0.21 0.11 0.02 0.08 0.05 0.02 0.64 0.22 0.09 0.03 0.86 0.17 0.05 0.02 0.02 0.00 4.35 0.00 5.28 3.87 1.15 1.13 0.25 0.47 0.22 0.42 18.90 6.97 3.58 14.04 6.84 0.00 11.51 4.25 3.83 5.43 0.00 0.05 2.10 0.67 8.62 5.10 0.32 0.00 1.23 0.00 0.12 0.18 2.31 0.02 0.43 2.36 0.23 0.09 0.06 6.05 0.22
gg → WW 3.25 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.04 0.07 0.09 0.30 0.44 0.00 0.00 0.00 0.02 0.09 0.01 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.06 0.03 0.05 0.07 0.04 0.03 0.00 0.14 0.26 0.13 0.00 0.05 0.03 0.02 0.39 0.06 0.07 0.01 0.73 0.08 0.31 0.11 0.03 0.00 1.64 0.00 2.20 1.89 0.34 0.54 0.20 0.20 0.00 0.20 8.50 2.01 0.60 5.76 1.80 0.00 3.33 2.26 1.17 2.50 0.00 0.07 2.10 0.53 1.47 1.20 0.31 0.00 1.04 0.00 0.10 0.21 0.73 0.02 0.45 1.87 0.50 0.11 0.10 3.29 0.32

WZ/ZZ/Wγ∗ 0.29 1.68 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.03 0.21 0.73 0.48 0.00 0.00 0.01 0.10 0.36 0.07 0.04 0.02 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.14 0.00 0.05 0.05 0.05 0.00 0.00 0.17 0.39 0.07 0.00 0.00 0.00 0.00 1.44 0.67 0.17 0.02 1.07 0.01 0.47 0.17 0.05 0.00 69.01 0.00 66.58 0.00 0.00 0.00 0.00 0.00 0.00 0.00 21.46 21.48 0.00 66.62 0.01 0.00 21.47 66.57 21.47 66.60 0.00 0.08 2.10 24.04 0.00 0.00 0.21 0.00 1.06 0.00 0.20 0.29 0.00 0.01 0.21 0.00 0.00 0.07 0.00 18.32 0.25
V γ 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.14 0.18 0.05 0.03 0.91 0.00 0.00 0.00 0.00 0.00 0.05 0.08 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.51 0.00 0.15 0.26 0.06 0.69 0.00 0.00 0.00 10.14 7.05 3.49 1.03 0.00 0.00 0.00 0.00 0.00 0.00 0.07 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.10 0.00 0.00 0.00 0.28 0.00 0.72 0.00 0.01 0.02 0.00 0.01 0.24 0.00 0.00 0.12 0.38 57.10 0.00

Z/DY 0.06 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.05 0.01 0.29 0.39 1.02 0.00 0.00 0.00 0.09 0.33 0.03 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.05 0.03 0.03 0.00 0.12 0.14 0.03 0.01 0.07 0.04 0.00 0.24 0.39 0.17 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.72 0.13 0.24 0.05 0.08 0.00 25.49 0.00 50.76 0.12 0.00 0.00 0.00 0.00 0.01 0.00 34.92 31.35 29.93 17.85 50.76 0.00 22.27 10.52 14.63 50.81 0.00 1.32 24.93 7.72 7.72 0.34 0.00 0.99 0.00 0.17 0.38 1.47 0.04 0.18 1.47 0.00 0.19 0.12 6.37 0.18

high-p
T
SR

VBFSM 1.49 1.69 0.00 0.38 0.00 0.00 0.00 0.00 0.05 0.06 0.02 0.12 0.26 0.00 0.00 0.00 0.00 0.02 0.02 0.01 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.03 0.04 0.31 0.00 0.43 0.18 0.08 0.04 0.15 0.01 0.00 0.77 0.19 0.12 0.04 1.52 0.20 0.08 0.06 0.19 0.00 7.78 0.00 0.33 4.93 3.32 1.00 0.36 0.73 0.05 0.00 0.35 7.88 4.24 1.36 10.06 4.69 0.00 1.16 3.54 4.49 4.83 0.00 0.02 2.10 1.10 0.33 0.47 0.35 0.00 1.40 0.00 0.04 0.05 0.42 0.02 0.26 1.24 0.05 0.09 0.10 2.23 0.27
ggFSM 8.80 5.77 0.00 2.41 0.00 0.00 0.00 0.00 0.08 0.04 0.03 0.17 0.13 0.00 0.00 0.00 0.00 0.01 0.05 0.00 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.02 0.04 0.00 0.45 0.00 0.90 0.23 0.08 0.02 0.53 0.12 0.10 0.25 0.18 0.01 0.04 1.71 0.37 0.34 0.05 0.05 0.00 1.94 0.00 0.00 3.88 9.09 3.40 0.52 0.50 0.00 2.85 2.81 3.95 5.35 3.36 8.34 8.49 0.00 8.32 7.45 5.81 2.73 0.00 0.20 2.10 6.16 2.50 6.83 0.33 0.00 1.88 0.00 0.03 0.06 2.41 0.02 1.00 0.20 0.00 0.09 0.08 6.48 0.47
VH 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.05 0.09 0.00 0.02 0.55 0.00 0.00 0.00 0.00 0.00 0.03 0.05 0.09 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.45 0.00 0.46 0.17 0.05 0.01 0.00 0.00 0.00 0.20 0.08 0.03 0.01 0.77 0.19 0.24 0.33 0.01 0.06 7.83 0.00 4.74 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.47 0.03 0.00 10.64 4.74 0.00 0.31 5.32 0.00 10.65 0.00 0.29 2.10 5.61 6.83 5.61 0.19 0.00 1.15 0.00 0.01 0.02 0.30 0.02 0.20 0.00 0.00 0.07 0.04 15.71 0.05

H → ττ 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.10 0.00 0.05 0.20 0.00 0.00 0.00 0.00 0.00 0.04 0.02 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.03 0.04 0.77 0.00 0.74 0.20 0.09 0.32 0.00 0.00 0.00 1.76 1.22 0.61 0.18 1.65 0.35 0.16 0.08 0.15 0.00 19.14 0.00 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 11.07 0.01 0.00 11.05 0.01 0.00 0.00 0.01 0.00 0.01 0.00 0.43 2.10 0.00 0.00 0.00 0.43 0.00 1.16 0.00 0.03 0.06 0.00 0.02 0.21 0.00 0.00 0.08 0.13 5.10 0.06
top 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.13 0.01 0.05 0.21 0.00 0.00 0.00 0.00 0.00 0.02 0.03 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.15 0.00 0.00 0.06 0.06 0.02 0.00 39.79 3.25 1.04 0.00 0.00 0.00 0.00 3.78 0.63 0.98 0.50 0.64 0.00 70.11 0.57 0.64 0.50 0.01 0.01 0.00 0.00 0.01 0.00 0.60 0.02 0.03 50.00 0.05 0.00 0.07 0.50 0.04 50.00 0.00 0.00 100.00 0.00 0.00 0.16 0.00 1.01 0.00 0.01 0.02 0.00 0.01 0.20 0.00 0.00 0.11 0.34 14.81 0.00

qq → WW 2.19 0.65 0.00 0.01 0.00 0.00 0.00 0.00 0.01 0.05 0.00 0.09 0.16 0.00 0.00 0.00 0.00 0.02 0.02 0.01 0.04 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.04 0.01 0.48 0.00 1.11 0.19 0.07 0.35 0.00 0.00 0.00 1.49 0.56 0.29 0.09 1.76 0.33 0.14 0.12 0.09 0.00 1.64 0.00 1.43 2.37 0.92 1.12 1.80 0.01 0.89 0.00 1.91 1.44 0.88 10.23 0.91 0.00 0.77 2.26 2.45 5.25 0.77 0.03 2.10 1.51 0.13 0.90 0.29 0.00 1.49 0.00 0.03 0.05 0.87 0.02 0.81 1.21 0.00 0.08 0.09 5.99 0.08
gg → WW 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.02 0.01 0.00 0.06 0.00 0.00 0.00 0.00 0.00 0.07 0.02 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.06 0.00 0.83 0.00 1.37 0.14 0.07 0.00 0.00 0.00 0.00 4.26 1.29 0.05 0.26 1.12 0.00 0.17 0.01 0.07 0.00 36.99 0.00 0.12 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.12 0.13 0.12 0.26 0.12 0.00 0.10 0.10 0.01 0.14 5.22 0.81 2.10 0.00 0.00 0.00 0.20 0.00 1.16 0.00 0.02 0.05 0.00 0.01 0.21 0.00 0.00 0.08 0.12 36.03 0.00

WZ/ZZ/Wγ(∗) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.20 0.14 0.04 0.01 0.10 0.00 0.00 0.00 0.00 0.00 0.18 0.10 0.45 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.56 0.00 2.00 0.37 0.13 1.99 0.00 0.00 0.00 9.20 6.40 3.17 0.94 2.12 0.88 0.86 1.96 0.49 0.00 100.00 0.00 0.17 0.06 0.01 0.01 0.00 0.00 0.01 0.01 0.02 0.03 0.03 100.00 0.11 0.00 0.03 0.03 0.01 50.00 0.00 0.40 2.10 0.00 0.00 0.00 0.38 0.00 2.76 0.00 0.01 0.01 0.00 0.00 5.00 0.00 0.00 0.14 0.40 8.40 0.00
Z/DY 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.09 0.03 0.10 0.01 0.00 0.00 0.00 0.00 0.01 0.03 0.05 0.05 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.08 0.00 0.40 0.00 0.52 0.14 0.10 1.09 0.62 0.46 0.36 0.51 0.13 0.01 0.01 2.17 0.78 0.23 0.46 0.19 0.00 10.66 0.00 2.92 25.42 0.02 0.02 0.00 15.31 15.31 0.02 12.26 15.31 15.32 26.13 12.24 0.00 1.70 15.37 0.01 24.73 0.00 0.09 0.00 0.00 2.20 0.22 0.00 1.48 0.00 0.02 0.07 15.15 0.02 0.36 15.15 0.00 0.10 0.15 10.44 0.01

low
-p
T
Top

C
R

VBFSM 0.23 0.11 0.00 0.06 0.00 0.00 0.00 0.00 0.04 0.06 0.07 0.29 0.48 0.01 0.00 0.00 0.02 0.07 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.03 0.01 0.03 0.00 0.04 0.02 0.02 0.05 0.04 0.04 0.00 0.16 0.25 0.13 0.02 0.38 0.04 0.04 6.93 0.06 0.06 0.04 6.57 1.55 1.59 0.68 0.04 0.00 1.23 0.00 0.15 2.20 0.15 0.13 0.20 0.40 0.23 0.07 0.19 1.99 1.30 0.15 3.30 1.69 0.00 0.68 0.51 0.50 2.52 0.00 0.31 2.10 0.10 0.35 0.36 0.30 0.00 1.08 0.00 0.12 0.21 0.08 0.03 0.33 0.36 0.11 0.14 0.09 0.89 0.08
ggFSM 0.44 0.70 0.00 0.27 0.00 0.00 0.00 0.00 0.05 0.06 0.09 0.27 0.45 0.00 0.00 0.01 0.02 0.07 0.01 0.00 0.01 0.00 0.00 0.00 0.00 0.02 0.00 0.01 0.02 0.00 0.03 0.03 0.02 0.05 0.03 0.04 0.00 0.15 0.27 0.15 0.05 0.38 0.05 0.01 4.85 0.66 0.07 0.06 6.86 2.01 1.86 0.69 0.29 0.00 0.40 0.00 0.73 2.21 1.90 0.94 0.38 0.40 0.35 0.04 0.33 1.85 0.24 0.27 6.12 1.93 0.00 0.26 1.79 1.09 2.65 0.00 0.37 2.10 0.25 0.31 0.67 0.29 0.00 1.16 0.00 0.09 0.18 0.51 0.03 0.31 0.43 0.19 0.14 0.09 2.49 0.36
VH 0.07 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.04 0.06 0.10 0.26 0.54 0.00 0.00 0.00 0.02 0.08 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.02 0.02 0.01 0.04 0.00 0.03 0.04 0.03 0.05 0.02 0.05 0.00 0.18 0.30 0.14 0.05 0.25 0.18 0.07 8.22 0.09 0.11 0.14 3.19 0.78 1.22 0.39 0.11 1.20 0.14 0.18 0.78 1.43 0.19 0.41 0.34 0.23 0.05 0.27 0.54 0.97 0.35 5.31 0.45 0.00 1.16 0.89 1.45 1.70 0.00 0.27 2.10 0.59 0.25 0.61 0.28 0.00 1.13 0.00 0.11 0.19 0.58 0.03 0.35 0.77 0.01 0.13 0.08 1.83 0.11

H → ττ 0.78 1.31 0.00 0.29 0.00 0.00 0.00 0.00 0.05 0.03 0.09 0.23 0.65 0.01 0.00 0.02 0.03 0.06 0.00 0.02 0.02 0.00 0.00 0.00 0.00 0.03 0.02 0.01 0.04 0.00 0.04 0.06 0.04 0.05 0.02 0.02 0.00 0.16 0.34 0.15 0.03 0.62 0.16 0.12 4.31 0.20 0.13 0.09 6.43 1.78 2.41 0.98 0.24 0.00 15.36 1.17 2.45 0.10 0.12 0.04 0.10 0.06 0.07 0.06 3.70 1.33 0.13 9.40 2.16 0.00 1.21 1.88 0.78 6.28 0.00 0.51 2.10 1.12 2.62 4.48 0.29 0.00 1.17 0.00 0.19 0.22 0.27 0.03 0.41 2.66 1.08 0.19 0.06 4.93 1.79
tt̄ 0.05 0.06 0.01 0.06 0.00 0.00 0.00 0.00 0.05 0.07 0.09 0.27 0.53 0.00 0.00 0.00 0.02 0.08 0.00 0.01 0.02 0.00 0.00 0.00 0.00 0.01 0.01 0.01 0.03 0.00 0.04 0.04 0.03 0.07 0.02 0.02 0.00 0.15 0.26 0.14 0.00 6.29 1.56 1.01 0.38 0.02 0.01 0.00 0.77 0.08 0.39 0.12 0.01 0.00 1.43 0.32 0.12 0.11 0.06 0.10 0.11 0.03 0.04 0.01 0.91 0.15 0.19 1.16 0.40 0.00 0.23 0.14 0.52 0.36 0.00 0.34 0.09 0.01 0.07 0.29 0.00 1.11 0.00 0.13 0.22 0.12 0.03 0.39 0.27 0.01 0.13 0.08 1.75 0.53
Wt 0.02 0.02 0.00 0.07 0.00 0.00 0.00 0.00 0.04 0.07 0.08 0.24 0.49 0.00 0.00 0.00 0.02 0.07 0.01 0.01 0.02 0.00 0.00 0.00 0.00 0.01 0.01 0.01 0.03 0.00 0.03 0.04 0.03 0.07 0.02 0.04 0.00 0.16 0.25 0.14 0.00 0.76 0.17 0.11 0.29 0.03 0.01 0.00 0.65 0.03 0.31 0.04 0.01 0.00 2.43 0.44 1.06 0.08 0.01 0.09 0.15 0.10 0.06 0.05 1.86 0.35 0.40 2.87 0.97 0.00 0.37 0.35 0.83 1.84 0.00 0.35 0.09 0.10 0.16 0.29 0.00 1.11 0.00 0.12 0.20 0.11 0.03 0.38 0.45 0.06 0.13 0.09 1.24 0.23

qq → WW 0.16 0.18 0.00 0.06 0.00 0.00 0.00 0.00 0.04 0.07 0.09 0.27 0.52 0.00 0.00 0.00 0.02 0.06 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.02 0.02 0.02 0.04 0.00 0.03 0.04 0.03 0.06 0.02 0.03 0.00 0.17 0.26 0.14 0.04 0.33 0.03 0.03 4.57 0.71 0.01 0.06 8.25 1.79 2.35 0.44 0.24 0.00 2.23 0.09 2.08 0.76 0.23 0.09 0.21 0.03 0.03 0.13 2.28 0.30 0.75 6.01 1.83 0.00 0.42 0.81 0.22 3.17 0.00 0.40 2.10 0.09 0.21 0.14 0.29 0.00 1.14 0.00 0.12 0.20 0.19 0.03 0.37 0.14 0.09 0.13 0.07 2.45 0.21
gg → WW 0.29 0.17 0.04 0.18 0.00 0.00 0.00 0.00 0.04 0.07 0.09 0.25 0.51 0.00 0.00 0.00 0.02 0.07 0.01 0.01 0.02 0.00 0.00 0.00 0.00 0.01 0.01 0.01 0.03 0.00 0.04 0.04 0.03 0.06 0.02 0.04 0.00 0.17 0.24 0.14 0.00 0.56 0.08 0.07 3.67 0.26 0.14 0.05 7.15 1.14 3.55 0.95 0.11 0.00 2.55 0.25 4.12 1.12 0.33 0.19 0.43 0.43 0.04 0.20 4.34 1.04 0.98 10.67 3.50 0.00 0.52 1.80 0.86 6.62 0.00 0.48 2.10 0.13 0.60 0.21 0.29 0.00 1.13 0.00 0.12 0.20 0.24 0.03 0.36 0.47 0.18 0.13 0.08 1.11 0.67

WZ/ZZ/Wγ∗ 1.53 0.40 0.00 0.06 0.00 0.00 0.00 0.00 0.07 0.07 0.14 0.39 0.49 0.00 0.00 0.00 0.04 0.13 0.00 0.01 0.03 0.00 0.00 0.00 0.00 0.02 0.01 0.01 0.04 0.00 0.06 0.03 0.02 0.05 0.02 0.06 0.00 0.20 0.31 0.15 0.02 0.19 0.05 0.01 8.20 0.48 0.22 0.07 5.53 1.26 2.51 0.87 0.16 2.38 5.31 0.40 4.38 1.49 0.33 0.33 0.41 0.42 0.39 0.40 3.12 1.37 0.91 9.58 2.73 0.00 0.58 2.63 1.44 5.88 0.22 0.39 2.10 1.21 0.28 0.91 0.30 0.00 1.07 0.00 0.11 0.24 0.12 0.03 0.35 0.59 0.00 0.18 0.07 2.59 1.34
V γ 3.10 3.10 0.00 2.96 0.00 0.00 0.00 0.00 0.08 0.02 0.32 1.19 0.41 0.00 0.00 0.01 0.06 0.25 0.03 0.00 0.05 0.00 0.00 0.00 0.00 0.05 0.00 0.02 0.04 0.00 0.23 0.06 0.07 0.03 0.00 0.00 0.00 0.23 0.30 0.06 0.00 0.19 0.03 0.04 8.19 1.38 0.16 0.02 6.72 0.49 3.35 1.28 0.28 4.00 32.09 3.29 5.37 0.28 0.28 0.00 0.00 0.00 0.00 0.00 7.97 0.25 0.10 6.15 1.18 0.00 2.25 4.40 7.78 5.54 0.00 0.14 2.10 1.79 0.58 1.16 0.32 0.00 1.29 0.00 0.44 0.39 4.79 0.02 0.24 0.34 0.00 0.11 0.01 10.28 4.38

Z/DY 0.35 0.27 0.00 0.14 0.00 0.00 0.00 0.00 0.05 0.05 0.19 0.44 0.74 0.00 0.00 0.00 0.04 0.15 0.00 0.01 0.04 0.00 0.00 0.00 0.00 0.04 0.03 0.03 0.04 0.00 0.06 0.05 0.04 0.04 0.01 0.02 0.00 0.21 0.36 0.20 0.01 0.35 0.08 0.04 3.17 0.11 0.11 0.03 6.60 1.46 2.19 0.30 0.30 0.01 3.20 0.38 2.50 2.48 0.43 0.50 1.60 1.28 0.36 1.55 3.13 1.88 1.24 7.15 1.92 0.00 0.61 0.82 1.43 3.21 0.00 0.42 4.30 3.34 2.08 0.28 0.00 1.07 0.00 0.14 0.25 1.61 0.04 0.38 0.22 0.97 0.18 0.08 7.10 0.21

high-p
T
Top

C
R

VBFSM 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.06 0.06 0.19 0.39 0.00 0.00 0.00 0.02 0.05 0.02 0.00 0.02 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.01 0.00 0.03 0.02 0.02 0.03 0.03 0.26 0.00 0.44 0.27 0.09 0.25 0.78 0.11 0.04 4.14 1.12 0.35 0.16 8.39 0.17 1.80 0.91 0.06 0.00 0.13 0.00 0.28 2.72 0.98 0.91 0.51 0.74 0.53 0.52 0.51 2.81 1.55 1.04 4.35 2.99 0.00 1.36 2.82 1.44 2.09 0.00 0.24 2.10 0.72 0.04 0.34 0.35 0.00 1.29 0.00 0.07 0.14 1.25 0.02 0.38 0.37 0.00 0.09 0.07 8.61 0.29
ggFSM 3.45 1.04 0.00 0.00 0.00 0.00 0.00 0.00 0.04 0.08 0.01 0.04 0.36 0.00 0.00 0.00 0.01 0.01 0.00 0.01 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.01 0.04 0.02 0.35 0.00 0.44 0.18 0.09 0.15 0.82 0.07 0.09 2.47 0.54 0.24 0.04 8.21 0.25 0.41 0.90 0.78 0.00 4.72 0.00 0.70 2.56 2.01 1.96 0.19 1.09 1.27 0.20 1.08 1.71 2.99 0.80 3.89 2.56 0.00 1.04 1.47 2.18 2.73 0.00 0.23 2.10 0.04 0.21 0.28 0.31 0.00 1.34 0.00 0.04 0.08 0.75 0.02 0.36 3.45 0.22 0.09 0.11 3.63 0.50
VH 0.10 0.13 0.00 0.03 0.00 0.00 0.00 0.00 0.02 0.09 0.01 0.13 0.38 0.00 0.00 0.00 0.01 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.03 0.00 0.00 0.01 0.02 0.03 0.04 0.18 0.00 0.36 0.18 0.09 0.42 0.11 0.13 0.04 7.02 1.56 0.49 0.20 4.20 0.80 0.32 0.26 0.04 0.85 6.81 0.02 6.68 6.43 1.47 0.01 0.02 0.01 0.00 0.00 2.39 1.10 0.24 7.47 6.94 0.00 0.11 4.85 6.61 6.96 0.00 0.31 2.10 0.62 0.60 0.62 0.28 0.00 1.43 0.00 0.07 0.10 0.21 0.02 0.39 0.01 0.00 0.10 0.08 3.10 0.06

H → ττ 0.56 0.02 0.00 0.02 0.00 0.00 0.00 0.00 0.04 0.09 0.01 0.02 0.35 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.01 0.01 0.03 0.03 0.26 0.00 0.28 0.17 0.07 0.74 0.42 0.28 0.16 6.97 3.21 2.27 0.57 3.97 1.90 1.72 0.49 0.56 0.00 7.66 0.00 0.96 0.11 0.01 0.00 0.00 0.00 0.00 0.00 1.28 1.41 0.96 57.08 0.95 0.00 1.86 0.50 0.91 0.77 0.00 0.15 2.10 0.38 9.03 0.95 0.29 0.00 1.12 0.00 0.05 0.09 0.00 0.02 0.78 0.00 0.00 0.10 0.18 6.59 0.03
top 0.09 0.13 0.03 0.08 0.00 0.00 0.00 0.00 0.03 0.08 0.05 0.18 0.41 0.00 0.00 0.00 0.01 0.05 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.02 0.00 0.03 0.02 0.02 0.05 0.03 0.12 0.00 0.22 0.22 0.10 0.14 5.41 1.37 0.26 0.72 0.18 0.12 0.03 1.50 0.06 0.34 0.21 0.13 0.00 1.52 0.20 0.62 1.02 0.50 0.17 0.26 0.10 0.02 0.19 0.47 0.97 0.21 1.23 0.30 0.00 0.21 0.50 1.09 1.59 0.00 0.20 0.10 0.34 0.43 0.30 0.00 1.15 0.00 0.09 0.15 0.14 0.02 0.33 0.10 0.02 0.11 0.08 0.71 0.63

qq → WW 0.05 0.07 0.00 0.12 0.00 0.00 0.00 0.00 0.02 0.08 0.04 0.19 0.38 0.00 0.00 0.00 0.01 0.04 0.01 0.00 0.01 0.00 0.00 0.00 0.00 0.01 0.01 0.01 0.02 0.00 0.02 0.01 0.01 0.04 0.03 0.17 0.00 0.36 0.22 0.10 0.22 0.42 0.06 0.00 3.70 1.42 0.72 0.22 8.09 0.19 0.75 0.42 0.45 0.00 0.49 0.18 3.50 1.80 0.39 0.06 0.32 0.11 0.09 0.14 4.19 2.64 2.90 4.83 3.01 0.00 2.88 2.85 3.59 3.22 0.06 0.23 2.10 0.05 0.18 0.14 0.30 0.00 1.26 0.00 0.08 0.12 0.91 0.02 0.39 0.09 0.06 0.11 0.07 2.24 0.35
gg → WW 1.53 1.53 0.00 1.53 0.00 0.00 0.00 0.00 0.04 0.07 0.06 0.10 0.34 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.05 0.00 0.00 0.00 0.00 0.01 0.01 0.03 0.02 0.34 0.00 0.57 0.21 0.08 0.12 0.70 0.27 0.00 2.51 0.50 0.61 0.02 6.75 1.53 1.35 0.22 0.71 0.00 62.04 0.01 2.29 4.34 2.58 0.01 1.20 2.95 0.00 2.95 2.44 4.35 2.95 10.17 2.38 0.00 1.76 4.24 2.59 6.34 0.00 0.11 2.10 1.76 5.82 2.96 0.29 0.00 1.19 0.00 0.07 0.09 0.00 0.02 0.35 0.00 0.00 0.11 0.09 5.97 9.15

WZ/ZZ/Wγ(∗) 0.36 0.03 0.00 0.03 0.00 0.00 0.00 0.00 0.06 0.10 0.09 0.04 0.58 0.00 0.00 0.00 0.00 0.03 0.02 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.01 0.00 0.01 0.04 0.01 0.09 0.04 0.11 0.00 0.25 0.19 0.16 0.29 0.32 0.22 0.12 3.28 0.23 0.58 0.14 7.67 1.68 0.70 1.81 0.27 0.76 9.71 0.00 3.39 0.39 3.23 4.12 4.10 4.12 0.00 4.12 1.39 2.40 4.13 11.07 3.33 0.00 4.15 0.03 3.27 3.14 0.00 0.09 2.10 1.59 0.86 2.67 0.26 0.00 1.03 0.00 0.07 0.18 21.11 0.03 0.34 0.00 0.00 0.18 0.06 6.01 0.27
Z/DY 1.29 0.21 0.00 0.07 0.00 0.00 0.00 0.00 0.04 0.05 0.10 0.28 0.47 0.00 0.00 0.01 0.02 0.06 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.03 0.01 0.01 0.02 0.00 0.04 0.03 0.01 0.04 0.02 0.12 0.00 0.26 0.26 0.12 0.16 0.33 0.03 0.07 3.12 0.88 0.49 0.14 6.18 0.48 0.91 0.72 0.45 0.07 5.37 0.08 2.82 1.49 0.18 0.42 0.35 0.41 0.22 0.37 1.65 0.46 1.50 2.68 3.07 0.00 0.66 1.94 1.28 1.68 0.14 0.04 1.74 2.02 1.73 0.29 0.00 1.16 0.00 0.13 0.17 1.03 0.03 0.34 0.84 0.06 0.14 0.10 6.97 0.04

low
-p
T
Z
→

τ
τ
C
R

VBFSM 0.72 0.64 0.00 0.45 0.00 0.00 0.00 0.00 0.04 0.07 0.07 0.21 0.53 0.00 0.00 0.00 0.02 0.09 0.00 0.01 0.02 0.00 0.00 0.00 0.00 0.01 0.01 0.01 0.01 0.00 0.04 0.06 0.04 0.05 0.03 0.05 0.00 0.18 0.29 0.11 0.01 0.23 0.03 0.02 0.59 0.12 0.01 0.02 1.15 0.31 0.15 0.11 0.00 0.00 2.93 0.00 0.00 1.43 0.60 1.13 0.31 0.95 0.49 0.89 0.74 4.82 3.00 1.14 4.53 3.18 0.00 1.20 0.69 2.75 2.91 0.00 0.21 2.10 0.23 2.99 2.32 0.30 0.00 1.11 0.00 0.14 0.23 1.05 0.02 0.37 1.79 0.58 0.13 0.09 1.70 0.58
ggFSM 0.75 0.63 0.01 0.23 0.00 0.00 0.00 0.00 0.03 0.04 0.10 0.36 0.41 0.00 0.00 0.00 0.04 0.14 0.02 0.01 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.01 0.00 0.00 0.07 0.02 0.03 0.05 0.02 0.07 0.00 0.20 0.32 0.15 0.01 0.19 0.04 0.02 0.80 0.10 0.01 0.01 1.58 0.44 0.41 0.24 0.02 0.00 10.16 0.00 0.23 3.39 2.80 2.56 1.08 1.60 0.90 1.34 1.86 5.01 3.29 2.00 4.91 4.79 0.00 1.52 2.50 1.53 3.25 0.00 0.28 2.10 2.09 0.93 2.29 0.28 0.00 1.15 0.00 0.11 0.23 2.35 0.03 0.40 1.34 0.51 0.15 0.08 5.63 0.23
VH 0.34 0.09 0.00 0.08 0.00 0.00 0.00 0.00 0.06 0.04 0.12 0.35 0.58 0.02 0.00 0.01 0.03 0.08 0.00 0.02 0.03 0.00 0.00 0.00 0.00 0.01 0.01 0.02 0.04 0.00 0.06 0.03 0.02 0.06 0.01 0.06 0.00 0.17 0.30 0.14 0.05 0.02 0.01 0.00 3.60 0.24 0.21 0.07 2.03 0.38 0.65 0.15 0.02 0.35 6.43 0.00 3.25 1.91 1.56 2.02 2.96 2.48 1.98 2.01 4.73 2.83 2.50 4.38 2.84 0.00 1.97 2.44 2.74 3.70 0.00 0.28 2.10 5.92 2.42 2.43 0.29 0.00 1.11 0.00 0.11 0.20 0.29 0.03 0.38 0.21 0.07 0.16 0.06 4.58 0.37

H → ττ 0.49 0.29 0.00 0.24 0.00 0.00 0.00 0.00 0.05 0.05 0.14 0.36 0.62 0.00 0.00 0.01 0.03 0.11 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.03 0.02 0.02 0.03 0.00 0.05 0.05 0.04 0.06 0.02 0.02 0.00 0.18 0.31 0.16 0.01 0.19 0.02 0.01 0.96 0.15 0.03 0.02 1.45 0.27 0.39 0.06 0.02 0.00 0.01 0.00 0.98 1.08 0.76 0.47 0.61 0.18 0.42 0.54 0.65 2.34 0.08 3.21 1.78 0.00 0.68 0.60 1.74 1.47 0.00 0.30 2.10 1.97 1.23 1.28 0.29 0.00 1.08 0.00 0.14 0.25 0.15 0.03 0.38 0.54 0.16 0.16 0.08 1.99 0.25
tt̄ 0.39 0.09 0.00 0.00 0.00 0.00 0.00 0.00 0.05 0.07 0.10 0.23 0.58 0.00 0.00 0.00 0.02 0.06 0.01 0.00 0.02 0.00 0.00 0.00 0.00 0.02 0.02 0.01 0.04 0.00 0.03 0.05 0.03 0.06 0.02 0.03 0.00 0.16 0.26 0.14 0.00 21.19 4.62 3.01 0.72 0.03 0.00 0.00 1.39 0.22 0.54 0.19 0.02 0.01 0.41 1.24 2.39 1.69 0.82 0.54 0.12 0.15 0.04 0.16 3.63 2.56 1.87 6.07 1.75 0.00 0.75 4.02 1.20 3.26 0.11 0.32 1.08 0.56 1.06 0.29 0.00 1.11 0.00 0.12 0.21 0.49 0.03 0.38 0.03 0.22 0.14 0.08 1.13 1.14
Wt 1.40 1.75 0.00 0.03 0.00 0.00 0.00 0.00 0.04 0.11 0.04 0.08 0.63 0.00 0.00 0.00 0.00 0.04 0.02 0.01 0.02 0.00 0.00 0.00 0.00 0.00 0.04 0.01 0.02 0.00 0.01 0.06 0.02 0.06 0.03 0.07 0.00 0.18 0.23 0.12 0.00 15.07 4.01 2.53 0.78 0.04 0.07 0.01 1.26 0.22 0.52 0.25 0.03 0.00 12.57 1.65 4.70 4.02 3.10 4.27 4.73 0.90 0.90 1.32 4.30 3.26 0.97 12.04 2.87 0.00 2.26 3.36 2.62 4.62 0.00 0.26 3.19 2.18 8.40 0.26 0.00 1.04 0.00 0.12 0.22 2.45 0.02 0.41 0.93 0.00 0.11 0.07 15.98 1.93

qq → WW 0.38 0.20 0.00 0.26 0.00 0.00 0.00 0.00 0.03 0.08 0.07 0.26 0.52 0.00 0.00 0.00 0.02 0.05 0.01 0.01 0.02 0.00 0.00 0.00 0.00 0.02 0.02 0.02 0.04 0.00 0.03 0.02 0.03 0.05 0.02 0.05 0.00 0.18 0.25 0.14 0.01 0.07 0.02 0.01 1.25 0.17 0.04 0.01 1.95 0.36 0.52 0.14 0.00 0.00 6.85 0.05 0.70 0.64 0.21 0.61 0.15 0.30 0.10 0.33 1.49 0.28 0.76 5.00 1.79 0.00 0.31 1.36 0.90 1.50 0.00 0.29 2.10 1.21 1.57 0.82 0.29 0.00 1.13 0.00 0.10 0.19 0.55 0.03 0.37 0.45 0.02 0.13 0.06 0.54 0.03
gg → WW 0.57 0.31 0.00 0.13 0.00 0.00 0.00 0.00 0.05 0.05 0.08 0.24 0.51 0.01 0.00 0.01 0.02 0.07 0.00 0.00 0.02 0.00 0.00 0.00 0.00 0.02 0.01 0.01 0.02 0.00 0.04 0.04 0.03 0.07 0.03 0.04 0.00 0.18 0.27 0.12 0.01 0.38 0.01 0.02 0.97 0.06 0.02 0.01 1.70 0.30 0.73 0.26 0.00 0.00 8.12 0.00 4.56 0.76 0.90 0.60 0.38 0.48 0.12 0.52 4.18 1.79 1.47 10.97 5.03 0.00 0.76 1.74 3.01 5.07 0.00 0.32 2.10 0.95 0.93 0.40 0.28 0.00 1.12 0.00 0.13 0.23 0.78 0.03 0.40 0.54 0.25 0.13 0.08 3.91 0.38

WZ/ZZ/Wγ∗ 0.19 1.22 0.00 0.44 0.00 0.00 0.00 0.00 0.02 0.02 0.10 0.54 0.57 0.00 0.00 0.01 0.04 0.11 0.02 0.00 0.02 0.00 0.00 0.00 0.00 0.04 0.04 0.02 0.04 0.00 0.08 0.01 0.02 0.05 0.02 0.03 0.00 0.19 0.33 0.15 0.02 0.06 0.00 0.00 2.68 0.32 0.15 0.04 1.93 0.37 0.53 0.24 0.04 0.09 0.37 0.00 3.74 1.66 0.87 0.48 0.87 0.48 0.47 0.48 3.22 1.65 1.38 7.78 2.43 0.00 0.72 2.39 1.43 5.61 0.00 0.26 2.10 3.85 3.57 1.95 0.28 0.00 1.23 0.00 0.17 0.22 1.49 0.03 0.32 2.14 0.86 0.15 0.08 8.85 0.54
V γ 0.14 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.12 0.06 0.16 0.63 0.00 0.00 0.00 0.01 0.02 0.01 0.02 0.01 0.00 0.00 0.00 0.00 0.03 0.05 0.02 0.05 0.00 0.01 0.04 0.05 0.08 0.01 0.02 0.00 0.15 0.24 0.14 0.00 0.34 0.16 0.13 1.23 0.16 0.06 0.02 2.13 0.32 0.57 0.02 0.02 0.09 15.51 0.01 5.94 1.05 1.04 0.00 0.22 0.01 0.00 0.00 5.91 1.06 1.84 11.83 6.03 0.00 1.14 2.65 1.96 8.95 0.00 0.40 2.10 4.70 2.00 1.60 0.31 0.00 1.37 0.00 0.12 0.16 0.13 0.03 0.42 0.11 0.10 0.13 0.07 20.51 0.15

Z/DY 0.09 0.14 0.04 0.14 0.00 0.00 0.00 0.00 0.04 0.04 0.14 0.40 0.65 0.00 0.00 0.00 0.04 0.12 0.01 0.01 0.02 0.00 0.00 0.00 0.00 0.03 0.03 0.02 0.04 0.00 0.07 0.05 0.03 0.05 0.01 0.02 0.00 0.19 0.35 0.16 0.01 0.36 0.04 0.02 1.34 0.17 0.03 0.01 1.84 0.37 0.51 0.16 0.01 0.00 3.44 0.10 2.58 0.39 0.45 0.44 0.21 0.20 0.16 0.30 2.78 0.34 1.20 7.41 2.80 0.00 0.59 0.67 1.65 3.68 0.02 0.34 1.01 1.06 1.26 0.28 0.00 1.11 0.00 0.15 0.25 0.26 0.03 0.38 0.63 0.04 0.17 0.07 1.71 0.21

high-p
T
Z
→

τ
τ
C
R

VBFSM 0.15 0.57 0.00 0.57 0.00 0.00 0.00 0.00 0.02 0.12 0.03 0.13 0.44 0.00 0.00 0.00 0.01 0.02 0.00 0.02 0.02 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.03 0.00 0.01 0.01 0.02 0.02 0.03 0.30 0.00 0.23 0.16 0.09 0.20 0.13 0.05 0.02 2.49 1.12 0.57 0.17 1.62 0.15 0.14 0.20 0.14 0.00 11.66 0.00 0.35 3.42 3.98 3.18 2.31 1.34 1.75 2.31 0.74 5.19 4.28 0.49 8.78 6.44 0.00 3.46 2.41 4.14 5.59 0.00 0.31 2.10 3.67 0.49 1.36 0.32 0.00 1.17 0.00 0.05 0.09 1.12 0.02 0.43 0.59 0.00 0.09 0.10 9.78 0.54
ggFSM 0.03 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.05 0.11 0.03 0.05 0.44 0.00 0.00 0.00 0.00 0.01 0.05 0.00 0.06 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.02 0.00 0.00 0.00 0.01 0.03 0.04 0.10 0.00 0.20 0.14 0.09 0.36 0.24 0.12 0.03 2.11 1.26 0.59 0.22 2.04 0.02 0.59 0.43 0.13 0.00 10.54 0.00 0.00 6.15 3.19 0.69 0.83 1.15 0.40 0.41 1.55 1.48 0.75 2.44 5.91 3.38 0.00 4.15 5.22 1.30 8.62 0.00 0.24 2.10 1.30 1.05 0.76 0.23 0.00 1.22 0.00 0.03 0.08 1.13 0.02 0.36 1.06 0.00 0.12 0.14 3.60 0.39
VH 0.06 3.54 0.00 0.07 0.00 0.00 0.00 0.00 0.01 0.06 0.02 0.12 0.31 0.00 0.00 0.00 0.00 0.02 0.01 0.00 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.02 0.00 0.02 0.00 0.00 0.03 0.03 0.26 0.00 0.46 0.19 0.09 0.37 0.15 0.00 0.01 3.11 1.34 0.79 0.20 1.96 0.14 0.13 0.30 0.09 0.26 1.47 0.00 6.06 1.81 2.21 2.13 2.11 2.13 0.02 2.13 0.91 2.84 2.16 6.97 2.62 0.00 2.14 2.15 2.25 5.91 0.00 0.07 2.10 5.86 1.00 0.92 0.29 0.00 1.32 0.00 0.04 0.07 5.52 0.02 0.48 5.61 0.07 0.10 0.08 12.62 0.18

H → ττ 0.12 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.06 0.08 0.26 0.37 0.00 0.00 0.00 0.02 0.07 0.01 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.02 0.00 0.04 0.02 0.02 0.05 0.02 0.14 0.00 0.28 0.22 0.10 0.07 0.17 0.03 0.00 0.99 0.36 0.21 0.07 1.82 0.05 0.17 0.06 0.12 0.00 2.93 0.00 1.96 3.19 1.24 1.38 0.45 1.70 1.64 0.45 2.31 2.14 0.72 7.87 0.98 0.00 0.42 1.48 1.07 3.02 0.03 0.05 2.10 2.79 2.19 2.78 0.29 0.00 1.18 0.00 0.10 0.16 1.01 0.02 0.27 0.95 0.13 0.12 0.09 3.68 0.19
top 1.47 0.62 0.00 0.82 0.00 0.00 0.00 0.00 0.05 0.11 0.01 0.11 0.41 0.00 0.00 0.00 0.00 0.01 0.02 0.00 0.02 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.02 0.00 0.00 0.02 0.02 0.04 0.03 0.20 0.00 0.32 0.19 0.10 0.28 19.67 4.22 0.91 1.35 0.18 0.14 0.06 1.83 0.07 0.25 0.13 0.11 0.00 1.80 0.33 3.47 2.09 0.45 0.43 0.42 0.74 0.73 0.43 3.68 2.53 0.69 2.95 1.85 0.00 3.67 1.20 3.26 2.98 0.79 0.26 0.46 1.43 2.44 0.30 0.00 1.15 0.00 0.05 0.11 1.03 0.02 0.29 1.78 0.00 0.10 0.09 5.60 0.45

qq → WW 1.11 1.11 0.09 0.08 0.00 0.00 0.00 0.00 0.04 0.06 0.04 0.20 0.36 0.00 0.00 0.00 0.01 0.03 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.02 0.00 0.02 0.01 0.01 0.04 0.03 0.20 0.00 0.42 0.22 0.10 0.08 0.44 0.01 0.01 1.45 0.49 0.24 0.08 2.19 0.00 0.32 0.23 0.12 0.00 3.40 0.09 1.23 2.25 0.62 0.34 0.42 0.16 0.34 0.28 1.35 1.39 0.54 4.53 2.05 0.00 1.21 0.63 1.47 0.50 0.23 0.17 2.10 0.32 2.77 0.80 0.30 0.00 1.26 0.00 0.06 0.11 0.45 0.02 0.35 0.47 0.13 0.10 0.07 3.34 0.57
gg → WW 0.05 0.05 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.06 0.00 0.05 0.25 0.00 0.00 0.00 0.01 0.01 0.01 0.01 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.00 0.03 0.02 0.31 0.00 0.55 0.16 0.08 0.17 0.00 0.00 0.00 2.49 0.89 0.39 0.20 2.57 0.09 0.90 0.23 0.14 0.00 3.27 0.00 4.72 2.33 2.35 0.01 0.02 0.01 0.01 0.01 7.20 2.34 0.01 3.61 2.49 0.00 2.39 0.02 5.56 10.34 2.41 0.06 2.10 1.91 12.27 2.58 0.27 0.00 1.39 0.00 0.02 0.06 0.02 0.02 0.35 2.33 0.02 0.08 0.05 4.75 0.93

WZ/ZZ/Wγ(∗) 0.09 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.06 0.07 0.14 0.20 0.64 0.00 0.00 0.00 0.00 0.04 0.05 0.00 0.00 0.00 0.00 0.00 0.00 0.05 0.01 0.00 0.02 0.00 0.00 0.06 0.02 0.04 0.02 0.13 0.00 0.36 0.28 0.11 0.15 0.03 0.02 0.00 2.44 0.53 0.55 0.09 2.10 0.14 0.33 0.06 0.11 0.07 5.33 0.00 0.95 0.84 0.81 0.00 0.36 0.00 0.00 0.00 1.78 0.38 0.06 9.11 1.25 0.00 0.25 0.57 0.80 1.12 0.00 0.21 2.10 1.09 0.51 0.09 0.26 0.00 1.04 0.00 0.09 0.23 0.00 0.03 0.30 0.01 0.00 0.15 0.07 0.64 0.08
Z/DY 0.13 0.10 0.01 0.10 0.00 0.00 0.00 0.00 0.03 0.06 0.07 0.28 0.40 0.00 0.00 0.00 0.02 0.06 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.01 0.01 0.03 0.00 0.03 0.02 0.02 0.04 0.03 0.12 0.00 0.28 0.25 0.11 0.11 0.28 0.09 0.02 1.54 0.51 0.25 0.08 2.22 0.00 0.33 0.20 0.14 0.00 2.49 0.01 1.34 0.55 0.76 0.11 0.26 0.51 0.05 0.37 2.19 0.25 0.73 3.81 1.87 0.00 0.16 0.37 1.38 1.30 0.08 0.20 0.50 0.56 1.59 0.29 0.00 1.19 0.00 0.09 0.16 0.15 0.02 0.34 0.36 0.11 0.12 0.07 1.72 0.27
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VBFSM 0.22 0.23 0.04 0.14 0.00 0.00 0.00 0.00 0.04 0.08 0.06 0.21 0.42 0.00 0.00 0.00 0.02 0.05 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.01 0.01 0.00 0.03 0.02 0.03 0.07 0.04 0.05 0.00 0.13 0.22 0.11 0.01 0.02 0.01 0.01 0.65 0.10 0.04 0.02 0.82 0.11 0.14 0.01 0.01 0.00 0.79 0.00 0.02 0.57 0.28 0.52 0.50 0.04 0.05 0.08 0.27 2.45 0.93 0.90 2.66 1.13 0.00 1.42 0.72 0.85 0.30 0.00 0.19 2.10 0.28 0.11 0.38 0.31 0.00 1.13 0.00 0.10 0.18 0.06 0.02 0.32 0.27 0.17 0.12 0.09 3.24 0.06
ggFSM 0.05 0.42 0.00 0.42 0.00 0.00 0.00 0.00 0.04 0.05 0.12 0.44 0.35 0.00 0.00 0.00 0.04 0.15 0.02 0.00 0.02 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.00 0.00 0.07 0.03 0.03 0.06 0.04 0.02 0.00 0.17 0.26 0.11 0.02 0.10 0.03 0.02 0.40 0.15 0.09 0.03 0.74 0.10 0.24 0.07 0.04 0.00 5.87 0.00 0.00 7.86 0.59 0.73 0.00 0.79 0.79 0.00 0.00 6.89 5.08 1.42 13.25 7.46 0.00 6.38 7.35 5.89 6.55 0.00 0.22 2.10 1.34 0.94 2.87 0.29 0.00 1.26 0.00 0.15 0.24 3.55 0.02 0.35 2.20 1.39 0.12 0.10 11.30 0.42
VH 0.20 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.08 0.08 0.11 0.18 0.00 0.00 0.00 0.00 0.01 0.02 0.02 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.12 0.00 0.01 0.01 0.01 0.03 0.04 0.01 0.00 0.09 0.13 0.06 0.07 0.00 0.00 0.00 1.96 0.71 0.25 0.14 0.84 0.30 0.06 0.16 0.01 0.11 100.00 0.00 6.80 0.00 0.00 0.00 0.00 0.00 0.00 0.00 3.18 0.40 0.00 90.35 17.18 0.00 0.00 0.00 0.40 3.83 0.00 0.19 2.10 7.69 4.79 6.69 0.27 0.00 1.40 0.00 0.05 0.07 0.04 0.01 0.41 0.23 0.00 0.10 0.06 16.62 0.02

H → ττ 0.67 0.25 0.00 0.25 0.00 0.00 0.00 0.00 0.07 0.03 0.22 0.23 0.90 0.00 0.00 0.00 0.02 0.11 0.03 0.03 0.13 0.00 0.00 0.00 0.00 0.02 0.03 0.01 0.00 0.00 0.05 0.12 0.04 0.06 0.01 0.00 0.00 0.20 0.35 0.16 0.00 0.00 0.00 0.00 0.04 0.01 0.00 0.00 0.73 0.02 0.04 0.03 0.06 0.00 17.08 0.00 0.54 2.37 1.75 1.75 0.87 0.87 0.87 0.87 13.33 2.56 1.98 13.63 1.68 0.00 2.28 3.18 2.45 1.86 0.00 0.02 2.10 16.62 1.44 7.95 0.28 0.00 1.00 0.00 0.14 0.26 0.62 0.04 0.48 2.31 0.87 0.17 0.06 4.22 0.26
tt̄ 0.32 0.06 0.00 0.06 0.00 0.00 0.00 0.00 0.04 0.04 0.11 0.50 0.42 0.00 0.00 0.00 0.04 0.13 0.02 0.00 0.03 0.00 0.00 0.00 0.00 0.03 0.01 0.02 0.02 0.00 0.08 0.02 0.05 0.07 0.04 0.05 0.00 0.19 0.34 0.11 0.04 11.21 0.63 0.81 1.41 0.51 0.25 0.06 0.71 0.09 0.22 0.07 0.02 0.00 0.12 0.51 13.70 0.04 0.02 0.02 0.00 0.00 0.00 0.00 10.41 8.34 0.02 10.32 9.28 0.00 3.08 3.18 5.51 13.72 0.00 0.04 9.71 4.45 0.54 0.32 0.00 1.20 0.00 0.11 0.24 7.74 0.02 0.29 2.56 3.10 0.13 0.09 10.33 0.30
Wt 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.05 0.11 0.00 0.11 0.28 0.00 0.00 0.00 0.00 0.00 0.02 0.03 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.02 0.00 0.00 0.00 0.01 0.08 0.05 0.00 0.00 0.08 0.11 0.09 0.00 8.05 0.02 0.24 0.00 0.00 0.00 0.00 0.78 0.10 0.25 0.05 0.03 0.00 38.99 0.02 10.69 0.00 0.00 0.00 0.00 0.00 0.00 0.00 10.74 10.73 0.01 21.36 10.74 0.00 10.73 0.01 10.74 10.67 0.00 0.23 14.46 2.30 5.99 0.28 0.00 1.29 0.00 0.05 0.12 0.00 0.02 0.30 0.00 0.00 0.08 0.09 4.74 0.41

qq → WW 2.49 0.45 0.00 0.24 0.00 0.00 0.00 0.00 0.04 0.09 0.03 0.10 0.43 0.00 0.00 0.00 0.00 0.03 0.02 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.02 0.00 0.01 0.06 0.02 0.08 0.03 0.03 0.00 0.13 0.21 0.11 0.02 0.08 0.05 0.02 0.64 0.22 0.09 0.03 0.86 0.17 0.05 0.02 0.02 0.00 4.35 0.00 5.28 3.87 1.15 1.13 0.25 0.47 0.22 0.42 18.90 6.97 3.58 14.04 6.84 0.00 11.51 4.25 3.83 5.43 0.00 0.05 2.10 0.67 8.62 5.10 0.32 0.00 1.23 0.00 0.12 0.18 2.31 0.02 0.43 2.36 0.23 0.09 0.06 6.05 0.22
gg → WW 3.25 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.04 0.07 0.09 0.30 0.44 0.00 0.00 0.00 0.02 0.09 0.01 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.06 0.03 0.05 0.07 0.04 0.03 0.00 0.14 0.26 0.13 0.00 0.05 0.03 0.02 0.39 0.06 0.07 0.01 0.73 0.08 0.31 0.11 0.03 0.00 1.64 0.00 2.20 1.89 0.34 0.54 0.20 0.20 0.00 0.20 8.50 2.01 0.60 5.76 1.80 0.00 3.33 2.26 1.17 2.50 0.00 0.07 2.10 0.53 1.47 1.20 0.31 0.00 1.04 0.00 0.10 0.21 0.73 0.02 0.45 1.87 0.50 0.11 0.10 3.29 0.32

WZ/ZZ/Wγ∗ 0.29 1.68 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.03 0.21 0.73 0.48 0.00 0.00 0.01 0.10 0.36 0.07 0.04 0.02 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.14 0.00 0.05 0.05 0.05 0.00 0.00 0.17 0.39 0.07 0.00 0.00 0.00 0.00 1.44 0.67 0.17 0.02 1.07 0.01 0.47 0.17 0.05 0.00 69.01 0.00 66.58 0.00 0.00 0.00 0.00 0.00 0.00 0.00 21.46 21.48 0.00 66.62 0.01 0.00 21.47 66.57 21.47 66.60 0.00 0.08 2.10 24.04 0.00 0.00 0.21 0.00 1.06 0.00 0.20 0.29 0.00 0.01 0.21 0.00 0.00 0.07 0.00 18.32 0.25
V γ 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.14 0.18 0.05 0.03 0.91 0.00 0.00 0.00 0.00 0.00 0.05 0.08 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.51 0.00 0.15 0.26 0.06 0.69 0.00 0.00 0.00 10.14 7.05 3.49 1.03 0.00 0.00 0.00 0.00 0.00 0.00 0.07 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.10 0.00 0.00 0.00 0.28 0.00 0.72 0.00 0.01 0.02 0.00 0.01 0.24 0.00 0.00 0.12 0.38 57.10 0.00

Z/DY 0.06 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.05 0.01 0.29 0.39 1.02 0.00 0.00 0.00 0.09 0.33 0.03 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.05 0.03 0.03 0.00 0.12 0.14 0.03 0.01 0.07 0.04 0.00 0.24 0.39 0.17 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.72 0.13 0.24 0.05 0.08 0.00 25.49 0.00 50.76 0.12 0.00 0.00 0.00 0.00 0.01 0.00 34.92 31.35 29.93 17.85 50.76 0.00 22.27 10.52 14.63 50.81 0.00 1.32 24.93 7.72 7.72 0.34 0.00 0.99 0.00 0.17 0.38 1.47 0.04 0.18 1.47 0.00 0.19 0.12 6.37 0.18

high-p
T
SR

VBFSM 1.49 1.69 0.00 0.38 0.00 0.00 0.00 0.00 0.05 0.06 0.02 0.12 0.26 0.00 0.00 0.00 0.00 0.02 0.02 0.01 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.03 0.04 0.31 0.00 0.43 0.18 0.08 0.04 0.15 0.01 0.00 0.77 0.19 0.12 0.04 1.52 0.20 0.08 0.06 0.19 0.00 7.78 0.00 0.33 4.93 3.32 1.00 0.36 0.73 0.05 0.00 0.35 7.88 4.24 1.36 10.06 4.69 0.00 1.16 3.54 4.49 4.83 0.00 0.02 2.10 1.10 0.33 0.47 0.35 0.00 1.40 0.00 0.04 0.05 0.42 0.02 0.26 1.24 0.05 0.09 0.10 2.23 0.27
ggFSM 8.80 5.77 0.00 2.41 0.00 0.00 0.00 0.00 0.08 0.04 0.03 0.17 0.13 0.00 0.00 0.00 0.00 0.01 0.05 0.00 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.02 0.04 0.00 0.45 0.00 0.90 0.23 0.08 0.02 0.53 0.12 0.10 0.25 0.18 0.01 0.04 1.71 0.37 0.34 0.05 0.05 0.00 1.94 0.00 0.00 3.88 9.09 3.40 0.52 0.50 0.00 2.85 2.81 3.95 5.35 3.36 8.34 8.49 0.00 8.32 7.45 5.81 2.73 0.00 0.20 2.10 6.16 2.50 6.83 0.33 0.00 1.88 0.00 0.03 0.06 2.41 0.02 1.00 0.20 0.00 0.09 0.08 6.48 0.47
VH 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.05 0.09 0.00 0.02 0.55 0.00 0.00 0.00 0.00 0.00 0.03 0.05 0.09 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.45 0.00 0.46 0.17 0.05 0.01 0.00 0.00 0.00 0.20 0.08 0.03 0.01 0.77 0.19 0.24 0.33 0.01 0.06 7.83 0.00 4.74 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.47 0.03 0.00 10.64 4.74 0.00 0.31 5.32 0.00 10.65 0.00 0.29 2.10 5.61 6.83 5.61 0.19 0.00 1.15 0.00 0.01 0.02 0.30 0.02 0.20 0.00 0.00 0.07 0.04 15.71 0.05

H → ττ 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.10 0.00 0.05 0.20 0.00 0.00 0.00 0.00 0.00 0.04 0.02 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.03 0.04 0.77 0.00 0.74 0.20 0.09 0.32 0.00 0.00 0.00 1.76 1.22 0.61 0.18 1.65 0.35 0.16 0.08 0.15 0.00 19.14 0.00 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 11.07 0.01 0.00 11.05 0.01 0.00 0.00 0.01 0.00 0.01 0.00 0.43 2.10 0.00 0.00 0.00 0.43 0.00 1.16 0.00 0.03 0.06 0.00 0.02 0.21 0.00 0.00 0.08 0.13 5.10 0.06
top 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.13 0.01 0.05 0.21 0.00 0.00 0.00 0.00 0.00 0.02 0.03 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.15 0.00 0.00 0.06 0.06 0.02 0.00 39.79 3.25 1.04 0.00 0.00 0.00 0.00 3.78 0.63 0.98 0.50 0.64 0.00 70.11 0.57 0.64 0.50 0.01 0.01 0.00 0.00 0.01 0.00 0.60 0.02 0.03 50.00 0.05 0.00 0.07 0.50 0.04 50.00 0.00 0.00 100.00 0.00 0.00 0.16 0.00 1.01 0.00 0.01 0.02 0.00 0.01 0.20 0.00 0.00 0.11 0.34 14.81 0.00

qq → WW 2.19 0.65 0.00 0.01 0.00 0.00 0.00 0.00 0.01 0.05 0.00 0.09 0.16 0.00 0.00 0.00 0.00 0.02 0.02 0.01 0.04 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.04 0.01 0.48 0.00 1.11 0.19 0.07 0.35 0.00 0.00 0.00 1.49 0.56 0.29 0.09 1.76 0.33 0.14 0.12 0.09 0.00 1.64 0.00 1.43 2.37 0.92 1.12 1.80 0.01 0.89 0.00 1.91 1.44 0.88 10.23 0.91 0.00 0.77 2.26 2.45 5.25 0.77 0.03 2.10 1.51 0.13 0.90 0.29 0.00 1.49 0.00 0.03 0.05 0.87 0.02 0.81 1.21 0.00 0.08 0.09 5.99 0.08
gg → WW 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.02 0.01 0.00 0.06 0.00 0.00 0.00 0.00 0.00 0.07 0.02 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.06 0.00 0.83 0.00 1.37 0.14 0.07 0.00 0.00 0.00 0.00 4.26 1.29 0.05 0.26 1.12 0.00 0.17 0.01 0.07 0.00 36.99 0.00 0.12 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.12 0.13 0.12 0.26 0.12 0.00 0.10 0.10 0.01 0.14 5.22 0.81 2.10 0.00 0.00 0.00 0.20 0.00 1.16 0.00 0.02 0.05 0.00 0.01 0.21 0.00 0.00 0.08 0.12 36.03 0.00

WZ/ZZ/Wγ(∗) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.20 0.14 0.04 0.01 0.10 0.00 0.00 0.00 0.00 0.00 0.18 0.10 0.45 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.56 0.00 2.00 0.37 0.13 1.99 0.00 0.00 0.00 9.20 6.40 3.17 0.94 2.12 0.88 0.86 1.96 0.49 0.00 100.00 0.00 0.17 0.06 0.01 0.01 0.00 0.00 0.01 0.01 0.02 0.03 0.03 100.00 0.11 0.00 0.03 0.03 0.01 50.00 0.00 0.40 2.10 0.00 0.00 0.00 0.38 0.00 2.76 0.00 0.01 0.01 0.00 0.00 5.00 0.00 0.00 0.14 0.40 8.40 0.00
Z/DY 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.09 0.03 0.10 0.01 0.00 0.00 0.00 0.00 0.01 0.03 0.05 0.05 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.08 0.00 0.40 0.00 0.52 0.14 0.10 1.09 0.62 0.46 0.36 0.51 0.13 0.01 0.01 2.17 0.78 0.23 0.46 0.19 0.00 10.66 0.00 2.92 25.42 0.02 0.02 0.00 15.31 15.31 0.02 12.26 15.31 15.32 26.13 12.24 0.00 1.70 15.37 0.01 24.73 0.00 0.09 0.00 0.00 2.20 0.22 0.00 1.48 0.00 0.02 0.07 15.15 0.02 0.36 15.15 0.00 0.10 0.15 10.44 0.01

low
-p
T
Top

C
R

VBFSM 0.23 0.11 0.00 0.06 0.00 0.00 0.00 0.00 0.04 0.06 0.07 0.29 0.48 0.01 0.00 0.00 0.02 0.07 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.03 0.01 0.03 0.00 0.04 0.02 0.02 0.05 0.04 0.04 0.00 0.16 0.25 0.13 0.02 0.38 0.04 0.04 6.93 0.06 0.06 0.04 6.57 1.55 1.59 0.68 0.04 0.00 1.23 0.00 0.15 2.20 0.15 0.13 0.20 0.40 0.23 0.07 0.19 1.99 1.30 0.15 3.30 1.69 0.00 0.68 0.51 0.50 2.52 0.00 0.31 2.10 0.10 0.35 0.36 0.30 0.00 1.08 0.00 0.12 0.21 0.08 0.03 0.33 0.36 0.11 0.14 0.09 0.89 0.08
ggFSM 0.44 0.70 0.00 0.27 0.00 0.00 0.00 0.00 0.05 0.06 0.09 0.27 0.45 0.00 0.00 0.01 0.02 0.07 0.01 0.00 0.01 0.00 0.00 0.00 0.00 0.02 0.00 0.01 0.02 0.00 0.03 0.03 0.02 0.05 0.03 0.04 0.00 0.15 0.27 0.15 0.05 0.38 0.05 0.01 4.85 0.66 0.07 0.06 6.86 2.01 1.86 0.69 0.29 0.00 0.40 0.00 0.73 2.21 1.90 0.94 0.38 0.40 0.35 0.04 0.33 1.85 0.24 0.27 6.12 1.93 0.00 0.26 1.79 1.09 2.65 0.00 0.37 2.10 0.25 0.31 0.67 0.29 0.00 1.16 0.00 0.09 0.18 0.51 0.03 0.31 0.43 0.19 0.14 0.09 2.49 0.36
VH 0.07 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.04 0.06 0.10 0.26 0.54 0.00 0.00 0.00 0.02 0.08 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.02 0.02 0.01 0.04 0.00 0.03 0.04 0.03 0.05 0.02 0.05 0.00 0.18 0.30 0.14 0.05 0.25 0.18 0.07 8.22 0.09 0.11 0.14 3.19 0.78 1.22 0.39 0.11 1.20 0.14 0.18 0.78 1.43 0.19 0.41 0.34 0.23 0.05 0.27 0.54 0.97 0.35 5.31 0.45 0.00 1.16 0.89 1.45 1.70 0.00 0.27 2.10 0.59 0.25 0.61 0.28 0.00 1.13 0.00 0.11 0.19 0.58 0.03 0.35 0.77 0.01 0.13 0.08 1.83 0.11

H → ττ 0.78 1.31 0.00 0.29 0.00 0.00 0.00 0.00 0.05 0.03 0.09 0.23 0.65 0.01 0.00 0.02 0.03 0.06 0.00 0.02 0.02 0.00 0.00 0.00 0.00 0.03 0.02 0.01 0.04 0.00 0.04 0.06 0.04 0.05 0.02 0.02 0.00 0.16 0.34 0.15 0.03 0.62 0.16 0.12 4.31 0.20 0.13 0.09 6.43 1.78 2.41 0.98 0.24 0.00 15.36 1.17 2.45 0.10 0.12 0.04 0.10 0.06 0.07 0.06 3.70 1.33 0.13 9.40 2.16 0.00 1.21 1.88 0.78 6.28 0.00 0.51 2.10 1.12 2.62 4.48 0.29 0.00 1.17 0.00 0.19 0.22 0.27 0.03 0.41 2.66 1.08 0.19 0.06 4.93 1.79
tt̄ 0.05 0.06 0.01 0.06 0.00 0.00 0.00 0.00 0.05 0.07 0.09 0.27 0.53 0.00 0.00 0.00 0.02 0.08 0.00 0.01 0.02 0.00 0.00 0.00 0.00 0.01 0.01 0.01 0.03 0.00 0.04 0.04 0.03 0.07 0.02 0.02 0.00 0.15 0.26 0.14 0.00 6.29 1.56 1.01 0.38 0.02 0.01 0.00 0.77 0.08 0.39 0.12 0.01 0.00 1.43 0.32 0.12 0.11 0.06 0.10 0.11 0.03 0.04 0.01 0.91 0.15 0.19 1.16 0.40 0.00 0.23 0.14 0.52 0.36 0.00 0.34 0.09 0.01 0.07 0.29 0.00 1.11 0.00 0.13 0.22 0.12 0.03 0.39 0.27 0.01 0.13 0.08 1.75 0.53
Wt 0.02 0.02 0.00 0.07 0.00 0.00 0.00 0.00 0.04 0.07 0.08 0.24 0.49 0.00 0.00 0.00 0.02 0.07 0.01 0.01 0.02 0.00 0.00 0.00 0.00 0.01 0.01 0.01 0.03 0.00 0.03 0.04 0.03 0.07 0.02 0.04 0.00 0.16 0.25 0.14 0.00 0.76 0.17 0.11 0.29 0.03 0.01 0.00 0.65 0.03 0.31 0.04 0.01 0.00 2.43 0.44 1.06 0.08 0.01 0.09 0.15 0.10 0.06 0.05 1.86 0.35 0.40 2.87 0.97 0.00 0.37 0.35 0.83 1.84 0.00 0.35 0.09 0.10 0.16 0.29 0.00 1.11 0.00 0.12 0.20 0.11 0.03 0.38 0.45 0.06 0.13 0.09 1.24 0.23

qq → WW 0.16 0.18 0.00 0.06 0.00 0.00 0.00 0.00 0.04 0.07 0.09 0.27 0.52 0.00 0.00 0.00 0.02 0.06 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.02 0.02 0.02 0.04 0.00 0.03 0.04 0.03 0.06 0.02 0.03 0.00 0.17 0.26 0.14 0.04 0.33 0.03 0.03 4.57 0.71 0.01 0.06 8.25 1.79 2.35 0.44 0.24 0.00 2.23 0.09 2.08 0.76 0.23 0.09 0.21 0.03 0.03 0.13 2.28 0.30 0.75 6.01 1.83 0.00 0.42 0.81 0.22 3.17 0.00 0.40 2.10 0.09 0.21 0.14 0.29 0.00 1.14 0.00 0.12 0.20 0.19 0.03 0.37 0.14 0.09 0.13 0.07 2.45 0.21
gg → WW 0.29 0.17 0.04 0.18 0.00 0.00 0.00 0.00 0.04 0.07 0.09 0.25 0.51 0.00 0.00 0.00 0.02 0.07 0.01 0.01 0.02 0.00 0.00 0.00 0.00 0.01 0.01 0.01 0.03 0.00 0.04 0.04 0.03 0.06 0.02 0.04 0.00 0.17 0.24 0.14 0.00 0.56 0.08 0.07 3.67 0.26 0.14 0.05 7.15 1.14 3.55 0.95 0.11 0.00 2.55 0.25 4.12 1.12 0.33 0.19 0.43 0.43 0.04 0.20 4.34 1.04 0.98 10.67 3.50 0.00 0.52 1.80 0.86 6.62 0.00 0.48 2.10 0.13 0.60 0.21 0.29 0.00 1.13 0.00 0.12 0.20 0.24 0.03 0.36 0.47 0.18 0.13 0.08 1.11 0.67

WZ/ZZ/Wγ∗ 1.53 0.40 0.00 0.06 0.00 0.00 0.00 0.00 0.07 0.07 0.14 0.39 0.49 0.00 0.00 0.00 0.04 0.13 0.00 0.01 0.03 0.00 0.00 0.00 0.00 0.02 0.01 0.01 0.04 0.00 0.06 0.03 0.02 0.05 0.02 0.06 0.00 0.20 0.31 0.15 0.02 0.19 0.05 0.01 8.20 0.48 0.22 0.07 5.53 1.26 2.51 0.87 0.16 2.38 5.31 0.40 4.38 1.49 0.33 0.33 0.41 0.42 0.39 0.40 3.12 1.37 0.91 9.58 2.73 0.00 0.58 2.63 1.44 5.88 0.22 0.39 2.10 1.21 0.28 0.91 0.30 0.00 1.07 0.00 0.11 0.24 0.12 0.03 0.35 0.59 0.00 0.18 0.07 2.59 1.34
V γ 3.10 3.10 0.00 2.96 0.00 0.00 0.00 0.00 0.08 0.02 0.32 1.19 0.41 0.00 0.00 0.01 0.06 0.25 0.03 0.00 0.05 0.00 0.00 0.00 0.00 0.05 0.00 0.02 0.04 0.00 0.23 0.06 0.07 0.03 0.00 0.00 0.00 0.23 0.30 0.06 0.00 0.19 0.03 0.04 8.19 1.38 0.16 0.02 6.72 0.49 3.35 1.28 0.28 4.00 32.09 3.29 5.37 0.28 0.28 0.00 0.00 0.00 0.00 0.00 7.97 0.25 0.10 6.15 1.18 0.00 2.25 4.40 7.78 5.54 0.00 0.14 2.10 1.79 0.58 1.16 0.32 0.00 1.29 0.00 0.44 0.39 4.79 0.02 0.24 0.34 0.00 0.11 0.01 10.28 4.38

Z/DY 0.35 0.27 0.00 0.14 0.00 0.00 0.00 0.00 0.05 0.05 0.19 0.44 0.74 0.00 0.00 0.00 0.04 0.15 0.00 0.01 0.04 0.00 0.00 0.00 0.00 0.04 0.03 0.03 0.04 0.00 0.06 0.05 0.04 0.04 0.01 0.02 0.00 0.21 0.36 0.20 0.01 0.35 0.08 0.04 3.17 0.11 0.11 0.03 6.60 1.46 2.19 0.30 0.30 0.01 3.20 0.38 2.50 2.48 0.43 0.50 1.60 1.28 0.36 1.55 3.13 1.88 1.24 7.15 1.92 0.00 0.61 0.82 1.43 3.21 0.00 0.42 4.30 3.34 2.08 0.28 0.00 1.07 0.00 0.14 0.25 1.61 0.04 0.38 0.22 0.97 0.18 0.08 7.10 0.21

high-p
T
Top

C
R

VBFSM 0.03 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.06 0.06 0.19 0.39 0.00 0.00 0.00 0.02 0.05 0.02 0.00 0.02 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.01 0.00 0.03 0.02 0.02 0.03 0.03 0.26 0.00 0.44 0.27 0.09 0.25 0.78 0.11 0.04 4.14 1.12 0.35 0.16 8.39 0.17 1.80 0.91 0.06 0.00 0.13 0.00 0.28 2.72 0.98 0.91 0.51 0.74 0.53 0.52 0.51 2.81 1.55 1.04 4.35 2.99 0.00 1.36 2.82 1.44 2.09 0.00 0.24 2.10 0.72 0.04 0.34 0.35 0.00 1.29 0.00 0.07 0.14 1.25 0.02 0.38 0.37 0.00 0.09 0.07 8.61 0.29
ggFSM 3.45 1.04 0.00 0.00 0.00 0.00 0.00 0.00 0.04 0.08 0.01 0.04 0.36 0.00 0.00 0.00 0.01 0.01 0.00 0.01 0.03 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.01 0.04 0.02 0.35 0.00 0.44 0.18 0.09 0.15 0.82 0.07 0.09 2.47 0.54 0.24 0.04 8.21 0.25 0.41 0.90 0.78 0.00 4.72 0.00 0.70 2.56 2.01 1.96 0.19 1.09 1.27 0.20 1.08 1.71 2.99 0.80 3.89 2.56 0.00 1.04 1.47 2.18 2.73 0.00 0.23 2.10 0.04 0.21 0.28 0.31 0.00 1.34 0.00 0.04 0.08 0.75 0.02 0.36 3.45 0.22 0.09 0.11 3.63 0.50
VH 0.10 0.13 0.00 0.03 0.00 0.00 0.00 0.00 0.02 0.09 0.01 0.13 0.38 0.00 0.00 0.00 0.01 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.03 0.00 0.00 0.01 0.02 0.03 0.04 0.18 0.00 0.36 0.18 0.09 0.42 0.11 0.13 0.04 7.02 1.56 0.49 0.20 4.20 0.80 0.32 0.26 0.04 0.85 6.81 0.02 6.68 6.43 1.47 0.01 0.02 0.01 0.00 0.00 2.39 1.10 0.24 7.47 6.94 0.00 0.11 4.85 6.61 6.96 0.00 0.31 2.10 0.62 0.60 0.62 0.28 0.00 1.43 0.00 0.07 0.10 0.21 0.02 0.39 0.01 0.00 0.10 0.08 3.10 0.06

H → ττ 0.56 0.02 0.00 0.02 0.00 0.00 0.00 0.00 0.04 0.09 0.01 0.02 0.35 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.01 0.01 0.03 0.03 0.26 0.00 0.28 0.17 0.07 0.74 0.42 0.28 0.16 6.97 3.21 2.27 0.57 3.97 1.90 1.72 0.49 0.56 0.00 7.66 0.00 0.96 0.11 0.01 0.00 0.00 0.00 0.00 0.00 1.28 1.41 0.96 57.08 0.95 0.00 1.86 0.50 0.91 0.77 0.00 0.15 2.10 0.38 9.03 0.95 0.29 0.00 1.12 0.00 0.05 0.09 0.00 0.02 0.78 0.00 0.00 0.10 0.18 6.59 0.03
top 0.09 0.13 0.03 0.08 0.00 0.00 0.00 0.00 0.03 0.08 0.05 0.18 0.41 0.00 0.00 0.00 0.01 0.05 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.02 0.00 0.03 0.02 0.02 0.05 0.03 0.12 0.00 0.22 0.22 0.10 0.14 5.41 1.37 0.26 0.72 0.18 0.12 0.03 1.50 0.06 0.34 0.21 0.13 0.00 1.52 0.20 0.62 1.02 0.50 0.17 0.26 0.10 0.02 0.19 0.47 0.97 0.21 1.23 0.30 0.00 0.21 0.50 1.09 1.59 0.00 0.20 0.10 0.34 0.43 0.30 0.00 1.15 0.00 0.09 0.15 0.14 0.02 0.33 0.10 0.02 0.11 0.08 0.71 0.63

qq → WW 0.05 0.07 0.00 0.12 0.00 0.00 0.00 0.00 0.02 0.08 0.04 0.19 0.38 0.00 0.00 0.00 0.01 0.04 0.01 0.00 0.01 0.00 0.00 0.00 0.00 0.01 0.01 0.01 0.02 0.00 0.02 0.01 0.01 0.04 0.03 0.17 0.00 0.36 0.22 0.10 0.22 0.42 0.06 0.00 3.70 1.42 0.72 0.22 8.09 0.19 0.75 0.42 0.45 0.00 0.49 0.18 3.50 1.80 0.39 0.06 0.32 0.11 0.09 0.14 4.19 2.64 2.90 4.83 3.01 0.00 2.88 2.85 3.59 3.22 0.06 0.23 2.10 0.05 0.18 0.14 0.30 0.00 1.26 0.00 0.08 0.12 0.91 0.02 0.39 0.09 0.06 0.11 0.07 2.24 0.35
gg → WW 1.53 1.53 0.00 1.53 0.00 0.00 0.00 0.00 0.04 0.07 0.06 0.10 0.34 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.05 0.00 0.00 0.00 0.00 0.01 0.01 0.03 0.02 0.34 0.00 0.57 0.21 0.08 0.12 0.70 0.27 0.00 2.51 0.50 0.61 0.02 6.75 1.53 1.35 0.22 0.71 0.00 62.04 0.01 2.29 4.34 2.58 0.01 1.20 2.95 0.00 2.95 2.44 4.35 2.95 10.17 2.38 0.00 1.76 4.24 2.59 6.34 0.00 0.11 2.10 1.76 5.82 2.96 0.29 0.00 1.19 0.00 0.07 0.09 0.00 0.02 0.35 0.00 0.00 0.11 0.09 5.97 9.15

WZ/ZZ/Wγ(∗) 0.36 0.03 0.00 0.03 0.00 0.00 0.00 0.00 0.06 0.10 0.09 0.04 0.58 0.00 0.00 0.00 0.00 0.03 0.02 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.01 0.00 0.01 0.04 0.01 0.09 0.04 0.11 0.00 0.25 0.19 0.16 0.29 0.32 0.22 0.12 3.28 0.23 0.58 0.14 7.67 1.68 0.70 1.81 0.27 0.76 9.71 0.00 3.39 0.39 3.23 4.12 4.10 4.12 0.00 4.12 1.39 2.40 4.13 11.07 3.33 0.00 4.15 0.03 3.27 3.14 0.00 0.09 2.10 1.59 0.86 2.67 0.26 0.00 1.03 0.00 0.07 0.18 21.11 0.03 0.34 0.00 0.00 0.18 0.06 6.01 0.27
Z/DY 1.29 0.21 0.00 0.07 0.00 0.00 0.00 0.00 0.04 0.05 0.10 0.28 0.47 0.00 0.00 0.01 0.02 0.06 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.03 0.01 0.01 0.02 0.00 0.04 0.03 0.01 0.04 0.02 0.12 0.00 0.26 0.26 0.12 0.16 0.33 0.03 0.07 3.12 0.88 0.49 0.14 6.18 0.48 0.91 0.72 0.45 0.07 5.37 0.08 2.82 1.49 0.18 0.42 0.35 0.41 0.22 0.37 1.65 0.46 1.50 2.68 3.07 0.00 0.66 1.94 1.28 1.68 0.14 0.04 1.74 2.02 1.73 0.29 0.00 1.16 0.00 0.13 0.17 1.03 0.03 0.34 0.84 0.06 0.14 0.10 6.97 0.04

low
-p
T
Z
→

τ
τ
C
R

VBFSM 0.72 0.64 0.00 0.45 0.00 0.00 0.00 0.00 0.04 0.07 0.07 0.21 0.53 0.00 0.00 0.00 0.02 0.09 0.00 0.01 0.02 0.00 0.00 0.00 0.00 0.01 0.01 0.01 0.01 0.00 0.04 0.06 0.04 0.05 0.03 0.05 0.00 0.18 0.29 0.11 0.01 0.23 0.03 0.02 0.59 0.12 0.01 0.02 1.15 0.31 0.15 0.11 0.00 0.00 2.93 0.00 0.00 1.43 0.60 1.13 0.31 0.95 0.49 0.89 0.74 4.82 3.00 1.14 4.53 3.18 0.00 1.20 0.69 2.75 2.91 0.00 0.21 2.10 0.23 2.99 2.32 0.30 0.00 1.11 0.00 0.14 0.23 1.05 0.02 0.37 1.79 0.58 0.13 0.09 1.70 0.58
ggFSM 0.75 0.63 0.01 0.23 0.00 0.00 0.00 0.00 0.03 0.04 0.10 0.36 0.41 0.00 0.00 0.00 0.04 0.14 0.02 0.01 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.01 0.00 0.00 0.07 0.02 0.03 0.05 0.02 0.07 0.00 0.20 0.32 0.15 0.01 0.19 0.04 0.02 0.80 0.10 0.01 0.01 1.58 0.44 0.41 0.24 0.02 0.00 10.16 0.00 0.23 3.39 2.80 2.56 1.08 1.60 0.90 1.34 1.86 5.01 3.29 2.00 4.91 4.79 0.00 1.52 2.50 1.53 3.25 0.00 0.28 2.10 2.09 0.93 2.29 0.28 0.00 1.15 0.00 0.11 0.23 2.35 0.03 0.40 1.34 0.51 0.15 0.08 5.63 0.23
VH 0.34 0.09 0.00 0.08 0.00 0.00 0.00 0.00 0.06 0.04 0.12 0.35 0.58 0.02 0.00 0.01 0.03 0.08 0.00 0.02 0.03 0.00 0.00 0.00 0.00 0.01 0.01 0.02 0.04 0.00 0.06 0.03 0.02 0.06 0.01 0.06 0.00 0.17 0.30 0.14 0.05 0.02 0.01 0.00 3.60 0.24 0.21 0.07 2.03 0.38 0.65 0.15 0.02 0.35 6.43 0.00 3.25 1.91 1.56 2.02 2.96 2.48 1.98 2.01 4.73 2.83 2.50 4.38 2.84 0.00 1.97 2.44 2.74 3.70 0.00 0.28 2.10 5.92 2.42 2.43 0.29 0.00 1.11 0.00 0.11 0.20 0.29 0.03 0.38 0.21 0.07 0.16 0.06 4.58 0.37

H → ττ 0.49 0.29 0.00 0.24 0.00 0.00 0.00 0.00 0.05 0.05 0.14 0.36 0.62 0.00 0.00 0.01 0.03 0.11 0.00 0.00 0.03 0.00 0.00 0.00 0.00 0.03 0.02 0.02 0.03 0.00 0.05 0.05 0.04 0.06 0.02 0.02 0.00 0.18 0.31 0.16 0.01 0.19 0.02 0.01 0.96 0.15 0.03 0.02 1.45 0.27 0.39 0.06 0.02 0.00 0.01 0.00 0.98 1.08 0.76 0.47 0.61 0.18 0.42 0.54 0.65 2.34 0.08 3.21 1.78 0.00 0.68 0.60 1.74 1.47 0.00 0.30 2.10 1.97 1.23 1.28 0.29 0.00 1.08 0.00 0.14 0.25 0.15 0.03 0.38 0.54 0.16 0.16 0.08 1.99 0.25
tt̄ 0.39 0.09 0.00 0.00 0.00 0.00 0.00 0.00 0.05 0.07 0.10 0.23 0.58 0.00 0.00 0.00 0.02 0.06 0.01 0.00 0.02 0.00 0.00 0.00 0.00 0.02 0.02 0.01 0.04 0.00 0.03 0.05 0.03 0.06 0.02 0.03 0.00 0.16 0.26 0.14 0.00 21.19 4.62 3.01 0.72 0.03 0.00 0.00 1.39 0.22 0.54 0.19 0.02 0.01 0.41 1.24 2.39 1.69 0.82 0.54 0.12 0.15 0.04 0.16 3.63 2.56 1.87 6.07 1.75 0.00 0.75 4.02 1.20 3.26 0.11 0.32 1.08 0.56 1.06 0.29 0.00 1.11 0.00 0.12 0.21 0.49 0.03 0.38 0.03 0.22 0.14 0.08 1.13 1.14
Wt 1.40 1.75 0.00 0.03 0.00 0.00 0.00 0.00 0.04 0.11 0.04 0.08 0.63 0.00 0.00 0.00 0.00 0.04 0.02 0.01 0.02 0.00 0.00 0.00 0.00 0.00 0.04 0.01 0.02 0.00 0.01 0.06 0.02 0.06 0.03 0.07 0.00 0.18 0.23 0.12 0.00 15.07 4.01 2.53 0.78 0.04 0.07 0.01 1.26 0.22 0.52 0.25 0.03 0.00 12.57 1.65 4.70 4.02 3.10 4.27 4.73 0.90 0.90 1.32 4.30 3.26 0.97 12.04 2.87 0.00 2.26 3.36 2.62 4.62 0.00 0.26 3.19 2.18 8.40 0.26 0.00 1.04 0.00 0.12 0.22 2.45 0.02 0.41 0.93 0.00 0.11 0.07 15.98 1.93

qq → WW 0.38 0.20 0.00 0.26 0.00 0.00 0.00 0.00 0.03 0.08 0.07 0.26 0.52 0.00 0.00 0.00 0.02 0.05 0.01 0.01 0.02 0.00 0.00 0.00 0.00 0.02 0.02 0.02 0.04 0.00 0.03 0.02 0.03 0.05 0.02 0.05 0.00 0.18 0.25 0.14 0.01 0.07 0.02 0.01 1.25 0.17 0.04 0.01 1.95 0.36 0.52 0.14 0.00 0.00 6.85 0.05 0.70 0.64 0.21 0.61 0.15 0.30 0.10 0.33 1.49 0.28 0.76 5.00 1.79 0.00 0.31 1.36 0.90 1.50 0.00 0.29 2.10 1.21 1.57 0.82 0.29 0.00 1.13 0.00 0.10 0.19 0.55 0.03 0.37 0.45 0.02 0.13 0.06 0.54 0.03
gg → WW 0.57 0.31 0.00 0.13 0.00 0.00 0.00 0.00 0.05 0.05 0.08 0.24 0.51 0.01 0.00 0.01 0.02 0.07 0.00 0.00 0.02 0.00 0.00 0.00 0.00 0.02 0.01 0.01 0.02 0.00 0.04 0.04 0.03 0.07 0.03 0.04 0.00 0.18 0.27 0.12 0.01 0.38 0.01 0.02 0.97 0.06 0.02 0.01 1.70 0.30 0.73 0.26 0.00 0.00 8.12 0.00 4.56 0.76 0.90 0.60 0.38 0.48 0.12 0.52 4.18 1.79 1.47 10.97 5.03 0.00 0.76 1.74 3.01 5.07 0.00 0.32 2.10 0.95 0.93 0.40 0.28 0.00 1.12 0.00 0.13 0.23 0.78 0.03 0.40 0.54 0.25 0.13 0.08 3.91 0.38

WZ/ZZ/Wγ∗ 0.19 1.22 0.00 0.44 0.00 0.00 0.00 0.00 0.02 0.02 0.10 0.54 0.57 0.00 0.00 0.01 0.04 0.11 0.02 0.00 0.02 0.00 0.00 0.00 0.00 0.04 0.04 0.02 0.04 0.00 0.08 0.01 0.02 0.05 0.02 0.03 0.00 0.19 0.33 0.15 0.02 0.06 0.00 0.00 2.68 0.32 0.15 0.04 1.93 0.37 0.53 0.24 0.04 0.09 0.37 0.00 3.74 1.66 0.87 0.48 0.87 0.48 0.47 0.48 3.22 1.65 1.38 7.78 2.43 0.00 0.72 2.39 1.43 5.61 0.00 0.26 2.10 3.85 3.57 1.95 0.28 0.00 1.23 0.00 0.17 0.22 1.49 0.03 0.32 2.14 0.86 0.15 0.08 8.85 0.54
V γ 0.14 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.12 0.06 0.16 0.63 0.00 0.00 0.00 0.01 0.02 0.01 0.02 0.01 0.00 0.00 0.00 0.00 0.03 0.05 0.02 0.05 0.00 0.01 0.04 0.05 0.08 0.01 0.02 0.00 0.15 0.24 0.14 0.00 0.34 0.16 0.13 1.23 0.16 0.06 0.02 2.13 0.32 0.57 0.02 0.02 0.09 15.51 0.01 5.94 1.05 1.04 0.00 0.22 0.01 0.00 0.00 5.91 1.06 1.84 11.83 6.03 0.00 1.14 2.65 1.96 8.95 0.00 0.40 2.10 4.70 2.00 1.60 0.31 0.00 1.37 0.00 0.12 0.16 0.13 0.03 0.42 0.11 0.10 0.13 0.07 20.51 0.15

Z/DY 0.09 0.14 0.04 0.14 0.00 0.00 0.00 0.00 0.04 0.04 0.14 0.40 0.65 0.00 0.00 0.00 0.04 0.12 0.01 0.01 0.02 0.00 0.00 0.00 0.00 0.03 0.03 0.02 0.04 0.00 0.07 0.05 0.03 0.05 0.01 0.02 0.00 0.19 0.35 0.16 0.01 0.36 0.04 0.02 1.34 0.17 0.03 0.01 1.84 0.37 0.51 0.16 0.01 0.00 3.44 0.10 2.58 0.39 0.45 0.44 0.21 0.20 0.16 0.30 2.78 0.34 1.20 7.41 2.80 0.00 0.59 0.67 1.65 3.68 0.02 0.34 1.01 1.06 1.26 0.28 0.00 1.11 0.00 0.15 0.25 0.26 0.03 0.38 0.63 0.04 0.17 0.07 1.71 0.21

high-p
T
Z
→

τ
τ
C
R

VBFSM 0.15 0.57 0.00 0.57 0.00 0.00 0.00 0.00 0.02 0.12 0.03 0.13 0.44 0.00 0.00 0.00 0.01 0.02 0.00 0.02 0.02 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.03 0.00 0.01 0.01 0.02 0.02 0.03 0.30 0.00 0.23 0.16 0.09 0.20 0.13 0.05 0.02 2.49 1.12 0.57 0.17 1.62 0.15 0.14 0.20 0.14 0.00 11.66 0.00 0.35 3.42 3.98 3.18 2.31 1.34 1.75 2.31 0.74 5.19 4.28 0.49 8.78 6.44 0.00 3.46 2.41 4.14 5.59 0.00 0.31 2.10 3.67 0.49 1.36 0.32 0.00 1.17 0.00 0.05 0.09 1.12 0.02 0.43 0.59 0.00 0.09 0.10 9.78 0.54
ggFSM 0.03 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.05 0.11 0.03 0.05 0.44 0.00 0.00 0.00 0.00 0.01 0.05 0.00 0.06 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.02 0.00 0.00 0.00 0.01 0.03 0.04 0.10 0.00 0.20 0.14 0.09 0.36 0.24 0.12 0.03 2.11 1.26 0.59 0.22 2.04 0.02 0.59 0.43 0.13 0.00 10.54 0.00 0.00 6.15 3.19 0.69 0.83 1.15 0.40 0.41 1.55 1.48 0.75 2.44 5.91 3.38 0.00 4.15 5.22 1.30 8.62 0.00 0.24 2.10 1.30 1.05 0.76 0.23 0.00 1.22 0.00 0.03 0.08 1.13 0.02 0.36 1.06 0.00 0.12 0.14 3.60 0.39
VH 0.06 3.54 0.00 0.07 0.00 0.00 0.00 0.00 0.01 0.06 0.02 0.12 0.31 0.00 0.00 0.00 0.00 0.02 0.01 0.00 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.02 0.00 0.02 0.00 0.00 0.03 0.03 0.26 0.00 0.46 0.19 0.09 0.37 0.15 0.00 0.01 3.11 1.34 0.79 0.20 1.96 0.14 0.13 0.30 0.09 0.26 1.47 0.00 6.06 1.81 2.21 2.13 2.11 2.13 0.02 2.13 0.91 2.84 2.16 6.97 2.62 0.00 2.14 2.15 2.25 5.91 0.00 0.07 2.10 5.86 1.00 0.92 0.29 0.00 1.32 0.00 0.04 0.07 5.52 0.02 0.48 5.61 0.07 0.10 0.08 12.62 0.18

H → ττ 0.12 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.06 0.08 0.26 0.37 0.00 0.00 0.00 0.02 0.07 0.01 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.02 0.00 0.04 0.02 0.02 0.05 0.02 0.14 0.00 0.28 0.22 0.10 0.07 0.17 0.03 0.00 0.99 0.36 0.21 0.07 1.82 0.05 0.17 0.06 0.12 0.00 2.93 0.00 1.96 3.19 1.24 1.38 0.45 1.70 1.64 0.45 2.31 2.14 0.72 7.87 0.98 0.00 0.42 1.48 1.07 3.02 0.03 0.05 2.10 2.79 2.19 2.78 0.29 0.00 1.18 0.00 0.10 0.16 1.01 0.02 0.27 0.95 0.13 0.12 0.09 3.68 0.19
top 1.47 0.62 0.00 0.82 0.00 0.00 0.00 0.00 0.05 0.11 0.01 0.11 0.41 0.00 0.00 0.00 0.00 0.01 0.02 0.00 0.02 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.02 0.00 0.00 0.02 0.02 0.04 0.03 0.20 0.00 0.32 0.19 0.10 0.28 19.67 4.22 0.91 1.35 0.18 0.14 0.06 1.83 0.07 0.25 0.13 0.11 0.00 1.80 0.33 3.47 2.09 0.45 0.43 0.42 0.74 0.73 0.43 3.68 2.53 0.69 2.95 1.85 0.00 3.67 1.20 3.26 2.98 0.79 0.26 0.46 1.43 2.44 0.30 0.00 1.15 0.00 0.05 0.11 1.03 0.02 0.29 1.78 0.00 0.10 0.09 5.60 0.45

qq → WW 1.11 1.11 0.09 0.08 0.00 0.00 0.00 0.00 0.04 0.06 0.04 0.20 0.36 0.00 0.00 0.00 0.01 0.03 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.02 0.00 0.02 0.01 0.01 0.04 0.03 0.20 0.00 0.42 0.22 0.10 0.08 0.44 0.01 0.01 1.45 0.49 0.24 0.08 2.19 0.00 0.32 0.23 0.12 0.00 3.40 0.09 1.23 2.25 0.62 0.34 0.42 0.16 0.34 0.28 1.35 1.39 0.54 4.53 2.05 0.00 1.21 0.63 1.47 0.50 0.23 0.17 2.10 0.32 2.77 0.80 0.30 0.00 1.26 0.00 0.06 0.11 0.45 0.02 0.35 0.47 0.13 0.10 0.07 3.34 0.57
gg → WW 0.05 0.05 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.06 0.00 0.05 0.25 0.00 0.00 0.00 0.01 0.01 0.01 0.01 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.00 0.03 0.02 0.31 0.00 0.55 0.16 0.08 0.17 0.00 0.00 0.00 2.49 0.89 0.39 0.20 2.57 0.09 0.90 0.23 0.14 0.00 3.27 0.00 4.72 2.33 2.35 0.01 0.02 0.01 0.01 0.01 7.20 2.34 0.01 3.61 2.49 0.00 2.39 0.02 5.56 10.34 2.41 0.06 2.10 1.91 12.27 2.58 0.27 0.00 1.39 0.00 0.02 0.06 0.02 0.02 0.35 2.33 0.02 0.08 0.05 4.75 0.93

WZ/ZZ/Wγ(∗) 0.09 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.06 0.07 0.14 0.20 0.64 0.00 0.00 0.00 0.00 0.04 0.05 0.00 0.00 0.00 0.00 0.00 0.00 0.05 0.01 0.00 0.02 0.00 0.00 0.06 0.02 0.04 0.02 0.13 0.00 0.36 0.28 0.11 0.15 0.03 0.02 0.00 2.44 0.53 0.55 0.09 2.10 0.14 0.33 0.06 0.11 0.07 5.33 0.00 0.95 0.84 0.81 0.00 0.36 0.00 0.00 0.00 1.78 0.38 0.06 9.11 1.25 0.00 0.25 0.57 0.80 1.12 0.00 0.21 2.10 1.09 0.51 0.09 0.26 0.00 1.04 0.00 0.09 0.23 0.00 0.03 0.30 0.01 0.00 0.15 0.07 0.64 0.08
Z/DY 0.13 0.10 0.01 0.10 0.00 0.00 0.00 0.00 0.03 0.06 0.07 0.28 0.40 0.00 0.00 0.00 0.02 0.06 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.01 0.01 0.03 0.00 0.03 0.02 0.02 0.04 0.03 0.12 0.00 0.28 0.25 0.11 0.11 0.28 0.09 0.02 1.54 0.51 0.25 0.08 2.22 0.00 0.33 0.20 0.14 0.00 2.49 0.01 1.34 0.55 0.76 0.11 0.26 0.51 0.05 0.37 2.19 0.25 0.73 3.81 1.87 0.00 0.16 0.37 1.38 1.30 0.08 0.20 0.50 0.56 1.59 0.29 0.00 1.19 0.00 0.09 0.16 0.15 0.02 0.34 0.36 0.11 0.12 0.07 1.72 0.27
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Table 6.21.: Impact of systematics on the event yields of the misidentified leptons es-
timation in all regions. The cell color indicates different treatment of the
systematics in the fit and is described in the text.
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high-pT SR 24.81 0.89 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.34 0.00 0.17 0.00 2.44 26.96 46.64 6.11 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.79 0.00 0.06 0.00 25.07 0.00 100.00
low-pT SR 9.91 2.84 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.31 0.05 0.00 0.16 4.03 3.15 0.27 4.48 64.72 12.90 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.12 0.00 3.09 0.00 33.23 0.00

high-pT Top CR 7.67 5.78 0.00 0.00 0.00 0.00 0.01 0.00 0.03 0.00 0.03 0.00 0.00 0.00 0.68 0.86 0.99 0.71 1.93 1.92 5.02 0.38 70.01 15.78 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 1.12 0.00 2.88 0.00 35.28 0.00 100.00
low-pT Top CR 8.57 4.56 0.00 0.01 0.00 0.00 0.02 0.01 0.03 0.01 0.00 0.00 0.02 0.01 0.64 0.28 1.25 0.81 1.75 0.98 2.25 1.53 31.59 11.36 0.00 0.00 0.00 0.00 0.01 0.01 0.01 0.01 2.24 0.00 2.70 0.00 14.36 0.00

high-pT Z → ττ CR 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
low-pT Z → ττ CR 7.39 3.45 0.00 0.01 0.00 0.00 0.06 0.01 0.09 0.02 0.01 0.02 0.35 0.02 0.66 0.44 0.78 1.03 2.20 1.45 0.72 1.12 29.79 10.15 0.00 0.00 0.00 0.00 0.08 0.03 0.01 0.02 1.87 0.00 2.47 0.00 13.51 0.00

Table 6.22.: Impact of theoretical systematics on the event yields on the individual
samples in all regions. The cell color indicates different treatment of the
systematics in the fit and is described in the text.
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gh

-p
T

SR

VBFSM 2.91 6.40 2.49 10.71
ggFSM 4.21 20.25 14.89 29.16
top 58.60 12.76 100.00 100.00

qq → WW 51.59 3.88 29.11 2.36 64.74 27.99

lo
w
-p
T

SR

VBFSM 1.35 9.01 3.76 0.95
ggFSM 4.80 6.58 21.01 29.21
tt̄ 57.70 46.88 36.70 5.15
Wt 13.85 32.24 73.01 100.00

qq → WW 15.81 2.62 23.45 15.10 19.18 12.63

hi
gh

-p
T

To
p
C
R VBFSM 1.92 10.87 4.65 28.47

ggFSM 3.94 8.96 34.52 43.45
top 57.25 7.86 14.83 8.94 7.60 1.96 2.12 8.55

qq → WW 6.13 2.50 27.33 3.41 29.65 5.14

lo
w
-p
T

To
p
C
R VBFSM 1.53 6.98 2.17 6.08

ggFSM 4.51 9.96 25.78 18.41
tt̄ 57.73 1.14 2.32 0.10
Wt 0.93 7.77 13.03 15.94

qq → WW 4.20 2.04 22.94 3.73 18.25 5.45

hi
gh

-p
T

Z
τ
τ
C
R VBFSM 2.92 8.80 2.94 8.15

ggFSM 4.40 27.81 38.00 44.86
top 58.65 24.53 15.12 37.23 30.37 23.38 29.95 33.77

qq → WW 3.57 2.32 25.71 5.27 28.04 2.47

lo
w
-p
T

Z
τ
τ
C
R VBFSM 1.05 3.82 1.40 3.96

ggFSM 5.08 0.07 24.79 42.64
tt̄ 57.99 0.33 5.31 15.86
Wt 7.26 2.31 7.59 12.39

qq → WW 2.56 2.12 23.05 3.82 5.54 2.01
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6.10 Statistical Treatment
The statistical evaluation of the analysis is carried out by the maximum likelihood
method described in Section 5.1. First a likelihood is constructed as function of
• the parameters of interest, which are the EFT coupling parameters κ, and
• all nuisance parameter describing the effects of systematic variations θ,

normalisations by control regions β or finite MC statistics γ.

6.10.1 Likelihood Construction
The event selection described in Section 6.8 defines two disjoint categories, one for
low- and one for high-pT leading jets (pj1T ≶ 200GeV). In each category an individual
signal region is selected. The events passing the low-pT signal region selection are
further subdivided into three bins in the final discriminant variable, the signed
azimuthal angle of the leading and subleading jet ∆φjj,sign.1 The distribution of
events in ∆φjj,sign including all data-driven corrections, but preceding the likelihood
minimisation, is shown in Figure 6.36. The modelling of these regions in the
likelihood is realised by a Poisson distribution, which describes an event counting
experiment. Thus, each bin enters the likelihood with the factor

P

(
N|s+ b

)
=

(s+ b)N

N !
e−(s+b), (6.10.1)

where N is the data event yield, and s and b the number of expected simulated
events for signal and background.
Two control regions per category are taken into account by the fit, the top and

Z → ττ control regions, where in each only the total event yield is considered.
Corresponding normalisation factors are derived for each category by minimising
the likelihood. Similar to the signal regions, these regions are also modelled with
a Poisson distribution. The normalisation factors are included by splitting the
background contributions into individual process categories equally in both signal
and background regions. In this way the normalisation factors for top βtop

high/low and
Z→ττ βZττhigh/low are incorporated e.g. for a control region cr with

P

(
Ncr|scr + βtop

high/lowb
top
cr + βZττhigh/lowb

Zττ
cr +

/∈top,Zττ∑

φ∈bkgs
bφcr

)
. (6.10.2)

1Each bin will be seen as individual region to simplify the description of the statistical treatment,
such that the term region and bin can be used interchangeably. In the used statistical analysis
framework RooStats different bins in a region are processed as histograms and not as
individual regions. Nevertheless, this does not affect the results.
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All systematic uncertainties are integrated as subsidiary calibration measurement
modelled as constraint term C(θ) with one nuisance parameter θ corresponding to
one systematic each. The systematic constraints are simplified with a normalised
Gaussian term

C(θ) =
1√
2π
e−

θ2

2 . (6.10.3)

They are treated equally to the physics measurement by multiplying every constraint
likewise to the likelihood. The effects of systematic uncertainties are measured in
the event yields of the different samples involved per systematic and independently
in each region or bin. A ±1σ variation of a systematic, e.g. different energies of
the jets due to the variations of the jet energy scale systematic, might result in
different event rates in the final regions of the analysis. Since only the nominal and
the up and down event rates are determined, it is necessary to interpolate between
these three values (similar to the vertical morphing explained in Section 5.2.3)
and extrapolate to lower or higher values of systematic variations. This is done
by polynomial interpolation and exponential extrapolation as follows exemplary
for a background sample

b(θ) = b0 ·
∏

θ∈θ





(
b+θ
b0

)θ
θ ≥ 1

1 +
∑6

i=1 aiθ
i |θ| < 1(

b−θ
b0

)−θ
θ < −1.

(6.10.4)

The event yield of a background sample b in a region depends on the set of nuisance
parameters θ affecting this background. The nominal event yield b0 is determined
by setting all nuisance parameters to θ = 0. Between the up and down event yields
per systematic b±θ an interpolating polynomial is evaluated, where the polynomial
coefficients ai, i = 1, . . . , 6 are fixed satisfying the boundary conditions that the
function and its first and second derivative matches at θ = ±1. Thus, no kink
in the interpolating function is present, which might cause some difficulties in
numerical minimisation packages such as Minuit used in this evaluation.
The finite MC statistics introduce a statistical uncertainty which needs to be

included into the likelihood. Barlow and Beeston outlined a treatment in which for
each region a nuisance parameter is given to each sample for the true rate, which is
then fit using both the data measurement and the MC estimate [133]. This approach
would lead to as many parameters as bins times MC samples that are present in
the analysis. To simplify the fit procedure and not trigger fitting problems due to
an exceeding numbers of fit parameters, only one nuisance parameter for the total
MC background per bin is introduced. In one individual region the contribution
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to the full statistical model is the Poisson term

P (M |γτ) , (6.10.5)

where the factor γ is the nuisance parameter reflecting that the true rate may differ
from the MC estimate bMC =

∑/∈MisId
φ∈bkgs b

φ by some amount. If the total statistical
uncertainty is δbMC, then the relative statistical uncertainty is given by δbMC

bMC . This

corresponds to a total MC sample in that region of size M =
(
δbMC

bMC

)2

. Treating the
uncertainty of the MC estimate as an auxiliary measurement, the Poisson constraint
term in Equation 6.10.5 is included to the likelihood, where M would fluctuate
about γτ as if a new MC sample is generated. The nuisance parameter γ has been

scaled to be a factor at about 1 leading to τ =
(
bMC

δbMC

)2

, which is treated as a fixed
constant. In each region in the physics Poisson terms, the number of background
events estimated using MC techniques bMC are multiplied by the respective γ factor
reflecting that the true rate may differ from the MC estimate.

Besides the total MC background, the signal samples in each signal region receive
an individual nuisance parameter γs to model theMC statistical uncertainty over the
phase space of the EFT parameters. The MC statistical uncertainties of the signal
samples are usually small, because they have been created with generator level
requirements suited to the selection of the specific analysis to retain high statistics
in the final regions. Still, especially if the input coupling parameters, at which
the signal samples have been generated, are not well chosen, the uncertainties at
different EFT parameters can be orders of magnitude larger than the uncertainties
of the input samples themselves. More insights in these morphing uncertainties
and effects on the likelihood are given in Section 6.11.2.

Finally, the parameters of interest, the EFT coupling parameters κ, are modelled
using the Effective Lagrangian Morphing. The event yields for VBF and ggF are
calculated according to Equation 5.3.13 with

s(κ,θ,γ) =
∑

s∈S
γsws(κ) ss(θ) . (6.10.6)

The sum comprises a linear combination of the morphing weights ws(κ), which are
functions of the EFT parameters of interest, and the input samples ss(θ). They
themselves depend on the set of nuisance parameters affecting the respective input
signal sample. The EFT coupling parameters at which the input samples have been
generated do not change the likelihood function. Still, they are used to calculate the
formulas for the morphing weights and influence the magnitude of each weight. Bad
chosen input parameters might lead to large cancellations of the weight factor and
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cause large statistical uncertainties. Therefore, as mentioned before, MC statistical
uncertainty nuisance parameters γs are assigned to each input signal sample.

Summary
Putting all ingredients together, the full likelihood formula reads as follows

L(κ,θ,β,γ) =
∏

sr∈SRs
P

(
Nsr|νsr(κ,θ,β,γ)

)
·

∏

cr∈CRs
P

(
Ncr|νcr(κ,θ,β,γ)

)
·

∏

r∈SRs,CRs
P

(
Mr|γrτr

) ∏

sr∈SRs

∏

σ∈sigssr

∏

s∈σ
P

(
Ms|γsτs

)
·

∏

θ∈θ
C(θ)

(6.10.7)

with SRs = {low-pT SR bin1, low-pT SR bin2, low-pT SR bin3, high-pT SR}
CRs = {low-pTTopCR, low-pT Zττ CR, high-pTTopCR, high-pT Zττ CR}.

The first row is a product of the Poisson terms of the signal regions SRs and the
second row over the control regions CRs. These Poisson terms return the probability
of obtaining Nsr/cr recorded data events when νsr/cr are expected. The expected
events are calculated as follows in the signal and control regions

νsr =
∑

σ∈sigssr

∑

s∈σ
γsws(κ) sssr(θ) +

γsr

(
βtop
high/lowb

top
sr (θ) + βZττhigh/lowb

Zττ
sr (θ) +

/∈top,Zττ,MisId∑

φ∈bkgs
bφsr(θ)

)
+ bMisId

sr (θ)

(6.10.8)

νcr =
∑

σ∈sigscr

∑

s∈σ
ws(κ) sscr(θ) +

γcr

(
βtop
high/lowb

top
cr (θ) + βZττhigh/lowb

Zττ
cr (θ) +

/∈top,Zττ,MisId∑

φ∈bkgs
bφcr(θ)

)
+ bMisId

cr (θ) .

(6.10.9)

In the first row of both equations the number of signal events is computed, where
the first sum runs over the simulated EFT signal processes sigsr = {VBFr, ggFr}
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for each region r. The second sum iterates over the respective input samples
constructing the morphing function in Equation 6.10.6. Additionally, the signal
regions are provided with the MC statistical uncertainty γs factors. In the control
regions, the influence of the signal event yield to the total yield is small enough
to neglect the MC statistical uncertainty modelling and reduce the number of free
parameters in the likelihood.
The second row of Equations 6.10.8 and 6.10.9 calculate the background event

yield. Only the background samples estimated by MC and not with data-driven
methods are included in theMC statistical uncertainty modelling by the γsr/cr factors.
The Z→ττ and top background have control regions with high statistics in the
respective processes, such that potential mismodelling of the overall normalisation
in these processes are obviated with the βtop/Z→ττ

high/low normalisation factors individually
in the high- and low-pT categories. The dependence of the signal and background
event yields s(θ) and b(θ) follow the inter- and extrapolation of the nuisance
parameters given by Equation 6.10.4. Each sample may only depend on only a
subset of systematic uncertainties due to pruning described in Section 6.9.3, which
is not explicitly noted in the equations for simplicity.
Further, the third row in Equation 6.10.7 contains the Poisson terms to model

the MC statistical uncertainty of the full MC background samples combined for
each region, and for all signal morphing input samples in each signal region for
both VBF and ggF. In total 8 γr nuisance parameters emerge for the backgrounds.
Depending on the set of κ parameters, the number of morphing input samples
vary as seen in Equation 5.3.22. For example in the case of κSM and κAWW (5 input
samples in VBF and 3 in ggF) the likelihood obtain 32 γs parameters.

Finally, the fourth row of Equation 6.10.8 contains the product over all systematic
constraint terms modelled as normalised Gaussians shown in Equation 6.10.3.

6.10.2 Statistical Evaluation
The goal of the analysis is to find the confidence interval for the EFT coupling
parameter space, which is compatible with the recorded data. With the log-
likelihood ratio test statistic2

t(κ) = −2 ln



L
(
κ, ̂̂θ

)

L
(
κ, θ̂

)


 , (6.10.10)

first defined in Equation 5.1.4, one or more parameters of interest can be profiled
and evaluated at different values. The best fit values κ̂ at the minimum of t(κ)
gives the most probable value for the EFT couplings given the data.

2All nuisance parameters θ, β and γ are joined into θ for convenience.
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Since the raw number of events in each signal region is sufficiently large the
large-sample limit can be applied and hence the likelihood approaches a Gaussian.
In this limit t(κ) follows a χ2 distribution with n degrees of freedom according to
Wilks’ theorem [134], where n is the number of parameters in κ.

One can use the quantiles χ2
1−α of the χ2 distribution to evaluate 1−α confidence

regions shown in Figure 6.37 for a Gaussian distribution. These quantiles define
the rise in t(κ) corresponding to the points of κ on the border of the confidence
region. The value of the quantile is obtained from F−1

χ2 (1− α, n), the inverse of the
cumulative function F−1

χ2 of a χ2 distribution with n degrees of freedom. For example,
in the case of one κ parameter, the 1σ interval (i.e. 1− α = 68.27%) is obtained as

t(κlow) = t(κhigh) = F−1
χ2 (0.6827, 1) = 1

with κlow = κ̂−∆κ̂− and κhigh = κ̂−∆κ̂+,
(6.10.11)

illustrated in Figure 6.38. Similarly, s · σ confidence intervals can be obtained
from the t

(
κlow/high

)
= s2 contour.

−3 −2 −1 0 1 2 3

α/2α/2

G(x;µ, σ)

1− α

(x− µ)/σ

Figure 6.37.: Illustration of a 1σ or
68.27% confidence interval
(unshaded) for a Gaussian-
distributed measurement of a
single quantity.

κlow κ̂ κhigh

t(κ̂)

∆κ̂− ∆κ̂+

+1

κ

t(
κ

)

Figure 6.38.: Exemplary t(κ) function with
the estimated negative and
positive uncertainties ∆κ̂±
defining a 1σ or 68.27% con-
fidence level interval esti-
mated at t(κ̂) + 1 (cf. Equa-
tion 6.10.11).

In the case of two parameters, the contours of κ1 and κ2 are enclosing a two
dimensional confidence region at a given confidence level by finding the correspond-
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ing values in the t(κ1, κ2) function. The 68.27% contour is obtained by finding
the set of values for κ1 and κ2 which satisfy

t(κ1, κ2) = F−1
χ2 (0.6827, 2) = 2.30. (6.10.12)

Likewise, for 95.45% (2σ) the contour is given at t(κ1, κ2) = 6.18.

6.10.3 Model Diagnostics
The method and machinery for making a measurement should be tested to ensure
that it yields on average the input values and appropriate uncertainties. Therefore,
a set of tools are utilised.
Before looking at the observed data from the actual experiment a representing

artificial data set, the so-called Asimov data set, is used to determine the expected
confidence intervals of the coupling parameters. The interesting case is given by
a data set at the SM parameters which can be generated with the MC prediction
that have already been used as input for the statistical model. Not only the
expected sensitivity on the estimate of the coupling parameters is obtained by an
unconditional fit, but also an important check is made by comparing the best fit
values of the coupling parameters to match to the SM and are therefore un-biased.

A similar validation is done for every nuisance parameter by studying the so-
called pull, which is directly obtained from the unconditional fit with the best fit
value θ̂ and the expected constrain value θ0 as

pθ =
θ̂ − θ0

θ0

. (6.10.13)

For systematics modelled as a normalised Gaussian, θ0 is 0. Using the Asimov
data set no bias in the pull is expected, because the best fit values have to be by
construction at the estimators values. With recorded physics data, small deviations
are expected, since the exact systematic values are not known and the data may
prefer different estimates. As long as the bias is within the uncertainty of the
systematic, the modelling of the likelihood indicates no problem. A larger bias may
point to some shortcoming. One reason could be that the probability functions
used in the likelihood are not a perfect description of the MC simulations due to
e.g. some modelling simplifications.
The constraint on the estimates of a nuisance parameter is calculated using

the optimisation software MINOS [135], which does a profiled scan over the
nuisance parameter and computes the 1σ uncertainties using Equation 6.10.11. As
a result, the constraint might be asymmetrical. The uncertainty is normalised to
the respective expected uncertainty, which is 1 for nuisance parameters associated
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with a unit Gaussian subsidiary measurement, such that a constraint of ±1 is
expected. A deviation might hint to a constraint of the parameter from the physics
measurement, which in some circumstances may limit θ better than the subsidiary
measurement leading to an underestimation of the parameter. For example, if the
estimators of θ is correlated due to similar response in the physics measurement,
the estimated uncertainty on θ is not precisely 1, as one would expect from unit
Gaussian subsidiary measurement. This is most likely caused by an insufficiently
detailed model of the physics measurement, but may also have a physics reason
due to sensitive response of the physics measurement on the systematic.
Larger constraints might result from correlations with other parameters. The

correlation matrix, as yet another important diagnostic, shows all correlation
between two parameters. High (anti-)correlated parameters might induce problems
to the fit, such that it might not converge. Therefore, one needs to understand, if
possible correlations have a physics reason. For example high correlations between
electron and muon identification systematics would not have a physics reason and
can hint to problems in the model.

Further, the relevance of the individual nuisance parameter or groups of nuisance
parameters to the total uncertainty of the parameters of interest is substantial,
such that one can focus on modelling problems that matter. Over-constraint
nuisance parameters that have no impact on the parameter of interest may be
a nonissue, because changes to the model might not adversely affect the result
and only complicate the model. The uncertainty of each parameter of interest is
broken down to groups of individual nuisance parameters by performing a partially
conditional fit, where the selected nuisance parameter(s) are fixed to the best fit
value of the unconditional fit and in that way the uncertainties of the parameter
of interest is computed. Finally, the magnitude of the impact on the parameter
of interest is estimated with ∆κ =

√
σ2
uncond. − σ2

cond. for the upper and lower
uncertainties separately.

6.11 Results
This section describes the results of the statistical evaluations and the conclusions
that can be drawn. The procedure outlined in Sections 5.1 and 6.10 is performed
with the Root Data Analysis Framework [136] and the additional RooFit [137]
package. The probability density functions are incorporated with the tools provided
by the S-Framework, which is a custom build analysis package linked to Q-
Framework [138] originally developed for ATLAS analyses in the H → WW
channel. To obtain the estimators of the profiled likelihood ratio t(κ), the analysis
framework is interfaced with the minimisation package Minuit [139].
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Two different sets of EFT coupling parameters are tested separately using the MC
samples listed in Table 6.7 as inputs for the morphing functions in the respective
likelihoods. The first set consists of the SM and the CP-odd AVV coupling, and the
second set includes the SM, the HVV and the derivative H∂V couplings.

6.11.1 Measurement of SM and AVV

Starting with a closer look on the systematic uncertainties and auxiliary measure-
ments, the impact of groups of nuisance parameters and the leading individual
nuisance parameters on the coupling parameters κSM and κAVV are listed in Fig-
ure 6.39 for the SM Asimov dataset and the observed data. While for the κSM

parameter the statistical uncertainty from data is balanced with the full systematic
uncertainty, the κAVV coupling is clearly limited by the statistics of the recorded
data. The uncertainty of the jet energy scale has the largest impact on both EFT
couplings, followed by the theoretical uncertainties from the parton showering of top
processes especially for κSM. With more and more recorded data in the future, the
generation of top-related MC samples and the event selection have to address these
systematic uncertainties and minimise their influence on the coupling parameters.
In addition, the pull and uncertainty of the individual nuisance parameters

are shown for the Asimov and observed data. The pulls for the Asimov dataset
are as expected precisely at 0, or in case of the γ parameters at 1 and in case
of the background normalisation factors at the values listed in Table 6.23 at
which the Asimov data set has been generated. Only small deviations within the
uncertainty of the pull are observed for the experimental dataset. Likewise, the
uncertainties have only small deviations from ±1σ. Thus, no mismodelling of the
likelihood or unexpected influence of the physics measurement to the auxiliary
measurement is observed.

Figure 6.40 shows correlations between pairs of parameters above 20% for both the
SM Asimov and observed data. A large anti-correlation between the normalisation
factor βtop and the PDF top uncertainty is observed in both low- and high-pT regions.
Both have only a small impact on the uncertainty of the coupling parameters.
Comparing the data sets the correlations are the same within small fluctuations
except between the coupling parameters, which are moderately correlated for the
Asimov dataset and anti-correlated for the observed data. These correlation reflect
the shape of the two dimensional likelihood contours shown in Figure 6.42 and
discussed in more detail later. The best fit value of the Asimov data set is located
exactly at the SM parameters for which the C -shaped contour is only very lightly
rotated anti-clockwise leading to a small positive correlation. However, the best fit
value for the observed data prefers a positive κAVV value and is located therefore
in the right part of the C -shape contour, which indicates a negative correlation
between both coupling parameters.
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Figure 6.39.: Breakdown of the total uncertainty on κSM (top) and κAVV (bottom) into
the individual components and nuisance parameters, shown for the fit to
observed data (yellow) and the Asimov data set (red). Only the leading
sources of uncertainty are shown. The post-fit values and uncertainties of
the individual parameters are also shown in either case, normalised to their
respective pre-fit constraint where applicable.
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Figure 6.40.: Correlations between nuisance parameters observed in the likelihood fit
for the Asimov data set (top) and the experimental data (bottom). Only
parameters with correlations above 20% are shown.
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The post-fit background strength parameters β in Table 6.23 resemble the
normalisation factors determined from the control regions that are evaluated si-
multaneously in the fit. They are compatible within the uncertainties with the
values shown in Table 6.10 derived from the independent normalisation factor
calculation with the Matrix method. The differences between the single normali-
sation factors can be attributed to the indirect influence of and correlations with
constrained nuisance parameters.

Table 6.23.: Background normalisation factors obtained from the likelihood fit to the
observed data, including the total uncertainty propagated from all sources.

Control regions Top Z→ττ
low-pT 1.046+0.004

−0.016 0.730+0.012
−0.007

high-pT 0.859+0.004
−0.007 0.750+0.005

−0.017

Two floating coupling parameters enable one and two dimensional likelihood scans.
In case of one dimensional scans the second κ parameter is profiled. Figure 6.41
shows the likelihood scans for κSM cos(α) and κAVV sin(α), respectively, where the
CP angle parameter α is fixed at cos(α) = sin(α) = 1/

√
2. The SM Asimov data

set yields the expected graph and the physics data the observed one. In the case of
the κSM cos(α) scan the graph flattens fast to values less than 1 and increases much
faster for values larger than 1. This is due to the fact that for small κSM values the
event yields decreases and reaches 0 for κSM = 0 at which point only an increased
κAVV coupling component is able to fulfil the physics data set event yield expectation.
Going to large κSM values the event yield of the signal processes grows quickly even
when κAVV has no contribution. Thus the expected event yield from the input data
set is less compatible with high κSM values resulting in a higher likelihood.
The SM expected likelihood scan over κAVV sin(α) is nearly symmetrical as an-

ticipated. Here, equal positive and negative κAVV values lead to the same event
yield due to the cancellation of the CP-even SM and CP-odd AVV interference terms
in the event yield. Only the ∆φjj,sign distribution is sensitive to the interference
between both couplings, which can be noted in the observed graph, where the
experimental data prefers a small positive κAVV value. In this case without any
sensitivity to the interference, the same negative value should have been equally
likely and a symmetrical curve would emerge. Nevertheless, with the low statistics
the influence of the ∆φjj,sign distribution in the low-pT SR is not very large, but
will be more and more relevant for future measurements with larger statistics.

In the two dimensional likelihood scan in Figure 6.42 the sign ambiguity of
the κAVV couplings is visible, too. For smaller κSM values larger absolute κAVV

couplings are preferred to compensate the decreasing event yield from the SM
coupling. Overall a good agreement of the observed data to the SM prediction is
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apparent. Only the 68% confidence contour is shown here, because the likelihood
saturates to higher coupling values and remains flat. The reason is the increasing
statistical uncertainty propagated through the morphing functions. At these high
coupling values the parameters for the input morphing samples are not chosen well
anymore. The next section will address this effect in more detail.
From the likelihood scans the measured coupling values can be extracted to

κSM cos(α) = 0.948 +0.127
−0.200(tot.)

= 0.948 +0.103
−0.111(stat.) +0.055

−0.126(exp.sys.) +0.058
−0.124(theo.)

+0.010
−0.015(norm.) +0.013

−0.044(fake.) +0.026
−0.069(MC stat.),

and

κAVV sin(α) = 1.652 +1.202
−3.741(tot.)

= 1.652 +0.943
−2.638(stat.) +0.558

−1.523(exp.sys.) +0.481
−2.276(theo.)

+0.117
−0.598(norm.) +0.072

−0.414(fake.) +0.330
−0.874(MC stat.),

where the individual contributions to the uncertainties have been disentangled into
the component stemming from statistical uncertainties on the data (stat.), from
experimental systematic uncertainties (exp. sys.), from systematic uncertainties
from theory (theo.), from the floating background normalisation factors (norm.),
from the fake estimate (fake), and from statistical uncertainties arising from the
finite size of the MC samples (MC stat.). Both coupling values are compatible with
the SM and no evidence of EFT contribution in this measurement is seen.
The post-fit distributions are obtained by applying the minimised floating fit

parameters to the event rates of the respective MC samples. Compared to the
pre-fit distribution in Figure 6.36, the post-fit distributions in Figure 6.43 show
no data excess anymore and a good agreement in both signal regions.
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Figure 6.41.: The likelihood scans of κSM cos(α) (top) and κAVV sin(α) (bottom) using the
SM Asimov data set (SM expected) and the experimental data (observed).
The respective other κ parameter and all nuisance parameters are profiled.
The CP angle α is fixed at π
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Figure 6.43.: Post-fit signal region distributions ∆φjj,sign in low-pT SR (left) and event
yield count in high-pT SR (right).
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6.11.2 Measurement of SM, HVV and H∂V

The simultaneous measurement of three coupling parameters is a lot more chal-
lenging due to the higher dimensionality as previously explained in Section 5.5.1.
And indeed huge cancellation of the weights in each morphing function renders
the unconditional fit to the Asimov and to the observed data set impossible. To
visualise the emerging problems a minimal version of the likelihood is constructed,
where only the total event yield in the low-pT SR with the total background includ-
ing the SM ggF process in this region is considered and no systematic uncertainty is
incorporated. Thus only one morphing function and the effects of its high statistical
MC uncertainties can be analysed. The likelihood simplifies to

L(κ,γ) =P


NSRlow|νVBFSRlow(κ,γs) + γSRlow

∑

φ∈bkgs,ggFSM

bφ,0SRlow


 ·

P

(
MSRlow|γSRlowτSRlow

) ∏

s∈VBFSRlow

P

(
Ms|γsτs

)
,

(6.11.1)

with the expected VBF event yield in the signal region given by the morphing
function

νVBFSRlow(κ,γs) =
∑

s∈VBFSRlow

γsws(κ) ssSRlow. (6.11.2)

First, the relative statistical uncertainty σN
|N | of the morphing function over the

parameter space is examined. The uncertainty is thereby determined using toys.
Each input sample is randomly varied by a normal distribution with the actual
nominal expected event yield ssSRlow as mean value and the statisticalMC uncertainty
on the yield as standard deviation. In total 100 000 variations are generated for
each parameter point and a grid scan is performed over two coupling parameters
while the third is fixed to a particular value.

Figure 6.44 shows for three fixed κSM values the relative uncertainty in the
κHVV-κH∂V coupling space, as well as the positions at which the input samples have
been generated. At these input parameters the uncertainties match exactly the
MC statistical uncertainties of the corresponding generated input sample. Except
for a small area around the SM values the uncertainty increases further away
from the input parameter points. The most striking characteristics are distinct
surfaces of very high relative uncertainties seen as yellow bands in the figures.
These areas appear when the expected event yield drops to zero and the relative
uncertainty grows to infinity. Inside these surfaces the event rate prediction of
the morphing function, although still compatible with a positive yield within the
uncertainty, becomes negative.
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Figure 6.44.: The relative uncertainty of the VBF event yield expectation calculated
by the morphing function in Equation 6.11.2 over the κHVV-κH∂V coupling
phase space for fixed values for κSM at 2 (top)

√
2 (middle) and 1 (bottom).

The black markers show the positions at which the morphing input samples
have been generated, where / / indicates that the κSM value of the
input sample is above/at/below the illustrated plain.
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To have a closer look, Figure 6.45 displays three graphs that show the event
yield with uncertainties as function of κHVV with a fixed κSM value at

√
2 and

fixed values of κH∂V at 2.58, 0 and -5. The vertical lines indicate the positions
of the input samples, at which the event yields and uncertainties are determined
by the MC generator and the event selection of the low-pT SR. They determine
the inter- and extrapolation of the predicted event yield. Since the morphing
function has a polynomial structure, small variations of the input event rate may
lead to undesired effects visible in the upper two graphs. There, the negative
extrapolation to κHVV ' −30 as well as the interpolation of the upper graph at
around κHVV ' 5 leads to a negative event rates. In addition, the lower graph
shows large uncertainties further away from the input parameters.
The effect of these large uncertainties and especially the negative event rate

predictions affect the negative logarithm of the likelihood presented in Figure 6.46.
Here, the SM Asimov data set is used as pseudo-data input. All nuisance parameters
and κSM have been fixed to their nominal values such that only the effects of the
event yield is apparent. The negative logarithm of the likelihood reaches always
its minimal value, if the VBF plus total background yield is exactly equal to the
SM Asimov event rate, which is by construction precisely at κHVV = κH∂V = 0.
However, not only at the SM parameter point the minimal value is present, but
likewise near locations, where the VBF event rate prediction drops to zero. At these
positions the morphing function has to cross the SM VBF event rate. Therefore, the
same structures emerge in the Figures 6.46 as have been seen in the Figures 6.44.
Just before the very large relative event yield uncertainties (yellow contours), the
negative logarithm of the likelihood becomes minimal. Further into the negative VBF
event yield prediction the − logL rises again until the VBF plus total background
event rate becomes negative and − logL has no solution seen in the white areas
in the middle and lower plots.
By profiling the nuisance parameters γs associated to the MC statistical uncer-

tainties of the VBF morphing input samples the negative logarithm of the likelihood
keeps in general the same set of minima and even lowers its − logL values at other
parameter regions as can be seen in the top Figure 6.47. Small changes in the
broad subsidiary Poisson terms have small increasing effects on the likelihood but
large minimising effect on the signal region Poisson term. Additional profiling
of the κSM parameter aggravates this effect leading to the major κHVV-κH∂V phase
space at the − logL minimum (cf. bottom Figure 6.46).
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Figure 6.45.: Predicted event yield with uncertainties of the VBF morphing function as
function of κHVV with fixed κSM value at

√
2 and fixed κH∂V values at 2.58

(top), 0 (middle) and -5 (bottom). The vertical lines indicate the positions
of the morphing input samples. The uncertainties are determined using toy
variations of the MC statistical uncertainty of the signal samples.
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Figure 6.46.: Negative logarithm of the likelihood for the SM Asimov data set in the
κHVV-κH∂V coupling phase space with fixed κSM at

√
2 and fixed nuisance

parameters at γ = 1. For the logarithmic scale of − logL the minimal
value is set to 0.01.
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Figure 6.47.: Negative logarithm of the likelihood for the SM Asimov data set in the κHVV-
κH∂V coupling phase space with profiled nuisance parameters γ and fixed
κSM at

√
2 (top) and additional profiled κSM (bottom). For the logarithmic
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Evidently, a measurement is not feasible having these huge discrepancies of the
event rate predictions to the ones a directly generated MC sample would predict, al-
though they would be presumably compatible within the large uncertainties. Hence,
despite the physically exact modelling of the coupling phase space within the mor-
phing, the small MC statistical uncertainties of the input samples magnify in certain
coupling phase space regions due to large cancellations of the morphing weights and
lead to both very large uncertainties and bad event yield predictions. Especially
domains with negative event yields render a measurement therefore impossible.

The most promising solution to yet enable such a measurement is an optimisation
of the input coupling parameters at which the MC samples are generated in such
a way, that the sum of the morphing weights times the respective cross sections
of the input samples are as small as possible in the coupling parameter space of
interest. The algorithm presented in Section 5.5.4 is designed especially for this
purpose and may be used to repeat this or conduct similar future high-dimensional
coupling measurements.

Still, many aspects remain subject to investigative research. For instance, given
a set of coupling parameters it is not clear, that an optimal set of input parameters
can generate a sufficient large area of small event rate uncertainty needed by the
measurement. If not, other concepts or enhancements needs to be developed e.g. by
dynamically adapting an optimal set of input samples as function of the coupling
parameters or combinations of the morphing interpolation with other techniques.





7 Conclusions and Outlook

The discovery of the Higgs boson in 2012 by the ATLAS and CMS collaborations is
surely one of the biggest scientific achievements of the recent years and has opened
a new domain in physics that is sought to be explored. Thereby, not only the
intrinsic properties of the new boson like mass and spin are of interest but as well
coupling strengths to other elementary particles. In these couplings new potential
insights may be found manifested in deviations to the SM predictions, which might
hint to yet undiscovered particles even beyond the energy scales of the LHC.

7.1 Summary
Many experimental evidence, like cosmological observations exposing the nature of
the dark matter, show the incompleteness of the SM and indicate that at higher
energies the SM eventually will break down. In a bottom-up approach the SM seen
as a low-energy effective theory can be systematically and model independently
expanded with higher dimensional operations. Thereby, free coupling parameters
emerge that are matter of experimental measurement.

7.1.1 Effective Lagrangian Morphing
The number of relevant free coupling parameters of such an effective field theoretical
extension depend on the considered physics process and the number of operators
included. Limiting factor in a measurement is thereby the computational power
and hardware equipment to generate costly and time consuming MC samples for
different parameter settings to continuously model observables in the parameter
phase space. In this context, the novel technique of Effective Lagrangian Morphing
was developed in the course of this thesis and has been included in the CERN
Yellow report [7]. It can be used to obtain accurate continuous likelihood models
based on the Lagrangian structure of the underlying theory. The technique is
derived from first principles, discussed in detail and examined regarding its range of
applicability and the uncertainty propagation, carefully considering the advantages
of the method as well as the challenges faced during its application. Various
validation studies are presented, and methods to further enhance the effectiveness,
efficiency and accuracy of the method are introduced and discussed. Finally, a
sophisticated algorithm to find the optimal set of base samples is presented.
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7.1.2 Effective Coupling Measurement
For the first time a full analysis of the measurement of EFT coupling parameters in
theH → WW channel has been performed using the method of Effective Lagrangian
Morphing. The first 39.5 fb−1 of pp collision data recorded at

√
s = 13TeV by the

ATLAS detector is used targeting a final state with leptonical W decays mainly
focused at the VBF production process. Initially, the most sensitive coupling
parameters constributing to the HVV vertex are identified as the CP-even κHVV, the
CP-even derivative couplings κH∂V, and the CP-odd couplings κAVV. The best choice
for an observable to distinguish different EFT contributions is determined to be
the azimuthal angle between the tagging jets, where the leading and subleading
jets are sorted by pseudorapidity, ∆φjj,sign. A highly optimized event selection,
including the utilization of boosted decision trees and sophisticated techniques of
background estimation have been applied to seperate the background processes
from the signal process without loosing the sensitivity to the effects of the EFT
operators on the observable and event yields in the final signal regions.
The coupling parameters that scales the SM constribution κSM cos(α) and the

CP-odd coupling κAVV sin(α) are probed using the maximum likelihood method
both simultaneously and one at a time assuming that all other EFT couplings
vanish and with fixed CP angle α = π

4
. The measured best-fit values with the

68% confidence level are

κSM cos(α) = 0.948+0.127
−0.200

κAVV sin(α) = 1.652+1.202
−3.741,

showing no significant deviation from the SM prediction.
The simultaneous fit of κSM, κHVV and κH∂V demonstrates the challenges to the

Effective Lagrangian method facing high dimensionalities. Large cancelations of
the weights in each morphing function renders the unconditional fit to the Asimov
and to the observed data set impossible.

7.2 Outlook

The full Run-2 data set consists of 147 fb−1 recorded by the ATLAS detector and in
the future about 300 fb−1 are planned to be recorded in the upcoming Run-3 of the
LHC until end of 2023. With this amount of physics data, precision measurements of
coupling parameters from EFT expansions in the Higgs sector will become feasible.
Statistically limited analyses like the one presented in this thesis will benefit greatly
from the increased data set.
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Future measurements may not only include well-chosen kinematic observables,
which can only yield precise bounds along individual directions in the parameter
space, and often lead to weak constraints in other directions. With an increasing
amount of recorded physics data the sensitivity in measurements to multiple
parameters can be substantially improved by using many such variables including
their correlations or even fully differential cross sections of the processes.

With a larger data set, a measurement of one individual scattering process may
also comprise all sensitive EFT operators, which require simultaneous inference
over a possibly large multi-dimensional parameter space. A desired goal would
be a combination of all measurements of processes sensitive to all effective coup-
ings to gain the full constraining or discovery power of BSM effects to the EFT
expansion of the SM.
In the future the limiting factor for such an appreciable measurement will po-

tentially lie in the computing power and data storage capacity, since it becomes
prohibitively expensive to scan for more than a few parameters using just simulated
events with simple interpolation methods. The novel technique of Effective La-
grangian Morphing will, in connection with other state-of-the-art techniques, enable
such desirable measurements and derivations of limits for coupling parameters in
model-independent effective theories.
With a proof-of-concept analysis conducted in this thesis and additionally em-

ploying advancements of dimensionality reduction and uncertainty minimization
presented here, this method can be applied to a wide variety of physics measure-
ments in the future, deciphering the nature of what might lie beyond the Standard
Model of particle physics.





A BDT Supplementary
Distributions

In the measurement of the effective couplings in Chapter 6 BDTs are used to define
the final signal regions (cf. Section 6.6). Here, supplementary distributions of the
BDT inputs are shown to examine the data to MC agreement.

A.1 BDT Validation Regions
The lower range of the BDTs discriminant distributions, which are removed from
the final signal regions, can be used as validation regions to examine the data to
MC agreement. In the Figure A.1 the validation plots are shown for the BDTlow

input variables and in Figure A.2 for the BDThigh input variables, respectively. The
data to MC agreement is reasonable good. A small mismodelling in the distribution
of the number of jets for BDThigh is seen. Presumably, the inclusion of the theory
systematic uncertainties comprise most of the mismodelling.
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Figure A.1.: Distributions of the BDTlow input variables in the BDT validation region
(BDTlow < −0.5): m`1

T , mjj , m``, ptotT ,
∑

`,jm`j , η
centrality
lep , pj1T and njet. The

yellow band represents MC statistics and all detector systematics.
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Figure A.2.: Distributions of the BDThigh input variables in the BDT validation region
(BDThigh < −0.2): ∆R``, m`1

T , mjj , m``, p``T , η
centrality
lep , p`2T and njet. The

yellow band represents MC statistics and all detector systematics.
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A.2 BDT Inputs in the Control Regions

Two control regions per category (pj1T ≶ 200GeV) are defined in Section 6.7.1, in
which the same BDTs are applied as have been constructed for the signal regions.

A.2.1 Top Control Regions
The input variables for BDTlow are shown in Figure A.3 and for BDThigh in Figure A.4
for the top control region. A good data to MC agreement is observed for most
distributions. As for the validation region in BDThigh a small mismodelling is
oberved for the njet distribution and additionally a skewness in p``T for BDThigh

between 60 and 150GeV. The incorporation of the theory systematic uncertainties,
which are especially large for the top background, is expected to cover these
mismodellings in the uncertainty.
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Figure A.3.: Distributions of the BDTlow input variables in the low-pT top control region:
m`1

T , mjj , m``, ptotT ,
∑

`,jm`j , η
centrality
lep , pj1T and njet. The yellow band

represents MC statistics and all detector systematics.
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Figure A.4.: Distributions of the BDThigh input variables in the high-pT top control
region: ∆R``, m`1

T , mjj , m``, p``T , η
centrality
lep , p`2T and njet. The yellow band

represents MC statistics and all detector systematics.
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A.2.2 Z → ττ Control Regions
The input obervables in the Z→ττ control region are shown in Figure A.5 for
BDTlow and A.6 for BDThigh. The data to MC agreement is reasonable good.
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