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Abstract

Experiment 665 at Fermilab is the first deep inelastic scattering experiment to ob­
tain data in a kinematic range where jets can be identified on an event-by-event ba­
sis. In this thesis, using the average squared transverse momentum of the jets pro­
duced in deep inelastic muon scattering, a quantity is calculated which Perturbative
QeD predicts to be equal to a" the strong coupling constant. The quantity is stud­
ied as a function of Q2, the negative 4-momentum squared of the virtual photon, for
3 < Q2 < 25 GeV2. The data are shown to be consistent with the predictions of PQCD
with A;Jt/ = 359 ± 31 (stat) ± 149 (sys) ~UeV. However this may have a significant
theoretical error due to uncalculated higher order corrections. This thesis provides a de­
tailed description of the characteristics of the identified jets. The transverse momentum
due to fragmentation is measured to be (P.'f /ra.g) = 0.0820 ±0.002(stat) ±O.005(sys).
Using naive assumptions about the jets, the intrinsic transverse momentum is measured
to be (k}) = 0.27 ±O.Ol (stat) ±O.03 (sys) GeV·2.
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Introduction

Quantum Chromodynamics (QCD) is the theory that describes our present under­
standing of the strong interactions. Along with Quantum Electrodynamics (QED) and
the weak interaction model, it forms the foundation of the theory of the non-gravitational
interaction of particles. However, compared to the electroweak sector, the understanding
of QCD is incomplete. It has only been within the last 15 years that electron-positron and
hadron colliders have reached energies where event structures predicted by QCD processes
could be clearly observed. Experiment 665, on which this thesis is based, is the first deep
inelastic experiment to reach such energies.

This thesis uses deep inelastic scattering to study QeD-predicted event structures,
called "jets:" collimated streams of particles. The first evidence for jet structure was
observed in e+e- production of hadrons in 1975)1] The events, first observed at SPEAR
and later DORIS, with center-of-mass energies Vi = 3-9 GeV, had two streams of hadrons
in opposite directions in the center-of-mass which could be interpreted as the fragments
of more fundamental particles. The first evidence for three hadron jets was observed in
PETRA experiments in 1979/1980 at CMS energy Vi = 29 GeVJl,J,4,S) An example of an
event observed by the TASSO Collaboration[5] is shown in figure 1.1. This was regarded as
strong evidence of a QCD-predicted event structure, where, again, each jet was associated
with an outgoing underlying fundamental particle. Since that time, clearly separated
multi-jet structures, consistent with QCD predictions, have been observed in all types of
interactions with CMS energies greater than "'" 20 Ge V )6!

Experiment 665 is the first deep inelastic scattering experiment to reach eMS energies
greater than 20 GeV. For the first time, well separated multijet events can be observed
in deep inelastic scattering data. An example event, comparable to the type observed at
PETRA, is shown in figure 1.2. Some events in the E665 data also exhibit two jet events
structures similar to those observed at SPEAR. The characteristics of the jets observed in
the E665 data will be discussed in detail in chapter 6.

lf the jets observed in the E665 data can be associated with underlying QeD events.
then the data can be used to perform tests of this theory. In chapter 7, the average squared
transverse momentum of the observed jets will be used to study the QCD coupling constant

1
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Figure 1.1. A three jet event observed at PETR.A, e+e- at ..;s = 29 Ge~', by the TASSO
collaboration (see reference 5).

a,. Although called a constant, a, is predicted to vary with the energy scale in the event.
This thesis will provide the first evidence for this variation within a single data set and
analysis method.

This thesis uses average transverse momentum squared of jets to study the variation
of the QCD coupling. Average transverse momentum squared of the jets is expected to be
less sensitive to uncertainties in the .acceptance correction and to nonperturhative effects
than average transverse momentum squared of the individual particles, as discussed in
chapter 3. Furthermore, weighting by the transverse momentum squared enhances the
contributions from hard QCD events compared to the soft contributions when jets are
used. Higher order corrections have been estimated to be small for certain jet algorithms,
although the full calculations are not yet available. Xote that if more complete calculations
indicate large corrections. the conclusions from the analysis of chapter 7 will change but
the measurement of the average transverse momentum squared will not.

This is only one of many methods using event topology which may be applied to
study the variation of a, in deep inelastic scattering experiments. For examples of other

2



rf=13.7 GeV~ V =300.8 GeV
E665

UN=5S32,BVBNT=996S3,INDEX=S18
=103,FRAME=S384..

Figure 1.2. Example of a three jet event from the E665 data. The display is shown in the
virtual photon-proton eMS. The virtual photon-proton direction is along
the horizontal axis.

techniques, see references 7 - 11. This thesis builds upon the work of previous transverse
momentum analyses of individual particles[12.13,14] and the initial studies of jet production
rates[lO.13,15] using the E665 Run87 data.

The organization of this thesis is the following:

Chapter 1. Reviews the ideas of deep inelastic scattering, QCD and a,.
Chapter 2. Examines the predicted average squared transverse momentum at

the parton level and its relationship to a,.
Chapter 3. Discusses the leap from partons to jets of hadrons.

Chapter 4. Introduces Experiment 665, Deep Inelastic ~Iuon scattering at the
Tevatron.

Chapter 5. Discusses the detailed characteristics of the data sets used in this
analysis.

3



Chapter 6. Describes the characteristics of the identified jets and provides com­
parison to parton-level predictions.

Chapter 7. Evaluates the average squared transverse momentum and a" as a
function of momentum transfer squared.

Finally, conclusions, which summarize the measurements and compare the E665 results to
those from other experiments, are presented.

Throughout this thesis, many different symbols for kinematic variables will be used.
For ease of reference, a table of definitions is provided in Appendix A.

..



Chapter 1

Deep Inelastic Scattering and QeD

This chapter is the first of a three-chapter discussion providing: a general introduction
to the concepts applied in this thesis, a method for measuring as at the parton level,
and the phenomenology and technology needed to go from the parton-level calculations
to the experimentally observable hadrons. In this chapter, the Naive Parton Model for
deep inelastic scattering is presented, QeD extensions are discussed, the variation of as

with momentum transfer is reviewed, and, finally, some important technical details are
presented. Section 1.3 is especially important for interpreting the experimental results
in chapter 6 and sections 1.6 and 1.9 provide necessary background for the discussion of
chapter 2 and analysis of chapter 7.

1.1 The Naive Parton lVlodel

In the Naive Parton Model, the nucleon consists of three point-like, massless, valence
quarks, which do not interact. The single photon exchange Feynman diagram for a muon­
nucleon interaction is shown in figure 1.1a. A trivial feature of the scattering is that, in
the center-of-momentum (eMS) frame of the virtual photon and the nucleon, the outgoing
scattered quark and target remnants will move back-to-back with equal energies, resulting
in a "2 prong" event structure. Neither the incoming quarks nor the scattered quark nor
target remnant have transverse momentum with respect to the virtual photon axis.

The event kinematics are determined entirely by the incoming and outgoing muons.
The variables which describe the event are:

PIJ =: (EIJ,P;) The 4-vector of the incoming muon in the lab.
,

P~ == (E~P; ) The 4-vector of the outgoing muons in the lab.
--.

T == (AI, 0 ) The 4-vector of the target nucleon in the lab, where AI is the mass
of the nucleon.

q == (v, q) The 4-vector of the virtual photon in the lab.

5



Figure 1.1. Single photon exchange in the simple parton model. The Feynman diagram
of the process.

-+q = P; - P~ is the three vector of the virtual photon in the lab.

II = E - E' = (q . T) j]}f is an invariant and is the energy of the
virtual photon in the lab.

Q2 The negative squared 4-momentum of the virtual photon,

Q2 = _q2 =1 q 12 -112 ;:::; 4E,..E~sin28j2.

XBj = Q2/21'.111 = (q. q)j(2q· T) is an invariant. In the frame in which
the target moves with infinite momentum, XBj is the fraction of
the nucleon's momentum carried by the struck quark.

nt2 The squared invariant mass of the virtual photon - nucleon system,
l-V2 = 2Afv - Q2 + ]1,[2 = Q2(1 - XBj)jxBj. In the CMS, W is the
total energy of the system.

y The fraction of the incoming muon energy which is carried by the
virtual photon, y = II / E,..

Note that radiation of a second real or virtual photon by the muon in the event will lead
to incorrect measurement of the kinematic variables associated with the virtual photon.
Also, in the case of real bremsstrahlung, an extra photon unrelated to the deep inelastic
scatter may be included among the detected particles from the event. Examples of real
photon bremsstrahlung are shown in figure 1.2. As will be discussed later in chapter 5 of
this thesis, the rate of these "radiative" events can be quite high in some kinematic regions
of deep inelastic scattering. Cuts on y and on events with real photons in a cone about
the incoming muon direction have been chosen to remove most of these events. ~o cuts
on event topology were applied.

6



y

(1.2)

(1.1)

Figure 1.2. Some examples of real photon bremsstrahlung by the muon in a deep inelastic
scattering event. In these cases, the kinematic variables determined through
measurement of the incoming and outgoing muon do not reflect the true
virtual photon kinematics.

1.2 The Experimental Cross Section

The experimental differential cross section for deep inelastic scattering is given by'i 16 j

d0'2 21ro 2
( 2 r 2 2

-dd = -Q2F2 x,Q HI +- (1 - y) ) - y (FL/ F2)],
z y zy

where FL represents the contribution from the absorption of longitudinally polarized·
(helicity ;:: 0) virtual photons and F2 - FL is the contribution from transversly polar­
ized photon absorption. A more familiar expression of the cross section uses F2 and
R = Fr)(F2 - FL), the ratio of longitudinal to transverse cross sections:

d0'2 _ 21ro2 2 y2
dxdy - Q2 zy F2 (:e, Q )[1 - y + 2(1 + R)

As will be discussed section 1.9, the structure functions are interpreted as charge-weighted
sums of the distributions of the particles in the nucleon.

In any model with spin 1/2, massless quarks with no transverse momentum, such as
the Naive Parton Model described above, helicity conservation requires FL = 0, or R = O.
For integer spin quarks R = 00. Experimental measurement has shown R ...... 0.1 - 0.3,[ 171

The small but nonzero value suggests spin 1/2 quarks \,:ith transverse momentum.

Further evidence of a problem with the Naive Parton ~Iodel comes from the depen­
dence of the structure functions on Q2. In the model above, the structure functions would
have no Q2 dependence. However~ experimental measurements have demonstrated varia­
tion with Q2 .l18] Therefore mechanism in the model is needed which allows the partons to
interact and their number to "evolve" with Q2.

7



Finally, the deep inelastic scattering data indicated that the charged quarks only
carried approximately half of the total momentum of the proton.lI8 ! This implies that
particles which carry the missing momentum but do not interact electroweakly, and hence
are not observed directly through the structure function measurements, are needed in the
model.

In response to these problems, Quantum Chromodynamics, the theory of the strong
interaction, was developed.

1.3 DIS within the QeD Framework

The theory describing the strong interaction between the quarks is called Quantum
Chromodynamics because the charge states of the strong force are referred to as "colors."
In brief, within QCD theory,

o The six flavors of quarks are distinguishable only by their masses.

o The quarks are fermions, carrying electric charge in units of -1/3 and +2/3.

o Each quark has three color-charged states: red (R), green (G) and blue (B).

o The color neutral combinations of quarks are color-anticolor and RGB.

a The sets of quarks which form hadrons are color neutral and have integral
electric charge: :\IIesons are a quark and antiquark (qq); Baryons are three
quarks (qqq).

a The color force is mediated by gluons, which are vector bosons, electrically
neutral, and massless.

o The gluons are in color octet states. Hence, they carry the color charge and
may self-interact, ego g(RB) - g(RG) + g(GB). Among the field theories
of the nongravitational forces, this self-interaction is unique.

o When a quark radiates a gluon, it changes color. For example, a quark with
color charge R may radiate an RG gluon, becoming G.

Collectively, quarks and gluons are called partons.

Within QCD, the constituents of the nucleon are valence quarks, sea quarks and
gluons. There are three valence quarks, as in the Naive Parton Model. The sea quarks
are in qq pairs, so the flavor and color quantum numbers cancel. In QeD, sea quarks can
be generated from quarks radiating gluons which then split into a qq pair. The gluons
radiated by quarks in the nucleon also may split into a pair of gluons, resulting in an
enhanced gluon sea. The probability of a parton splitting is dependent on Q'l.

The first order QCD processes which occur in deep inelastic scattering events are
shown in figure 1.3. In the first column, the Feynman diagrams are given. In the second
column, a schematic of the outgoing partons in the C~IS is illustrated. Rows a and b

8



Feynman Diagram Outgoing
Partons
in the CMS

target remnant
-~.......===--...

gluon

•

-. Forward
in
eMS

gluon

remnant

quark

antiquark remndtiQUark
~ quark

target remnant •

Figure 1.3. QeD processes which occur in deep inelastic scattering. a) and b) Gluon
bremsstrahlung, c) and d) Photon- gluon fusion

show gluon bremsstrahlung by a valence q or a sea q or q. This is analogous to the photon
bremsstrahlung diagram in QED illustrated in figure 1.2a and b. Rows c and d show
interaction with a gluon which splits in to a qq pair in the presence of the virtual photon.

The ability to resolve the processes shown in figure 1.3 depends on the Q2 of the event.
In anal~ to the de Broglie wavelength, the resolution scale of the scattering process goes
as 1/ yQ2 At low Q2, the quark constituents of the proton are resolved but QeD processes
cannot be observed. It is only when Q2 is sufficiently large that the processes shown in
figure 1.3 become ;'visible." For a more detailed discussion of this effect, see the report by
Reya in reference 19.
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Several important points in figure 1.3 should be noted:

o The diagrams which are shown in figure 1.3 represent the full set of contri­
butions to the deep inelastic cross section that are proportional to ~.

o The partons involved in the interaction have transverse momentum with
respect to the virtual photon a."cis. The magnitude of the transverse momen­
tum of the outgoing partons can be calculated exactly from the kinematics
of the event. The following definitions will be used:

q is the virtual photon 4-veetor,

k is the incident parton 4-vector,

p, r are the 4-vectors of the outgoing partons, so...

(}p, Or are the angles between the outgoing partons and the aXIS

formed by q.
u= k·p/k·(q+k)=k·p/k·q

X is the fraction of the proton momentum carried by the incom­
ing parton

z = q. q/2q· k = xBi/X, the fraction of the incident parton's mo­
mentum which is carried by the parton when it is struck by
the virtual photon.

Rewriting (q +k) = (p + r) as q + k - p = r and taking the dot product of this
expression first with q and then with k, results in two equations depending
on /rlcos8r . Combining so as to eliminate Irl and cos8r leaves an equation
for the transverse momentum in terms of p, q, and k. For application of
this in the theory discussed in chapter 1, it is convenient to change to the
variables Q2, z and u. Then using Pi = I r 1

2 (1 - cos2(Jr), one finds

Pf = Q2 (1 - z) u(l - u)
z

(1.3)

Note that the transverse momentum depends on the resolution scale,~
of the event. The magnitudes of the transverse momenta of the two outgoing
partons are equal, but the directions are opposite, so the total transverse
momentum in the event is zero.

o The transverse momentum causes the events to have !! "three-pronged"
structure at the partonic level when observed in the CMS.
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1.4 Terminology for QeD Calculations

Perturbative QCD (PQCD) is the application of perturbative methods to the theory
described above. The cross section is calculated using an expansion in powers of a" which
can be applied if the coupling constant, a" of the interaction is sufficiently small,

• • N(I" )(J' = (J'o a,l -r- (J'(J',I + ...

The highest power of a, before the series is truncated is called the ;'order" of the calcu­
lation. The portion of the series which is explicitly kept is called "hard." The truncated
terms will be absorbed into the parton distributions, which represent "soft" processes not
described by the hard calculation.

In accordance with the nomenclature used in recent theoretical calculations of deep
inelastic scat tering, a diagram resulting in one current parton and one target remnant will
be called a 1-1 parton event. One that results in two current partons and a remnant and
will be called a 2+1 parton event.

l+lLO l+lNLO 2+1LO

Figure 1.4. Diagrams and associated terminology.

For deep inelastic scattering, the leading order (LO) and next-to-leading order (NLO)
1+1 full calculations and the LO calculation for the 2+1 parton events are available. The
diagrams are shown with the associated terminology in figure 1.4. This may be written as

·NLO -LO -NLO ·LO
(J'DIS = 0'1+1 + 0'1+1 + (J'2+1 (1.4)

This is a complete calculation to NLO for the DIS cross section.

In order to be certain that the series may be truncated at this order, the contributions
to the next-to-next-to-leading order deep inelastic cross section must be calculated. The
most of terms have been calculated and the contributions are small, permitting truncation
of the series. This will be discussed further in section 2.5.

11



(1.5)

1.5 The Cross Section for 2+1 Parton Events

The LO cross section for the 2+-1 processes shown in figure 1.3 (0'2.,. d diverges for
emission of partons with low momenta or at small angle. The cross sections for gluon
bremsstrahlung and photon-gluon fusion are, respectively:·201

duqG 1 + uz
--=0"
dzdu (1-u)(1-z)

duqq :u2 ~ (1 - u)2j[Z2 --- (1 - z2:
--=0"
dzdu u(l - u)

These diverge when u - 0 or u or z - l.

Recalling equation 1.3, multiplying the above functions by PJ. cancels the divergences
in the cross sections at this order. This fact was originally exploited by Altarelli and
:Ylartinel1i[21] to calculate the average squared transverse momentum of 2+1 parton pro­
cesses. Their calculation is the starting point of the discussion in chapter 2 and of the
analysis in chapter 7.

1.6 The QCD Coupling Constant, 0.

QCD

Figure 1.5. Examples of one loop corrections to the propagators of QED and QeD

The coupling constant represents the relative strength, or charge, of the interactions.
The word "constant" is a misnomer; in fact, the strength of interactions varies with the
resolution scale of the interaction, Q2.

12



Qualitatively, the variation of the QeD coupling constant can be understood in terms
of two competing effects. For convenience in the illustration in this paragraph, only two
charge states will be considered and the bare color charge is taken to be "positive." First,
vacuum polarization introduces a negative charge density in the region of the bare charge,
reducing the total apparent color charge measured at some distance away. This effect also
appears in QED with the electromagnetic charge. Second, the self-interaction of the gluons
in QeD produces charge exchange between the bare charge and the field surrounding it.
As the bare charge radiates gluons, its color fluctuates. Effectively, the positive charge is
spread throughout the gluon cloud, producing a positive charge density surrounding the
fluctuating bare charge. This QCD effect has no equivalent in QED.

There is no analogy or simple calculation which indicates the dominant effect. The
discussion below presents an overview of the formalism for calculating the variation of the
coupling constant with Q2, drawn largely from the textbooks by Quigg~22! and Halzen
& :\Iartin[23 1. Quigg provides a step-by-step calculation which fills in many of the gaps
omitted in the discussion below. The calculations are performed within the framework of
PQCD.

The variation of the coupling constant is calculated from the loop corrections to the
propagator. For the QED and PQCD cases, the one loop corrections are shown in figure
1.5. Although the sum of the momentum of the partons in the loop must be equal to the
total incoming momentum k, the momentum p is unrestricted. Therefore it is necessary
to integrate over all p from 0 to 00. The resulting cross section diverges logarithmically.
The one loop correction to the propagator can be written as

where o./4rr is the bare coupling strength and f30 represents factors related to the particles
in the loops.

This equation can be re-written as a k2 dependent, finite term and a k2-independent,
infini te term

where J.£ is some arbitrary scale at which the terms are separated. In analogy with re­
defining the ground level of a measurement of a potential in electromagnetism, an infinite
"counterterm" can be added to the QED or PQCD lagrangian which results in cancella­
tion of the infinite term. In the process, finite pieces of the counterterm are absorbed in a
redefinition of the second term, causing a to become dependent on the "renormalization"
scale, J.£2. There is a wide variety of renormalization"schemes," however in the one-loop
correction with massless particles, J.£2 is scheme-independent.~241 J.£2 is scheme-dependent
for higher numbers of loops. An excellent discussion of renormalization is provided in the
textbook by RamondJ24] After renormalization,

13



The coupling strength is modified by

2 Any Other
1+ +1 Loop

Diagrams

(
2' - 1 ,=ap, )1-----

-1 -+- II finite'

a(J.L2)

1 -+- a(,.Z) 3 In( k Z )
. -til" 0 ;r

The next step is to evaluate 30 in order to determine the behavior of the coupling
strength for the QED and PQCD theories. In the case of fermion loops,

where nf is the number of fermion loop types. In QED, for low Q2, only e+e- pairs form
the loops, (see figure 1.5a) so n/ = 1. Noting that the definition of the coupling strength
in QED differs by a factor of 2 from PQCD, one finds f30 qED = -( V(2) = - ~, hence,

In PQCD, both fermion and gluon loops contribute. The relative magnitudes of the con­
tributions from diagrams 1.5b-e vary, depending on the gauge in which the calculation
is performed, but the magnitude of the total contribution is always the same, large, and
positive, resulting in f30 = 33 - 2nt/3. As long as the number of quarks is less than 17,
the PQCD coupling will decrease with k2 :

The renormalization mass can be eliminated by evaluating at J.L = A, where a.(A) - 00:

121r
a. = ---------:c-:--

(33 - 2n / ) In(~ )
(1.6)

In order to calculate the two loop corrections, the "renormalization group equation" is
often employed. This equation requires that any physical observable must be independent
of the renormalization constant. Examples of the use of this equation to obtain a. can be
found in a report by Altarelli[25j, and in a shorter, experimentally-oriented presentation
by ReyaJ191
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The renormalization group equation is written as

The function ;3 may expanded in powers of a"

Solving for ,30 recovers the expression calculated above. ;31 can also be calculated: ;31 =
306 - 38n I /3. These first two terms are the same in any scheme, while the remaining
terms are renormalization scheme-dependent,l26j Truncating at the first two terms gives

To all orders, the solution can be written as[19i

where the contribution of the terms beyond the first two are represented by [ J. The
physical a.(P) to all orders is not renormalization scheme-dependent, while the ~ J terms
are renormalization scheme-dependent,[26] therefore the explicitly calculated terms above
must have an implicit renormalization scheme dependence hidden within A. Truncating
leads to

(
2) 411' , {31 lnln(P/A;")j

a. k = ;3oln(k2j.\;.)ll- t'~ln(k2/A;.) ,

where the subscript rs explicitly notes the renormalization scheme dependence.

The final step is to show that the energy scale, k2 , in the above discussion should be
identified with Q2 for the processes shown in figure 1.3. The classic derivation of k2 == Q2
in deep inelastic scattering, by Georgi and Politzer,l27] and Gross and Wilczek, [281 and
Altarelli and Parisi,[29] comes from calculation of the variation of the parton distributions
with Q2, the PQCD-predicted scaling violations (see ref. 25, ch. 4). This calculation is for
an inclusive process, j.£ +p ---+ j.£ + X, which has only one observable large energy scale Q2.
This author has not found a mathematical proof of P == Q2 for the exclusive processes
shown in figure 1.3, although all of the theoretical calculations for these processes assume
this (see, for example, references 25, 21, 20, 31). However, one can show P == Q2 through
the following argument. The coupling constant a. must depend upon some observable
large energy scale. The two possibilities for the processes in figure 1.3 are Q2 and Pj..
However, from equation 1.3, Pi '" Q2. Hence, there is actually only one scale, and it may
be taken to be Q2

15
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Figure 1.6. a, for nf =4, A = 200,300,400 .\fer

The PQCD couplings for various choices of A are shown as a function of Q2 in figure
1.6. At low values of Q2, or large distance scales, the PQCD coupling constant becomes
stronger. This fact, crucial to the theory of the confinement of partons to the nucleon, was
first noted by Gross, Wilczek and Politzer[32 1. However, at small distance scales, or high
values of Q2, the coupling constant becomes small, permitting perturbative expansion of
calculations in a.. The perturbative framework may be applied for Q2 » A2 , where A is
a fundamental parameter of PQCD which must be measured experimentally.

The quantity A in equation 1.7 is defined strictly within the context of the choice
of n/. For massless quarks, n/ is fixed, but for massive quarks, n/ changes as a
function of Q2. The decoupling theorem maintains that each heavy quark is decoupled
from the cross section until a threshold, Qi, is crossed)33] On the other hand, a. and the
parton distributions must be continuous across the boundary and reduce to their familar
form between thresholds. Therefore, the discontinuity is absorbed into the definition of .\.
Thus, any statement concerning A is meaningless without a quoted n/. Since m~h4rm :::::::
(1.5 Ger)2 and mfottom:::::: (5 GeV)2, for this analysis, where 3 < Q2 < 25 GeV2, n/ = 4
is used.

The variation with Q2 of a quantity which is expected to be equivalent to a" is
presented in chapter 7.

1.7 The Factorization Theorem

According to the Factorization Theorem,[34] the physical cross section is a scheme­
independent convolution of the probabilities of finding a parent parton for the interac-
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tion in the nucleon and the hard scattering cross section calculated with the perturbative
methods above. Hence, the cross section, (J', factors into two terms: the parton distribu­
tion functions, /, which contain information about the soft processes happening before
the event occurs, and the hard parton scattering, Cr. Factorization can be mathematically
expressed as

<T= L /Cx.,Q2,A)®o-(x.,Q2,A),
parton.

where X is the momentum of the parent parton in the event. Both f and iT must be defined
to the same order so that scheme dependences will cancel and the physical cross section is
scheme-independent.

1.8 The Order of Structure Functions and Parton Distributions

For the analysis of chapter 7, parton distributions are utilized. This section describes
the the structure functions F2 and R in terms of the parton distributions. The truncated
soft processes discussed in section 1.4 are parameterized by these distributions. qj( x, Q2)
represents the probability distribution for partons of flavor i with electric charge e; with
at x and Q2. G(x, Q2) represents the probability distribution of the gluons. Because
these parton distributions represent the incalculable soft processes, there is no theoretical
prediction for these functions. They are extracted from the measured structure functions,
which are, in turn, measured from the absolute cross section for deep inelastic Muon
scattering. Specifics on the choice of parton distributions and discussion of the error
introduced in the analysis of chapter 7 due to uncertainties in these measurements are
addressed in chapter 2.

• Defining F2 and xG in Leading and Nezt.to-Leading Order

The experimental F2 is a measured quantity which is interpreted as a combination
of quark distributions. The way in which the quark distributions are combined depends
on the order of the calculation. The quark distributions are then "tuned" to give the
measured value of F2 • The quark distributions directly affect -xG through the momentum
sum requirement:

(1.8)

The contributions to FlO are from muon-quark scattering and from collinear or soft
gluon emission or photon gluon fusion. The collinear and soft processes go as a.ln( Q2) -... 1,
and are, therefore, of the zeroeth order in a •. :25) F2LO is then given by the sum of the parton
distributions:

(1.9)
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For this analysis the NLO definitions for the parton distributions are used. At this
order,

F.j'HO(XBj, Q2) =F2
LO (XBj, Q2)+

~:"11

[fi(xfY)~ e;(qi(XBj,Q2) + qi(XBj,Q2))+
&

2Nf ff(xfy)G(x Bj, Q2)]

(1.10)

At NLO, the parton distributions depend upon the scheme used to renormalize diver­
gences. The scheme defines the point at which a process is considered to be calculable using
perturbative methods. This affects the number of partons defined as low momentum, or
~'soft," within the nucleon. Often, the modified minimal subtraction PIS) scheme is used
to regularize divergences. In this case the C constants and f functions of equation 1.10
are given by reference 35. In this scheme, the hard contributions are explicitly retained,
so ff(xfy) has a small, but non-zero, value. Another popular option for defining parton
distributions is commonly called DIS. In this scheme, the entire NLO term is absorbed
into the definition of the parton distributions.[33j The gluon distribution is then entirely
determined by the momentum sum requirement.

The Q2 dependence of F2 is governed by the evolution equations, also known as the
Gribov-Lipatov-Altarelli-Parisi equations;[25]

(1.11)

The P functions describe the probability that a quark will radiate a gluon (Pqq ), that a
gluon will split into a qq pair (Pqg ) or that a gluon will split into a pair of gluons (Pgg ).

The techniques used to derive these equations had their roots in the QED calculations
of Weizsiicker and WilliamsJ361 A useful review of the derivation of these equations, by
analogy to QED, is given in chapter 8 of the textbook by Quigg)22]

The parton distributions are extracted by experimental fits to the measured data
within the PQCD framework described above. This is discussed further in chapter 2.

• R = FL /(F2 - FL )

Within PQCD, R is given by[21)

fi Jzl ~[Li==q,qe~qi(x)O';"I.(i) + Li==qe~G(.z:)O'~..,.(i)l
RQeD = -------"'-------:-~---.....:....-~-----':.......------'------"'-----

Li==q,q qi(X )e~ + fi: J: ~ [Li=q,q e~qi(x )(1'~ .. (i) + Li=q etG(x )O'b..,J i); ,
(1.12)

where O'L and O'T refer to the longitudinal and transverse components of the cross section
and q,'" and Gl'" refer to gluon bremsstrahlung and photon-gluon fusion. This formula is
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used to calculate RQCD throughout this analysis. The effect of using RQCD rather than
the experimental parameterization of R is discussed in chapter 2.

1.9 Order and Scheme in the Thesis

Order Terminology Largest Power Parton QeD Coupling
(assumes of QCD Coupling Distribution defini tion
O(n+1) is Constant in the Functions
Calc'd to Perturbati ve
be small) Expansion

Oth 1..0 0 I-loop I loop
(LO PDFs)

1st NlO I 2-loop 2 loop
(NLO PDFs)

2nd NNLO 2 3-loop 3 loop
(NNLO PDFs)

Table 1.1. Consistent use of Order when calculating the physical cross section.l3Tj

In this chapter I the formalism for calculating PQCD effects in deep inelastic scattering
has been introduced. As has been shown, the calculations of the hard scattering processes
have a residual scheme and order dependence which must be properly cancelled in order
the obtain the physical cross section. Therefore, consistent use of order and scheme is
important. Table 1.1 reviews the consistent use of order when calculating the physical
cross sectionsJ3TI

This analysis makes use of the deep inelastic cross section defined to next-to-leading
order. Accordingly, the NLO structure functions in the DIS scheme and equation 1.7 for
a. with .\ = A6r=;;4 are used.
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Chapter 2

The Transverse Momentum of Partons

This chapter develops a plan for measuring as from the average squared transverse
momentum of current partons in 2...... 1 events, (Pj.), in a hypothetical parton-level experi­
ment. This plan will be followed, with some modifications discussed in chapter 3, in the
analysis of chapter 7.

The starting point is a calculation by Altarelli and Martinelli,[211 which was recently
rederived, with small corrections by Korner, Mirkes, and SchiilerJ20] In all of the calcula­
tions below, the parton-level kinematic variables, as defined in chapter 1 and appendix A,
will be used.

In brief, this chapter provides:

• The derivation of the equation for (Pi) of the partons in 1+1 and 2+1 parton
events and its dependence on a,.

• A discussion of the uncertainties from the parton distributions.

• A hypothetical parton-level experimental method for measuring (Pi) .

• An estimate of the higher order effects.

The kinematic ranges: 400 < W 2 < 800 GeV2, 3 < Q2 < 24 Ge~"2 and 0.003 <
XBj < 0.04, with (W 2 ) = 600 GeV2 , will be regarded as accessible to this analysis.
Detailed discussion of the E665 data and the kinematic cuts will be provided in chapter 5.

2.1 The Average Parton Transverse ~IomentumSquared

By definition, the (Pi) is given by

(2.1 )

As a matter of convenience in evaluating equation 2.1, the integrals are performed over u
and z, using equation 1.3, derived in the previous chapter.
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(2.4)

(2.3)

The integral in the denominator is given by equation 1.1 or 1.2. :'rote that this integral
is over all 1+1 and 2+1 parton events.

The integrand in the numerator is weighted by Pi. Rewriting the numerator using
equation 1.4,

P 2 NLO p2 LO p2 NLO . p2 LO
T<J"DIS = T 1+1 LO<J"1+1 + T 1~1 NLO<J"I+I -,- T 2+1 L00"2+1'

Since this calculation assumes the incoming parton has no intrinsic momentum, thus re­
quiring all 1~ 1 parton events to have Pj. 1+ 1 = 0, the above eqnation becomes

P 2 NLO p2 ' (22)T<J"DIS = T 2+1 L00"2+1. .

Equation 2.2 is not divergent since Pj. removes the divergence, as shown in section 1.5.

Equation 2.2 was evaluated at the parton level by Altarelli and Martinelli in reference
21. The calculation was performed by dividing the interaction into two event types, glu­
on bremsstrahlung (q) and photon-gluon fusion (G), which were calculated separately for
interactions with transversely polarized (T) and longitudinally polarized (L) virtual pho­
tons. The result will be called the Pi weighted splitting functions in this thesis. Explicitly
factoring out the Q2 dependence gives

J dirT 44 2 2 '72 T( ) _ d _q_ p2 _ Q2 _ Z - Z-r-
Q Pq Z - 11. dzdu T - 3 12z '

Q2 pb(z) = JdUddirdb pi = Q2
1

- z [z2 + (1 - z)2j,
z 11. 3z

J dirL 4
Q2pL(z) = du-q-Pf = Q2-(1 - z),

q dzdu 9

Q2p~(z) = Jdu::1pi = Q2 ~(1 - z)2,

These must be convoluted with the probability of finding a parent parton at a given
X and Q2 in order to evaluate 2.2. These probabilities are parameterized by the function
F2(X, Q2) and the parton distribution ~G(X,Q2) and are discussed in the next section. The
result must be integrated from from ~Bi to 1 because all parent partons with fractional
momenta X ~ ~Bj may contribute to the processes at ZBj.

Dividing numerator by denominator,

p2 _ct,(Q2) Q2 ZBi 1-y+y2j2

(T)- 21r F2(ZBj,Q2)1-y+y2/2(1+RQCD)

. t f(X,YBi,F2(X,Q2),G(X,Q2),p(~Bj ))dx
J~Bj X
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It is very important to note that (Pj.) is the average transverse momentum of ALL events,
with the transverse momentum of 1 ..... 1 parton events assumed to be zero.

Measuring the kinematic variables, the parton distributions, and (Pj.) of the partons
as a function of Q2, permits extraction of cr.:

(2.6)

So far, the calculation has not considered the magnitude of the O( cr~) terms. The
calculations that exist will be discussed in a later section in this chapter and will be shown
to be dependent upon the jet algorithm applied. The calculated O( cr~) terms are small for
this analysis, so the consistent set of NLO definitions, listed in table 1.1, will be used in
this throughout this chapter.

2.2 The Experimental Inputs: R, F2 and -zG

R, F2 and -zG defined to NLO are required as inputs to equations 2.6 and 2.4. These
are extracted from the cross sections for deep inelastic scattering, which E665 has not yet
measured. Therefore, results from other experiments are used as inputs. The uncertainty
from Fz, R and the parton distributions, including -zG, is discussed below: A useful review
of recent experimental measurements of all three distributions is given in reference 38.

• The value of R

Figure 2.1. Comparison of RSLAC to RQCD.

a: o.s

0.4

0.3

0.2

0.1
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The experimental value of R is extracted from measurements of the cross section for
deep inelastic muon scattering, as given in equation 1.2. In this equation the differential
cross section, Q2, xbj and yare measured using the scattered muon. R can be isolated by
taking the ratio of the cross sections at the same Q2 and x Bj for different beam energies,
because F2 will cancel. This method has been applied in a series of precision experiments
performed at SLAC.~17!

~onperturbativeeffects in R are found to be largest at low Q2 and high XBj)17J The
measured value of R from the SLAC experiments is compared to RQCD, given in equation
1.12, as a function of XBj for Q2 = 3 Cel" 2 in figure 2.1. RQCD and RSLAC diverge rapidly
for XBj > 0.02, the kinematic region of the SLAC measurement. However, XBj is less than
0.02 for the £665 data. Thus, the region in which RQCD and RSLAC disagree carries very
little weight in the integral of equation 2.4. In this analysis, RQcD will be used, hut a
systematic error will be determined by comparison with RSLAC .

• The Function" Weighting F2 , and xC

In order to evaluate the importance of experimental errors on the measurements of R,
F2 , and xG, the kinematic ranges in which these functions will contribute must be consid­
ered. The weighted splitting functions (the p" functions of equation 2.3) divided by X\
which multiply F2 and xC functions in equation 2.4 are: P~(ZXBj/X)/X2,p~(XBj/XJ/X\

P~(ZXBj/X)/X2, and p~(xBjlx)lx2. These are shown as a function of X in figure 2.2.
Curves are shown for XBj = 0.007 and XBj = 0.02, the average values of XBj in the lowest
and highest Q2 bins which will be used in this analysis. The curves begin at X = XBj

because the parent must have equal or greater momentum than the quark which interacts
with the virtual photon.

As will be shown below, for X > 0.003, R, F2 and xC are relatively flat in the low X
region and drop rapidly to zero at X "" 1. Both longitudinal functions and the transverse
function associated with Foz fall almost exponentially with a steep slope, causing the low
X regions of R, F2 and xG to be preferentially selected. The transverse multiplier of xG
does not decrease as quickly, changing by roughly an order of magnitude over the full X
range. Based on this, the discussion of Rand F2 will focus on mainly low X, while the full
X range will be considered for xG.

• Mea"uring Foz and G(x, Q2)

F2 is extracted from measurements of the cross section for deep inelastic muon scatter­
ing (equation 1.2) given Q2, XBj, Y and R. Many high precision experiments have been per­
formed in order to determine F2 and it may be considered reasonably well determined.l381

The gluon distribution is more difficult to measure. Its contribution to deep inelastic
scattering through the scaling violation of F2 is a small effect which is strongly coupled
to the choice of .\.l39! Therefore, even with very high statistics, there is a large associated
uncertainty. The gluon distribution contributes directly to the rate of J It/; production
through the photon-gluon fusion diagram. Unfortunately, the statistical significance of the
present data is low and the result is dependent on the mass of the charm and a normal­
ization factor, neither of which are well understood.l40] The cross section for direct photon
production in pp scattering is directly proportional to the gluon distribution, ho"vever the
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Figure 2.2. The functions P~(ZBj/X.)/)(2 and P~(ZBj/)()/)(2), the weighted splitting
functions over )(2, which multiply F2 and zG in this analysis.

rate of production is low, isolation of photons is fraught with experimental difficulties,
and there are various theoretical ambiguities over the definition of scales such as Q2 J4(

Other methods for extracting zG, including heavy flavor production, Drell-Yan production
and n' and Z production at the colliders, haye drawbacks which make them little better
than the preyious three.:33: The gluon distribution extracted using scaling violations (X),IC
data,:39! IJ.H2 , IJ.D2 ), J/l:.-' production (N~IC data,[40] IJ.H2 ) and direct photon production
(AFS data, ~41) pp) are shown in figure 2.3a. The statistical and systematic error are added,
resulting in an error of "" ~lO% for all data sets.

Global fits of F2 and xG data from many different experiments provide parton dis-
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J /w data; stars - fit to AFS direct photon data. b) Comparison of xG
from scaling violations from the :\Iorfin-Tung B2 fit in the AISand DIS
schemes. Actual function values are at center of shaded regions. Spread of
shaded regions is this author's best estimate of the sum of the systematic
and statistical error.



tributions over a broad kinematic range with better understanding of systematics such as
normalization and with high statistical significance. ~Iany global fits to various data sets
have been published; for fits to recent data see references 421, 431, and 441. Even within
the set of global fits, there are variations in the extracted xC function depending on v.thich
data sets are included. Extrapolations of these fits into unmeasured kinematic regions are
highly speculative.

To see the scheme dependence in xC, compare the Morfin-Tung "B2" global fit[42! to
the BCDMS (Il scattering), CDHS\V (II scattering), CCFR (II scattering), E288 (Orell­
Yan) and E605 (Orell- Yan) data in the !'vIS and DIS factorization schemes shown in figure
2.3b. The ~lodin-Tungfits lie at the center of the shaded regions. The spread of the shaded
regions is this author's best estimate of the sum of the systematic and statistical error on
the fit. The region below XBj == 0.05 is an extrapolation of the fits. The systematic and
statistical errors overwhelm the scheme dependence effects .

• The Choice of Parameterization of F2 and G( x, Q2)

This analysis requires parton distributions which are applicable in the kinematic range
XBj > 0.003, Q2 > 3 Ge't.'2. The 1992 structure functions from the NMC[39j (IlP scattering)
and CCFR[45j (liFe scattering) experiments provide independent measurements in this
kinematic regime. These data sets will henceforth be called NMC92 and CCFR92 data.
These data extend into previously unmeasured kinematic regions of low x B j and Q2. The
results are in mutual agreement and in good agreement with the CRIO, BCOMS and
SLAC data in the overlapping kinematic regions.l45j

At the time of this analysis, parameterizations which used CCFR92 and Nl\IC92
data were not yet coded into the publicly available CERN-maintained parton distribution
library (PDFLIB). [47] The parameterization used in this analysis, Morfin-Tung B2 (NLO,

A~~=~ == 191 ...W'eV), was chosen because it reproduced the NMC92 and CCFR92 sets

reasonably well,[46] as demonstrated in figure 2.4. The neutrino data were corrected to the
charged lepton F2 and for nuclear effects. Morfin-Tung B2 is parameterized in the DIS
scheme, which is advantageous for fast calculation of F2 from the parton distributions.
This means that for theoretical comparisons, ADIS should be used in a •.

A ± 10% error covers the uncertainty in the gluon distribution. Therefore, for system­
atic studies, xG will be varied by this amount in the analysis. A ±10% is also considered
for F2 because the agreement of the Morfin-Tung B2 fit, shown in figure 2.4, is not perfect
and because the measurements extend only to 'ZBj == 0.008, while this analysis extends to
XBj = 0.003.

Recalling equation 2.4 and figure 2.2, note that F2 is. an order of magnitude smaller
than xG at low x, while the multiplying functions for F2 are an order of magnitude larger
than those of xG (see figure 2.2). The relative contributions of the two terms to equation
2.4 are therefore comparable.

• Comparison of Deuterium and Hydrogen

This analysis will make use of data sets from hydrogen and deuterium targets. There­
fore, it is necessary to demonstrate that differences between the proton and neutron struc­
ture functions will not affect the analysis. The ratio of the neutron to proton cross sections
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Figure 2.5. Fi' / Ff for three muon scattering experiments

has been studied extensively in E665 and other experiments. [48] A summary of the data
on Fi' / Ff is shown in figure 2.5. At low :rBj, the ratio is consistent with unity. It begins
to decrease at :rBj :::::: .1 towards a value of 0.25 at high :rBj- Recall that the multiplying
functions for F2 decrease much more rapidly than this (figure 2.2), effectively "selecting"
only the region where F; / Ff :::::: 1 for significant contribution to the integral of equation
2.4.

2.3 Theoretical Expectations and Uncertainties for (Pi)

Figure 2.6 shows the theoretically predicted value for (Pi) as a function of Q2 (solid
line in all plots), for ~oo < ll"2 < 800 Gey2, using the :\Iorfin-Tung B2 DIS parameteriza­
tion. At low Q2, the function rises quickly, but for Q2 > 3 GeV2, (Pi) vs. Q2 appears to
be linear, with a relatively small slope. Although the full Q2 range is shown, in principle
PQCD is only applicable in the region Q2 » .\2 •
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Figure 2.6. a) The theoretically predicted value for (Pi) as a function of Q2 (solid line);
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In figure 2.6a, the dotted line shows the expected (Pi) dependence on Q2 if Q 8 did not
vary with Q2. If Q 8 does not vary with Q2, then one might expect its magnitude to be the
average value of 0 8 measured by the AMy[-t9 1 (JS = 50 GdT

) and LEP[50j (JS = 91 Gel/')
experiments: 0.135. The variation of the parton distributions with Q2 is an experimental
fact, whether or not one assumes 0 8 runs, therefore this should not be altered. (Pi) is a
factor of 2 10\·.rer than the standard prediction with 0 8 running and has a slightly steeper
slope. An alternative choice is to fix Q 8 at the PQCD value for the average Q2 of this
analysis: Q 8 = 0.27. This is shown by the dashed curve in figure 2.6. Given sufficient
statistics and control of the systematic errors, a clear signal for the variation of 0 8 should
be observed.

The dotted and dashed lines on figure 2.6b show the predicted (Pi) with increased and
decreased £2 distributions; the dotted and dashed lines on figure 2.6c show the prediction
with decreased and increased zG distributions. In each plot, the normalization of only
one distribution was varied while the other was fixed at the standard Morfin-Tung value.
The net effect is a "'" 5% overall uncertainty in both cases. In order to study the possible
Q2 dependent effects, F2 was multiplied with a "higher twist" term of the form: ) + (a +
bXBj + cx1,j)fQ2].l51] The best fit to the CCFR92 and NMC92 data within the kinematic
range of this analysis came from a = -0.07, b = 0.732, and c = 4.0, respectively. The
result was a 1% variation in (Pi) at low Q2 .

In the region of low Q2 and high XBj, R has been measured to differ dramatically
from RqcD. As discussed above, the large ~Bj region is suppressed by the multiplying
functions. The dotted line on figure 2.6c shows the predicted (Pj.) if RSLAC rather than
RqCD is used in the analysis. Note that the longitudinal splitting functions derived for
use in equation 2.4 assumed R = RqCD' therefore, for this study these functions were
multiplied by RSLAC / RqCD. The difference is "'" 2% with a very small Q2 dependence.
The effect of assuming R = 0, an historically popular but disproven choice, is shown by
the dashed line.

In conclusion, the systematic uncertainty in the theoretical prediction from F2 , xG
and R is on the order of 7% with negligible Q2 dependence.

2.4 The Blueprint for the Analysis

In a world without hadronization, in order to evaluate equation 2.6, one might plan to
isolate the set of 2+1 parton events, average their transverse momenta and then evaluate

(p2\ Ip2 ) N 2+ 1
TJ = \ T 2+1 V + N

• 1.... 1 2+1
(2.7)

Unfortunately, the cross section for first order PQCD processes diverges for emission of
partons with low momenta or at small angle, as shown in section 1.5. So, in principle,
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Figure 2.1. Contributions to the cross section as a function of Ycut for processes propor­
tional to a" and the external a~

N2+1 is infinite.

The practical solution to this is to introduce a cut-off, below which an event is defined
to be 1+1. There are many methods of removing infrared singularities originating from
the emission of soft and collinear partons. In the "JADE" method, commonly used by
theorists and described in detail in reference 20, a cut at some arbitrary value (called
"Ycut") is made on the scaled invariant mass, Yij = m~j/W2, where mij is the invariant
mass of the two current partons. Soft or collinear parton pairs with invariant mass below
the value of Ycut are treated as single entities.

The cross section for 2+1 events has been calculated as a function of Ycut,[52) and the
contributions are shown in figure 2.7. The 2+1 parton contributions are shown separately
as gluon bremsstrahlung ("QG") and photon gluon fusion ("QQ"). The other contributions
are from 3..... 1 parton processes which will be discussed further in the following section. The
value of Ycut where an analysis is performed is arbitrary, however Ycut =0.04 is a popular
choice among theorists because the 3+1 contributions are over an order of magnitude
smaller than the 2+1 parton contributions. For Ycut = 0.04, the total two parton cross
section is shown as a function of .JS in figure 2.8. In the region of E665, the contributions
from gluon bremsstrahlung and photon gluon fusion are approximately equal.

Applying an invariant mass cut on the outgoing partons implicitly cuts on the mini­
mum and maximum fraction of the proton's momentum that can be carried by the incoming
parton. To calculate the minimum X, note that a cut on the outgoing parton invariant
masses implicitly represents a cut on the invariant mass of the virtual photon - incom­
ing parton system, m;j in/n'2 = (2k . q - Q2)/l-V2 > Ycut. Substituting z = Q2/2q . k.
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deep inelastic experiments are noted.

W 2 / Q2 = 1/Z B j for small ;r: B j, and X = ;r: B j / z, one finds

X > Ycut + XBj'

Note that this change in the lower limit of the integral over !(X,YBj,F2 ,G,p) is quite
important if J:Bj « Ycut, the case for E665. To obtain the maximum X = q. p/q . k, use
2p· (q + k - p) > Ycut W 2 • Given massless partons and using p' kip, q = (2p· k + k . q)/2q.
p - X/2 = (1 - X)/2, one finds

1 - 2(1 - z)Ycut > X.

Because there is little contribution to the integral of ! at X-I, this correction has little
effect.

If the JADE Algorithm is used, then the numerator of the average transverse momen­
tum becomes

and the first term is defined to not contribute. Hence, with the JADE Algorithm,

P 2-NLO _ p2
T(J'D1S - T 2+1 LO(J'2.J..1 .. >"J 'c ..'

is evaluated.

In order to evaluate this, recall that the weighted splitting functions (eq 2.3) repre­
sented integrals over all u = kp/kq. Defining v = Ycutl(l - X), an invariant mass cut
between the partons requires

v < u < 1 - v,
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which, at small values of Ycut1 will have a small effect. The weighted splitting functions
have been recalculated [53J with these limits using the program Mathematica:

p;(z) = ~(l - z)(l - 6v2 + 4v 3
),

p~(z) = ~(1 - z)2(1 - 6v2 + 4v 3
),

-T (1 - 2v) L
Pq (z) = [7 + 2z + 2v(1 - v)(1 + 2z - 6z2)] - P (z),9z q

T l-z
Pa(z) = --(1 - 2v)[1 - v(l - v)(1 - 6z + 6z 2

)]- p~(z).
3z

The resulting equation for the average is

(2.8)

(2.9)

This could be evaluated "experimentally" for a given Ycut in our world without
hadronization,

A 1.1

a:
V 1.2

0.1

0.4

o

(2.10)

o 0.01 0.02 0.03 0.G4 o.os O.oe 0.07 o.oa 0.01 0.1

ycut

Figure 2.9. The predicted dependence of (Pi) upon Ycut for Q2 = 4 GeV2
• The depen­

dence is well fit with an exponential multiplied by a quadratic term.

The (p}) dependence upon Ycut is well fit to an exponential multiplied by a quadratic
term, as shown in figure 2.9. (p}) decreases as a function of Ycut because increasing
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Ycut decreases the number of 2+1 parton events events more quickly than the transverse
momentum. of those events increases. The value of (Pf) asymptotically approaches (Pj.)·
at low Ycu.t. (Pj.) is evaluated as a function of Q2 for Ycu.t = 0.03, 0.04 and 0.05 in figure
2.10. This predicted behavior can be tested by measuring (PJ. "up") at various values of
Ycut·

Using measurements of (Pf "up")' the variation of a, with Q2 can be tested. Equation

2.9 may be rewritten in terms of (Pf U nP,,):

(2.11)

Evaluating this in Q2 bins then tests the predicted variation of a,.
Alternatively, the distribution of (PJ. "np") V" Ycut may be fit in each Q2 bini the·

fit may then be extrapolated to Ycut = 0 where (Pf) (equation 2.9) is equivalent to (Pf)
(equation 2.4),[54] This technique is only possible because (Pf) is not divergent. However,
in chapter 7 this method will be shown to be limited by several difficulties and therefore
will be used only as a cross-check of the first technique.

2.5 Higher Order Corrections

The lack of a complete calculation of the higher order contribution" to the average
"quared tran"ver"e momentum i" one of the mod important uncertaintie" in thi" analy"i".
In order for (7'DIS ::::: (7'~f.f to be a good approximation, the O(a~) terms must be small.
Also, it is important to assure that the Q2 dependence of the neglected O(a~) terms will
not affect the conclusions of the analysis. In this section, the magnitude of the higher order
corrections will be estimated based on the portions of the calculation which are available.
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The external contributions to the cross section from terms proportional to a 2 has
- ~

been calculated as a function of Ycut. l52 ,55,56! The magnitude of the external contributions
to the cross section proportional to 0:; are shown in figure 2.7. By Ycut :::::: 0.04, the
3~1 contributions are more than an order of magnitude smaller than the 2+1 terms.
Therefore, Ycut = 0.04 is a popular choice for theoretical cuts in deep inelastic scattering
jet calculations. Computer code for these calculations has not been completed. Graudenz
has also published the calculation of the cross section through 0:;, excluding the loop
contributions, at Q2 = 10.30, and 100 GeV"2 According to reference 55, page 82, the
contribution of the 3...... 1 events to the total cross section is 4% at Q2 = 10 Gev"2 and 7%
at Q2 = 30 Gel;". The Graudenz calculation is in the ..vIS scheme, the parton distribution
functions from Charcula[57] are used, and o:~ is defined as in equation 1.7.

As an order of magnitude estimate, it should be noted that the higher order corrections
to the average squared transverse momentum are expected to be smaller than those of the
production cross section at a given choice of Ycut.l58] This is because the factor of Pi
preferentially suppresses the 3+1 parton events, which have lower momentum per parton.
Hence, one expects the contributions to be smaller than 4-7%.

No parameterization of the Q2 dependent correction to (Pi) is available at this time.
However, Graudenz has published the a~ contribution to the thrust, the total longitudinal
momentum of the partons divided by total momentum, at Q2 = 100 GeV 2)55] This author
has used the thrust information to solve for the a~ contribution to (Pt).

At 100 GeV2 , the percentage difference in the average thrust calculation with 0: 6 and
a~ terms, compared to using a. terms only, is 2%. The change is small because there are
few 3+1 events and these events do not have high transverse momenta. From the thrust
and the average momentum of the jets, the percentage correction to (Pt) due to the terms
proportional to a; is calculated to be < 4% at Q2 = 100 GeV 2. From the plots on page
78 of reference 55, the percentage change between the two calculations of (Pi) between
Q2 = 10 GeV2 and Q2 = 100 GeV2 is 7%. This indicates that the terms proportional to ­
a; vary from ..... 3.7 to 4% over the Q2 range of this analysis at Ycut = 0.04.

No calculations {or the higher order corrections to the average squared transverse
momentum at Ycut other than 0.04 are available in the literature at this time. This is an
important limitation on the results extracted using extrapolations of fits to Ycut = O.

The higher twiset terms which are proportional to powers of AIQ2 have nol been
calculated. For Q2 > 3 GeV2, these terms are expected to be small.
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Variation of this parameter leads to changes in what is defined as
a jet .

• A jet is made up of massive particles, hence E jet i= Pjet • At the
parton level, even if the constituent masses of the quarks were used,

Eparton ::::::: Pparton'

Having said this, one can make the following parton-jet duality hypothesis:

On A verage, the jets will reflect the kinematic
properties of the underlying partons

This hypothesis has a venerable history, dating back to the original fragmentation models
by Andersson, Gustafson and Peterson,:60j and by Feynman and Field.[59] Its theoretical
basis has been discussed more recently in references 6, 61- 63. Using this assumption,
jet rates and properties have been successfully predicted in all types of experiments where
jets have been observed (see references 64-66, for example).

However, this assumption is only as good as the algorithm used to identify the jets.
The purpose of the following sections is to use the E66S Monte Carlo to test the hypothesis
of parton-jet duality on jets identified using the JADE Jet Algorithm, described below. In
analogy with the parton level, in all following discussions, 1+1 will refer to one forward
jet and one target remnant jet. A 2+1 jet event has a total of three jets, with one due to
the target remnant. The target remnant jet is assumed to be the most backward-going in
the CMS.

3.2 The JADE Jet Algorithm

Since the first observations of multi-jet events in e+ e- experiments in 1979, many
methods have been developed to properly assign particles to jets (see for example, ref­
erences 66-68). A global comparison in reference 68 shows that for the above parton-jet
duality hypothesis, all of the algorithms are approximately equally good. This analysis us­
es the JADE Jet Algorithm,[6T] originally developed by the JADE Collaboration at DESY.
This is an application, at the hadron level, of the algorithm described in the section 1.6.

The JADE Algorithm uses a recursive process in which the scaled invariant masses of
particles in the event are compared to a cutoff. For each pair of particles, the invariant
mass mij is calculated:

(3.1 )

The invariant mass is then scaled by the total energy in the center-of-momentum frame:

(3.2)
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The two particles, i and j, which have the minimum Yij are selected for consideration. An
arbitrary parameter Ycut is introduced such that if

Yij < Ycut (3.3)

then the particles are assumed to belong to the same jet. The -i-momenta of i and j are
added and the pair is now treated as a single "quasi-particle." The method is repeated
until there are no combinations which fulfill the requirement. The number of remaining
(quasi- )particles is the number of "jets" in the event.

The rate of jet production will be considered for 1+1,2+1 and 3-or-more-t-1 jet events.
The rate of (3+ )+1 will be shO\vn to fall quickly with increasing values of Ycut and in the
final analysis Ycut is chosen such that the number of (3+ )-+-1 jet events is negligible.

3.3 Definitions of the Transverse lVlomenta

(Momenta of
Particles in
Jet)

Figure 3.1. Transverse momentum of a jet.

P (Jet Momentum)
.-.....J_

(Virtual Photon
Momentum)

This section defines the transverse momenta studied in the analysis of jet events. As
discussed above, the (3+)+1 jet events are negligible in the final analysis. Therefore this
section concentrates on 1+1 and 2+1 jet transverse momenta. First, the transverse momen­
tum variables are defined. Next, the 2+1 case, which is actually the simplest, is discussed.
Finally, the 1+1 expectations are presented. When order-of-magnitude expectations are
calculated, the values from references 69 and 70 are used.

When discussing the transverse momentum, an arrow (-+) indicates the vector, while
absence of an arrow indicates the magnitude of the vector. All definitions below are listed
in Appendix A.
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If kr were the only extra source of transverse momentum besides PT QCD, then

---+ --+---+
PTjet a = kT + PTQCD,

---+ --+---+
PTjet b = kT - PrQCD

Intrinsic transverse momentum may cause the jet vectors and the virtual photon to be-aplanar. If kT and the virtual photon lie in the same plane as the 3-vectors of the two
---+

outgoing partons, the magnitude of PTQCD is recovered through equation 3.4and the
--+

magnitude of kT is obtained through

kT = (Pr jet a - PT jet b)
2

(3.6)

--+
If kt does not lie in the plane, then equation 3.4 is only approximate. Equation 3.4 is a
good approximation if kT ~ PT QCD, causing the angle out of the plane to be small. (k})

has been measured to be (0.44 Ge~')2 = 0.19 GeV2 in previous experiments,[69] using other
methods than jet characteristics. Equation 3.6 averaged over the angles of the incoming
parton with the jet plane will be exact:

kT (PT jet a - PT jet b)= -'---''------=----'-

J2 2
(3.7)

oFragmentation (PT jrag):

With fragmentation, the discussion moves from the parton to the jet levels. Even in
the simplest fragmentation models, at least one hadron must be associated with both the
forward and backward system in the eMS in order to close the color of the event. This
shared daughter particle may be expected to have, on average, transverse momentum equal
to (PT jrag) = 0.35 Gell J691 As with intrinsic momentum, the distribution of fragmenta­
tion transverse momentum is assumed to be a two dimensional Gaussian.l69] The result of
the fact that this particle is assigned to only one of the systems is that each will then have
transverse momentum with respect to the virtual photon axis. In the 2+1 case where only
fragmentation and PQCD are considered, adding this transverse momentum vector to the
PQCD transverse momentum vectors results in

---+ ---+ ---+
PTjet a = PT jrag -+- PTQCD,

---+ ~ ---+
PTjet b = P T / rag - P TQCD

The result is

P (PT jet a. + PT jet b) F
T 2 jet = 2 :::::: T QC D·



(3.8)

cMeaJuring (Pj. frog), (k}) and (Pj. QCD):

Based on the above discussion, a plan for measuring (Pj. frag)' (k}) and (Pj. QCD) can
be developed. (Pi /rag) can be measured from the transverse momentum of the particles
\yith respect to the jet axis. Then, recalling the relation in equation 3.5,

f((Pj. frag) + (k})) _ I(PT jet a - PT jet b)2\
2 - \ 2 I

may be evaluated and a value for (k}) can be extracted. The expectation for this value,

given the world averages for (P2 ) and (P) is /(PT jet .. -PT j.t b)2) = 011 Geti2T frag T' \ 2 "

Even if the £665 jet measurements of equation 3.8 agree with those done by other
experiments using different methods, such simple interpretations should not be pushed too
far. There may be other soft sources of transverse momentum in the two jet events. One
thing that can be said, however, is that these measurements provide an overall order-of­
magnitude estimate for the soft transverse momentum effects.

If the soft effects are small, then equation 3A(PT QCD = (PT jet a + PT jet b)/2) is
expected to effectively remove most of the soft contributions, leaving all of the transverse
momenta due to the underlying PQCD process in the event.

Unfortunately, two effects can drastically reduce the measured values of PT jet a and
PT jet b, resulting in incorrect determination of (Pi QCD)' These are cross talk between
the jets, PT croutallo and misidentifying a 1+1 parton event as a 2+1 jet event.

cCroJJ Talk Between the Jeb (PT crouttdlc):

Misassigning particles in jet a to jet b results in "cross talk" between the jets. This
will always decrease the magnitude of the transverse momenta of the jets. Note that again,
by color closure arguments, at least one particle must be shared between the partons and,
by necessity, "misassigned." Therefore, one can expect to always slightly undermeasure
the transverse momentum.

In an effort to reduce misassignments, Ycut is chosen such that the the jets are separat­
ed. In the simple model, this would leave the mismeasurement due to the shared daughter.
If the momentum should be divided equally on average then the undermeasurement of the
transverse momentum squared may be expected to be of the order of (PT f rag)/V2.

c Contamination by MiJidentified 1 +1 Jet EventJ:

If the jet algorithm is fooled due to some fluctuation in fragmentation leading to an
apparent 2+1 structure, then obviously the measured transverse momentum in the event
will not be related to PT QCD. An example of such a case would be a 1+1 parton event
with two high energy particles that had Yij > YCll.t. The algorithm would manufacture two
non-remnant jets using these particles. The distribution of the transverse momentum of the
particles measured with respect to the virtual photon axis falls exponentially)12] Therefore,
naively one may expect that the two fake jets in our example will have transverse momenta,
PT 1 a. 2, which are lower than the (PT QCD) of properly identified 2+1 events.

Therefore, it is important to choose an algorithm that has good agreement between the
jet and parton characteristics. The only way to test this is by Monte Carlo comparisons.



This should represent the simplest case since the Monte Carlo is designed to have the jets
reflect the partons. If the algorithm fails in this case, then it is probably doomed to fail
in nature. If it works, then this gives some confidence it may also work when applied to
the data.

oSummary of the 2+1 Jet CaJe:

In conclusion, if the quality of the jet-finding algorithm is good and nonperturbative
effects are small, then if one defines

then PT 2 jet:::::: PT QeD:::::: PT·

_1 +1 Jet CaJe:

(PT jet a + PT jet b)
2

(3.9)

gluon

Process:

Jets Observed
in theCMS: <J * ± ~E;;:----~

Remnant Jet
(Not Observed)

Nonremnant Jet Remnant let
(Not Observed)

Nonremnant Jet

Figure 3.3. An example of 1+1 parton events which actually had very soft gluon e­
missions. The diagram is shown in the C11S and no intrinsic transverse
momentum is considered. The dotted line shows the virtual photon axis. a)
The gluon was emitted after the virtual photon-quark interaction, so it is in
the forward direction. \\"hen the vectors of a and b are added, the resulting
sum lies along the virtual photon axis. b) The gluon was emitted before the
interaction and therefore is in the target remnant direction. Adding vectors
a and c to make this a 1+1 event leads to trans\"erse momentum of the sum
and the forward parton with respect to the ,;rtual photon axis.

The 1-1 jet case is actually somewhat more complex than the 2...,....1 case. This case
has contributions from PT frag and kT and also the underlying soft QeD processes in the
event.

As discussed in chapter 1, at the parton level, there is no such thing as true Oth order
events. All events are 2-1, but some are highly collinear or have a soft second parton. In



an analysis, if Ycut is set to a high enough value to assure that 2~1 events are hard PQCD,
then many events in the 1-1 jet set will have two underlying current partons, with one
having energy just below the cut. Figure 3.3 illustrates soft gluon bremsstrahlung, where
the scaled invariant mass of the struck quark and the parton were just below the cut, as
an example. In the first case, the gluon was radiated after the quark was struck. The soft
gluon is combined with the struck quark and there is no net transverse momentum with
respect to the virtual photon axis. In the second case, the gluon was radiated before the
quark was struck and is, therefore, collinear with the target remnant. Combining these
introduces an apparent transverse momentum with respect to the virtual photon axis.
Calling this transverse momentum PT 2 a6 1, one would expect

(p2 ) (Pi trag) + (k}) (P )
T 1 jet = 2 + T 2 '16 1 •

PT 2 a6 1 has not been calculated, so the only statement that can be made is that the
measured value of (Pi 1 jd) is expected to be larger than the measured value of equation
3.8.

Note that if E665 could reconstruct the target jet, then the transverse momentum
could be measured with respect to this axis and (PT 2 a6 1) would no longer contribute.
The forward spectrometer data used in this analysis does not have enough backward C;\IS
acceptance to identify the target jet axis. This will be discussed in detail in later chapters.
However, the streamer chamber data, which is a subset of the events used in this analysis,
has full charged particle acceptance and could be used for such a study in the future.

3.4 The l.\lonte Carlo: Description and Caveats.

A Monte Carlo simulation provides the parton/experimental-world connection, intro­
ducing: intrinsic momentum for the partons, fragmentation of the partons into hadrons,
accurate representation of the muon beam, multiple scattering, secondary interactions,
electromagnetic radiative corrections and decays. A Monte Carlo which has been tuned in
previous experiments and reproduces the particle distributions in E665 can provide a set
of "well understood" events on which one can test the quality of the jet-finding algorith­
m. There are several "tuned" Monte Carlo packages available, which differ mainly in the
model for the fragmentation of the partons. These include the independent fragmentation
model,[59) QeD cascade models,(T3,14,T5j and the Lund color string model.~T6] The string
model has been found to reproduce most accurately the results of e- e - and deep inelastic
scattering experiments, [TTl and therefore is used in this analysis.

The Monte Carlo program generates the physics interaction at the parton level, based
on PQCD calculation and then fragments the outgoing partons into hadrons based on a
fragmentation model. This study uses the standard Lund Monte Carlo(69

) (Lepto
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5.2 by G. Ingelman, Jetset 6.3 by T. Sjostrand and ~I. Bengtsson). Leading order parton
distributions:42 ) were used. Two physics generators are available for use in this 1Ionte
Carlo. The first is an exact matrix element calculation based on the PQCD calculations
by R. Peccei and R. Ruckl[781 and is used for the acceptance corrections in this analysis.
The second is a variation on the QCD cascade model, in which incoming and outgoing
partons radiate or split if there is sufficient energy for the newly created parton pair.:75i

The Parton Shower model[75 i is used for study of acceptance correction systematics. The
Lund string fragmentation,[76j described in detail below, is applied to the final set of partons
from both physics generators. The parameters of the ~lonte Carlo have been tuned on
other experiments than E665 and were not changed from the default values. '69,70

The beam muons for the Monte Carlo simulation are parameterizations of a random
sample of muuns measured in the E66S Beam Spectrometer. e79] Therefore the kinematics
of the incoming muon reflect real events accurately. Electromagnetic bremsstrahlung by
the muon is simulated using the GA1lRAD program which is based on the radiative cross
section calculations of Mo and Tsai. [8°i

The Lund ~Ionte Carlo physics generator, Lepto 5.2, uses the exact PQCD cross sec­
tion calculated through terms proportional to a. to generate events, regulating divergences
with an invariant mass cut of m 2 = 2 GeV 2 and a Ycut = 0.0025. In order to check the
Monte Carlo parton-level output agreed with the published theory applied in section 2.4
and 2.5, comparisons of the Lund Monte Carlo code to the PQCD calculations by Brod­
korb, Korner, Mirkes and Schiiler[20,52! were made.~811 The following discrepancies should
be noted:

1. The longitudinal term of the PQCD cross section is not included in the
~Ionte Carlo when determining the overall event rate in each Q2 and XBj

bin. The organization of the Monte Carlo is such that this does not affect
the relative fraction of production of each event typeJ82]

2. In reference 20, equation 3.25a should read: (1 +- x~); not: (1 -l- xp )2. Con­

sultation with the authors confirmed that this was a typographical error .83;
After correction, the underlying matrix elements integrated over z for the
calculation and the Monte Carlo agreed if the partons were assumed to be
massless.

3. The use of constituent masses in the Monte Carlo leads to deviations from
the massless calculation at W < 15 GeV for XBj < 0.003. This is outside
the kinematic region of this analysis.

4. When crossing flavor thresholds in the Monte Carlo, the number of flavors
in a. is changed but A is not, so a. is discontinuous. The threshold was
defined as Q2 = m~, so this had no effect on this analysisJ82]

In conclusion, the parton~leveloutput from the ~Ionte Carlo physics generator agrees
with the calculations presented in chapter 2 within the kinematic range of this analysis.

The Lund ~Ionte Carlo introduces intrinsic transverse momentum (kT) which was
ignored in equation 2.4. In the calculation of 2.4, the approximation of zero intrinsic
momentum was justified if JCi2 ~ kT.~211 The value of kr is chosen randomly according



to a two dimensional gaussian, i.e. a gaussian in ky and k,z: ,[71j (k}) is equal to the average
measured value from EMC, (0.44 GeV)2 = 0.19 GeV2,[70\ which is more than an order
of magnitude smaller than the lowest Q2 used in this analysis. It will be shown that this
is also a factor of 5 smaller than the average transverse momentum of jets in the two jet
events. The effect of intrinsic momentum will be studied using the Monte Carlo.

The Lund \Ionte Carlo hadronizer, Jetset 6.3, uses a string model to convert the
generated partons to hadrons. In this method, the outgoing partons are represented by ends
of a "color string" with a string constant (energy per unit length of the string) of 1 Ge V / 1m.
As the two partons move apart, the string is stretched and potential energy is stored in the
string until it breaks. The ends of the string at the break represent a new qq pair. The color
of the q and q are chosen such that the string fragments will be color singlets. The q and q
will have equal magnitude and opposite-sign transverse momenta with respect to the color
string which broke. The magnitude of the transverse momentum is given by an exponential
which has been tuned to match the fragmentation transverse momentum (measured with
respect to the jet axis) observed in e+ e- experiments: PT trag = 0.35 GeV.~TO] In principle,
if the invariant mass of either new string were large enough, the process would be repeated.
In practice, one string is always of low enough invariant mass to be regarded as a particle,
so only the other string continues to fragment. Gluons are represented by kinks in the
color string. A kink may fragment leading to a gluon jet. A simple qq target remnant is
fragmented in a similar manner producing at least one baryon.

However, this simple model is difficult to extend to photon gluon fusion and scattering
from sea quarks. In the case, of photon gluon fusion, when the target is left in a color
octet state, the strings are associated to the partons according to the simplest possibility:
the remaining target nucleon is divided into a quark and a diquark pair and the target
remnant quark is combined with the antiquark of the pair from the gluon while the diquark
is combined with the quark from the gluon. In a sea scatter, the target remnant is made up
of three quarks and an extra quark (anti-quark). In this case a "primary baryon (meson)'"
consisting of two (one) of the valence quarks and the quark (antiquark) is created. The
primary hadron is massive and on-shell. Transverse momenta of equal magnitude and
opposite sign with respect to the virtual photon axis are randomly assigned using the
distribution for intrinsic transverse momentum. In some cases, this results in the primary
hadron kinematically isolated from the diquark fragments. In both sea scatters and photon
gluon fusion, the peculiar fragmentation effects occur in the extreme backward direction.
This is outside of the acceptance of the E665 forward spectrometer, used in this analysis.

The resulting particles, before decays, will be called the "Truth" data. Acceptance
corrections are to the Truth level in this analysis.

The Monte Carlo particle distributions at the "Truth after decays" level are found
to fit the E665 corrected forward hadron spectra well. References 12 and 14 are theses
\vhich provide in-depth confirmation of this assertion. The good agreement with the }'Ionte
Carlo reflects the fact that the problems enumerated above mainly affect absolute event
production rates and not event topology. Crucially, reference 12 has demonstrated that
the ~Ionte Carlo hadron production disagrees significantly with the corrected data if the
PQCD generator is not used.
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The target fragmentation effects have been the subject of several theses using the
E665 Streamer Chamber, which has acceptance over the full CMS. Reference 84 shows
disagreements which increase with l-V2 between Monte Carlo and corrected data multiplic­
ities for XF < O. Reference 85 shows some disagreement between the predicted rapidity
distributions and the corrected data. Reference 86 has shown reasonably good agreement
between the rapidity and transverse momentum distributions of .\ particles in the XF < 0
reglOn.

3.5 Parton-Jet Duality from the JADE Jet Algorithm

The Monte Carlo will be used to examine the quality of the JADE Jet Algorithm. Due
to the production of backward primary baryons, however, one adjustment to the JADE
Algorithm is made: the primary baryon is always assigned to the target remnant jet. If
this is not done, then the distributions discussed below are broadened.

300
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o o . 20 40
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60 80
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Figure 3.4. Percentage difference between jet energy and momentum.

Before comparisons can be made, the problem of "massive" jets and massless partons
must be addressed.\87] At the end of the JADE Jet Algorithm procedure, each jet has
a 4-vector equal to the vector sum of the particles contained in the jet. Because jets
consist of massive particles, Ejd 1= Pjd , while at the parton level it was assumed that
Eporton = Pporton' The traditional way to account for this error is to rescale the jet
vector so that E jd = Pjd (see for example references 65, 31 or 88). Figure 3.4 shows the
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percentage difference between the jet energies and momenta for the Monte Carlo Truth
data in the CMS frame. (E jet - Pjed!E jet = 7%, represents a good estimate of the
uncertainty due to rescaling the jets. For all remaining discussion, the jet vectors will be
scaled.

60 Mean -0.8825E-02

0.10.02 0.04 0.06 0.08oo
-0. 1 -0.08 -0.06 -0.04 -0.02

20

40

y...... - y"jII

Figure 3.5. The difference between the scaled invariant mass squared Yij of the under­
lying partons and the Yij of two jet events.

The aim of this section is to demonstrate that, on average

• the Ycut at the jet level corresponds to some Ycut at the parton level,

• the jet production rate reproduces the rate of parton production at
a gIven Ycut,

• the angles of the jet vectors with respect to the virtual photon a.-os
reproduce the parton emission angles, and

• the jet energies are correlated to the underlj'ing parton energies.

Figure 3.5 shows the difference between the scaled invariant mass (Yij) of the partons
in 2+1 parton events and the Yij at the point where the event has 2+1 jets. Recall that
the ~Ionte Carlo has invariant mass cuts which require that Yij parton. be greater than
approximately 0.01. The distribution is centered at approximately ~Yij = -0.01. This
is not surprising since the jets must have at least one shared particle. In the eMS, the
shared particle energy must be approximately ~'J'·jm, where m is the jet multiplicity. For
forward 2+1 parton events, Eparton 1 -:- Eparton 2 ::::: W'!2 is a reasonable approximation,
so the invariant mass of the jets is ..... 2(E -:- lV/m)(JVj2 - E - JVjm)(l - cosfJ) while
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axis and that this is Ycut .....01 at the quark level (see discussion in text).
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at the parton level the invariant mass is ,..... 2E(W/2 - E)(1 - cosB), where one assumes
that cosBjet :::::: cos8pGrton. Therefore AYij = -2E/Wm + 112m + 11m2

• Using typical
values for E665: W = 25 Gell, m = 5, E = 10 Gel/', one expects AYij :::::: -0.02. Given
the approximations made above, this is consistent with the Monte Carlo predicted value:
(AYij) = -0.01. For all further Monte Carlo comparisons, the topology for Ycut at the jet
level will be compared to. Ycut - 0.01 at the parton level.

In the analysis presented in chapter 7.1, the correspondence between Ycut at the jet
level and Ycut at the parton level will be determined from the average squared transverse
momentum data. The uncertainty in this correspondence leads to an uncertainty in the
measured value of equation 2.11.

Figure 3.6 shows the jet rates for the 1+1, 2....1 and 3-or-more""f"1 jet events in the
Monte Carlo Truth as. a function of the Ycut. The 1+1 and 2+1 rates are compared to
the rates at the underlying parton level using AYij = -0.01 as discussed above. There is
rather poor agreement in the two lowest Ycut bins, which may be due to fluctuations in
hadronization. By Ycut = 0.04, there is good agreement between the Monte Carlo rates
and the underlying parton rates. Furthermore, by Ycut = 0.04, the 3-or-more,1 events
contribute very few events. In this analysis, Ycut = 0.04 will be used, with Ycut = 0.03 and
0.05 used to estimate systematic error.

Note that given the requirement ~v > 20 used in this analysis, a Ycut = 0.04 implies a
minimum invariant mass of the jets of mij = 8 Get:. This is comparable to the minimum
cut used in the jet analyses by PETRA experiments of mij = 7 Gel" and is sufficiently
high to make the analysis insensitive to fluctuations from hadronization.:89.90j

Based on these studies, one may conclude that the y::;ton. used in the integral for
the transverse momentum calculation (equation 2.9) may be taken to be y~:~. - 0.01. The
effect of this assumption will be studied in the section on "Jets Analysis."

Figure 3.7 compares the angular dependences of the jets and partons. Recalling figure
3.2, 8 is the angle between the jet and the virtual photon axis projected into the jet plane
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and tP is the angle between the jet plane and the virtual photon vector. Jet a is always the
highest momentum non-remnant jet or parton and b is the other non-remnant jet or parton.
The columns show (Ja, (Jb and tP for 2+1 jet events. The rows represent the Truth jets,
the partons, and the percentage difference between the truth and jet levels. For parton-jet
duality to hold, the percentage difference must be centered on zero, which can be seen to
be true.

Furthermore, parton-jet duality implies that on average the energy of the jets are re­
constructed properly and therefore the transverse momenta of the partons will be properly
reproduced. Figure 3.8 shmvs the distributions and percentage differences between the
Truth jet and parton level for the energy and transverse momentum. Because most 2-1
events have one parton which is more energetic than the other, the energy distributions
show a two peak structure. Note that the transverse momentum of the partons and jets
is on average a factor of 5 larger than the intrinsic transverse momentum. The difference
distributions are centered on zero, indicating that parton-jet duality holds at least \vithin
the :Ylonte Carlo models favored by deep inelastic scattering Data.

A final test of parton-hadron duality in the JADE Jet Algorithm comes from extracting
the combined fragmentation and intrinsic transverse momentum. According to equation
3.8:

which is expected to be equal to 0.11 GeV 2 given the Monte Carlo inputs, if the as­
sumptions made concerning the jets in section 3.3 are correct. The IVlonte Carlo Truth
distribution, shown in figure 3.9, has a mean of 0.09 GeV 2 which is in reasonably good
agreement with the expectation.

In conclusion, the JADE Jet Algorithm identifies jets which, on average, reflect the
characteristics of the underlying partons in the event in the Monte Carlo. This algorithm
will be used in this analysis.

3.6 From Here to the Analysis

The E665 data provide the first opportunity to test the Parton-Jet Duality Hypothesis
in deep inelastic scattering. In order to do this, the experiment and data set must be
considered in detail (chapters 4 and 5). Then the algorithm may be applied and compared
to the expectations at the parton level (chapter 6).

If the jets provide a window to the parton level, then the theory of chapter 2 may be
tested at the jet level. The analog to equation 2.10, which gave the transverse momentum
squared averaged over all (not ju"t 2 +1) parton events in an experimentally measurable
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form is

(p2 ) (n2 ) N2+1 jet (3.10)
T all = 'cT 2 jet N + N .

1+1 jet 21"1 iet

This may be compared to the expectations of equation 2.9, keeping the theoretical uncer­
tainties associated with H, F2 , zG and the connection between 1t:;ton and Y::~ in mind.
Finally, the analog of equation 2.11 can be evaluated:

(3.11)

Alternatively, (Pi all) as a function of Ycut can be extrapolated fit to (Pi tlU v=o)'
This eliminates the question of the correspondence between Ycut at the jet level and Ycut

at the parton level. Unfortunately, this method requires high statistics over a broad range
of Ycut values and a jet algorithm which successfully reflects the underlying partons at low
values of Ycut. In chapter 7, it will be shown that interpretations from this technique are
limited by the statistics of the E665 Run87 data. Nevertheless, this method is useful as a
cross-check.

In summary, in chapter 7 the data will be used to test the following PQCD predictions:

1. the Ycut dependence of (Pj 2 jet) is described by equation 2.9.

2..4. is equivalent to Q. with the variation predicted in equation 1.7.
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Chapter 4

Experiment 665

The data presented in this thesis were collected during the 1987-88 running period of
Experiment 665, deep inelastic muon scattering, at Fermilab. The data used here result
from scatters from the hydrogen and deuterium targets.

-800 GeV re;--] A A Low XF 0 High xF

pr~s ~ DD ~~~; OOK KK 6~~~n 1t~

7t K FODO 1097m

JJ FODO 366m

4- BEAM SPECTROMETER -.

KEY:

A Dipola banding
L1 magnet (aut)

OHorizontal·
Focuaing QUad

\l Horizontal
11 Dafocusaing Quad

GU J.l Pipe

EJ Toroid

Nota: Trim magnets have
been omitted.

J.L's
(reduced

halo)-.

21

"'30.1 m

J.l's

l;odslIL JtA.l!L s.lL ~:.;;::,
3 WI 4

24.6 m-'

Figure 4.1. The Tevatron ~Iuon Beamline and the Beam Spectrometer.

The purpose of this chapter is to describe the process of obtaining the events, collecting
information from the apparatus, reconstructing the particles in the event and producing
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a final data set for input into this analysis. It provides definitions of terms related to the
experiment which will be used throughout the remaining chapters. Only short descriptions
of the portions of the experiment relevant to this analysis are presented. Extensive descrip­
tions of all aspects of Experiment 665 are available in references 12-84 and 91-100. This
author's contribution to the apparatus is largely related to Run90-91 data, not available
for this analysis, and is documented in reference 101. A short overview of the apparatus
is provided in reference 102.

This chapter provides:

• Overview of the apparatus and software.

• Description of the muon beamline.

• Description of the beam spectrometer.

• Description of the vertex spectrometer.

• Description of the forward spectrometer.

• Description of the scattered muon detectors.

• Discussion of data reduction.

The resulting data set is examined in detail in chapter 5.

4.1 Overview
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Figure 4.2. Plan "iew of the Vertex and Forward Spectrometers and ~Iuon Detectors

The E665 apparatus consists of 5 sections: the beamline, the beam spectrometer,
the vertex spectrometer, the forward spectrometer and the muon detectors. The first two
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sections in figure -1.1, the remammg three are shown in figure -1.2. Each spectrometer
consists of tracking and particle identification chambers and dipole magnets.

The E665 coordinate system is right-handed with .Y along the beam axis.
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Figure 4.3. Flow chart of the E665 Code.

)'Iuons are produced in the beam line, then travel through the beam spectrometer
which provides 0.5% momentum resolution. l100 ! The incoming muons are incident on a
target located within the vertex spectrometer magnet. The scattered muon and the par­
ticles produced in the interaction are detected in the vertex and forward spectrometers
and stopped in the hadron absorber at the back of the experiment. The resolution on
the momentum of the tracks measured in the forward and vertex spectrometers is given
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by (dpjp) = (24 + O.79P + 121/P) x 10-4 . The scattered muon travels through the steel
absorber and through four sets of muon detectors which are separated by concrete. Infor­
mation on the tracking detectors for the incoming muons, hadrons and outgoing muons
is summarized in table 4.1. The purpose, construction, uncorrelated efficiencies (from
reference 96), and useful references on both construction and performance are provided.

The information from the detectors is written to tape if an event satisfies the trigger
requirements in both the beam spectrometer and muon detectors. Details on the com­
ponents of the triggers are giyen in table 4.2. The trigger logic is discussed below. The
physics triggers used in this analysis required incoming and outgoing muon signals1 but
made no forward spectrometer requirements.

I fil,er componenu
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Table 4.2. Trigger Components

Figure 4.3 provides a flow chart of the E66S code used to reconstruct events. The
events were initially split according to trigger type. A filter which required reconstructed
incoming and outgoing muons and at least one track in the forward spectrometer was
applied to the physics triggers.:103j The four main components of the event reconstruction
chain are Pattern Recognition (PR), which finds track segments in the detectors, Track
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Fitting (TF), which determines the track momenta, Muon ;\Iatching (:vIM), which identifies
the muon tracks, and Vertex Fitting (VX), which finds the scattering vertex and any
decay vertices. For discussion of philosophy and performance of each of these programs,
see references 96, 97, 92 and 98, respectively. Particle identification code is applied to
the· data after VX. Then the data set is reduced through event requirements (DR), (see
reference 104) and put into a summary (DST) format. The DST tapes are the input to
this analysis.

4.2 The Beamline

The high intensity muon beam is produced by colliding protons with a target, allowing
the resulting pions and kaons to decay, and focussing the resulting muons. The Proton
Targeting Devices focus 800 GeV protons from the Tevatron accelerator onto a 48.5 cm
long beryllium target. The noninteracting protons are directed into beam dumps while the
secondary particles from the interaction are bent into the 1.1 km 7l" / K decay channel tuned
to 480 GeV. Approximately 5% of the pions decay before the 11 m Beryllium absorber
located at the end of the channel. Radrons are absorbed in the Beryllium, while muons
(and neutrinos) pass through. A bending magnet surrounding the downstream portion
of the Beryllium absorber selects muons to be channeled into the experimental hall. the
Muon channel was tuned to 580 GeV, and transmitted muons with energy greater than
'" 350 GeV.

The muons fall into two categories: "beam" muons travel through all detectors in the
beam momentum spectrometer; "halo" muons enter the aperture of the experiment, but
miss at least one of the detectors in the beam momentum spectrometer. Because halo
muons have unreconstructable momentum and trajectory, they are not considered useful
for analysis. Toroidal magnets, called "halo spoilers" were used to deflect the halo muons
radially outward. Positively charged muons were used in this experiment.

Reference 105 provides further details.

4.3 The Beam Spectrometer

The beam spectrometer has the dual purpose of identifying incoming muons for trig­
gering the experiment and providing accurate momentum measurement of the incoming
muon in event reconstruction software. Each of the four "packages" or "stations" sur­
rounding the spectrometer magnet (NMRE) consists of wire chambers (PBT), (see table
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·.
4.1) muon identification hodoscopes (SBT) and muon veto hodoscopejaws (VJ), (see table
4.2). Station 2 had no Z view SBT and station 1 had no VJ. A hodoscope veto wall (V\V)
was located between stations 3 and 4. The hodoscopes were used in the physics trigger,
as discussed below. The wire chambers were used fot: the beam reconstruction.

See references 106, 107 for chamber, hodoscope, and electronics design.; references 96,
97, for associated software.

4.4 The Vertex Spectrometer

The Vertex Spectrometer consisted of a target within a streamer chamber (SC) sur­
rounded by a superconducting dipole magnet (CVM), the vertex wire chamber (PCV),
wide angle chambers (PTA), and the particle identification detectors (TOF, CO, C1). The
PTA, TOF, CO and C1 were not used in this analysis. The targets used in this analysis
were liquid hydrogen and deuterium. Data were taken on the two targets during widely
separated running periods. The streamer chamber provided 47t' coverage of the interaction
vertex, but only for 10-3 of the total triggers, due to the dead time of recharging the ~Iarx

generator. The bulk of this analysis does not use the SC data, however a few multi-jet
event examples with full 41r coverage, such as figure 1.2, are shown. The PCV, described
in table 4.1, provided the most upstream point on tracks following the muon scatter in
the non-SC data set. The long lever arm between the PCV and the forward spectrometer
chambers allowed accurate measurement of the momentum of tracks entering the forward
spectrometer. It should be noted that one plane of the PCV was only 50% efficient in
the' beam region and that the overall efficiency of the package was typically 85%.[96; Low
momentum tracks which would have negative momentum in the CMS were swept out to
large angles by the CVM and detected in the PTA. However, no momentum could be
reconstructed for these tracks because, without the SC data, there was no measurement
within a magnetic field.

Reference 100 gives details of target construction. See reference 108 for PCV con­
struction, references 96, 99 for PCV performance. Concerning detectors not used in this
analysis, see references 84 for SC, 93 for TOF, 14 for CO, and 108 for Cl.

4.5 The Forward Spectrometer

The forward spectrometer consisted of wire and drift chambers (PCN, PCF, PSA,
DC), a superconducting dipole magnet (CCM) and two particle identification detectors
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(RICH, CAL).

The wire and drift chamber construction and characteristics are reviewed in table
4.1. The average chamber uncorrelated efficiency \vas ""'"' 90%. A correlated inefficiency
(where all chambers fail at once) was reported in a region of the DC's in reference 99.
This was observed in a data set from an overlapping time period but different trigger than
this analysis. A search for this correlated inefficiency using the data set for this thesis
showed no inefficiency. In light of this, no inefficiency was assumed in the ~Ionte Carlo
simulation of the detectors for this analysis, but an inefficiency was introduced as part of
the systematic error analysis, in order to be conservative.

The electromagnetic calorimeter (CAL) was used in this analysis to identify photons.
The calorimeter consisted of 203m (Y) x 3 m (Z) proportional chambers sand",yiched
between 20 1 em (X) x 3 m (Y) x 3 m (Z) lead sheets. The proportional chambers have
only Y and Z views. Each chamber has two cathodes of graphite coating on a plastic frame.
Positive charge buildup near the cathodes is detected by copper pads on the outside of the
chambers. The pads are 4 em in the central square, 8 em in the middle region and 16 em
in the outer region and are arranged in towers. Therefore, the pads can provide transverse
shower information while the wire chambers show the longitudinal shower development. In
this analysis, the longitudinal information cannot be used because high multiplicity events
lead to multiple hits in the same Y and Z regions which cannot be resolved into separate
showers.

The RICH is not used in this analysis.

Table 4.1 gives references for the chamber constructions. See reference 96 for PR and
reference 97 for TF in the forward spectrometer. References 96, 99 describe for efficiencies
of the chambers. References 91, 13, 99 give CAL construction, data reduction code and
performance. See reference 109 for RICH construction and performance.

4.6 The Scattered ~luon Detectors

The scattered muon detectors have a two-fold purpose. The first is to signal a scat­
tered muon for triggering the experiment. The second is to provide reconstruction of the
scattered muon segment, so that the muon track can be identified. The detectors used in
the triggers are hodoscopes (S1'1S) and (SP1'1) described in table 4.2. The S~IS detectors
covered the beam region and were used in various configurations as vetoes for the physics
triggers. The SPM's had a central hole and were used for scattered muon identification
in the trigger used in this analysis. The PTM detectors (see table 4.1) and S~IS detec­
tors were used to reconstruct the scattered muon segment.' Matching between the" track
segment and the forward spectrometer tracks was done in the MM program. ~o S~IS or
PTM information was used in momentum determination.

See references 96, 97 for PTl\I, SMS, and SP~I construction and performance.
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The Large Angle Trigger (LAT)

Incoming muon requirements...

1) Hits in 7n of the SBT's
2) SBT hits synchronized with accelerator RF
3) No hits in VI (veto jaws)
4) No hits in VW (veto wall)

Figure 4.4. Schematic of the LAT Trigger

4.7 The Triggers
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Outgoing muon requirements...

1) Hits in 3/4 of the SPM's
2) No hits in SMS 1 or SMS 4

(SMS 2 and 3 not shown)

An experimental trigger provides a signal when an event of potential interest has
occurred. E665 had many trigger types including Alignment, Calibration and Physics
Triggers. The components of the Large Angle Trigger (LAT) used for this analysis are
shown in figure 4.4. Specific information on the components of the trigger are listed in
table 4.2. The LAT preferentially selected high Q2 events by requiring muon scatters at
large angles:

Q2 = 4E~E~sin2(6/2).

The hit requirements were hits in 7 out of 7 of the SBT's, no hits in the VJ's or VW, hits
in 3 out of 4 of the SPM's, and no hits is Sl1S1 or SMS4. In this analysis, a Small Angle
Trigger (SAT) was used for calorimeter studies presented in the next chapter. This trigger
projected the incoming muon track in the SBT's to a veto region in SMSI and SMS2.

An integral feature of all of the triggers was RF synchronization. The incoming
muons retained the RF structure of the proton accelerator. A device constructed of ho­
doscopes (PLRF), see table 4.2, tracked the RF structure of the incoming muon beam.
Requiring detector hits to be synchronized with the RF eliminated many sources of trigger
background.

~evertheless, as will discussed further in the next section, the trigger performance
was not high in Run87. Only approximately 5% of the total physics triggers written to
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tape had evidence for a muon scatter. The filter and DR programs were used to remove
the uninteresting events. Furthermore, the efficiency of the LAT for accepting muons \\'as
found to be higher for scatters to positive Z than negative Z. This has no affect on this
analysis other than to loose useful events.

See references 100, 98, 94.

4.8 Data Reduction

This section describes the reduction of data from the events written to tape to the
initial event sample which formed the input to this analysis. Only the LAT data stream
is followed.

The filter rejected events with any of the following characteristics:)OJi

1. No in-time reconstructed beam tracks with 7/7 in SBT's.

2. Multiple in-time beam tracks.

3. Beam track fit X;rob > 1% and P < 300 GeV'.

The filter accepted events if any the following were True:

4. One track in the forward spectrometer with no hits in PSA

5. A track in the forward spectrometer with fit X;rob > 1%
6. For events with only one forward spectrometer track, no track consistent

with the unscattered extrapolation of the incoming beam track (details in
reference 12).

The main sources of rejection were from sources 1, 2 and 6. The losses were related to
hardware problems and philosophy of the trigger,(llO] and not to the reconstruction code
applied to these eventsJ1l1] On average, the LAT filter output represented 35% of the
filter input.l12] The efficiency of the filter for accepting deep inelastic scattering events was
measured to be > 99.99%,(100J The data then entered the reconstruction chain..

Parallel to the data filter, Monte Carlo simulated data, used to study acceptance effect­
s, are generated. The Reconstructed Monte Carlo data used the output of the Truth Monte
Carlo described in the chapter 2. The particle decays are simulated. Multiple scattering
and photon conversions in the target material and the detectors are simulated using the
GEANT (version 3.12) program(112] and code to represent uncorrelated inefficiencies.~96]

Tracks are digitized so that the input to the reconstruction chain is in the same format as
the data. The description of the simulation of showers in the Electromagnetic Calorimeter
is found in reference 113. Electromagnetic and hadronic energy depositions are simulat­
ed but longitudinal shower profiles are not. This simulated physics data then_ enters the
reconstruction chain.

The reconstruction chain consists of PR, TF, M~'1 and VX. For tracks in the forward
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spectrometer, the overall reconstruction efficiency due to the algorithm and the chamber
efficiencies was 80%, independent of momentum.:96 ; The muon matching efficiency was
> 98% and the vertex finding efficiency was > 99.9%.[100) There was no evidence for
biases, in the momentum distributions of the particles introduced by inefficiencies in the
softwareJ12,96!

The DR program selected events according to the cuts:

o < Pbeam < 10000 GeV

o < Q2 < 10000 GeV2

10 < v < 10000 GeV

0.003 < XBj < 100

0< Y < 10

-13.0 < Xvertez < -10.0 m,

where Xvertez is the ·X position of the vertex in the E665 coordinate system. This program
rejected 92% of the remaining LAT events. A table describing the rejected events can be
found in reference 12. The majority of rejected events failed the vertex requirement. Most
had vertices outside of the target region. Other losses were due to beam reconstruction
and scattered muon identification failures.

The resulting sample for this. analysis consisted of 117,113 events from the D 2 target
and 31,236 events from the H2 target.

Finally, the information on the events is written to summary tapes (DST) in compaCt
form. As a technical point concerning use of the Monte Carlo in the analysis, the DST
format for storing the Monte Carlo information mixed the apparent and true kinematic
variables in electromagnetic radiative events in the True Kinematic Bank. This problem
was corrected in the analysis code by calculating all "true" kinematic variables at the
partonic interaction vertex.

The output tapes form the "initial sample" of data for the analysis described in the
chapter 5.
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Chapter 5

The Hydrogen and Deuterium Data Sets

This chapter describes the characteristics of the data sets which were used for this
analysis, lists the cut~ which were applied to obtain the final sample, and provides detailed
comparison of the data to the Reconstructed ~lonte Carlo simulation of the detector.

Use of charged track and electromagnetic calorimeter data from the Run87 H2 and
D2 targets were used for this analysis will be justified. Comparison is made between the
H2 and D2 data sets, which were collected during widely separated time periods. Several
previous analyses combined the charged particle data from these periods, but this is the
first analysis to combine the electromagnetic data for the two periods.

New variables which are used in the particle distribution comparisons are:

PT The transverse momentum of the particles measured with respect
to the virtual photon axis.

z = E~Clrtide I v

l:F = 2PfMSIt-V, commonly called "Feynman x."

The CMS is the center of momentum frame of the virtual photon and the proton. The
coordinate system is rotated so that the .x axis lies along the virtual photon direction.

The cuts which determined the final analysis sample are explained in detail. The
purposes of the cuts are to select the kinematic ranges where QCD is applicable and a
large fraction of events are expected to be due to hard QCD process; to remove events in
which interactions other than a deep inelastic scatter also occurred; and to define those
particles which will be used in this analysis. The full set of cuts is summarized in the final
section of this chapter.

Throughout this chapter, the data is compared to the E665 Reconstructed Monte
Carlo simulation which has been run through the reconstruction chain. Attention should
be paid to the quality of the modeling of the E665 detector, eg acceptance losses in the
particle kinematic distributions.
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5.1 Event Requirements

The general requirements on the events for the analysis sample fall into two cate­
gories. First are the cuts which isolate the kinematic regions of interest. Second are the
requirements designed to remove events with particles from processes external to the deep
inelastic scatter or with grossly ullsmeasured kinematics.

The kinematic cuts applied to each event are:

n- 2 > 400 Ge ~'2

Q2 > 3 GeV 2

y < .80

XBj > 0.003

-12.0 < Xverte:e < -10.2

The lV2 cut selects the region where observable jet production is expected. The Q2 cut
is chosen to be two order of magnitudes larger than typical values of A~CD and an order
of magnitude larger than the expected intrinsic momentum and fragmentation effects to
ensure that the theory described in chapter 1 is applicable. The y cut removes radiative
events. [114! The XBj cut was from the Data Reductio~ Program described above, but is
should be noted that the y and Q2 limits effectively impose this. The vertex cut selects
events from the target region. These kinematic requirements eliminated 87% of the total
sample. All percentages discussed below are of the sample after kinematic cuts.

The following requirements were applied in order to isolate a well-understood deep.
inelastic scattering sample:

1. One and only one in-time incoming muon. No out-oj-time incoming muon".

The single in-time incoming beam requirement eliminated the possibility of mismea­
suring the momentum of the incoming muon due to confusion in pattern recognition and
vertex assignment. Three percent of the sample failed this cut.

2. One and only one muon in the muon deteet"Or

This requirement is made for three reasons. First, multiple muon tracks in the muon
spectrometer may lead to misidentification of the scattered muon. Second, hits from muons
unrelated to the deep inelastic scatter may introduce confusion in pattern recognition in the
forward spectromet~r. Third, in-time non-related muons may bremsstrahlung or interad­
introducing extra energy in the calorimeter. At the same time, real deep inelastic scatters
with decays to muons will be removed, so this cuts deserves careful review.

9.6% of the event sample had more than one track (LPRO) in the muon detection
system. The rate of multiple muon tracks unrelated to the event was measured usip.g the
random beam (no interaction) sample to De 4.4%. This implies that the remaining 5.2%
of the multimuon events are due to decays.
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The sources of unrelated multiple muon tracks were identified through a scan of 100
random beam events with two or more muon tracks in the PT:'I and SMS muon detectors.
48% of the scanned events had out-of-time muon tracks in the PT:"-I detector, identified
by a track found in the detector with no associated hits in the muon scintillators. The
rate is consistent with expectations given the 300 ns live-time of the PT~I detector. 30%
were in-time halo muons which traveled through the return yoke of the CC~I magnet and
were bent back into the aperture of the spectrometer. Of these events, half shO\'I;ered,
producing particles which were detected in the electromagnetic calorimeter. The average
energy of these clusters in t~e calorimeter was 2.35 Ger, and the maximum observed
energy in the scan was 33.42 GeV. 12% of the scanned events were in-time unvetoed halo
muons, identified through their associated hits in the muon scintillators and their locati~n

in a region of known inefficiency in the veto wall. [115] In 10%, the muon showered
while traveling through the muon detector creating numerous hits \vhich were identified as
multiple muon tracks.

This cut also eliminates decays of hadrons into muons. According to a study of 3000
reconstructed Monte Carlo events, over half of the decays to muons have small angles
with respect to the E665 beam axis, causing the trigger to veto. Only 5.6% of the total
reconstructed events had decays to muons, consistent with the observation from the data.
The scattered muon was confused with a decay muon in only one of the 168 decay events.
Most of the remaining events were pion decays to an observed muon and an unobserved
neutrino. This reaction has a decay length of 7.8 m. In 48% of these events the pattern
recognition program confused hits in the chambers due to the unavoidable failure to recog­
nize the decay vertex. Of the remaining 89 "events, 43% of the J.L tracks would be dropped
from the analysis due to the track cuts described below. These muons had low momentum,
therefore little affect on the jet vector direction. The 89 events with properly reconstucted
decays showed no apparent bias in event multiplicity, W 2, Q2.

3. No electromagnetic clu.der with energyE > 0.33EBeam within a 30 em region
of the projected incoming muon track

The purpose of this cut is to reject high energy radiative inelastic events. In these
events, the kinematics measured from the scattered muon are incorrect and there is an
extra high energy photon not associated with the deep inelastic scatter.

Using the calculations of Mo and Tsai,[80L it can be shown that ...... 30% of the deep
inelastic scattering events in this analysis are expected to be radiative events, as can be
seen in figure 5.1. For E665 beam energies, radiation of photons will be sharply peaked
along the incoming muon direction, with a FWHM of ...... 4 mrad. For the kinematic cuts
in this analysis, approximately 2/3 of the radiated photons will carry more than 33% of
the incident muon energy.(1l4! These photons can be rejected by projecting the incoming
muon track to the the calorimeter and searching in a region of 30 em for an associated
cluster of energy greater than 33% of the incident muon energy. 18% of the events were
eliminated due to this cut. According to studies of the reconstructed Monte Carlo, 92% of
those events which were rejected by this cut were radiative events.

The remaining 8%, which represented 1.2% of the total event sample, were random
spacial overlaps between the projected incoming muon and photons from decays: This
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Figure 5.1. Radiative events as predicted by Mo and Tsai as a function of y, normalized
to the total number of events passing kinematic cuts: solid - all events, dot ­
radiative events, dash - radiative events which remain after cut on photons
near the projected incoming muon track. .

represents 42% of all events with a photon of energy larger than 33% of the beam energy
made a random overlap and were cut. There was no bias in the kinematic distributions
of these photons. A comparison was made between the jet analysis with and without the
photons that were removed by this cut and no significant difference was observed.

4. No event" with zero hadron track", II > 200 GeV and E¥j~';11 > .35

Events with no tracks, II > 200 Ge l/ and total energy deposited in the calorimeter,
E¥j~" greater than 0.3511, are due to coherent bremsstrahlung according to l\lonte Carlo.
From Monte Carlo studies, after the projected muon cut, 7.5% more of the radiative events
were removed by this requirement. Only 0.3% of the non-radiative events were eliminated
by this cut.

5. No particle that tDa& kinematically forbidden

21 events were eliminated by requiring that all particles in the event be kinematically
allowed. Most events of this type were eliminated because one particle had z > 1.1.
The momenta of these particles were greater than 300 Ge \-~. A visual scan indicated
that these tracks were probably incorrectly identified muons. The remaining events were
eliminated because the total energy in the eyent summed to more than II + 3UII, where
UII is the error on the II measurement. In these cases there was a large energy deposit in
the calorimeter, near the east and west edges, leading to the hypothesis that a halo muon
emitted a bremsstrahlung photon and was then bent out of the spectrometer acceptance.

The final "analysis data sets" consisted of 2503 hydrogen events and 9845 deuterium
events. The resulting distributions in n-2 ,Q2, x Bj, and y for the H2 and D2 data sets are
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Figure 5.2. Comparison the the H2 (solid line) and D2 (points) event kinematics after
all event requirements have been applied: a) nr2

, b) Q2, c) XSj, d) y =
11/ ESea.m

compared in figure 5.2. The distributions have been normalized to have the same number
of entries. The two data sets are compatible within statistics, which are indicated on the
O2 data points. The reconstructed Monte Carlo reproduces the kinematic features of the
data well, as can be seen from figure 5.3.

5.2 Charged Tracks

The standard E665 software package (PT~IV) was used to determine the kinematics
of tracks used in this analysis. Only information from the proportional and drift chambers
of the forward spectrometer were used. The electromagnetic information in the calorimeter
is not used to augment the information from the wire chambers or to make cuts on charged
tracks. The E665 software determines two track categories: "fitted"- which are associated
to the primary ...ertex:~ and ;;close·' - which are all other tracks, whether or not they are
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Figure 5.3. Comparison the Reconstructed Monte Carlo (solid) and Data (points) event
kinematics after all event requirements have been applied: a) nr2 , b) Q2,

c) ZSj, d) y = viESeam

close to the vertex. Although close tracks are not explicitly eliminated, the cuts described
below effectively eliminate all close tracks.

Detailed studiesl12 ] of the hydrogen and deuterium tracks have resulted in a set of
"standard cuts" used in the E665 track analyses:

DI(j < 5.0

~P/P < 0.05

where D is the minimum distance of approach to the vertex, (j is the error, and P is the
track momentum with error ~P. The resulting distributions of X;"Ob' DI (j and ~PI P
are shown in figure 5.4a-c for the samples of the hydrogen and deuterium data sets, which
agree well. .

Distributions of track multiplicity. PT, and z, shown in d - f of figure 5.-1, further
demonstrate the agreement between the data sets. Although there was no minimum cut on
ZF, the spectrometer acceptance effectively cut all tracks with ZF :::::: -0.1. The geometrical
acceptance of the spectrometer rea~hes ..... 100% for P :::::: 15 Gel" and ZF :::::: 0.2. The PT
of tracks is largely uncorrelated to the momentum as can be seen by figure 5.5. Hence the
acceptance losses in P do not translate to an acceptance cut in Pr .
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Figure 5.4. Characteristics of tracks used in the analysis for H2 (solid) and D2 (points):
a>x;ro6,b) ~P/P vs.P, c) Diu, d) multiplicity, e) PT distribution, f) z
distribution. Histograms are normalized to the number of events

Based on the agreement shown in figure 5.4, events from the two data sets may be
combined.

Charged tracks were assumed to be pions. According to a study of the reconstructed
Monte Carlo, charged kaons, electrons and protons actually represent 6.8%, -1.1 %and 1.5%
of the particle sample, respectively. Therefore Monte Carlo correction for the true masses
is reasonably small. .

Figure 5.6 compares the resulting set of tracks to the reconstructed Monte Carlo.
Although the agreement is not perfect. note that the Monte Carlo reproduces the the
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acceptance in transverse momentum and z well. This is important if the Monte Carlo is
to be used for acceptance corrections.

5.3 Electromagnetic Clusters

The goal of the requirements presented in this section is to isolate the set of clusters in
the analysis sample which are due to photons. Although the calorimeter provides informa­
tion on the longitudinal development of showers, the information can only be interpreted
for clusters that do not have overlapping bitube information - a small fraction ~f the total
analysis sample. If a bitube is shared between two clusters. then the shower information
for each. cluster cannot be deconvoluted. Therefore~ the photon candidates are obtained
strictly through track isolation cuts,

To be certain that the isolation cuts remove most non-photon dusters and that the
remaining clusters are ··electromagnetic" in origin, studies of the removed and kept clusters
are presented below. In order to understand the samples, one must first determine'the
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Figure 5.6. Characteristics of tracks used in the analysis for reconstructed Monte Carlo
(solid) and data (points): ah;rob' b) ap/p vs.P, c) Diu, d) multiplicity,
e) PT distribution, f) z distribution. Histograms are normalized to the
number of tracks '0

characteristics of "electromagnetic" and "hadronic" showers in the calorimeter. References
99, 91, and 116 provide detailed analyses and characterizations of electromagnetic and
hadronic showers in the calorimeter. For comparison, a sample of electromagnetic clusters
is isolated using mUOIl,-electron scatters. The "IJ-e sample" consists of events with ZBj <
.003, only one negative track with z > 0.5 and no positive tracks other than the scattered
muon.
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Figure 5.1. Distance from track to nearest cluster in Y and Z for the inner, middle and
outer regions of the electromagnetic calorimeter. Data from the analysis
sample for the hydrogen running period is shown. The fit is to a Gaussian
plus a constant offset. Pl represents the offset. P2, P3 and P4 are the
amplitude, mean and sigma of the Gaussian.

The calorimeter aperture was defined as:

-1.42 < 1" < 1.42 m

-1.42 < Z < 1.42 m.

One outer region calorimeter pad had very high energy (> 200 GeV') oscillations through­
. out the D2 running period which were not eliminated by the oscillation cuts described
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below. The oscillation introduced fake very high PT photons and caused the energy of real
photons hitting this region to be mismeasured. Therefore this pad region was removed for
the analysis:

-1.42 < Y < -1.0 m

1.0 < Z < 1.42 m.

A IIl1mmum energy cut of 5 Ge II in the pads was applied in this analysis. This
eliminated low energy pad oscillations and cases ,..-here the error on the energy of the
cluster is sizable. The energy resolution in the calorimeter was measured to be :91

I 0.44
~E / E = 0.07 + ..;E'

Hence at EChuter = 5 GeV' the error on the energy of the cluster is 25%. According to the
~Ionte Carlo, 16% of all photons from pion decays had energy less than 5 Ge II and would
be cut from the analysis. A study of the jets using Monte Carlo data with and without this
energy cut showed no statistically significant change in the average jet transverse momenta.
This is not surprising since the momenta of these photons is quite low.

Most oscillations in the pad towers were of low energy and are eliminated by the
minimum energy cut. Higher energy oscillations could be eliminated by using longitudinal
shower information in those cases where the bitubes were not shared by several clusters.
Oscillations are characterized by:

5 hower start > plane 20

Back/ Front energy ratio < 0.001

Center of gravity < 0.005 m

breadth > 0.0

A visual scan of 100 randomly selected events in the hydrogen sample and 100 events in
the deuterium sample determined that less than 0.1% of the clusters in the final "photon"
sample were oscillating pads. These were mainly in the D2 sample and are discussed below.
Note that pad oscillations and noise are not included in the reconstructed Monte Carlo,
although studies using simple models were made.

As stated above, pointing with fully reconstructed tracks was used to eliminate clusters
associated with tracks. Tracks which reached PCF3 were swum through the magnetic field
using the standard E665 swimming packageJllTI

The position of the track was determined at a depth of 40 cm in the calorimeter,
which is approximately the shower maximum for electromagnetic showers and the shO\y­
er start for hadronic showers.l99] The dis.tances from the track to the nearest cluster in
Y and Z are shown for the inner, middle and outer regions of the calorimeter in fig­
ure 5.7. The alignment adjustments required to center these distributions on zero ,..,"ere:
Ycorrection = -0.0089 m, Zcorrection = -0.0064 ffi. One would expect these distributions
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Figure 5.8. Distributions of Ecorreded/ Ptraclc and (Ecorrected) vs. Ptraclc for the hydrogen
and deuterium running periods. A straight line fit to (Ecorrected) vs. Ptraclc

with offset AO and slope Al indicates that the correction over the range of
energies used in this analysis is accurate.

to be a combination of a gaussian distribution from clusters associated with the track and
a flat distribution from unassociated clusters. The distributions in figure 5.7 are reason­
ably well fit with this assumption. The area under the peak due to the constant offset
is small compared to the area of the gaussian, indicating that few clusters are randomly
_overlapping with tracks. C.onsidering clusters within 3 (7' to be associated with the tracks,
one finds that clusters within 5 em, 7.5 em and 10 em should be associated with tracks
in inner, middle and outer regions, respectively. Clusters not associated with tracks are
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assumed to be due to photons.

The final energy calibration of the calorimeter is determined using the IJ. - e scatters.
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The distribution of the ratio of the energy of the cluster to the momentum of the track in
J.L - e events is calibrated to be centered on one. The corrections applied in this analysis
are:

H2 : Ecorrected = 0.8758 -r- l.0105Ecluder -7- O.00158E~'uder

D2 : Ecorrected = 0..7342 + O.9780Eclu.fter + 0.000748E;'uder

Figure 5.8 shows the distributions of Ecorrected/ Ptrack and Ecorrected vs. Ptrack for each
running period. Note that the width of the E / P distribution is consistent with the energy
resolution given above. The corrections give (E) = P for the full range of electromagnetic
energies which will be used in the analysis.

Applying the above energy corrections and track association to the analysis events,
one obtains a set of tracks with associated clusters. Figure 5.9a shows the E / P distribution
for all tracks with associated clusters for the hydrogen and deuterium samples. The two
data samples agree well. There is no evidence of a high rate of random association of
clusters with tracks, which would be characterized by large values of E / P. To further
demonstrate that clusters associated with tracks are from hadrons rather than random
coincidence, figure 5.9b shows the distribution of the center of gravity of the showers in
the calorimeter for all tracks unshared bitubes (solid line). This distribution is consistent
with character of hadronic showersJ99

1 For comparison the distribution for mu-e events is
shown by the dashed line.

The remaining clusters in the sample are defined to be photons. The energy and
spacial distributions of the photons is shown in figure 5.10. One can see evidence of
remaining pad oscillations in the O2 data at Y < -1. m and Z <: -1 m. A scan of random
beam events showed that for oscillations with E > 5 GeV" I the average oscillation energy
was 6.4 GeV. This average energy and the frequency of these oscillations were too low to
warrant removing these pads from the analysis. Furthermore a simple simulation of this
oscillating pad in the reconstructed Monte Carlo showed no measurable changes in the jet
momenta. Even less frequently, an oscillation with lower average energy, occurred in the
D2 data at Y > 1. m and Z > 1. m, but had no discernable effect on the jet analysis.
Aside from these oscillations, the two data sets agree well within errors.

The same distributions are then compared to reconstructed Monte Carlo in figure
5.11. The distributions are normalized to the number of events. The agreement between
data and reconstructed Monte Carlo is quite good for the transverse momentum, z and
spacial distributions, which are the most important for acceptance corrections.

The resolution of the clustering algorithm is 10 cmJ91] Therefore, for energies larger
than 50 GeV the majority of clusters in the calorimeter are actually merged neutral pi­
ons. The pion mass was assigned to these clusters, but this represented an insignificant
correction.
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5.4 The Acceptance

• Acceptance of the Scattered Muon.

In the Q2 and x B) region used in this anal;rsis, the £665 detector is expected to be
fully efficient for detecting the scattered muon. Thus differences between true values of
the kinematic variables at the virtual photon-parton vertex and the measured kinematic
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Figure 5.12. Comparison of True event kinematics to Reconstructed event kinematics.
The fit is a straight line with slope Ai and offset AO. a) Q2; b) XBj

values are expected to be largely due to measurement errors and electromagnetic radiative
corrections. Figure 5.12. shows the correlation between Truth and Reconstructed values
of Q2 and XBj. The plots are restricted to the kinematic ranges of this analysis causing
a zero-suppression on the x-axis. The fits to lines result in slopes (AI) ~ 1 and offsets
(AO) ~ 0, indicating that no acceptance corrections for Q2 and x B j are required.

• Acceptance of the Particle.!.

Acceptance corrections to the particle distributions are necessary because charged
particles are swept out of the spectrometer acceptance by the magnetic fields and neutrals
may be outside of the geometric acceptance of the calorimeter. Acceptance can be mea­
sured in a number of ways. Figure 5.13shows the Monte Carlo ratios of the number of
particles observed in a given x F bin after the detector simulation to the number before
simulation. Based on this simulation, the detector does not have flat acceptance until
XF = 0.1. The overall acceptance ratio only reaches - 15%, with losses in the region of
full geometric acceptance due to undetected neutral hadrons, inefficiencies in the chambers
and inefficiencies in pattern recognition.

If the detector had complete acceptance, then the total energy of the particles in the
forward CMS would be expected to be approximately Ir/2 Ge~". To see this, consider the
CMS frame, where the proton is moving fast enough to use the approximation that the
struck parton was carrying fraction XBj of the proton energy P and the target remnant was
carrying (1 - XBj)P, The energy of the proton and the incoming virtual photon are both
equal to W/2 in this frame. Adding the energy of the incoming parent parton (x Bj tr/2)
and the virtual photon (W/2), the struck quark will have energy (XBj + 1)""/2. For this
analysis, xbj < 0.04, hence the struck parton which travels forward in the C~IS has energj"
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ZF

approximately equal to ~V/2. Thus the total energy of the observed particles (Eob.) in
the forward CMS would be expected to be approximately n"/2 given perfect acceptance.
Figure 5.14 shows the distributions for Eob./CW/2) and (Eob./(H"/2)) versus Q2 for the
uncorrected particles with ZF > O. The average yalue of the ratio is 75%, which is good in
agreement with the level of the acceptance measured using the :\Ionte Carlo (figure 5.13).

5.5 Summary of the Analysis Data Set

In summary, the cuts which define the data are:
Event RequirementJ:

• n-2 > 400 GeV'2

• Q2 > 3 GeV'2

• XBj > 0.003

• y < .80

• -12.0 < l:vertez < -10.2
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Figure 5.14. a) Eob./(H'·/2) distribution and b) Eob./CW/2) versus Q2. The average
value is expected to be l/C for (Pj. .-tu)'

• Only one in-time incoming and outgoing muon track.

• Zero out-of-time incoming and outgoing muon tracks

• No events with E., > 0.33EBeam w/i 30 em of beam track projected
to CAL

• No events with v > 200 Get" and Efj~';v > .35 and 0 hadron
tracks

• No events with kinematically forbidden particles.

Track Requirement,,;

• X;ro6 > .001
• minimum distance of approach to vertex/error< 5.0

• dP/P < 0.05

Photon Requirement,,;

• Clusters within -1.42 < Y < 1.42 m and -1.42 < Z < 1.42 m.

• Xo Clusters within -1.42 < r < -1.0 m and 1.0 < Z < 1.-t2 m.

• EClu. ~ 5 Gel"

• :'i'o track within 5, 7. 10 em for the inner, middle and outer regions.

In conclusion, in this chapter The H2 and D2 data sets were shown to be compatible,
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Figure 5.15. Comparison of all particles in data and reconstructed Monte Carlo: a) Mul­
tiplicity, b) Transverse Momentum, c)z.

resulting'in 12,348 events for use in this analysis after the above cuts. The resulting multi­
plicity, transverse momentum and z distributions for all particles in the data compared to
Monte Carlo are shownin figure 5.15. The reconstructed Monte Carlo agrees well enough
with the data to permit accurate acceptance corrections.
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Chapter 6

Characteristics of Identified Jets

This chapter presents the characteristics of the jets identified in the E665 data us­
ing the JADE Jet Algorithm. Both the uncorrected and acceptance corrected data are
described in det ail.

As discussed in chapters 1 and 3, three-lobed event structures, such as the one in figure
I.2, may indicate an underlying 2+1 parton event. In order to explore this, the 2+ 1 jet
events are compared to the exact Matrix Element PQCD calculation. Strong similarities
between the jet distributions and parton-level predictions are observed.

The characteristics of the jets which affect the a" analysis in chapter 7 are examined.
These include the rate of production and the transverse momentum of 2+1 events. Mea­
surements which are predicted to be related to the transverse momentum of the partons
from PQCD effects (PT qeD), the transverse momentum due to fragmentation (PT /rag)
and the intrinsic transverse momentum (kT) of the parent parton are presented. Emphasis
is placed on understanding systematic effects from the acceptance correction which might
bias the corrected data toward good agreement with the PQCD calculations.

In outline, this chapter will

• Review the JADE Jet Algorithm and its application to the uncor­
rected data.

• Describe of the jets identified in the E665 uncorrected data.

• Explain the acceptance correction method and its associated un­
certainties.

• Apply the acceptance corrections and evaluation of further system-"
atic errors to obtain the acceptance corrected results.

• Review those points in this chapter which are of particular relevance
to the a. analysis presented in the next chapter.

The following will refer frequently to section 3.3, on the expected sources of jet transverse
momentum. These are su~marizedin -appendix A. The discussion below is an extension of
the analysis published by E665.[15] Slight differences between these rates and the published
rates are due to different choices of kinematic requirements on the events and particles
introduced to accommodate the analysis of chapter 7.

Complete history and documentation of this analysis, including the data tapes num­
bers which were used, is available in reference 118.
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6.1 Application of the JADE Algorithm to Uncorrected Data
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Fig1,ll'e 6.1. The jet rates in the uncorrected data. Fractional rates versus Ycut are pre­
sented. The columns show the 1+1, 2+1 and (3+ )+1 jet rates, respectively.
The rows correspond to jets identified with w = O.5tr and w = O.iSl-V,
respectively. The errors are assumed to be binomial and are too small to be
visible on the plots. Note that in the uncorrected data the remnant jet is
not observed.

The JADE Jet algo~thm is applied to the uncorrected data in the following way:

1. For each pair of particles Yij == (mij / w)2 is formed, where til is an
energy scale characteristic of the event;

2. The pair with the minimum Yij is selected;

3. The Yij of the selected pair is compared to an arbitrary jet param­
eter, Ycut;
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4. If Yij < Ycut, then the 4-vectors of the selected pair are combined,
forming a single "quasi-particle;" The algorithm returns to step 1,
inCluding this quasi-particle in the set of particles used to form the
Yij in the next iteration;

5. \-Vhen no pairs of (quasi- )particles remain which satisfy Yij < Ycut,

these remaining (quasi- )particles are each considered to be a jet.

(for comparison to the application at the parton and Truth levels, see sections 2.4 and 3.2.
respectively).
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Figure 6.2. The statistics in each Q2 bin used in this analysis, tV = 0.5't'r, Ycut = 0.04.
Dots - Number of 2+1 Jet events, Solid - Number of 1+1 jet events.
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Figure 6.3. The uncorrected jet rates as a function of Q2, tV = 0.5W, Ycut = 0.04
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In the case of full acceptance ("Truth," described in section 3.4), the energy which
scaled the invariant mass (tV) was taken to be lV. In the case of the reconstructed data,
where only a fraction of the total energy is observed, til must be chosen with consideration
for the undetected energy. Two possible choices are considered for tV in the reconstructed
data in this analysis.' The first is w = 0.751r, where ..... 75% is the fraction of the true
energy detected in an event. The second is tV = 0.5lV, which minimizes the acceptance
correction to most jet distributions including the Q" analysis in the following chapter. The
differences in the characteristics of the uncorrected and corrected jets for these two choices
is discussed in detail below. The variation in the corrected results is used to determine the
sensitivity of this analysis to the choice of tV.

6.2 The Uncorrected Jets

The uncorrected jet rates, as a fraction of the total events, are shown in figure 6.1 as
a function of the jet defining parameter, Ycut. The rates are presented for 1-1, 2~1 and
(3+)+1 ev~nts with energy scales til = 0.5lV and w = 0.75tr. In the uncorrected data,
the target remnant'~~ not observed because the streamer chamber data is not used in
this analysis (see section 4.4). It should be noted that varying til is equivalent to changing
the effective Ycut for a given value of n°. That is, (rnij/(0.5lr»2 > 0.04 is equivalent
to (mij/(0.75Ir»2 > 0.0-1(0.5/0.75)2 = 0.018. Therefore, the jet rate for tV = 0.5H" at
Ycut = 0.04 is expected to be equivalent to the rate for tV = O.75~' at Ycut = 0.018, while
the rate for w =_ 0.75H" at Ycut = 0.04 will be the same as for tV = 0.5l-V at Ycut = 0.09.
Comparing the rates at Ycut = 0.04, approximately three times more jets are observed
using tV =0.5Ir than w = 0.75lr.
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Figure 6.5. Schematic of the jets in the eMS. The solid arrows represent the jet axes.
The shaded region represents the cone which contains 90% of the jet energy.
The separation between the jet axes, the half-angle of the jet cone and the
separation between the cones are shown.

In the analyses below and in the following chapter jet characteristics will be shown as
a function of Q2, therefore the number of events in each Q2 bin must be considered. The
statistics in seven Q2 bins for at Ycut = 0.04 using w= 0.5l-V are shown in figure 6.2. This
is the statistical distribution of the data used in the final analyses. The uncorrected rates
are shown as a function of Q2 for Ycut = 0.04 and w= 0.5W in figure 6.3.

Recalling that the JADE Algorithm uses iV in the energy scale, if (W2) were Q2 de­
pendent, then the algorithm would introduce a Q2 dependence into the jet characteristics.
However, figure 6.4 shows that (nr2 ) is independent of Q2 in the range of these analyses.
This is uncorrected data.

Ycut = 0.04 will be used to define the jets in the following discussion. At Ycut = 0.04,
the contribution of (3+)+1 jet events is negligible. Therefore, only the characteristics
of 1+1 and 2+1 events are discussed. Table 6.1 summarizes the characteristics of the
uncorrected jets for 10 = O.Sil'" and Ycut = 0.04. Figure 6.5 defines three angles which
will be discussed below and appear in table 6.1. Note that the aver~ge multiplicity and
momentum from table 6.1 are comparable to the 3 jet events first reported at PETRA,
which averaged approximately 4 particles and 6 GeV (in eMS) per jet)5]

The JADE Algorithm introduces an effective cut on the possible opening angle, 9, of
the non~remnant jets in 2+1 jet events. To see this, recall that, in order to find 2-1 jets,
the algorithm requires

If Ycut IS nonzero and there is a maximum limit to E jd 1 E jet 2, then this necessarily
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Figure 6.6. For 2+1 events, uncorrected data, -Ii) The .opening angle between the two
non-remnant jets axes, tV = 0.5Ir, b) Opening angle for tV = 0.75W, c)
The half angle of cone (90% of jet energy) of each jet, tV = 0.5W·, d) Half
angle of cone, tV = o.75lr. e) The angular separation between the t\\-O jet
cones (negative values indicate overlapping jet cones, positive values indicate
separated jet cones), w = 0.5Ir, f) Angular separation between cones, tV =
0.75W,
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Figure 6.T. Two examples of 2+1 jet events identified with tV = 0.5K" at Ycut = 0.04.
The negative cos(J region corresponds to the backward CMS, where the £665
forward spectrometer has no acceptance.

corresponds to a minimum limit on (1 - cos(J) and a corresponding minimum to 8. The
maximum limit on Ejet lEjet 2 is the result of the requirement that E jet 1 + E jet 2 :::: It"/2
in the CMS leading to E jet lEjet 2 = Ejet 1(~V/2 - Ejet t}. This maximum occurs at
E jet 1 = E jet 2 = l-V/4. In the case of Ycut = 0.04 and tii = 0.05n", then (1 - cos(J) > 0.92
or (J > 0.4 rad. This effect can be seen in figures 6.6a and b which show the opening angle
between the jet axes for a random sub-sample of the 2+1 jet events. Note that in this
figure the first column corresponds to Ycut = 0.04 and til =O.OSl-V and the second column
shows Ycut = 0.04 for tV = 0.7SU'.

The particles assigned to the jet form a cone about the jet axis, as shown schematically
in figure 6.5. Two jet events tend to consist of two collimated streams of particles plus
one or two very low energy particles between the jets. The jet cone is defined as the cone
which contains 90% of the jet energy, thereby excluding these low energy particles. The
distributions of one half of the opening angle of the jet cone is shown in figureS' 6.6c and d.

The separation behveen the jet cones may be defined as the angular separation between
the particle from jet a and the particle fromjet b which are closest in space. This separation
is shown in figures 6.6e and f. Nt:gative values of separation indicate that the cones overlap,
while positive values indicate separation. Most of the observed jets are well separated at
Ycut =0.04.

This separation can be observed in figure 6.7. These examples, chosen to be typical
rather then ;'the best," are the first two 2..... 1 events at Ycut = 0.04 defined by tV = O.5ir
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Characteristic (per Uncorrected Jet) 1 Jet 2 Jets

<Multiplicity > 6.0 4.3

<Multiplicity in Cone> 4.8 3.7

<eMS Momentum> 6.8 GeY 4.5 GeY

<Squared Transverse Momentum> 0.9 Gey2 1.7 Gey2

Table 6.1. Characteristics of the 1+1 and 2+1 jet events in the uncorrected data
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e
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Figure 8.8. The identified jets from the Hadron Collider viewpoint: a) R for the jets
observed in the E665 Data, b) Separation between the jet axes in units of
R for the E665 data.

from a deuterium DST tape. In this figure, (J is measured from the virtual photon axis,
¢J is measured about the virtual photon axis, and each particle is entered weighted by
its momentum in the C11S. :Xote that no particles are observable in the backward C:\IS
(negative cos¢) region where the target remnant is expected. Recall from the discussion in
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section 3.3 that misassignment of particles between jets is expected to reduce the transverse
momentum of both jets. Therefore, significant separation is desired to reduce this effect.
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Figure 6.9. For 2+1 jets, at Ycuc = 0.04 with til = 0.5W (column 1) and w = 0.75l-V
(column 2) a) and b) The (Pfpcll of particles within the jet, measured with
respect to the jet axis, expected to be equal to the transverse momentum
from fragmentation; c) and d) The difference between the transverse mo­
menta of the 2 jets, expected to be due to both fragmentation and intrinsic
transverse momentum effects.

While the JADE :Jet Algorithm was under development in e+e- experiments, hadron
collider experiments created a different favorite algorithm[63] based on a two-dimensional
space defined by pseudorapidity, 17 = -In( tan8/2), and dJ, the azimuthal angle about the
incoming beam axis. In this algorithm, a jet consists of the particles within a cone of radius
R = JQ.172+ ~cP2, about an axis determined by weighted transverse energy observed in
the calorimetry of the experiment. R is the jet defining parameter (similar in function
to Ycuc in the J AD"E Jet Algorithm) and the theoretically favored choice is R = 0.7 (for
analogous reasons to the choice of Ycut = 0.04 in the JADE Algorithm, described in sections
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2.4, 2.5, 3.5 and below). For an E665 jet identified using the JADE Algorithm to have been
observed using the hadron collider algorithm, the particles must be in a cone of R < 0.7
~bout the jet axis.

Figure 6.8a shows the R of the jet cones in the 2+1 events defined at Ycut = 0.04 with
tV = 0.5nr . Two differences between the collider application of this algorithm and the R
presented here should be noted: 1) the lower eMS momentum particles observed in E665
might not be observed in the collider experiment calorimetry a.nd 2) the jet a."'cis is defined
by the 4-vector of the partiCles in the cone, not the the center of gravity of an energy
deposit in a calorimeter. Approximately two thirds of the E665 2+1 jet events pass the
hadron collider jet definition. Figure 6.8b shows the separation between the two jet a:<:es,
identified using the JADE Jet Algorithm, in units of R.

Uncorr.ct.d Dato
E E , .....
~ 400 "z 60 z
~ ~ 30
0 40 0.. ~- - 20:3 :0...

~.;( 20 10

o 0 o 00.2 0.4 0.6 0.8 1 0.2 0.4 0.6 0.8 1

p./P. P,,/p.

e 300 125
...
0 100z
~200 750
~-
~ 100

50

25
o . o 00 4- 8 12 16 ... 8 12 16

P(~V) P (G.V)

Figure 8.10. a) and b) The ratio of lowest to highest momentum jet in 2+1 events.
Dashed curve: the parton level prediction. If jets reflect an underlying 2~1
parton event, there should be agreement for .the larger values of the ratio,
where acceptance is flat. c) and d)The momentum distributions: Solid­
E665 {;ncorrected Data, Dash- Parton Level Prediction
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Recall that the JADE Jet Algorithm was introduced at the parton level to regulate
the divergences in the 2+1 cross section. One such divergence is due t" the 2+1 parton
cases having one parton with very low energy compared to the other. The result is that
production of 2+1 parton events with highly asymmetric momenta is favored. The analogy
to this at the hadronic level is expected to be an asymmetry in the momenta of the two
nonremnant jets in 2+1 jet events. If jet a is defined to be the highest momentum jet, then
the ratio of the momenta of the two jets, Pb/ Pa , is shown in figure 6.10 by the solid line.
If one assumes that the momentum acceptance correction is fiat for reasonably large values
of Pb, then the correction factor would cancel in the ratio, allowing direct comparison to
the expectation at the parton level. The parton-level prediction, shown by the dashed
curve on figure 6.10, has a similar shape to the data except at small values of Pb / Pa where
deviations are expected due to acceptance. Also shown in figure 6.10 are the momentum
distributions of the jets, with jet a shown by the solid and jet b shown by the dashed lines.
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Figure 6.11. a) and b) The uncorrected squared transverse momentum distributions of
the jets measured with respect to the virtual photon axis. One entry for
each jet. c) and d) Ratio PT jet b!PT jet a·
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The transverse momentum of particles within the jets with respect to the jet aXIS 1S

predicted to result from fragmentation. In figures 6.9a and b; the (P}) with respect to the
jet axis is shown for each jet in each event for the two energy scales. Below, the corrected
values of this distribution will be compared to the e+ e- measurements.

The transverse momentum of the jet vector magnitudes, PT jet a and PT jet b mea­
sured with respect to the jet axis in 2+1 jet events, at Ycut = 0.04, for the two energy
scales are shown in figure 6.11. The ratio of PT jet b/ PT jet a, where jet a has the highest
momentum, is also shown. If the jet momentum were only due to the underlying PQCD
processes, then the ratio would be expected to be one. The fact that the ratio is not
sharply peaked at one may be attributed mainly to fragmentation, intrinsic momentum
and acceptance effects, since the angular separation at Ycut = 0.04 appears to he sufficient
to prevent significant misassignment of particles (;'cross-talk") between the jets (see section
3.3).

The difference between the transverse momta of the two jets is expected to be due to
fragmentation and intrinsic transverse momentum in the event in the acceptance corrected
data. The crux of the argument, presented in section 3.3, is that one expects:

(3.8)

The uncorrected distribution of ((PT jet a - PT jet b)/2)2 is shown in figure 6.9c and d. Af­
ter acceptance corrections, this distribution, combined with the measurement of (Pi /rag)

permits evaluation of (k}). This will be presented below.

In chapter 7, the transverse momentum of the jets due to PQCD processes as a function
of Q2 is used. Recall the definition from section 3.3,

P
PT jet a + PT jet b

T 2 jet = 2 '

where for each jet (a and b) the transverse momentum is measured with respect to the
virtual photon axis. This is expected to be the jet-level analog to the parton-level variable
PT qeD of section 3.3, which approximates the PQCD contribution to the transverse mo-

. mentum of 2+1 events (PT of chapter 1). Figures 6.11a and b show the squared transverse
momentum distributions for the two energy scales. The average values are 1.6 Ge t-~2 and
2.9 GeV 2 , respectively. The difference between the average values is a reflection of the
fact that (Pt 2 jet) depends on the choice of Ycut as shown in figures 6.11c and d. This
dependence is an eKect of the algorithm, not the acceptance, so it remains in the corrected
data. Therefore, one can only discuss (Pi- 2 jet) as related to a specific Ycut. In fact, as
\vill be shown in the next chapter, the Ycut dependence of the transverse momentum is
well described by the Ycut dependence of the integral in equation 2.9. therefore the Ycut

dependence will cancel when equation 3.10 is evaluated. Finally, figures 6.11e and f show
the variation of (P} 2 jet) as a function of Q2 for Ycut = 0.04.
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6.3 The Acceptance Correction and Its Uncertainty

This section describes the method for determining the acceptance corrections to the
distributions shown in the following analysis and the uncertainties which result. Specific
applications will be shO\vn in the section on the corrected data, below.

Monte Carlo data generated by Lepto 5.2 (Matrix Element), Jetset 6.3, and Gamrad,
with full detector simulation, as described in chapters 3 and 4, were used for performing
the acceptance corrections. These data sets had various values of AQCD and exponents of
the gluon distribution, but the acceptance correction from each set agreed within errors.
Therefore the sets were combined in order to obtain high statistics.

Two types of corrections will be considered. First, corrections which cause migrations
of events between bins along the x-axis of the plots. Second, corrections to the y-axis
variables which change the normalization within a bin.

For x-axis corrections, the foliowing correction function was determined using ~lonte
Carlo: .

C =1 + (T - R)
R

where T is the true variable value and R is the reconstructed value. C is determined as a
function of R. Therefore, if D is the uncorrected value of the z-axis variable, and C is the
value of the correction function evaluated at D, then the entry at D migrates to bin CD
in the corrected histogram.
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Reconsuuc:t.d

OJ

Figure 8.13. T - R vs. R for Q2.

In the case of distributions plotted versus Q2, the x-axis correction is very small.
Figure 6.13 shows the difference between T and R values as a function of R for Q2. The
correction function is negligible because the spectrometer has full acceptance for the muon
in the kinematic range of this analysis and because, due to the event cuts in the previous
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chapter, radiative events represent only"'" 10% of the total event sample. Although the
value of (T - R) is negligible, there is a significant spread. In light of this, no correction will
be made to Q2, however, the effect of systematic shifts of Q2 i:: 0.5 Ge'V2 will be considered
in the determination of the systematic error.
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Figure 8.14. Comparison of the angle between jet vector and virtual photon axis in Truth
and Reconstructed Monte Carlo (see figure 3.2). The highest momentum
jet is a. Upper rO\v is Monte Carlo Reconstructed, lower is Truth. For
reconstruded data tV = O.5lV is shov.-n.

For corrections to the y-axis variables, if D is the y-axis value to be corrected, T is
the same y-a.'cis expectation from Monte Carlo Truth, R is the same from j\Ionte Carlo

99



Reconstructed, and C is the correction function, then

T
R D = CD = Corrected Data.

The correction C is applied x-bin-by-x-bin to the data.

It is important to note that due to detector acceptance the jets in the reconstructed
distribution have a maximum angle with respect to the virtual photon axis of 1.85 rad,
while jets in the Truth data are found to have maximum angle of 2.05 rad. Figure 6.B
illustrates this point.

For the "final" distributions presented in this analysis, jets were identified at Ycut =
0.04 with w = O.5~V and were corrected using the standard E665 ~Ionte Carlo with exper­
imentally measured efficiencies for chambers and the Matrix Element Physics generator.
Data corrected" in this way are called the ;'standard" data below.

The acceptance correction uncertainties in these distributions are due to the fitting
procedure, the choice of w in the reconstructed jet algorithm, the quality of the model of
the chambers in the reconstructed data, and the residual effects of the underlying physics
generator in the Monte Carlo. The sources and method for evaluating each uncertainty
are discussed here and the magnitude of these uncertainties for the physics distribution is
presented in association with each plot.

• Uncertainty in the fit

In some cases, the acceptance correction will be obtained from fits to the function
C = T IR. These fits will have an associated statistical error. The associated error will be
assigned as a systematic uncertainty in the analysis.

• Choice of w
In the previous section the uncorrected jet characteristics were presented for two

possible choices of w: w= 0.5l-1', which was found to minimize the acceptance corrections
to the jet rates; and w = 0.75t-V, where 0.75 is approximately the fraction of the total
energy that is observed by the E665 detector in the regions of fiat acceptance, and which
minimizes the correction to (PT 2 jet). W = 0.5W is used for the ;'final" results. The
systematic uncertainty assigned due to "energy scale" or w, in the analysis below is the
difference between the corrected results for w = 0.5~V and tV = 0.75W.

As discussed above, using w= 0.75l-V at Yc'Ut = 0.04 is equivalent to doing the w= 0.5
analysis at Yc'Ut = 0.09. So the uncertainty on the acceptance correction from doing the
same analysis at a very different Yc'Ut is identical to the "energy scale" uncertainty.

• Model of the Detector!

Careful studies of the model for chamber and calorimeter efficiencies used in the
Reconstructed Monte Carlo have been presented in references 96 and 119. The efficiency
of the chambers were modeled at approximately one month intervals. Between intervals
the change in the 'measured efficiency of the chambers was '" 2.5%. Individual dead wires
were included in the model. The model is expected to represent the efficiency of each
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Figure 6.15. The Corrected Jet Rates: Uncertainty due to energy scale.
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Figure 6.16. The Corrected Jet Rates: L"ncertainty due to chamber model.

chambers to better than 5%. The global efficiency of the calorimeter was modeled, but
individual dead regions were not. The quality of the chamber modelling is reflected in
the agreement between reconstructed :\:lonte Carlo and data physics distributions in the
previous chapter.

Incotrect modelling of the detector will lead to an incorrect determination of C. In
order to study the sensitivity of C to inefficiencies that were incorrectly simulated, two
tests were performed. First, 5% of the particles (charged and neutral) were randomly
dropped from the Reconstructed :\Ionte Carlo data sample. Second, all tracks with hits
\,-ithin -0.16 < }" < -0.08 m and -0.2 < Z < 0.0 m at the second set of drift chambers
were eliminated for the reconstructed sample. This simulates a correlated inefficiency
observed in a portion of the data set used in this analysis and described in reference 99.
This inefficiency was not observed in this analysis (see section 4.5 for further discussion).
However, on the principle that it is best to be conservatiYe, this study was included. The
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variation in C due to these changes in chamber modelling is quoted as the uncertainty due
to "chamber model," below.

• PhyJicJ Generator in the Monte Carlo
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Figure 6.17. The Corrected Jet Rates: Uncertainty due to physics generator.

In principle, any underlying physics generator may be used in the Monte Carlo to the
extent that residual effects from the generator cancel in the ratio. In practice, this may not
be true, and the residual effects could bias the corrected data toward agreement with the
:"Ionte Carlo Generator. This'study is designed to estimate the magnitude of any residual
effects.

The exact matrix element calculation through terms proportional to a, is used in the
"standard" correction of the data. In order to test the sensitivity to the underlying physics
in the :\Ionte Carlo, the acceptance correction using the standard physics generator will
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be compared to corrections from a second physics generator available in the Lund :vlonte
Carlo (Jetset 6.3), called the ;'Parton Shower" model. This uses a leading logarithm
approximation to simulate higher order effects: outgoing partons bremsstrahlung or split
into a qq pair if there is sufficient energy for the newly created parton pair to have Ycut >
0.0025 and m~i > 2 Gel/ 2 • This showering process is iterated until no outgoing partons
call produce pairs which pass the cut. Then the Lund string fragmentation is applied.
The Parton Shower generator is thought to be sufficiently different from the ·first order
matrix element calculation in the standard E665 :vlonte Carlo to be used to test whether
the acceptance correction, C, depends on the underlying physics generator. The variation
due to using different physics generators is quoted as the uncertainty from the "generator,"
below.

6.4 The Corrected Jets

In this section, the acceptance corrected jet characteristics are presented. Corrections
to the rates and transverse momenta of the jets are discussed in detail. The fragmentation
transverse momentum is measured. The transverse momentum from the combined effects
of fragmentation and intrinsic transverse momentum is extracted. With these two pieces
of information, a value of intrinsic transverse momentum is ,obtained.

• The Corrected Jet Rate"

As a first example of the acceptance correction procedure and determination of the
uncertainty due to this method, consider the jet rates. The top row of figure 6.15 shows the
acceptance corrections, C, to the jet rates for w= O.5W and tV = 0.75n~. Note that using
tV = 0.5W results in correction factors which are almost unity. The correction factors are
applied to the uncorrected data Ycut-bin-by- Ycue-bin, without first fitting the Monte Carlo,
giving the corrected jet rates shown in the second row of figure 6.15. The third row shows
the absolute difference between the corrected rates for the two cases - the uncertainty
due to energy scale.

Using the case tV = O.5nt , now consider the effect of the chamber modelling. In figure
6.16, data with the standard Monte Carlo correction are compared to the !esult with varied
chamber efficiencies in the top row of plots. The absolute difference between the corrected
rates is shown in the bottom row of plots. The change in the rate is caused mainly by the
correlated inefficiency. Finally, the corrected rates determined using the standard "Matrix
Element" physics generator and the "Parton Shower" physics generator are shown on the
top row of figure 6;17. The absolute difference between the corrected results from the two
generators is shown in the bottom row of figure 6.17.

The final 1~1 and 2+1 corrected rates are shown in figure 6.18 as a function of
the algorithm parameter Ycut. The statistical error, barely visible on the data points, is
binomial: Vp(l - p)/Nentriu' The shaded area at the bottom of the plots shows the total
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Figure 6.18. The Corrected Jet Rates

uncertainty obtained by adding the individual uncertainties in quadrature. The dashed
curve on the 2+1 jet plot shows the PQCD predicted 2+1 parton rates. The shape is similar
to the jet distribution except at low values of Ycut, where the algorithm is unreliable at
both the parton and the jet level, as discussed in section 1.12.

In order to determine the corrected rate distribution as a function of Q2 for Ycut = 0.04,
the acceptance corrections shown in figure 6.19 were used. As an example of this correction
technique, the T, Rand C = T / R distributions are shown. A linear fit to the C distribution
provides the acceptance correction function. This correction factor is applied to the data
shown in figure 6.4.

Figure 6.20 shows the corrected jet rates as a function of Q2. The associated systematic
errors are shown by the shaded region at the bottom of the plot. The line shows a fit to
the parton-level output of the ~Ionte Carlo, with 0, aried to fit the first data point.
As discussed in section 3.4, the ~Ionte Carlo parton-Ie el output has been shown to be
in agreement with the PQCD calculations used in chapter 2. The line lies systematically
below the data, ho~·e....er the difference is within the estimated systematic uncertainty, This
will be discussed further below,
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Figure 6.19. The acceptance corrections factors for the jet rates as a function of Q2.
Ycut = 0.04. As an example of the correction procedure, the T, Rand
C = T I R distributions are shovm. The distributions are fit to obtain the
acceptance correction function.
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See Text .

• The Corrected Jet TranJverJe Momenta

Figure 6.21 shows the correction distribution for (Pi- 2 jet) VJ. Q2 for the "Standard"
corrected data. A very small negative correction to the Q2 dependence is expected since.
radiative corrections lead to an effective rotation of the virtual photon axis. Using the
derivation in reference 120, one expects:

( 2 ) a 2 fl (Q2/ 2) . ~PT rfJd O.25-Q l n m~ - Ij,
1r

which is, within error, the observed dependence. The systematic effects which ,vere found
to cause significant variation to the corrected (PT 2 jet) were: the energy scale (- 5%),
the physics generator ('" 5%) and s¥fts in Q2 of =0.5 Ge~·2 (- 2%). These are shown in
figure 6.22a. Although it is likely that most of the variations in Q2 shown in figure 6.22a
are due to insufficient statistics in the data and the ~lonte Carlo, this cannot be proved,
therefore these uncertainties will be assumed to be Q2-dependent.

For each source of Q2 uncertainty listed above, a linear fit was made to the distribu­
tion. The difference between the linear fit and the data points was considered to be the
magnitude of the uncertainty. The uncertainties from the sources were added in quadra­
ture. This reduced random fluctuations from poor statistics. Finally, the uncertainty from
the statistical error from the linear fit from the acceptance correction was also added in
quadrature.
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Figure 6.21. The acceptance corrections factor for the transverse momentum of the 2+ 1
jet events using the Standard :Monte Carlo.

Imprecise calibration of the spectrometer could lead to two further systematic mis­
measurements. First, an uncertainty of 4% is assigned for a maximum possible 2% miscal­
ibration of the magnetic fields of the forward spectrometer. Second, an uncertainty must
be assigned for a possible systematic mismeasurement of the momentum of the incoming
muon. This manifests itself as a difference in the incoming and outgoing measured muon
energies in events where the muon did not interact. Evidence for a ..... 10 GeV" offset is
documented in references 99 and 97. If the reconstructed incoming muon energy is in­
creased by 10 GeV in the Monte Carlo and the event variables are changed accordingly,
the (Pi 2 jet) is changed by 1%. Both of these systematic uncertainties affect only the
overall normalization of the data points. These uncertainties are added in quadrature.

Figure 6.22b shows the corrected measurement of (PJ. 2 jet) as a function of Q2 for the
E665 data. The statistical error shown on the data points is defined as (T/ v'Nentriu, where
(T is the standard deviation of the distribution from the mean. The total Q2 -dependent
uncertainty is shown in the shaded region at the bottom of the figure. The magllitude
of the normalization uncertainty is indicated by the double-arrow at the right side of the
figure. The PQCD expectation is shown b~' the curve. The value of 0:. has been set by the
2-r1 jet rate (figure 6.20). The data lie systematically below the curve. This may be due
to cross-talk between the jets (see section 3.3), which is expected to systematically lower
(Pi 2 jet)· Or this may indicate an effect which systematically increases the 2-1 jet rate
and decreases (Pi- 2 jet), such as higher order corrections (see section 2.5). Because the
de\;ations lie within the systematic uncertainty, no conclusions can be dra,,,,n.
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The corrected 1...... 1 event jet transverse momentum squared is significantly smaller
than for the 2+1 jet events. This is shown in figure 6.22c. The expectations for 1-1-1 jet
events were described in section 3.3.

As discussed above and in section 3.3, PT 2 jet is defined so a:s to minimize effects
from sources of transverse momentum other than PQCD. Therefore, from figure 6.22, the
E665 data predict that the average transverse momentum squared due to PQCD in the
identified 2-:-1 jet events is approximately 2.8 Get,"2. It is now important to demonstrate
that the squared transverse momentum from other sources is significantly smaller than
this .

• The Corrected Fragmentation and IntrinJic Tran.9verJe Momentum
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Figure 6.23. The correction functions for the fragmentation and the combined intrinsic
transverse momenta.

The purpose of this section is to determine the magnitude of the non-QCD contribu­
tions to the transverse momenta.

As discussed above, the (Pi) of the particles within a jet, measured with respect to the
jet axis, is expected to be equal to the average squared fragmentation transverse momen­
tum. The· uncorrected distribution was shown in figure 6.9a. The acceptance eorrection
involves migration between bins in (P} frog)' The correction function used in this analysis

is shown in figure 6.23a. Each (PJ frag)uncor is multiplied by 1.25 - 0.66(PJ frag)uncor

to obtain (PJ frag )cor' The resulting distribution is shown in figure 6.24a. The mean is
(0.28 Gel')2 = 0.08 Gel·2. The variations in the mean value of this distribution due to

110



acceptance corrections were 3% for chamber modelling and 7% for the physics generator
and those due to spectrometer calibration were 4% for the forward spectrometer uncertain­
ty and 1% for the beam spectrometer offset. Adding these in quadrature gives an overall
measurement of

(Pj. frag) = 0.0820 ± 0.003(stat) ± 0.007(sys) Gdr2

Within three sigma, this agrees with the e+e- data: (0.33 GeV)2 = 0.11 Gey2.[69 i Vsing
Monte Carlo fits, a higher \-alue, (Pj. frag) = 0.20 GeV 2 , has been extracted from the E665

cos</> asymmetry analysis.[12j From the histograms shown in the cos</> analysis, the error
on the fragmentation transverse momentum from the fit is approximately ±0.05. Hence,
within three sigma, the results agree with the analysis presented here.
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Figure 6.24. The corrected distributions for fragmentation transverse momentum and
combined fragmentation and intrinsic transverse momentum.

As described in section 3.3 and above, (!PT jet a - PT jet ,,)/2)2 is expected to be
equivalent to ~((Pf frag)+ (k}))/2. The uncorrected distribution was shown in figure
6.9b. The acceptance correction is applied in the same way as for the fragmentation case.
The correction function is shown in figure 6.23b. The corrected distribution is sho\\'n in
figure 6.24b. The mean is 0.123 Gel"2. The magnitudes of the uncertainties are 3%, 5%
and 5% for energy scale, chamber model and physics generator, respectively, and 5% and
1% for forward spectrometer and beam magnet calibrations. Adding in quadrature this
represents a total uncertainty of 9%. Solving for the average squared intrinsic transverse
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momentum gives:
(k}) = 0.23::: 0.01 (stat) ± 0.02 (sys) Gel-,·2.

This argument was based on naive assumptions about the jets, and according to the :'Ionte
Carlo study in section 3.5, ((PT jet a - PT jet ,,)/2)2 may underestimate it the true values
by up to 20%, or 0.04 GeV"2. Assuming one should make this correction, this gives:

(k}) = 0.27 :::: 0.01 (stat) ± 0.03 (sys) GeV 2
.

This result is in agreement with the value obtained from :\Ionte Carlo fits to the hadronic
transverse momenta and cos</> asymmetry data from E~IC: (0.44 GeV)2 = 0.19 Gd,·2.:69
This may also be compared to the preferred value from Monte Carlo fits to the £665 cosqJ

asymmetry analysis:f12] 0.16 GeV'2, with an error estimated by this author of :::0.04 Ge l-·2.

In conclusion, the E665 Jet data indicate that the transverse momentum due to frag­
mentation and intrinsic motion within the nucleon are an order of magnitude smaller than
the QCD transverse momenta. The measured values are consistent with those extracted
through other methods using the same and different data sets.

6.5 Summary

In this chapter the characteristics of the uncorrected and the corrected jets were
presented. Several important points demonstrated in this chapter should be noted for the
final analysis presented in the next chapter.

• Choice 0/ Ycut = 0.04

At Ycut = 0.04 for either value of to, there are virtually no (3+ )+1 jet events in the
sample and the jets are well resolved. The former is important since the theory which
will be compared to the jet analysis is leading order and, therefore, has no (3+ )+1 parton
events. The latter means that there is little effect from "cross talk," where a particle
from one jet is misassigned to the other. Cross talk would reduce the apparent transverse
momentum of both jets.

• Indication" of Parton-Jet Duality

The a. analysis is based on the hypothesis of parton-jet duality, that on average the
jets reflect the behavior of the underlying partons in the event. Throughout this chapter
comparisons to the parton-level exp~ctationswere made and agreement was observed. The
systematic uncertainty from biases toward agreement due to the acceptance corrections
were estimated.

• Agreement with Previou" Mea"urement"

Measurements of (Pi trag) = (0.29 Gev')2 and (k}) = (0.52Ge~r)2 were obtained
through simple arguments concerning the jets. The agreement between these and the
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previous experimental measurements of these values indicates that, in these cases at least,
the interpretations concerning the jets which are have been presented in chapter 3 appear
to be meaningful .

• Magnitude of Non-perturbative EffectJ

The °6 analysis requires that the transverse momenta due to fragmentation and
intrinsic momentum be small corp.pared to the PQCD transverse momentum and that

(Pi non-PQCD) <t: Q2. In principle, using PT 2 jet = (PT jet a ~ PT jet b)/2 removes
most of the contribution from intrinsic transverse momentum. Any residual effects are
expected to be negligible because the combined non-PQCD effects have been measured to
be an order of magnitude smaller than the PQCD transverse momentum.

113



Chapter 7

The Variation of the QCD Coupling Constant

This chapter follows the blueprint developed in sections 2.4 and 3.6 to study the
variation of Q" with Q2. From section 3.6

(p2 ) (p2 ) N 2-H jet
T all = r 2 jet N ' JU

1+1 jet T lY2+1 jet

This may be used to evaluate the equation

(3.10)

(3.11)

According to the arguments presented in chapters 1-3, PQCD predicts

1. (Pj. 2 jet) divided by the integral in equation 2.9 will be independent of Ycut.

2. A will be equal to Q" with the dependence predicted in equation 1.7.

The discussion of chapters 1-3 relied on the assumption that the nonperturbative
effects were small compared to the PQCD effects and that the jet algorithm was of reason­
ably good quality, so that the jets reflected the character of the underlying partons. These
issues were addressed in the data in chapter 6.

In order to test these predictions, in this chapter:

• (Pj. all) is studied as a function of Ycut.

• The acceptance corrected (Pj. all) is studied as a function of Q2.

• A is evaluated as a function of Q2.

Also, the Ycu.t dependence of (Pj. (Ill) is used to extrapolate to (Pj. (Ill y=o), which can then
be compared to (Pr) as a cross-check of the first technique.

The data will be compared to the calculations presented in chapter Z. These calcu­
lations are evaluated directly, not through the Monte Carlo. These calculations require
F2, xC and R as inputs, discussed in sections 1.8 and 2.2. The :\Iorfin-Tung 82 )o.jLO
DIS-scheme parton distributions~42] are used. Therefore, if A is equivalent to Q", then
A = ADIS is the PQCD scale.

Documentation of this analysis is available in reference 118.

11-1:



7.1 Dependence of the Data on the Jet Parameter

In this section, the dependence of (Pi- aU) on Ycu.tjet and the uncertainty associated
with assuming Ycv.tjet = YCv.tp4rton are examined. The data presented in chapter 6 showed
agreement with calculations assuming Ycu.tjet = YCv.tpArton' Recalling the discussion in
section 3.5, the Monte Carlo Truth favored Ycu.tjet - 0.01 = Ycutparton' In this section, it
will be shown that agreement can be achieved for Ycu.tjet ± 0.01 = YCu.tparton' if the parton
distributions are varied. The data were divided into Q2 bins for use in the (Pi all y=o)
cross-check in section 7.5. This section will consider only 3 < Q2 ~ 6 Ge y-2, but the con­
clusions have been found to be applicable for all Q2 bins in this analysis, within statistical
errors.
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Curve: Acceptance Correction .,/..
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Figure 1.1. The data points show the uncorrected distribution for (P,tll) as a function
of Ycut. The curve shO\vs the bin-by-bin acceptance correction which will be
applied to the uncorre~ted data.

Figure 7.1 shows (Pi aU) for the uncorrected data as a function of Ycu.t for w= 0.5tr.
(Pi all) is evaluated in the following way: for every 1+1 jet event, 0 GeV'2 was added to
the total, while for every 2-T'-1 jet event Pf 2 jet was added; the resulting sum was divided
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by the total number of events; ie,

(Pj, all) = N ~ iV L pi 2 jet + (Pj, 1 jet == 0) .
.J. 1-1"T"~ 2+1

~ote that for Ycut < 0.03, events with (3+)";-1 jets were identified, but these do not
contribute to (PJ. all)' The acceptance correction is applied bin-by-bin to this distribution,
and is shown by the curve on figure 7.1.

Both plots in figure 7.2 show the corrected data point. The variation with Ycut is
expected to be given by equation 2.9:

(PJ.) = a s (Q2) Q2 XBj 1 - Y + y
2/2

21T" F 2(rBj,Q2) 1 - Y + y2 /2{1 -+- RQCD)

1
1 - 2(I-Z)Ye1lt

. !(x.,YBj,F2 (X,Q2),G(X,Q2),p{XBj ,Ycut})dx.
Yeuc-rZBj X

The central curve on both plots shows equation 2.9 evaluated with the Morfin-Tung B2
parton distributions (see sections 2.2-2.3) and with A in as varied to obtain the best
agreement at Ycut = 0.04. The resulting curve agrees well with the data over the range
0.02 < Ycut < 0.09. This indicates that the data is described by the Ycut dependence of
equation 2.9.

Figure 7.2a shows equation 2.9 evaluated assuming Ycutjet - 0.01 = Ycutparton by the
upper curve and Ycutjet + 0.01 = Ycutparton by the lower curve, with the same choices
for a. and the parton distributions as the central curve. The discrepancy between the
calculation and the data is approximately ±100/0. However, if the parton distributions
are varied within the uncertainties determined in section 2.2, then better agreement for
Ycutjet ± 0.01 = Ycutparton can be obtained, as shown in figure 7.2b. The discrepancy in
figure 7.2b between the data and the curves is approximately ±5%. The functional value
for a. can then be varied by changing A to make the Ycutjet ±0.01 = Ycutparton curves agree
with the data. In conclusion, when evaluating a. using equation 2.9, with the uncertainty
in the structure functions considered separately, a 5% uncertainty must be included for
the unknown correspondence between Ycut jet and Ycutparton'

7.2 Study of the Acceptance Correction to (PT~ll)

(PJ. all)' defined at Ycut = 0.04 with w = 0.5~V, was corrected using the standard
technique discussed in chapter 6. This choice of w represents a shallO\v minimum in the
magnitude of the acceptance correction. This is equivalent to the saying that Ycut = 0.04
is approximately the minimum in figure 7.1. Defining

Y !"econ = a2y~~t
I] I]
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Figure 7.2. The data on both plots show the corrected (Pi AU) as a function of Ycut·

The central curve on both plots is from evaluation of equation 2.9 as a
function of Ycut. The value of a. was varied to obtain the best agreement
for the Ycutjet = Ycutparton (center) curve. a) The upper and lower cunoes
show the calculated values if Ycutjet ± 0.01 = Ycutparton' b) The upper and
lower curves show the calculated values if Ycutjet ± 0.01 = Ycutparton and the
structure functions are varied within the allowed uncertainties (see section
2.3) to obtain best agreement with the data.
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Figure 7.3. Csing a2y~ruth to define jets: the percentage difference between (Pi All) in

reconstructed data and truth at Ycut = 0.04 as a function of a.

is equivalent to considering tV = (1/a)~V, as discussed in section 6.2. Using Ycut = 0.04,
varying a in the Monte Carlo Reconstructed data, and comparing to (Pi (111) in Truth
indicated that the magnitude of the correction was not strongly dependent on a, but that
a = 2 gave the minimum correction. Figure 7.3a shows the variation of the percentage
difference between Truth and Reconstructed Monte Carlo for (Pi 1I11) at Ycut = 0.04 as a
function of a.

The shape of the function shown in figure 7.3a can be explained by recalling that at
small a, many events are found to be 1+1 jet, but the 2+1 jet events which remain have
high transverse momentum, while at large tI, a high percentage of events are found to be
2+ 1 jet, but most of these events have transverse momenta with small magnitudes. Thus
extreme values of a result in similar values for (Pi 11I1). .

Figure 7.4 shows the C function for (Pi 1I11) as a function of Q2 for Ycut = 0.04 and
W = 0.5~V. The straight-line fit has slope P1 and offset PO.

Of the sources of uncertainty to C, discussed in chapter 6, the contribution of most
concern is from the choice of physics generator. Residual effects from the physics generator
in the acceptance correction could bias the data toward the PQCD result. The Parton
Shower generator was used as an alternative to the Matrix Element generator in order to
test for this systematic effect. Corrected data using the parton shower generator were fit
to line and the deviation of the fit from the "standard" data points was taken to to be the
systematic uncertainty. The percentage difference beyond the one sigma statistical errors,
which are included as a separate systematic error, was regarded as the uncertainty due to
the ph)'sics generator. The effect varied from -3% at Q2 = 3 Get:2 to 6% at Q2 = 24 Gd- 2 ,

with the parton shower model giving the larger slope.

The other sources of systematic uncertaint:r discussed in chapter 6 were also consid­
ered. For the Q2 dependent studies, the ma.~mum observed deviations were: statistical
error on linear fit to acceptance correction: '" 3%; energy scale: '" 1%; chamber model:
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Figure 7.4. The Standard acceptance corrections to (PTAIl).

"" 1%j and Q2 and 1; Bj' bin migrations: ...... 2%. It should be noted that these overall
uncertainties are slightly lower than the uncertainty associated with the rates and trans­
verse momentum evaluated individually. This is because the systematic shifts of the two
components tend to be in opposite directions, and therefore compensate when (Pj. all) is
evaluated. The overall normalization uncertainties are due to forward spectrometer mag­
netic field (4%) and a possible beam momentum offset (1 %). The uncertainties ,vith Q2
dependence, added in .quadrature, are shown along the bottom of the plot. The normal­
ization uncertainties (all data points multiplied by same value), added in quadrature, will
be indicated by the magnitude of the double-arrow to the right of the plot.

7.3 The Variation (PJ. All) with Q2

The corrected (Pi all) is shown as a function of Q2 in figure 7.5. The theoretical
expectation for A = 400 .Ue'V is shown by the solid curve. If Q. did not run, an ex.pected
value would be 0.135, the average of the AMY and LEP values, as discussed in chapter
2. The dotted line shows the Q. = 0.135 expectation. A second possibility is to choose
Q. constant and equal to a typical value predicted by PQCD in the Q2 range of this
analysis: 0.27. This is show'n by the dashed line in figure 6.22. As discussed in section 2.2
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Q2 <PtAll> Stat Error Sys Error

(GeV2) (GeV2) (GeV2) (GeV2)

4 0.701 0.018 0.072

7 0.887 0.035 0.069

10 0.924 0.047 0.054

1 3 0.983 0.064 0.051

1 6 1.050 0.080 0.059

1 9 1.167 0.094 0.07S

2 1 1.376 0.118 0.084

Overall Normalization Uncertainty: 4%

Table T.1. Table of val~es for (Pj. aU)

there is a 7% normalization uncertainty on the theoretical curves from the uncertainties
in the parton distributions. However, the Q2 dependence of this "PDF" uncertainty is
negligible. The (Pj. aU) corrected distribution clearly favors the assumption that Q. runs
according to PQCD expectations. The values of the data points, the statistical errors, and
the systematic uncertainties, are given in table 7.1.

7.4 The Varying Coupling Constant

Before evaluating equation 3.11, the sources of systematic uncertainty and its expres­
sion on the plots must be reviewed. The uncertainties fall into three categories: those
related to the experimental measurement; those related to the application of the formal­
ism of sections 2.4 and 3.5; and those related to dropping terms proportional to Q; (see
section 2.5). These have two types: the Q2 dependent and overall normalization. Table
7.2 provides a list of the systematic uncertainties. For the plot of A shown below, the
Q2 dependent sources from all three categories are added in quadrature point-by-point.
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Figure 7.5. The acceptance corrected (Pi All) distributions. Solid line shows the theo­
retical evaluation with parton distributions in the DIS scheme, and a" with
4 flavors and .\ = 400 }vIeV. Dotted line shows the theoretical expectation
if a, is constant and equal to 0.135, the Al\IY/LEP average. Dashed line
shows a, constant and equal to 0.27.

These are shown by the shaded region at the bottom of the plot. The overall normalization
uncertainties from all three categories are added in quadrature and are shown at the right
side of the plot.

The evaluation of

(3.11)

is shown in figure 7.6. The shape of the data is consistent with the PQCD expectation
for the variation of a,. A best fit to the data with the form of equation 1.7, with only
the statistical errors on the data considered, is given by A = 359 := 31 (stat) ~\1et·. with
:\:2 = 1.31 for 6 degrees or freedom, or :\::rob = 97%. Changing the normalization by 20%
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Systematic uncertainty (category) Type Magnitude Chap

exp • from eXfierimental measurement
(Range if at

apE • from a~ ication of ~eory
Q2 dependent) Sect

or • from or er of calculation

Error on Fit to Correction (exp) Q2 dependent 0-3~ 7.2

Physics Generator (exp) Q2 dependent 0-6~ 7.2

Chamber Model (up) Q2 dependent· 0-1 ~ 7.2

Energy Scale (exp) Q2 dependent O-I~ 7.2

Bin Migration (02 and xBI) (exp) Q2 dependent 0-2~ 7.2

.
Specuometer Magnet Calibration (exp) normalization 4~ 7.2

Beam Momentum Offset normalization I~ 7.2

Structure Punctions (app) neglilible 7~ 2.2
Q2 del)eJldence

"Massless leu· (app) normalization 7~ 3.5

YClll dependences (app) normalization S~ 7.1

DroppiD. the ~ terms (ord) normal + 3.7~ + 2.3
(independent+dependent term) Q2 dependent 0-.3"

Table 1.2. Uncertainties in a. analysis

changes the best value of .\ to 508 ..U eV. Therefore the E665 data indicate:

A"rJts4 = 359 ± 31 (stat) ± 149 (sys) 1\[el-~

Note: this measurement may have a large theoretical error due to the higher
order corrections!. The curve on figure 7.6 shows a. evaluated with .\"dts4 =359 ..ifell.

This is a higher value than .\"d/;/ from the ~Iorfin-Tung 1990 analysis of deep inelastic
scattering and Drell-Yan data: 191 ..U et",~42] A fit using only the statistical error requiring
a. to be constant found the best choice to be 0.267, with X~"ob = 0.4%. Fits made when
the statistical and systematic errors were added in quadrature found the X;"ob to be 24.3%
for a fiat distribution and 99.6% for the QeD form.
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Figure '7.6. The evaluation of A., which is expected to be equal to a~o. Statistical er­
rors are shown on the points. The shaded regions indicates the systematic
uncertainties as described in the text. Curve shows the best-fitting PQCD
ct •.

In conclusion, the data from jet production at Experiment 665 strongly support the
PQCD prediction of the variation of ct. with Q2.

7.5 A Cross-Check: Evaluating (PT AI? y=O)

In this section, the second technique for obtaining a. from the jet transverse momenta
is applied. The results presented here are the first application of a technique which is still
under development. 54; Because of the limitations of the data, the jet algorithm and the
theoretical calculation, this method is used only as a cross-check of the results presented
above.

In this method, the Ycut dependence of (Pi all) is used to extrapolate to (Pj. all y=o),
which should be equivalent to equation 2.4, if the higher order contributions are small.
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Considered in bins in Q2, the experimental analogy to equation 2.4 is obtained. The data
can be used to determine the form of the fit which should be extrapolated to Ycut = 0,
thus reducing the uncertainty due to Ycut dependence in the result.

The conclusions which can be drawn from this technique are limited by statistical
errors in the E665 Run87 data set. This method requires high statistics over a wide range
of Ycut values in order to extrapolate to Ycut = 0 with statistical significance. Even at
low Q2 values in the E6~5 Run87 data, there are low statistics for 2~ 1 jet events beyond
Ycut = 0.09. For example, for 3 < Q2 S 6 Gey2 there are only"" 100 2+1 jet e....ents in
the Ycut = 0.09 bin. Figure 7.7 shows the distributions in four Q2 bins. The fit shown in
the figure is given by: (P1 - P2Ycll.t ~ P3Y~ut)e-P4Yc.. t, a general form which was found
to fit the data and equation 2.9well (see section 2.4). Hence, PI = (Pi all y=o)' The fit is
applied to Ycut 2: 0.03, where there is negligible contribution from (3, h-1 jet events. For
Q2 > 15 Ge y2 bins, the X2 of the fits becomes very small because of the large statistical
errors.

Furthermore, a jet algorithm which better represents the underlying partons at lower
values than Ycut = 0.03, assuring the proper extrapolation to Ycut = 0, is desirable. A pos­
sible algorithm which is under study by members of the E665 Collaboration is a variation
on the JADE Algorithm, called the "kT algorithm," by Catani, Dokshitzer and "\Vebber.L31 ]

However, any algorithm will be strongly affected by fragmentation at very low values of
Ycut. The standard JADE algorithm applied thoughout this analysis is applied to the data
presented in this section.

The higher order corrections to (Pi all) are not known as a function of Ycut. Because
-the higher order corrections to the cross section may be increasing rapidly as Ycut ---+ 0, the
corrections to (Pi all) may also be increasing steeply. Because these fits rely heavily on
the Ycut = 0.03 data point, for which the higher order correction is unknown, the results
should be regarded skeptically.

P1 = (Pi all y=o) is shown for the first four Q2 bins in figure 7.8. The curve shows
equation 2.4 evaluated at A = 400 !YfeV 2 • The statistical errors on the points are the
statistical error on parameter PI from the fit. The systematic error associated with the
data shown in figure 7.8 has not been calculated. The higher order corrections are unknown.
However, the agreement with the theoretical prediction from equation 2.4 supports the
results of the previous two sections.

7.6 Future Improvements to this Analysis

Because this is the first application of this analysis technique to deep inelastic scat­
tering, it is worthwhile to consider future expectations and possible improvements for this
analysis. Future analyses could be pursued using the E665 Run90 and Run9I data sets
and the HERA data set. The E665 Run90-9I data set is over an order of magnitude larger
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than the Run87 data sample. The HERA experiments expect very high statistics over a
much larger Q2 range than is available to E665. Reduction of the errors listed in table 7.2
are considered in detail.

The most important problem is the lack of a complete calculation of the higher order
corrections. Although these have been estimated to be small, this was based on an in­
complete calculation and on an imprecise method for extracting the value. The complete
calculation is necessary in order to extract a precise value of .\.. Several theoreticians have
expressed interest in performing these calculations, but it is unclear when they will be
available for use. Any future analysis should use these calculations.

Further development of the extrapolation technique may reduce the uncertainty due
to jet-parton Ycut correspondence. The E66S Run90-91 data set should have sufficient
statistics for application of this method over a broader range of Q2 values. The higher
order corrections may be available. Also, an improved jet algorithm for application of this
technique may be found .

..\. significant source of systematic error is due to the structure functions. In the near
future, one may expect global fits to the recent data sets(121: as well as new measurements
from HERA.~1221 "Yith these new results, the ,·ariation on the structure functions used to
obtain this uncertainty may be regarded as generous and could possibly be reduced. In
the far future, A may be better measured than the gluon distribution, and it is possible
that this technique could be used to extract the structure functions rather than a,.
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Another large source of systematic uncertainty is from assuming "massless jets." In
this analysis, the jet momentum is 7% lower on average than the jet energy. The momentum
components were scaled such that the momentum and energy of the jets were equal and this
full difference was assigned as the systematic error due to this assumption. The average
difference between the momentum and energy of the jets decreases with increasing ~V.

The higher statistics of the E665 Run90-91 data sets permits a higher minimum iY cut
in the analysis, reducing this uncertainty. For jets at much higher energies, such as those
observed at HERA, the difference between the energy and the momentum of the jets .....ill
be negligible, removing this source of uncertainty.

A major concern is that the :Ylonte Carlo acceptance corrections may bias the data
towards better agreement with the parton-level calculations. In this analysis, careful study
using various physics generators, chamber models, and energy scales in the :\Ionte Carlo
have been used to estimate the magnitude of this effect. However, the best solution is to use
data which has better acceptance. The E665 Run90-91 data will have better acceptance
in the backward x F region, due to improvements in the detector.

The uncertainty in fits to acceptance corrections could also be improved. This includes
the statistical error on the fits using the Standard Monte Carlo as well as the uncertainty
from using a different physics generator in the Monte Carlo. These uncertainties were Q2
dependent, which is especially worrisome for this analysis. Higher Monte Carlo statistics
may reduce these errors.

The other systematic uncertainties described in table 7.2 are related specifically to the
E665 Run87 data set. Most of these uncertainties are better understood in the Run90-91
data set.
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Conclusions

This thesis reports:

• The observation of clear three-lobed (2+1 jet) event structures in deep in­
elastic scattering using the data from Experiment 665 at Fermilab.

• The characteristics of the 2+1 jet events, including the rate of production
and the momentum distributions.

The characteristics of the jets were consistent with the predictions of PQCD. ).,[ea­
surements have been made of:

• The transverse momentum within the jets due to fragmentation: (Pi- trag)
= 0.0820 ±0.002( stat) ±0.005( sys) GeV 2 •

• The intrinsic transverse momentum in the nucleon: (k}) = 0.27 ::::0.01 (stat)
±0.03 (sys) GeV2 .

• The average squared transverse momentum of the 2+1 jet events as a func­
tion of Q2 (see figure 7.5).

Using the average squared transverse momentum of the jets, a variable can be obtained
which PQCD predicts to be independent of the jet defining parameter and equal to Q~,

the PQCD strong coupling constant. The data are consistent with the predictions. This
variable can then be studied as a function of the energy scale. This thesis presents

• The first evidence from a single data set using a single analysis method for
the PQCD predicted variation of Q.. .

• A fit to obtain A gives: A'l:J[~4 = 359 ± 31 (stat) ± 149 (sys) AleV.

Note that although the higher order corrections to this analysis were esti­
mated to be approximately 4% it is possible that these are much larger.

• Adding statistical and systematic errors in quadrature, the data are consis­
tent with 0.. constant with a 24.3% confidence level and consistent with the
QCD form with a 99.6% confidence level.
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E,ridence for the variation of Q s from previous experiments comes from a combination
of processes and a combination of data sets from different accelerators for each process. To
date, the most internally consistent analysis at two energy scales comes fr~m MARK II,
which uses the same analysis procedure, the study of multijet production in e"" e - collisions,
on two data sets from PEP (29 GeV) and SLC (91 Gev") using a detector which was almost
the same for the hvo sets. A new method[124] for extracting as at the mass of the Twas
hotly debated at the 1992 Rencontre3 de MoriondJ125,126] This method, which uses the
ratio R =f(,- ---+ V r ...... hadrons)jr(,- ---+ V r +e- .., ve ) in combination with the standard
e-e- jet shape analyses (see for example reference 65), allows the LEP experiments to
measure as at ..... 3 GeY and 91 GeV, but through two different physics processes. The
structure function experiments should, in principle, be able to measure the as variation
with Ql. through the scaling violations. However, an order of magnitude more statistics
than are presently available, are needed.l l21)

It is interesting to compare the E665 results with measurements of as from other
experiments. Figure C.1 shows the recent measurements of as presented at the 1992 Ren­
contre3 de AtforiondJ126] Results from deep inelastic scattering, eT"e- and hadron collider
experiments are presented. In comparing different experiments, many theoretical and ex­
perimental caveats should be borne in mind. For example, the processes and orders which
contribute to each measurement vary between the experimental values shown. Further­
more, experiments of one type, for example .~ '-e-, have correlated systematic errors since
the data were corrected using the same Monte Carlo and theoretical calculations. Keeping
these concerns in mind, note that the E665 data are compatible with a smooth transition
between the measurements from other experiments at lower and higher Q2 values.

In conclusion, the data frOtI). jet production at Experiment 665 support the PQCD
prediction of the variation of as with Q2.

129



....... 0.5
'0.......•
~0.45

0.4

0.35

0.3

0.25

0.2

0.15

0.1

0.05

0
1

* LEP AVERAGE ~
1l CCFR
<> BCDUS+SLAC
o QUARKONIA

1::::. UA1 8+B-BAR+X
o LEP AVERAGE - M. METHODS
o LEP AVERAGE - RADIATIVE CORRECTIONS

• E6B5 JET PT ANALYSIS

CENTER - "--- 5 FlAVORS - 250 MEV
UPPER - "--- 5 FLAVORS - 350 MEV
LOWER - "--- 5 FLAVORS - 150 UEV

10 1tf 103

.a. MEASUREMENTS. MORIOND-92. E665

Figure C.I. E665 measurement of Q. compared to measurements of Q. from scaling vi­
olation studies (deep inelastic scattering), hadron collider experiments, and
e+e- experiments. It is interesting to note the smooth transition between
the results. There are many theoretical and experimental caveats associated
with this plot! See text.

130



,:0 •

Appendix A

Definitions of Variables

Event Kinematic Variable" ("ee "ection 1.1):

PIA == (EIA , P;;) The 4-veetor of the incoming muon in the lab.,
P~ = (E~P;;) The 4-vector of the outgoing muons in the lab.

--+
T == (AI, 0 ) The 4-vector of the target nucleon in the lab, where Al is the mass of the

nucleon.

q == (v, q) The 4-vector of the virtual photon in the lab.
--+--+ --+ ,

q = PIA - PI-'·

V = E - E' = (q . T)/ AI.

q The three vector of the virtual photon in the lab:

Q2 The negative square 4-momentum of the virtual photon:

XBj = Q2/2kIv = (q. q)/(2q . T).

W 2 = 2Mv - Q2 + lvl2 = Q2(1 - XBj)/XBj.

Y = v/EIA

Parton-level Kinematic Variable" (Jee .5eetion 1.3):

k the incident parton 4-vector.

P, r the 4-vectors of th~ outgoing partons.

91" 9r the angles between the outgoing partons and the axis formed by q.
'1£= k.p/k.(q+k)=k·p/k.q

X the fraction of the proton momentum carried by the incoming parton.

z = q. q/2q· k = ~Bj/X.

Tran.5ver.5e Momenta (.5ee .5ection" 1.3, 3.3, introduction to chapter 5:

*NOTE* An arrow (-+) over any of the quantities below indicates the vector, .while
the absense of an arrO\v indicates the magnitude of the vector.
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p7.
T = Q2 (I-Z)u(1 - u), transverse momentum of the parton measured with re-

Z

spect to the virtual photon axis.

The transverse momentum of the particles in the jet with respect to the jet
aX1".

PT jet i For the i - th jet, the transverse momentum measured from the virtual photon
axis to the jet vector.

PT frag The transverse momentum introduced by fragmentation processes.

kT The intrinsic transverse momentum due to fermi motion of the quarks, mea­
sured with respect to the virtual photon axi".

PT QC D The transverse momentum with respect to the virtual photon axis of the par­
tons due to the QCD process (photon-gluon fusion or gluon bremsstrahlung).
It applies at the parton level to events which have kT also.

PT croutaUc The transverse momentum with respect to the virtual photon axis introduced
by misassigning particles between the jets.

PT 2 jet (PT jet ,,;PT
jet b) :::::: PT QCD, measured with respect to the virtual photon

axu.

PT 1 jet Transverse momentum of the identified 1+1 jet events, measured with re­
spect to the virtual photon axi".

PT Transverse momentum of the particles in an event measured with respect to
the virtual photon axi".

Structure Function" and Parton Distribution" r"ee "ection" l.t, 1.8., 2.3):

FL ,F2 The structure functions.

R = FL/(F2 - FL), the ratio of longitudinal to transverse cross sections.

RQCD R defined in NLO QCD.

RSLAC The experimentally measured R.

xG(x,Q2) The gluon distribution weighted by x.

xq(x,Q2) The quark distributions weighted by x .

. xq( x, Q2) The antiquark distributions weighted by x.

DIS A renormalization scheme in which parton distributions are defined. See
reference 33 for details beyond what is in chapter 2.

MS A renox;nalization scheme in which parton distributions are defined. See
reference 35 for details beyond what is in chapter 2.

VariableJ DeJcribing the Experiment r"ee chapter n:
X, Y, Z The E665 coordinate system, right-handed with X along the beam.

Xuertez X position of the vertex of the event.
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