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Abstract

On Monday 23rd November 2009, the ATLAS experiment at the Large Hadron Collider
began taking data at /s = 900 GeV. On the penultimate day of March the following
year, after a brief shutdown, ATLAS resumed data taking but at /s = 7 TeV. These
Vs =7 TeV collisions continued until the end of October 2010. This thesis presents the
very first low-pr electron candidates from the complete 9 ub™! /s = 900 GeV dataset,
and higher-py candidates from the first 1 nb~! of the y/s = 7 TeV dataset. These can-
didates are presented in the context of electron reconstruction and identification and
illustrate how various properties of these electrons compare with expectations based on
Monte Carlo simulations. An observation is made of the Z candidates present in the
first ~220 nb~! of /s = 7 TeV collision data, these being amongst the first Z bosons
ever produced by a proton-proton collider. A detailed study is then presented of the full
~35 pb~! 2010 /s = 7 TeV dataset in the context of a search for supersymmetry in
final states with two leptons (electrons or muons) and high missing transverse energy.
No significant deviations from standard model expectations are observed. A “flavour
subtraction” analysis is then performed on this data to search for supersymmetry with
reduced dependence on experimental and theoretical uncertainties, and increased sen-
sitivity towards particular event topologies. Limits are set at 95% confidence on the
number of excess identical-flavour lepton-pairs, over those of different-flavour, multi-

plied by detector acceptances and efficiencies, from supersymmetry.

Two distinct Monte Carlo studies are also documented, studies carried out in the year
preceding the successful running of the Large Hadron Collider. Supersymmetric mod-
els which violate R-parity through non-zero )|, are investigated. In this study, which
uses the full ATLAS detector simulation, it is shown that given a well understood de-
tector, R-parity violating supersymmetric Y — gqq decays may be detectable using
jet substructure. This thesis also investigates how a Large Hadron Collider experiment
could be used to measure the mixings and masses of the six sleptons in models in which
lepton flavour is violated, given significant integrated luminosity. This analysis uses a
generic detector simulation package to reasonably model the effects of a detector on the

observable particles.
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Preface

This thesis collects together all the work carried out by the author in the field of
experimental high energy physics between October 2008 and April 2011. This work was
completed in preparation for the Large Hadron Collider start-up, during ATLAS’ brief
spell of /s = 900 GeV data taking and throughout its first year of /s = 7 TeV running.
The content of this thesis is roughly divided into three distinct sections. The first section
provides an overview of the standard model of particle physics and supersymmetry, the
beyond the standard model theory investigated in the bulk of this thesis. An overview
of the ATLAS experiment is also provided. The second section brings together all the
ATLAS data studies undertaken by the author, including detector performance work at
Vs =900 GeV and /s = 7 TeV, and early physics studies performed with /s = 7 TeV
data. With the operation of the Large Hadron Collider comes an exciting new era for
exploration. The ATLAS experiment has the potential to discover and explore a wide
range of new physics processes and in this spirit the section which falls last details a
collection of Monte Carlo studies undertaken by the author to investigate this. The

closing section brings together the conclusions from the entire body of this thesis.

The figures and tables in this thesis are those of the author, except where explicitly
stated in the caption. This includes the author’s figures labelled ATLAS Preliminary
or ATLAS showing data results in Chapters [ [5] and [6] and those showing only Monte
Carlo in Chapter[7] The author was privileged to be granted the opportunity to produce
some of the first /s = 900 GeV and first /s = 7 TeV physics and performance figures
for public release, and very grateful to the collaboration for giving approval for the
results in Chapter [6] to proceed to a journal for publication, and for approving the R-
parity violating analysis of Chapter [7]for public viewing. All figures illustrating data and
Monte Carlo distributions were produced using ROOT[1]. The fully simulated Monte Carlo
samples and data samples used in this thesis were all produced by the ATLAS central
production teams. All cross-sections for these datasets were determined by members of
the ATLAS collaboration as described in the body of this thesis.



The /s = 900 GeV electron studies briefly presented in Chapter [4] are all the work
of the author, but results which all the people who combined their efforts to validate,
cross-check and understand the reconstruction and identification of electron candidates
in ATLAS at /s = 900 GeV also have. Full details of the whole collaborative effort,
without the present focus on the results the author obtained can be found in Ref. [2].
This reference is one of the very first ATLAS “Conference Notes”, a note which was
edited by the author and Marc A. Escalier. The /s = 7 TeV early electron results are
entirely the work of the author, but results which were also obtained by others working

on electron performance with the early /s = 7 TeV data.

The Z observation presented in Chapter [5]is once again solely the work of the author,
but again presents results which were also obtained by others in the ATLAS collaboration
working to observe Z candidates in the first /s = 7 TeV data. Whilst undertaking
this work the author contributed to the first ATLAS standard model conference notes,
Ref. [3-5].

The search for supersymmetry in 2010 /s = 7 TeV events with two-leptons is an
ATLAS collaboration wide endeavour, and so the author has used in the study presented
in Chapter [6] and Appendix [B] “data-driven” background estimates obtained by other
members of the ATLAS “two-lepton” analysis team also looking at and analysing this
data. Where these estimates are presented and used, this is explicitly stated in the
text and table captions. Otherwise, the analysis presented in this chapter is entirely
the author’s own work. The author developed the “flavour subtraction” analysis as it
appears in this chapter, whilst the rest of the analysis team focused their efforts on an
“Inclusive” analysis of the two-lepton events, Ref. [6]. The author was co-editor of the
two-lepton analysis effort, Ref. [7], with Tapas Sarangi, and co-editor of the papers which
resulted from these studies, Refs. [6] and [8], with Dan R. Tovey, Giacomo Polesello and
Tapas Sarangi. Although the tables and figures in this chapter are only those, except as
just detailed, belonging to the author, others also working on these two-lepton analyses
have of course reproduced the same observations in data and Monte Carlo, but no-one
else in this group has analysed them in the context of flavour subtraction. The final
exclusion plots which appear in Ref. [§] (and the last figure of this chapter) were very

kindly produced from the author’s p-values for each point by Ximo Poveda.
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The Full Simulation Monte Carlo samples used in the R-parity violating supersymme-
try analysis presented in Chapter [7] were created from ATLAS centrally produced events
by Christopher S. Cowden and James A. Frost. The analysis in this chapter is entirely

the author’s own work.

The Lepton Flavour Violation analysis detailed in Chapter [§]is the result of collab-
orative work with Jonathan L. Feng, Iftah Galon, Christopher G. Lester, Yosef Nir,
Yael Shadmi, David Sanford and Felix Yu. The realised model, and its corresponding
input file, were devised by members of this group. The author’s only contribution to this
process was to input thoughts on the ideal properties of the model particles. The author
was solely responsible for generating from the HERWIG input file produced of this model
the Monte Carlo events, passing these through AcerDET detector simulation and then
carrying out the analysis to produce all the displayed figures and numerical measure-
ments in this chapter. The members of this collaboration helped shape the direction of
this analysis, and then joined with the author to draw conclusions from the results. The
class of supersymmetric model considered in Chapter [§|are the work of Jonathan L. Feng,
Yael Shadmi and Yosef Nir and described and motivated in significant detail in Ref. [9].
The author was not involved in the formulation of these models and so the reader is
referred to Refs. [9] and [10] for further details.

The “Shifted Peak” method presented in Appendix [C] is the result of collaborative
work with Jonathan L. Feng, Christopher G. Lester, Yosef Nir and Yael Shadmi. The
author played a leading role in the “discovery” of this method with this group, and was
solely responsible for testing the method on the toy decay chains as described. J. Feng,
Y. Nir and Y. Shadmi were together responsible for developing the rigorous mathematical
derivation of the shift, the details of which are presented here for completeness as they are
used in Chapter[§] The author played no significant role in developing the mathematical

results.

Most of this work has already been published. The /s = 900 GeV electron studies in
Chapter [ are available as already mentioned in an ATLAS first data conference note,
Ref. [2], and form part of the first ATLAS data paper, Ref. |11]. The work in Chapter
appears in Ref. [5]. The flavour subtraction analysis in Chapter [f]is presented in Ref. 3]
(a paper submitted to EPJC Letters for publication on April 1st 2011). The results

in this chapter also contribute to the inclusive analysis of lepton-pair events presented
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in Ref. [6] (also submitted to EPJC Letters on the same date). The analysis detailed
in Chapter [7| has been written up in various ATLAS notes, given by Refs |[12-H14]. The
results of the analysis presented in Chapter |8 are also available in Ref. [10]. The contents
of Appendix |C| are also available in Ref. [15].

The author spent from early December 2009 until late July 2010 based at CERN.
Whilst at CERN, in addition to the subset of the work above carried out during this
time, the author took the opportunity to become involved in different aspects of the
experiment. Joining the Level 1 Calorimeter Trigger collaboration, the author worked
with Pete Faulkner from the University of Birmingham and others to write and maintain
code to monitor both offline and online the Level 1 Calorimeter Trigger. This work is
detailed briefly in Appendix [A] Additionally, the author took numerous “Offline Trigger
Shifts” - monitoring the HLT “Tier0 histograms” and checking the debug streams for

each run pre- and post-reprocessing.

During the first few months of /s = 7 TeV data taking the author participated in a
couple of early ATLAS data studies which are not described in this thesis. For details
of these the interested reader is referred to Refs. [16] and [17].
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Chapter 1
Introduction

One of the greatest triumphs of twentieth century physics was the development of the
standard model of particle physics, a unified description of the fundamental particles
which make up our universe, their properties and interactions via three of the four
fundamental forces. Despite its great successes, and the ever increasing accuracy to
which it has been verified experimentally, it has flaws. The mechanisms it describes are
incomplete and it makes predictions only after the insertion of key parameters measured
by particle and astrophysical experiments. Most seriously, this theory must break down

at higher energies as yet unexplored.

The quest for a theory describing physics beyond the standard model (“new physics”)
has engaged physicists for the last quarter of a century - with theorists postulating
an assortment of models and conjectures, attempting to address the big unanswered
questions. Supersymmetry is one such theory. For each known particle, it postulates
an almost identical partner differing only in spin and mass. Their introduction solves
several problems of the standard model, offering an explanation for the origin of mass
and dark matter. Only as experiments probe the high energy frontier can we test these

theories, to which we must look to interpret our findings.

The Large Hadron Collider (LHC), built at CERN in Geneva, Switzerland, will ex-
plore new energies to take us from current conjecture to concrete discovery. Taking
over 20 years to complete, this testament to years of hard work is now for the first
time successfully colliding together bunches containing billions of protons, millions of

times each second. After a brief commissioning run during Winter 2009, now it has
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reached energies never examined before, offering physicists unparalleled opportunities
for fundamental physics. The ATLAS experiment, a collaboration of 3000 physicists
and engineers from 38 countries, is the largest detector ever built and records these col-
lisions. Interactions between proton constituents probe and test our standard model for
deviations or new phenomena. Particle physicists strive to piece together what happens
during collisions, refining our knowledge of these interactions, and looking to discover

evidence of new ones.

In the chapters of this thesis the very first datasets collected by the ATLAS experiment
are studied. Firstly the very first electron candidates are presented. Then observation
is made of ATLAS’ first Z bosons - key particles in the standard model, first discovered
in 1983. Finally, a detailed search for supersymmetry in events with exactly two leptons
in the full 2010 /s = 7 TeV dataset is given. In the years to come the data will be
sufficient to allow subtle searches for yet rarer processes, and it is towards this goal that
the concluding chapters consider the future potential of the LHC through a series of

studies on simulated data.



Chapter 2
Theory and Motivation

“In her [Nature’s] inventions nothing is lacking, and nothing is superfluous.”

— Leonardo da Vinci

2.1 Introduction

The standard model of particle physics is a remarkable theory. It explains the huge
wealth of observational and experimental data on the properties and behaviour of parti-
cles collected so far, by particle and astrophysical experiments located around the globe.
Developed during the twentieth century, it is a theory which describes the particles from
which our universe is composed, and their interactions with each other, in a way which
matches well to observation (when the model is extended to include massive neutrinos).
It is therefore reasonable to ask, why is it that entire new theories and extensions to the
standard model have been and continue to be proposed despite the existence of such a
successful and established theory? Put quite simply - despite its successes the standard

model is, unfortunately, almost certainly incomplete.

The standard model explains matter and its interactions in terms of three forces
(the weak, strong and electromagnetic). The existence of the fourth, gravity, is not
accounted for. Experiments have collected a treasure trove of evidence for the existence

of “dark matter”, but the standard model does not describe it. Even if this and other
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problems were ignored, the standard model itself hints at its own incompleteness. It
contains nineteen free parameters which must be fixed by measurement and it supposes
the universe possesses an SU(3) x SU(2), x U(1)y local gauge invariance but makes no
attempt to suggest why this might be. In this chapter the standard model of particle
physics is introduced (first in its unbroken form and then after its symmetries are broken)
and its limitations discussed. One of the most popular extensions to the standard model
and the main topic of this thesis, supersymmetry, is then introduced and the ways in

which it fixes some of the problems with the standard model highlighted.

2.2 The Standard Model

2.2.1 Overview

The standard model of particle physics is a gauge field theory, developed in the early
1970s, to explain matter and its interactions. It describes two different types of particle,
so called “fermions” (Table and “bosons” (Table [2.2)). Fermions fall into two cate-
gories, quarks and leptons. Leptons interact only via the weak and electromagnetic forces
(unified as the electroweak force) whilst quarks are also able to interact via the strong
force. Fermionic particles interact by exchanging vector bosons. These particles are all
point-like and all carry internal angular momentum (called “spin” and characterised by
a quantum number, s). The gravitational interaction between elementary particles is
so small that it is safely neglected, and the standard model, which considers only three
fundamental forces is still a powerful description of particles and interactions. Quarks
are always found paired in either doublets (mesons) or combined in triplets (baryons)
whilst leptons are always found alone. Unlike leptons, quarks are not eigenstates of the
weak force. They couple preferentially, but not uniquely, via the weak force to quarks
of the same family. The Cabibbo-Kobayashi-Maskawa (CKM) matrix [18] describes this

weak-force quark-family mixing.

In the language of field theories, the standard model is a renormalisable quantum
field theory which results from a spontaneously broken SU(3) x SU(2), x U(1)y local
gauge invariance. That is, each of the three forces is associated with a local symmetry
transformation. The strong force is characterised by local SU(3) transformations and the

weak and electromagnetic forces combined in the electroweak force characterised by an
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1st Generation 2nd Generation 3rd Generation
Quarks up (u) charm (c) top (t)
down (d) strange (s) bottom (b)

Leptons | electron neutrino (v,) | muon neutrino (v,) | tau neutrino (v,)

electron (e) muon () tau (1)

Table 2.1: The three successive generations of standard model fermions. Each generation is
successively heavier. The top row of quarks carry charge —l—%, the bottom row charge —%, the
neutrinos zero charge and the three remaining leptons a charge of —1 (all in units of electron
charge, e). All twelve particles have been observed experimentally, and all twelve are believed
to be fundamental. Note also that each lepton has an antiparticle, differing only in charge from
the particle.

SU(2)r x U(1)y symmetry. The strong force is often called quantum chromodynamics
(QCD). The quarks are “colour” triplets of the QCD gauge group. Gluons (which
themselves also carry “colour charge”) are the bosons which mediate the strong force.
The charges of the fermions are weak “isospin” and weak “hypercharge”. In the standard
model there are three generations of quarks and leptons which differ only by mass, each
family successively heavier. The forces accounted for by the standard model (the weak,
the strong and the electromagnetic) are all mediated by the exchange of particles. The
bosons of the electroweak force are the W and Z, and the photon. Interacting fermions

carry spin—% , whereas the force-mediating bosons carry integer spin.

Force Mediating Boson
electromagnetic photons (7)

weak W, W=, Z

strong gluons (g)

Table 2.2: The three fundamental forces accounted for by the standard model, and the ap-
propriate force mediating standard model bosons. The photons and gluons are massless, the
carriers of the weak force (the W and Z wvector bosons) massive. All five mediating bosons have
been observed experimentally.

The particles just described have all been discovered, and are all believed to be fun-

1
2000

in 1897 by J.J. Thomson whilst he experimented with cathode rays[19]. The muon, 207

damental. The electron, with a mass ~ the mass of the proton was first discovered
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times more massive than the electron and unstable, was discovered in 1936 by Carl D. An-
derson (who incidentally discovered the electron’s antiparticle, the positron [20]) whilst
looking at cosmic rays in a cloud chamber [21]. The 7 was not discovered until the ete™
collider SPEAR observed a strange excess of ete™ decays to e® u* associated with at
least two undetectable particles. This excess was accounted for by the presence of the
decays 7 — ev and 7 — uvr between 1974 and 1977 by Martin Lewis Perl and his
colleagues [22-24].

The elusive electron neutrino’s existence was strongly hinted at by [ decays. Ob-
servations of these decays suggested the presence of a particle with nearly zero mass
and neutral charge (existing but not observed). In 1956 Clyde Cowan and Frederick
Reines designed an experiment sensitive to neutrinos, eventually observing the electron
neutrino for the first time [25429]. The muon neutrino was discovered just six years
later by Leon Lederman, Melvin Schwartz and Jack Steinberger and colleagues through
observations of neutrinos involved in the production of muons, but not electrons, very
likely neutrinos different from the neutrinos associated with § decay [30]. Thus by the
early 1960s experiments had observed the electron, the muon and then the electron and
muon neutrinos. The observation of the 7 which followed predicted the existence of the
third neutrino. The DONUT experiment was designed to discover the tau neutrino,
doing so in 2000 [31].

The existence of only bound quark states ensures that no direct observation of any
of the six quarks is possible. In 1968, indirect evidence for the existence of the up and
down quarks was discovered at SLAC in deep inelastic scattering experiments [32}33].
Discovery of the strange quark came with the observation of kaons (states containing at
least one bound strange quark) in 1947. The charm quark was discovered in 1974 [34}35]
with the discovery of the J/W, a charmed meson. The bottom quark was discovered
in 1977 by the Fermilab E288 experiment team led by Leon Lederman, when collisions
produced bottomonium [36]. The top quark was not discovered until 1994, when it was
detected by the DO and CDF experiments at Fermilab [37,38]. Gluons were discovered
in 1979 by the TASSO collaboration, an experiment at DESY [39]. The W and Z bosons,
propagators of the electroweak force, were first observed and measured in 1983 [40-43| by
the UA1 and UA2 collaborations (experiments at the CERN anti-proton proton collider).
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An Unbroken SU(3) x SU(2), x U(1)y Symmetry

The gauge field theory in its unbroken form gives a spectrum of entirely massless par-
ticles. Given that particles in the universe have mass, the symmetries cannot be left
unbroken and a means through which particles can acquire mass is required. For now,
however, the consequences of imposing an SU(3) x SU(2), x U(1)y symmetry on the
universe, in its unbroken form, are explored. The standard model Lagrangian is ini-
tially built from terms which lead to the correct equations of motion for all the different
fermionic particles. Forcing the standard model Lagrangian to be invariant under U(1)y
and SU(2) ., introduces gauge bosons (the mediators of two of the three forces, the weak
and the electromagnetic). Forcing invariance under SU(3) introduces the gauge bosons
of the strong force. In what follows, for clarity, the consequences of imposing local gauge
invariance are illustrated only for the U(1)y and SU(2);, symmetries. The gauge quan-
tum numbers of the three forces are referred to as hypercharge (Y'), weak isospin (Iyy)
and colour so that the U(1)y part of the theory gives a weak hypercharge gauge boson,
the SU(2),, part three isospin bosons and the final SU(3) part the eight coloured gluons.

Quantum field theory states that a free fermionic particle, for example an electron,
can be described by the Lagrangian £, (Equation , a Lagrangian correctly predicting

the Dirac equation to describe the fermion’s motion (m is the mass of the fermion).
Lo = iy Outp — map (2.1)

A vector field A,, the electromagnetic photon, can be introduced using the minimal
substitution 0, — 0, + ieA, (e is a constant, the electric charge of an electron). This

transforms the Lagrangian £, into a new Lagrangian, Lp (Equation .
Lp = Ly — eA vy (2.2)

The field A,, itself should contribute the term —%LF w P where FHY = Ot AV — 0" A*, this
term being the Lagrangian for a free electromagnetic field, one which predicts the correct
behaviour of A, (Maxwell’s equations). Inclusion of this free electromagnetic field term
completes the full Lagrangian for a charged fermion interacting with an electromagnetic
field, Lgy (Equation . It contains the free fermion and free electromagnetic field

Lagrangians, and a term describing their interaction (the —eAul/_w“@/) term, giving v — ee
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vertices).

Lons = irOu) — i — A — L Fuu ™ (2.3

The resulting Lagrangian must be made invariant under an SU(3) x SU(2), x U(1)y

symmetry.

U(1) Symmetry - The Lagrangian, Lg),, is not, as it stands, gauge invariant under
the gauge transformation in Equation but can be made invariant if both the gauge
transformation and the phase transformation in Equation are applied simultaneously
(with ¢(z) = —ex(x)). In this ¢(x) is the phase, a function of z and the transformation

a local one.

AP — A= AP 4 Oty (2.4)

Y — 1 = ey (2.5)

Conversely this is identical to taking the Dirac Lagrangian (Equation and forcing
invariance under a local U(1) phase transformation (Equation by introducing a
vector field, A*, which transforms according to Equation [2.4] This Lagrangian is the
theory of electromagnetism, the U(1) symmetry under which it is invariant requiring

simultaneous phase and gauge transformations to be applied.

SU(2) Symmetry - A Lagrangian could involve two fermion fields, 1 and 15, and
symmetry can be demanded under transformations that mix them together. Let ¥ be
a doublet of the fields 112, (¥1,19). SU(2) is a local phase transformation which takes
the form of Equation (compared to U(1), Equation . T; = 57, where 7; are the

Pauli matrices. U(z) in this case is a 2D-matrix, mixing the v and 1 states.
U — U =l @hly = U(z)w (2.6)

Using the same procedure as illustrated for a U(1) symmetry, the Lagrangian for a free
fermion (Equation can only be made invariant under SU(2) if 9, is replaced by a
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covariant derivative D, (Equation [2.7)).
Dt = 0" +ig Al (z)T} (2.7)

This introduces three new vector fields, Aé‘ , each transforming as in Equation
(g is a constant which will appear in the terms of the resulting interactions), here
At(z) = AL(z)T].

AP 5 A = UARUT 4 é(a“U)UT (2.8)
As a consequence of introducing the three new gauge fields, A;” (x), three terms must be
added to the Lagrangian to allow for their propagation. Unlike in the electromagnetic
case these terms do not take the form —%FWF M as this is not gauge invariant under
SU(2) (only U(1)). Instead the relevant gauge invariant term is given by an F}, as
defined in Equation [2.9|

Fl, = 0,A] — 0,47, — gej Al Al (2.9)

The SU(2) gauge invariant Lagrangian is thus given in full by Equation m

1 _ _
L=~ M Fju + 19y D, ¥ — m W (2.10)

SU(2)r x U(1)y Symmetry - The U(1) gauge invariant Lagrangian, Lgy (Equa-
tion , accounts for electromagnetism. The SU(2) gauge invariant Lagrangian (Equa-
tion , is a good candidate for the Lagrangian of the weak force. When it is expanded
in terms of the three vector boson fields, A;‘ , it gives fermion-boson interactions (similar
to those of quantum electrodynamics) and boson self-interactions. The fermion-boson
interaction terms include the term é—’iﬁw“djlwgu (A;‘ substituted with W;‘ to bring famil-
iarity with the weak force), interaction of a fermion (¢;) with a boson (W3) which must
be neutral to conserve charge at the interaction vertex. Boson self-interaction terms
include the term %ejklejmnW,i‘ W}/ W Wy, interactions involving pairs of Ws (W;s and
Was).

If the two charge states of quarks and leptons within each generation are represented

as two component fields (Equations [2.11] and [2.12)) then it seems natural to try and




12 Theory and Motivation

describe weak interactions with an SU(2) gauge theory.

oo [0 [ [ -

Pe Vu V-

w= | ) ) (2.12)

wd % ¢b

Interaction terms then take a familiar form, with the ¢, an electron, which interacts
with the neutral Wj, and the v the v, (these neutral current interactions familiar
interactions between standard model particles). These observations tempt the statement
that W is the Z boson, and the W; and W, the W*. The Lagrangian must, however,
be adapted. Experiment shows that weak charged vector bosons (W' and W) only
interact with left-handed chiral states. This suggests that the ¥ of Equation [2.10]should
be U = %(1 —75)¥, the left-handed chiral components of the fermions, to ensure W=
interactions with left-handed fermions only, if W, and W, are to be labelled W * .

The transformation ¥ — U(x)¥ (Equation is termed a weak isospin gauge trans-
formation, the top and bottom doublets are assigned weak isospin Iy = i% and the
right-handed fermions are made invariant under weak isospin transformation (Iy = 0).
The resulting replacement of ¥ with ¥ in Equation and its expansion then reveals
the interaction terms of the fermions with the three bosons, but appropriately only

interactions between W * with left-handed fermions.

This expansion also gives terms involving the W4 and the left-handed fermions (terms
of the form %@17“(1 — 7%)¢1W3,), but no terms involving interactions between it and
the right-handed fermions. Experiment demonstrates that the neutral Z boson interacts
with both right-handed and left-handed fermions. The W4 is therefore not trivially the
Z boson. The Z also has a different mass to the W ¥, and so W5 cannot be the Z.

Remembering that imposing U(1)y already gave a neutral gauge boson, the photon
A, suggests W3 could be a mixture of the photon and the Z (Equation [2.13]).

Wi = cos Oy Z" + sin Oy A* (2.13)
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This is electroweak unification. It unites the electromagnetic force with the weak force
to give the electroweak force, summarised as SU(2);, x U(1)y and allows predictions of
the mass of the Z given the mass of the W.

The fermion mass term mav (Equation [2.14)) is no longer gauge invariant because the

left and right-handed chiral components transform differently.

L=—-mip = —mipgby, — mibrip (2.14)

Mathematically, the above is to say that, imposing independent SU(2), and U(1)y
gauge symmetries (Equations and [2.16) on the free fermion Lagrangian (Equa-
tion leads to the electroweak Lagrangian. Y7, Yig and Ysi are the weak hyper-

charges, g' a constant.

v, — e[i%wﬂj]‘l’b iR = ViR, Yar — V2R (2.15)

Uy, — exp [iQIYLwo] U, g — exp [iQ/YIRWO] Y1R, Yar — €XP [ig/}éRWO} Yor  (2.16)

The electroweak Lagrangian, £gy (Equation[2.17] terms given by Equations to[2.23))
involves fermions (leptons, [, and quarks, ¢), three new gauge fields W', 5 for SU(2) and

one gauge field B* for U(1).

1 1

Low = =35 Fyw = 18" B+ 3 Lay (2.17)
lg
Ly = i‘I’LVHDM‘I’L + “ZUWND;L%R + i@/_)zRYMDu%R (2.18)
P ='W — "W — geaW[ Wy (2.19)
B" = 9o*BY — 0" B* (2.20)

1 /
DM\I’L = ((9“ + ZgéTjI/Vju + Zg YLB#)‘I}L (221)
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Dt = (0" + Z'glleB“WlR (2.22)

DHipop = (0" + ’iglyzRB“)sz (2.23)

The three vector fields, W, are the three SU(2), isospin bosons and B* the weak
hypercharge boson. To relate B* and W' to the observed neutral bosons, the Z (Z*) and

the photon (A*), Wi and B* are considered as mixtures of these two fields (Equations

and 21).
B* = —sin Oy Z* 4 cos Oy A* (2.24)

This can be made consistent with observed electromagnetic currents (from the pure
interaction of a particle of charge e with the electromagnetic field) by relating the weak
hypercharges (Y7,1r2r) to electric charge and weak isospin (I}V). In doing this it must
be true that gsinfy = ¢ cosfy = e and weak hypercharge, ¥ has the assignment

Y =Q — I}V, where Q is the charge of the fermion (in units of electron charge, e).

The resulting particles and their electroweak quantum numbers are given in Table [2.3]
The right-handed quarks and leptons are listed with zero isospin, and so do not couple
to isospin bosons. The electroweak Lagrangian, Equation [2.17, written in terms of
the observed fields, shows clearly that both gauge boson and fermion mass terms are

forbidden by SU(2), x U(1)y gauge symmetry.

An equivalent demonstration of imposing SU(3) local gauge invariance would generate

the eight force carriers of the strong force, the gluons.

Spontaneous Symmetry Breaking and the Standard Model

The fundamental particles described by the standard model have all been experimentally
observed (Section and many are known to be massive. The approximate masses
of the standard model fermions are given in Table[2.4] and those of the gauge bosons are
given in Table[2.5] The three generations of quarks and leptons are successively heavier,

a feature not predicted by the standard model and unaccounted for.
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Table 2.3:  Electroweak (non-mass) quantum mumbers for the 1st generation of quarks and
leptons (the quantum numbers of the 2nd and 3rd generations are analogous). @Q = I3 + Y.
Y (weak hypercharge) is the gauge quantum number of the U(1)y symmetry and I)V (weak
isospin) the gauge quantum number of the SU(2)r symmetry. Q is here the fermion charge, in

units of electron charge e.

Leptons (Mass / GeV) | Quarks (Mass / GeV)
1st Generation e (0.0005) d (0.004-0.006)
Ve (= 0) u (0.002-0.003)
2nd Generation w (0.106) s (0.10)
v, (=0) ¢ (1.3)
3rd Generation 7 (1.78) b (4.7)
v, (< 0.016) t (172)

Table 2.4: Approzimate masses of the standard model fermions (from [44)]). Each generation
of quarks and leptons has very different masses to the generation before. The particles in each
generation are copies of each other, differing only in mass. The standard model does not predict

these masses.
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Force Boson Mass (GeV)
Electromagnetic | photon () 0
Weak W= 80
Weak A 91
Strong gluons (g) 0

Table 2.5: Approzimate masses of the standard model bosons (from [44)]). Only the W* and
Z wector bosons are massive, the bosons of the electromagnetic and strong forces are massless.
The W and Z masses are not independently predicted by the standard model.

The electromagnetic and weak forces can be unified, but the imposed gauge invari-
ance prevents gauge boson and fermion mass terms. Masses may be introduced through
a process called “Spontaneous Symmetry Breaking”. In gauge theories this symmetry
breaking is introduced by the addition of scalar fields to the Lagrangian. The scalar
degrees of freedom from these new scalar particles transfer to the gauge boson fields to
give them mass. Spontaneous Symmetry Breaking can be introduced into a global U(1)
symmetry as follows. The Lagrangian given by Equation , where ¢(z) is a single
complex (non-Hermitian) scalar field, possesses a global symmetry if ¢(z) is transformed

as ¢(r) — e“¢(z) where « is a real number.

£ = (0"6')(9,0) — 1616 — A(9'9)? (2.25)

The minimum of the potential term in this Lagrangian (Equation [2.26)) is of particular

importance.

V(¢) = 1?61 + M¢'9) (2.26)

For the minimum (vacuum) energy to be bounded from below, A > 0. For the simple
case where p2 > 0, the potential has a single minimum value V,,;, = 0 at ¢ = ¢y = 0.
The case pu? < 0 is more instructive. In this case the minimum of the potential lies on a

circle of radius —pu*/4\. This minimum occurs when ¢y is given by Equation m

— 2
o = (0]]0) = %ew (2.27)
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Only the magnitude of the potential is determined at this minimum, the phase is arbi-
trary and there are an infinite number of minima, degenerate in all possible values of
0. The physical vacuum state realised could be any one of these degenerate states. By
realising a particular vacuum the U(1) symmetry is broken. There results a symmetry

of the Lagrangian which is not shared by the true, realised vacuum. To progress, ¢(z) is

2

expanded about the chosen vacuum (Equation [2.28)), defining ¢y = \/Lé where v =/ =~.

1
r)=—7v+o(x)+in(x 2.28
W),ﬂ[ (x) + in(x)] (2.28)
The Hermitian fields introduced, ¢ and 7, must have zero vacuum expectation values.
Expanding the Lagrangian in terms of these fields gives the Lagrangian in Equation [2.29

where £; contains the interaction terms.

L= 5(0°0)(0,0) = gmi+ ()0 + L1+ const 229

This Lagrangian states that the o field has mass (m2 = 2\v?) but that the n field

remains massless. One massive and one massless scalar boson have been obtained by

introducing the complex scalar field (which had two degrees of freedom).

If a weak isospin doublet of complex scalar fields (four degrees of freedom) is introduced
to the electroweak Lagrangian and SU(2), x U(1)y group, masses can be given to the
gauge bosons. Three of the four introduced degrees of freedom are given to the W=
and Z masses, leaving one real scalar field (the Higgs boson) and the photon massless.
The introduced scalar doublet ®(x) (Equation transforms under SU(2), x U(1)y

in the familiar way.

- 70
o[ ¢ b= ¢ (2.30)

¢’ ¢~
The doublet transforms under SU(2), according to Equation [2.31]

d — exp (igTjwj(x)) o (2.31)
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Transformation under U(1)y is according to Equation [2.32) Y} is the weak hypercharge
of the Higgs.

® — exp (ig,Yng(x)> % (2.32)

The introduction of the complex scalar field doublet requires the gauge invariant scalar
component given by Equation to be added to the electroweak Lagrangian,

Lp = (D,®)(D"®) — 20T — \(dTd)? (2.33)
with the covariant derivative in Equation
.g .
Did(x) = [0" + ZETJ»W]”(:E) +ig YuB"(x)|®(x) (2.34)

Realising, for 4?2 < 0, one unique ground state for the Higgs field as before, gives an elec-
troweak Lagrangian scalar component which includes a term of the form ;g WiW#,
corresponding to a mass myy for the W+ gauge boson %vg. The fields W3, and B,, only
appear in the linear combination % gWs,, — g/YHBM, and so this combination alone gains
a mass. Fixing Yy = % ensures that only the Z gains mass, my/cosfy,. This method
of introducing a complex scalar doublet is called the Higgs mechanism and it is used in

the standard model to obtain massive gauge bosons [45,46].

The same Higgs doublet can be used to obtain massive quarks and leptons. This
is done by adding so-called Yukawa interaction terms (e.g. Equation m, where g4 is
a constant, ¥, and ¥4z the down quark fields) to the Lagrangian which are invariant

under both SU(2), and U(1)y gauge transformations.
L= —gqVpar® (2.35)

These terms give leptons masses which are proportional to the vacuum expectation
value of the scalar field and interactions between leptons and the Higgs field which are
proportional to lepton mass (neutrinos being left massless). The quark mass eigenstates
are not equal to the weak eigenstates which allows charged weak interactions to involve
transitions between the three generations. This mixing matrix (the CKM matrix) allows
charge parity (CP) violation (a symmetry in which particles are exchanged for their

antiparticles, and spatial coordinates switched).
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Concluding Remarks

This has not been a full treatise on the standard model. A discussion of QCD (the
strong force) has been neglected. It has been demonstrated that by imposing gauge
invariance and spontaneous symmetry breaking, it is possible to predict the interactions
of all the standard model particles, and their masses. The resulting masses are however,
only defined in terms of the introduced model parameters, no absolute predictions for the
masses of the leptons, quarks and bosons are obtained similarly. No absolute predictions

for the interaction strengths are made.

The first experimental results to show deviations from standard model predictions
were measurements of neutrino oscillations [47,48]. Neutrinos were observed to “oscil-
late”, to be pure-mass, but not pure-flavour states. These observations, of both solar
and atmospheric neutrinos, were at odds with a theory predicting pure, massless neu-
trinos. Neutrino mixing and masses can be incorporated into the standard model. The
next section details problems with the standard model which cannot be fixed within its
framework. Note that whilst there are many ways of introducing neutrino masses, and
mixings, into the standard model, these could just as well emerge as a side effect of a
more fundamental theory. For example, in supersymmetry, non-zero R-parity or lepton

number violating terms lead to neutrino mixing [49].

2.2.2 Problems with the Standard Model

There are nineteen free parameters in the standard model. These include parameters
which describe electroweak mixing and CP violation. These can all be measured using
experiments, and much work has gone into doing so. Despite this, it is somewhat
unsatisfactory to believe that these parameters can only be determined by measurement.

A more elegant theory of nature would predict these parameters.

Imposing SU(3) x SU(2);, x U(1)y local gauge invariance gives a very good match
between theory and experiment, but there is no explanation within the standard model
for this choice (many have suggested this may only be a subset of a greater gauge
invariance). By construction, rather than consequence, it describes three generations
of quarks and leptons. The Higgs boson is a particle as yet unobserved and gravity

is entirely absent. Perhaps of greatest relevance for motivating supersymmetry, and
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therefore the discussions here, the standard model contains a hierarchy problem.

A Hierarchy Problem

A calculation of the mass of the Higgs boson from the standard model Lagrangian, gives
to first order, a Higgs mass, my = v/2uh/2mc (this is the bare Higgs mass, mb™¢). To
compute the mass of the Higgs to higher orders (by considering radiative corrections
through loop diagrams), every particle which couples to the Higgs must be included.
The Higgs-fermion coupling takes the form —\sH ff. It is not sufficient to calculate the
contribution from just one loop, instead every loop correction for all particles coupling
to the Higgs boson is needed. Attempting to calculate the fermionic contributions gives
an integral over all possible momentum states, which diverges quadratically. This is
the consequence of placing no upper limit on the momentum allowed to circulate in the
loop. To fix this, it is reasonable to note that since the standard model is incomplete,
the integral should be cut-off at an energy Ay, the scale where new physics is expected.
Doing so gives the result for the Higgs mass in Equation [2.36 where my is the mass of
the fermion in the loop, Ay the Higgs to fermion coupling and Ayy the cut-off energy.
Suggesting the scale of new physics to be the Planck mass gives a massive value for my.
_ AP

Am?3, = T [—2A%y + 6m3 In(Agy /my) + ...] (2.36)

Since there are contributions from loops including scalars and other particles coupling
to the Higgs, these various terms can cancel out the divergent terms. In order to do
so, the bare mass must be fixed very precisely in order to achieve sufficient cancellation
of the divergent terms. This is termed a hierarchy problem. The parameters must be
precisely fine tuned to get a suitable level of cancellation. The bare Higgs mass must be
fixed to twelve decimal places in order to reproduce the observed W and Z masses. A
favoured Higgs expectation value of around 174 GeV would require a value calculated
for m?, of the order of (100 GeV)% Though the Higgs is the only standard model
particle yet to have been observed there are constraints on the Higgs mass from indirect
experimental results. The elastic scattering process WW = — WHW~, for example,
constrains the renormalised Higgs mass to be less than 1 TeV to give a unitary scattering
matrix for the process. The precise upper limit on my from imposing unitarity on the
W-W scattering amplitude is mpy < (87v/2/3GF)Y? ~ 1 TeV [50] (here G is the Fermi

coupling constant). Fitting electroweak observational data to the standard model also
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favours a light Higgs [51].

2.3 Supersymmetry

2.3.1 Introduction

Supersymmetry is an extension to the standard model predicting a symmetry between
fermions and bosons (in other words, a symmetry between particles whose spins differ
by %) In supersymmetry each fermion has a scalar boson superpartner and each bo-
son a fermionic superpartner. Supersymmetry solves the described hierarchy problem
(Section [2.2.2)). In supersymmetry the fermionic and scalar Higgs interactions cancel to
stabilise the Higgs mass. Since the new particles introduced, called “sparticles”, must
have masses < 1 TeV, they should be abundantly produced at the LHC. Supersymme-
try does not just remove the need for fine-tuning of the Higgs mass. It also provides a
candidate for dark matter and a means of unifying the fundamental forces at high ener-
gies. The discussion here is limited to two of the major accomplishments of the theory:
(i) solving this hierarchy problem and (ii) unification of the couplings at high energies.
For further information the reader is referred to Refs. [52-54]. In particular, Ref. [54]
explains that supersymmetry is actually one of very few symmetries which could have
been introduced to address the flaws of the standard model. Supersymmetry is one of
many theories attempting to explain physics beyond the standard model, but it is also

perhaps the most discussed solution.

2.3.2 Solving a Hierarchy Problem

L. SRR TR y

Figure 2.1:  Loop corrections to the standard model Higgs mass in supersymmetry. The left-
hand loop illustrates Higgs coupling to fermions, the right Higgs coupling to scalars. Additional
scalar contributions can be used to cancel the divergent terms from the fermionic contributions
in the standard model.
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The right-hand loop diagram in Figure is the loop diagram for Higgs coupling
to scalar particles. This loop contributes the term in Equation to the Higgs mass

(where my is the mass of the relevant scalar and A, the Higgs to scalar coupling).

As

Am2 = 25
T

(A} — 2m2In(Apv /my) + ... (2.37)
The form of scalar contributions to the Higgs mass suggests that if two scalars also
exist for every existing fermion, the divergent fermionic terms (those proportional to
A%, in Equation could cancel with the scalar terms. If [A}| is set to equal A,
the cancellation would be complete and inserting the Planck mass into the resulting
expression would give a Higgs mass of the order of a few hundred GeV. The leading
terms in the cut-off for the two diagrams have an important relative minus sign, resulting
from the fermion-boson interchange. The leading order corrections to the Higgs mass
cancel exactly. Supersymmmetry is a symmetry which naturally introduces two scalars
for every fermion. It gives cancellation without the need to delicately and artificially fine
tune parameters. This cancellation must always be preserved. The correction to m?
becomes ~ |gs|*m} In(Ayy/my), where gy is a coupling. To keep the correction in the
electroweak scale (100 GeV or below), the masses of the new supersymmetric particles
must be less than ~1 TeV.

Were supersymmetry an exact symmetry sparticles would have the same masses as
their standard model partners. Since no supersymmetric particle has yet been discovered
this is unlikely. Supersymmetry must therefore be a broken symmetry. The minimal
supersymmetric standard model (MSSM) is the supersymmetric theory which adds the

minimum extra particle content to the standard model.

2.3.3 Supersymmetric Transformations and the MSSM

A supersymmetric transformation is one which turns a bosonic state into a fermionic

state and a fermionic state into a bosonic state. The transformation operator, (), satisfies

Equations and [2.39|

@ |Boson) = |Fermion) (2.38)

() |Fermion) = |Boson) (2.39)



Theory and Motivation 23

Q is an anti-commuting spinor, with hermitian conjugate Q' (also a generator of the
symmetry), and a fermionic operator which carries spin—% . Further discussion of these
generators and the algebra they satisfy is neglected, but it should be noted that the
single-particle states of the supersymmetric theory fall into irreducible representations of
the supersymmetry algebra. These are called supermultiplets, each containing fermion
and boson states which are the superpartners of each other. Members of the same
supermultiplet must have equal masses and the same electric charge, weak isospin and
colour degrees of freedom. Further to this, the supermultiplets must have equal numbers
of fermionic and bosonic degrees of freedom. There are two types of supermultiplet. A
multiplet containing a Weyl fermion (which has two spin helicity states) and a complex
scalar field is called a chiral multiplet. A gauge supermultiplet contains a vector boson

and two spin-3 fermions.

All the particles in the standard model can be assigned to supermultiplets. The
introduction of new superpartners completes the supermultiplets. The spin-0 partners
of the standard model quarks and leptons are called squarks and sleptons. Both the
left-handed and right-handed quarks and leptons must have a superpartner (which are
labelled by the handedness of their standard model counterpart, but are themselves spin-
less). The squarks and sleptons are notated by drawing a ~ over the top of the symbol
for their standard model counterpart. For example, the partner of the left-handed up
quark is the squark, @y. The spin—% partner of the spin-1 standard model gluon is called

¢

a gluino, notated §, the spin-1 partners of the W* and W° gauge bosons, “winos”

2

(W*, WO and the spin-3 counterpart of the B boson, “bino” (B).

Tables and give the chiral and gauge supermultiplets of a minimum extension
to the standard model. The superpartners of the standard model scalars have spin
greater than their scalar partners, but the superpartners of the standard model fermions
and bosons spin less than their fermionic and bosonic partners. The Higgs particles
(which have spin-0) must be put into chiral supermultiplets and the spin-1 vector bosons
into gauge supermultiplets. Quarks and leptons must be placed in chiral supermultiplets
so that the left and right-handed spin—% particles transform differently under Lorentz
transformation. Two Higgs doublets are needed to give mass to both the up and down
type quarks in the standard model. Were a chiral supermultiplet containing (v, er)
and a Higgs doublet formed, the sneutrino would be equivalent to the Higgs boson, and

only one new particle would need introducing. This would give a supersymmetric model



24 Theory and Motivation

Names spin-0 spin-3 | SU(3).,SU(2), U(1)y

squarks, quarks Q| (g, CZL) (ur,dr) (3,2, 6)
(x 3 families) @ i ah, (3,1,-2)
d ds, di, (3,1, %)

sleptons, leptons L (,ér) (v,er) (1,2, —%)
(x 3 families) e &% el (1,1,1)
Higgs, Higgsinos H, | (H;, H°) | (H, H?) (1,2, 1)
Hy | (H), Hy) | (HY, Hy) (1,2, —3)

Table 2.6:  Chiral supermultiplet fields in the MSSM. Chiral supermultiplets consist of a
single Weyl fermion and two real spin-0 scalar superpartners. Fermions and bosons in the
same supermultiplet are superpartners of each other. The members of a supermultiplet must
have equal mass, charge, weak isospin and colour degrees of freedom.

Names spin—% spin-1 | SU(3)., SU(2).,U(1)y
gluinos, gluons g g (8,1,0)
winos, W bosons | W=, W0 | W W0 (1,3,0)
bino, B boson B B (1,1,0)

Table 2.7:  Gauge supermultiplet fields in the MSSM. Gauge supermultiplets contain a vector
boson and two spin-% fermions. Fermions and bosons in the same supermultiplet are super-
partners of each other. The members of a supermultiplet must have equal mass, charge, weak
isospin and colour degrees of freedom.
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B WY H2 HY — X9, X5, X%, X7  neutralinos
W+ HE Hy — Xi5, X charginos
TLs TR — T1s To stau

(EL,fR), (EL,ER) — (f1,¥2), (EI,EQ) stop and sbottom

Figure 2.2:  Mizing in the MSSM. Neutral winos, binos and higgsinos mix to form neutral
neutralinos. The charged winos and higgsinos mix to form charginos. Stop, sbottoms and staus
miz significantly, the resulting stop, sbottom and stau states are thus denoted by subscripts 1
and 2 rather than L and R.

with fewer extra particles. It has been shown, however, that phenomenologically this is
impossible [52] and so the particle content of the standard model must be doubled in

any minimal supersymmetric standard model.

After three degrees of freedom give masses to the W+ and Z bosons, five physical
Higgs states (HT, H—, A%, h? and H°) remain. The states in the MSSM (Tables [2.6/and
mix to form the physical mass states. The neutral bino (B), wino (W°) and higgsino
(H°, HY) states mix to form four neutral particles called neutralinos (XV234)- The
charged wino (W *) and higgsino (H;}, H) states mix to form two charged charginos
(>~<1i2) Neutralinos and charginos are both gauginos. Of the quarks, only the top bottom
family mixes significantly, ¢; and ¢z mixing to form the mass states ¢; and t,, and
equivalently by and bp mixing to form by and by. Up-down family and charm-strange
family mixing is often neglected. Mixing of the leptons in the first two generations is also
often neglected, but the left-handed and right-handed staus are commonly taken to mix
significantly (7, and 7z mixing to form 7; and 7). The large left-right mixing between
the stops, shottoms and staus means that they are usually denoted by subscripts 1 and
2 rather than L and R. This mixing is summarised in Figure 2.2]

Supersymmetry provides a candidate for dark matter. This candidate is the lightest
supersymmetric particle (LSP) which is both stable and weakly interacting (often the
xY). Introducing supersymmetry also improves the degree to which the three standard
model forces unify at the right energy scales. In a Grand Unified Theory (GUT) the
standard model SU(3) x SU(2), x U(1)y gauge groups are embedded in a simpler gauge

group which is broken at a high scale. That is, a simple gauge group is found which, at
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some high scale, is spontaneously broken to produce the SU(3) x SU(2), x U(1)y sym-
metry group. Above the high scale, Agyr, the couplings are equal. If supersymmetric
particles are added near the electroweak scale then the gauge couplings can unify. It is
possible to extract, by considering the renormalisation group equations (RGEs), how the
coupling strengths vary with increasing energy. New physics alters this running, because
running is dependent on the particle states accessible at any given energy scale. If su-
persymmetric particles with masses near the TeV scale are introduced, grand unification
is possible at a scale of ~10'¢ GeV [52].

2.3.4 R-parity in the MSSM

The superpotential of the MSSM is given by Equation [2.40}
Wassn = iy Q@H, — dysQHy — ey LHy + pH, Hy (2.40)

H,, Hy, Q, L, @, d and € are chiral superfields corresponding to the chiral supermultiplets
(Table[2.6). The dimensionless Yukawa coupling parameters are 3 x 3 matrices in family
space, identical to those of the standard model and p a constant. Additional gauge
invariant terms could be added to this potential, but these are terms which violate either
baryon or lepton number. Introducing a symmetry called “R-parity”, R, = (—1)*t38+L
where B and L are baryon and lepton numbers respectively, s spin, prevents these terms
from being added to the superpotential. R-parity is a multiplicative quantum number.
All standard model particles, and the Higgs boson, have an R-parity of +1, whereas all
squarks, sleptons, gauginos and higgsinos have an R-parity of —1. R-parity conservation

suppresses proton decay to fit with observed long proton lifetimes.

If the violation of R-parity is permitted (through couplings which evade current ex-
perimental bounds, as discussed further in Chapter , the additional baryon and lepton
number violating terms (as given in Equation can be added to the superpotential.
These terms obey the gauge symmetries of the standard model. In this superpotential

Q, L, H, &, d and @ are the familiar supermultiplets, the z', A, A" and A" couplings.

1. .. o _ /s 1 ... - _
W = 5)\UkLiLjék + A ZJkLindk + o ZLlHu + 5)\ wkﬂidjdk (241)
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The conservation, or non-conservation of, R-parity has important experimental con-
sequences for LHC physics. If R-parity conservation (RPC) is assumed, any initial state
produced at the LHC must have an R—parity of +1. Sparticles (which each have R-parity
of —1) must therefore be pair produced, and the energy of the decaying particle must
also be twice the mass of the produced supersymmetric particles. If a supersymmetric
particle decays, it must decay to a particle with R-parity of —1 so that each final state
contains another supersymmetric particle. The LSP must be stable, and any stable LSP
electrically neutral and weakly interacting (as no such stable particle has been observed
to date).

In R-parity violating (RPV) models, the expected event phenomenology may be rather
different and dependent on which additional terms are non-zero. In RPV supersymmetry,
the LSP, and any other heavier sparticles, may decay into standard model particles. If
the dominant terms in the superpotential are the A or A" couplings then the next-to-
lightest supersymmetric particle (NLSP) will decay to leptons and neutrinos. If " is
really dominant then the NLSP will be a slepton or sneutrino, which will decay into

quarks. Dominant A" couplings allow decays of the lightest neutralino into three quarks
(see Chapter [7)).

2.3.5 Supersymmetry Breaking

If supersymmetry were an exact symmetry, a particle and its superpartner would have
equal mass. Since supersymmetric particles haven’t yet been observed, the symmetry
must be a broken one. Supersymmetry must be broken in the current vacuum state of the
universe, but relationships between couplings cannot change when it is broken in order
to ensure supersymmetry continues to provide a solution to the described hierarchy
problem. This type of breaking is called “soft” supersymmetry breaking. The scale,
Msoft, Sets the supersymmetric particle masses. The scale must be less than 1 TeV in
order to keep splittings between the superpartner masses natural and generate a correct

standard model Higgs vacuum expectation value.

The standard model particles acquire their masses from electroweak symmetry break-
ing at the scale of the Higgs vacuum expectation value (174 GeV) and supersymmetric
particles theirs from mg,p:. Supersymmetry breaking introduces terms into the La-

grangian involving only supersymmetric particles.
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There is no single mechanism for breaking supersymmetry. A Higgs mechanism, giving
masses to the MSSM particles via Yukawa interactions, would predict MSSM particles
with masses equal to their standard model counterparts. The approach taken instead is
to introduce an effective Lagrangian, to which all possible supersymmetric mass break-
ing terms are added. These terms do not spoil the solution to the hierarchy problem
discussed, nor do they break gauge invariance. This effective Lagrangian introduces 105
new parameters, though many of these can be set to zero. Supergravity and gauge me-
diated supersymmetry breaking are two different symmetry breaking mechanisms. Both
mechanisms introduce a new set of fields, at a high energy scale, which interact weakly
with the fields of the MSSM.

Supergravity

Gravity mediated supersymmetry breaking, or supergravity (SUGRA), is a well studied
model of supersymmetry breaking. The simplest models are referred to as minimal su-
pergravity (mSUGRA) models. The new Lagrangian, L., which contains all possible
mass breaking terms is simplified to depend upon only five parameters. The first pa-
rameter, mg, gives a common mass for all scalar sparticles at the GUT scale whilst m,
gives a common gaugino mass at this scale. The supersymmetry breaking trilinear H f f
coupling terms and the supersymmetry conserving Yukawa couplings are proportional,
with constant Ay and tan 3 is used to define the ratio of the vacuum expectation values
of the two Higgs doublets. The set of parameters is completed by the sign of u, where

w1 is the higgsino mass parameter.

These mSUGRA models are used extensively in the production of benchmark points
for study. The MSSM particle spectrum and their interactions can be determined from a
given set of mSUGRA parameters. It is likely the case that these models are too minimal
to describe supersymmetry in nature well. Different benchmark points in mSUGRA, de-
spite the elegance of the mechanism and the small parameter set, still give very different

phenomenologies to each other.

Gauge Mediated Supersymmetry Breaking

In Gauge Mediated Supersymmetry Breaking (GMSB), messenger particles communi-

cate with the MSSM via ordinary gauge interactions. These messenger particles could
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be states from a larger gauge group, such as SU(5). There are commonly six param-
eters in GMSB models. The scale of supersymmetry breaking is set by a parameter
F,,, M,, defines the messenger scale and N5 the number of messenger supermultiplets.
The two parameters tan § and sgn u are the same as in the mSUGRA framework, but
a sixth parameter Cy,,, gives the couplings for decays into gravitinos. The gravitino is
not related to mg,p and is therefore expected to be very light. Every final state will
contain a gravitino, but the weak coupling between the gravitino and other sparticles
will give the NLSP a long lifetime. This gives GMSB a rather interesting and different

phenomenology.

2.3.6 Observing Supersymmetry

Section [2.3.4] concluded with a hint at the sorts of decays supersymmetric particles
undergo, in both the R-parity violating and R-parity conserving cases. The following
discussion assumes an MSSM model for which R-parity is conserved, and that the ¥V is
the LSP.

Squarks and gluinos are easily pair produced at hadron colliders (Figure . If
kinematically allowed, § — ¢g decay will dominate. Otherwise the ¢ will decay into a
quark plus a neutralino or a quark plus a chargino (Figure. Left-handed squarks, ¢y,
may prefer to decay into heavier neutralinos or charginos (§ — ¢x$ or ¢ — q/ﬁr), because
the relevant squark-quark-wino couplings are much bigger than the squark-quark-bino

couplings.

Any neutralinos (except, of course, the LSP) or charginos produced will themselves
decay. Each neutralino and chargino will be at least a small admixture of B, W° and
W=. Neutralinos and charginos may decay to any lighter neutralino or chargino, and
a Higgs scalar or electroweak gauge boson (Figure . Gauginos may also decay into
lepton-slepton, neutrino-sneutrino, lepton-slepton or neutrino-slepton pairs (Figure .
Neutralino decays to quark-squark pairs are less favoured, to the extent that the lepton-

slepton pairs are probably lighter.

Sleptons will decay into a lepton and a neutralino, or a neutrino and a chargino,

because of their gaugino admixture. These two body decays (17 % (- vX{) can
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(@)(@) = (@x)(ax?) (@) — (¢x2)(ax}) squark pair production
(9)(9) — (q9)(qq) (9)(9) — (44)(qq) ~ gluino pair production
Figure 2.3: Squark and gluino pair production. Squark and gluino pairs should be easily

produced at hadron colliders. Pair produced gluinos (which are their own antiparticle) decay to
quark-squark combinations.

q — qx} q— X} squark decay
q— qx3 q— ax5 to neutralinos
q— qxy q— qx; squark decay
= axs G qxy to charginos

Figure 2.4:  Squark decays to neutralinos and charginos. The decay ¢ — qg (not illustrated
above) will dominate if kinematically allowed.

be of weak interaction strength. If the sleptons are heavy enough, in principle the two
body decay {— x93 is also possible. The right-handed slepton, / r, may favour the decay
(r — X0, if X is bino-like. The ¢ is unable to couple to SU(2), gauginos.

The initial pair production of either squarks or gluinos gives rise to two independent
cascade decays. These decays produce many particles, through a cascade of the de-
scribed two-body decays. The resulting final states are characterised by leptons, jets
and “missing energy” (a measure of the unbalance in the total event momentum, re-
sulting from the production of invisible undetected particles like neutrinos and the
LSP, see Chapter [5). For example, squark pair production (§)(g) can produce the
final state (¢x9)(gx}). This state contains two jets and has high missing energy. Cas-
cades can give unusual signatures, very different to anything predicted by the standard
model. Gluino pair production, (§)(g), could lead to two independent very long cascades
(@0)(79) — (qax)(gaxy) — (@@WV*x)(@@V*X]) — (9@x}¢v)(qqx ¢ v). These two
cascades give final states with four jets, two same-sign leptons and high missing energy.
The standard model does not predict significant same-sign lepton-pair production (see
Chapter @
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X9 — ZX0, WTxE, o) neutralino decays to gaugino and electroweak boson
X5 — 0, v neutralino decays to lepton-slepton, neutrino-sneutrino

X — WXL, Zx{, hOx{ chargino decays to gaugino and electroweak boson
T — o, lv chargino decays to lepton-sneutrino, slepton-neutrino

Figure 2.5: Common chargino and neutralino decays. Chargino and neutralinos can decay
into any lighter neutralino or chargino, and a Higgs scalar or electroweak gauge boson. Gaug-
o decays to lepton-slepton, lepton-sneutrino, slepton-neutrino and neutrino-sneutrino states.
This list of decays is not exhaustive, the lighter Higgs scalar and electroweak gauge bosons are
used to illustration of most likely decays.

2.3.7 Conclusions

Since its emergence in the 1970s, theorists have given supersymmetry strong theoretical
foundations. Despite this, there have been no experimental observations to support
it [55]. This blow to the theory is usually set aside by supposing that supersymmetric
particles must have masses which are so far beyond the energies accessible to existing
experiments. Given an experiment with higher beam energies, however, these particles
can be created. The LHC is now reaching these high beam energies, and so it is an

exciting time for those working on supersymmetric models.
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Chapter 3

The ATLAS Experiment

“All men naturally desire to know.”

— Auctoritates Aristotelis

3.1 The Large Hadron Collider

The LHC is a particle accelerator located on the French-Swiss border (Figure in
the 27 km circumference existing large electron-positron (LEP) collider ring. It has
been designed (when operating at its optimum) to collide proton beams together at
a centre of mass energy, /s = 14 TeV. It also collides 5.5 TeV heavy ions, such as
lead nuclei together for, ideally, about one month in each year. The higher the beam
energy, the greater the energy available for the production of new particles. The LHC

25!, Luminosity is a measure

has been designed to reach a luminosity of 1.0 x 10** cm™
of beam intensity, proportional to the number of interactions of a given type. There
will be ~ 10! protons in each bunch crossing, colliding at a rate of 40 MHz. Electron-
positron colliders can offer high precision measurements, but they will be limited by
their energy reach and it is harder to obtain high luminosities. Hadron colliders can
relatively easily achieve both high energy and high luminosity. Hadron colliders are very
good for discovery physics, at the risk of limiting precision measurement potential. The
spread of parton momenta inside the protons means all energies can be simultaneously

explored.

33
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Figure 3.1: The 27 km LHC located under the French-Swiss border and the four experiments:
ATLAS, CMS, LHCY and Alice (from [56]). All “Project Buildings” are now in a completed
state. The ATLAS experiment is located at “Point 17, Alice at “Point2”, CMS at “Point 5”

and LHCb at “Point 8”. The French-Swiss border (as marked), places all experiments except
ATLAS in France.
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The beams are forced into collision at four different points along the LHC experiment
ring, each point housing its own experiment. Two of these, A Toroidal LHC Apparatus
(ATLAS) and Compact Muon Solenoid (CMS), are discovery experiments searching for
new physics (supersymmetry, evidence of extra dimensions and so on). The third, Large
Hadron Collider beauty experiment (LHCD), is an experiment searching for new physics
in rare b-decays and making precision measurements of CP violation (which is used to
account for the excess of matter over anti-matter in the universe). The last, A Large Ton
Collider (Alice), is a heavy-ion experiment investigating the quark-gluon plasma thought

to exist a few millionths of a second after the big bang.

Protons are initially accelerated by the linear accelerator (LINAC). These ~ 50 MeV
protons are then boosted by 1.4 GeV before being fed into the Proton Synchrotron (PS)
which brings their energies up to 25 GeV. Bunches of these protons are injected into the
Super Proton Synchrotron (SPS) and accelerated over 12 turns to 450 GeV. The LHC
performs the final acceleration, bringing their energies up to a maximum of 7 TeV per
beam. In order to control the acceleration around the LHC ring, and keep the beam
focused, the machine employs over 1300 dipole magnets (8.3 T), each cooled by a bath
of superfluid helium (1.9 K), and 392 quadrupole magnets. For every interesting physics
interaction there will be ~ 20 underlying inelastic collisions occurring simultaneously,

at design operation (“pile-up”).

Following a successful start-up in late November 2009, the LHC collided protons to-
gether at /s = 900 GeV to produce a dataset with an integrated luminosity of ap-
proximately 9 pb™! [57]. By mid-March of the following year the LHC was primed
for /s = 7 TeV collisions. These collisions ran, with small intermissions, from mid-
March through to early-November of the same year. Figure illustrates the luminos-
ity recorded by day by ATLAS for this \/s = 7 TeV run. This luminosity profile is a
tribute to the hard work of the LHC beam engineers. The step-wise improvements to
the luminosity gathered over a single day are immense and crucial to ATLAS recording
ay/s = 7 TeV 2010 dataset with an integrated luminosity of ~ 45 pb~!, a luminosity
sensitive to new physics scenarios. In the first two months of /s = 7 TeV operation,
the number of colliding bunch pairs varied from 1-2 (compared with the design num-
ber, 2808) with 1.1 x 10'° protons per bunch. The luminosity during this period was
0.1-1.2 x 10%® em~2s™! [58]. By the middle of October the LHC was delivering physics

2

with a luminosity > 10%? ecm™2s™!, with as many as 312 bunches per beam. On Sunday
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Figure 3.2: Cumulative luminosity versus day in 2010 delivered to (green), and recorded by
(yellow), the ATLAS experiment during stable beams at \/s = 7 TeV (from [59]). The lu-
minosity is determined from the counting rates measured by the ATLAS luminosity detectors
calibrated using van-der-Meer beam-separation techniques. The systematic uncertainty on these
luminosity measurements is estimated to be 11%.

7th November 2010, heavy ions collided together in the LHC ring for the first time (see
Figure a first heavy ion collision event in Alice).

The LHC has the energy and luminosity required to explore a variety of new physics
scenarios, the hope being that it will help answer many of the important questions
posed by physicists during the last century. Where does mass come from? Why is there
more matter than antimatter in the universe? The LHC experiments are starting to:
(i) look for the Higgs, (ii) seek out physics beyond the standard model, (iii) precisely
measure the mass of the top quark, (iv) make precision measurements of the electroweak
parameters, (v) explore the physics of b quarks and (vi) measure the parameters in QCD.
This list is by no means exhaustive. The physics programs on which the experiments
have commenced are both unique and exciting. The results they will report over the

next decade will be of great importance to fundamental physics.
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Figure 3.3: An event from the first lead ion collisions in Alice at /s = 2.7 TeV per nucleon
pair (from [60]). These collisions produced the highest temperatures and densities ever produced
in an experiment, temperatures where even protons and neutrons melt resulting in a hot dense
soup of quarks and gluons known as a quark-gluon plasma.

3.2 The ATLAS Detector

3.2.1 Overview

The ATLAS experiment (Figure is 64 m long and 25 m tall. ATLAS has four main
systems (an inner detector, calorimeters, a muon system and a trigger system), each of
which is divided into sub-systems (Figure[3.5). The “Inner Detector” (ID) is surrounded
by a solenoid (red in Figure , sits closest to the beam-pipe and is designed to track
charged particles and measure collision and decay vertices. The electromagnetic and
hadronic calorimeters (yellow and green) surround the inner detector and measure ener-
gies. Charged particles deposit energy in the electromagnetic calorimeters and hadronic
jets in the hadronic calorimeters. The muon detectors (blue) lie furthest away from the
beam. A toroidal magnet system (grey) creates the azimuthal magnetic field. ATLAS
detects high transverse momentum (pr) leptons and jets. The electromagnetic calorime-
ters allow the ATLAS detector to identify and measure electrons and photons. Hadronic
calorimetry (covering the whole of the detector) enables ATLAS to make accurate mea-
surements of jets. The muon spectrometer makes high precision muon measurements.
ATLAS also benefits from efficient tracking capabilities, large acceptance and good trig-
ger systems. Full details of the topics to be discussed here, and the detector, are given in
the ATLAS Technical Design Reports [61-66]. Full details of its expected performance
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can be found in Ref. [67]. A brief overview of the key detector components follows.

25m

LAr hadronic end-cap and

forward calorimeters
Pixel defector

Toroid magnets

LAr electromagnetic calorimeters

Muon chambers Solenoid magnet | Transition radiation tracker

Semiconductor tracker

Figure 3.4:  An overall view of the ATLAS experiment, illustrating the great size of the
experiment and the layout and positions of the main detector components (from ,@/ ). The
four illustrated people are drawn to highlight the scale of the image. Each detector component
is well designed to detect a particular type of particle, the impressive magnet system forces
charged particles to follow curved tracks for precision momentum measurements.

Figure 3.5: Components of ATLAS, separated by colour to illustrate their scope and highlight
the layered structure of the experiment (from [68]). The Inner Detector and beam-pipe (red),
the calorimeters (yellow and green), the muon systems (blue) and the toroidal magnet system

(grey) work together to reconstruct and identify the final state particles produced in collision
events.
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In the circular LHC ring, the z-axis is defined by the beam direction and the z — y
plane transverse to this direction. The z-axis points towards the centre of the ring and
the y-axis points vertically upwards. The distance measure R is the transverse radius
from the beam-line. The azimuthal angle, ¢, is measured around the beam axis. A polar

angle, 6, is measured from the beam direction and used to calculate the angle measure
“pseudorapidity” (Equation [3.1]).

n = —Intan(0/2) (3.1)

This measure is not equal to the rapidity. Rapidity, y, is a Lorentz vector, Equation [3.2]
with pz the component of the particle’s momentum in the z-direction and E' its energy,

which conserves rapidity differences when they are boosted along the z-axis.
-1 (Pz
— tanh ™! (£2) 3.2
y = tanh ™! (22 (32)

Since rapidity is difficult to measure (it involves the particle masses) the experiment
settles for pseudorapidity which, in the relativistic limit, is a good approximation to
rapidity. Pseudorapidity is also independent of boost, and expands the small angle
range. The variable AR (Equation gives distances in the pseudorapidity-azimuthal
angle space. Here (An)? is the square of the difference in 7 between two points in the

detector and (A¢)? the square of the difference in ¢ between the points.

AR = /(An)? + (A¢)? (3:3)

ATLAS is approximately cylindrical in shape. It is important that there are detectors
surrounding the whole of this cylinder so that the conservation (or rather the non-
conservation) of momentum for entire events can be used to hint at the momentum of any
“invisible” particles (neutrinos, and more exotic particles predicted by theories beyond
the standard model). Of course, a completely enclosed cylinder is not realisable as the
beam-pipe has to pass through the detector, and the various services, like cryogenics,
need to reach the detector components. Allowing for this the coverage has however,
been made as good as it can be (choosing between concentrating all the services into
dead regions, and spreading them out throughout the detector). The central 7 regions
of the detector are termed “barrel” regions, whilst the “forward” regions of the detector

are those at high |n|, and served by “end-caps”.
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3.2.2 The Inner Detector

21m

End-cap semiconductor tracker

Figure 3.6:  The three main components of the ATLAS Inner Detector: the Semiconductor
Tracker (SCT), Pizel Detectors and Transition Radiation Tracker (TRT) (from [67]). FEach
detector component has a central barrel, and two end-caps which cover the forward region.
Detector design is based on the particle occupancy at different radii, the potential for radiation
damage and costs.

The ID (illustrated in Figure is entirely contained within a 7 m long cylinder
with a radius of 1.15 m. The solenoidal magnetic field which surrounds the ID has
a strength of 2 T in the centre. The ID is designed to reconstruct charged particle
tracks and vertices, contributing to the measurement of the momenta and charges of
the particles it reconstructs. Closest to the beam-pipe, tracking, momentum and vertex
measurements are made using discrete high resolution semiconductor pixel and strip
detectors. The outer radii are served by continuous tracking elements. The highest
granularity detection is needed closest to the beam-pipe to cope with the very large
particle track density. Further away from the beam-pipe, where the particle occupancy
is lower, reduced granularity detection suffices. The three detector components (the
Pixel Detectors, the Semiconductor Tracker (SCT) and the Transition Radiation Tracker
(TRT)) positioned at successively greater radii work together. The ID must provide high
granularity track measurements without preventing accurate energy measurement. The
more material the particles pass through, the worse the subsequent energy measurement
will be.
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The components of the ID are bombarded with a great deal of radiation during LHC
running and will therefore eventually need replacing. Cost and reducing the severity
of this damage are important design considerations. The three components are now
discussed in more detail (all of which have a central barrel and two end-caps). The ID
barrel extends to over 4+ 80 cm and the two end-caps cover the rest of the cavity to give
coverage up to |n| < 2.5. Full details are given in the ATLAS Inner Detector Technical
Design Report [69,70].

Pixel Detectors

There are 140 million pixel detector elements in the ID. The pixels are responsible for
the resolution of impact parameter measurements and the ability of the detector to find
short-lived b quarks and 7 leptons (particles detected by their secondary vertices). As
the pixels lie in close proximity to the beam interaction point they must cope with a
very high particle density flux and high radiation levels. Each pixel is just 50 x 400 pm
in size. The pixel system is made out of three barrels and eight disks (four per side).
There are just over 1500 identical modules in the barrel (each 62.4 mm x 22.4 mm)
and ~ 1000 identical modules in the disks. Each module contains just under 50,000 in-
dividual pixels, grouped into 16 x 60 mm arrays. The disks lie between 12 cm and 19 cm
from the beam, whereas the barrels sit at average radii of 5 cm, 9 cm and 12 cm. For
further details see Ref. [63]. The inner most layer of the pixel detectors is termed the
“b-Layer”, and it is the most crucial detector component for tracking, vertexing and

“tagging” b quarks.

Semiconductor Tracker

The are two planes of silicon strip detectors on each SCT module. By the time the
particles reach the SCT the particle density is much reduced. The silicon is therefore ar-
ranged in strips. The strips contribute to the measurement of track momentum, impact
parameters and vertex position. The SCT can make a total of eight precision measure-
ments per track. Each silicon detector has an area of 6.36 x 6.40 cm? and 768 readout
strips. The spatial resolution in (R¢, z) of the silicon detectors is 16 pm x 580 pm
allowing tracks to be separated if they are more than 200 pm apart. There are four
coaxial cylindrical barrels in the SCT, and two end-caps. Each end-cap has nine disks
(these disks limit the n coverage of the SCT to |n| < 2.5). The innermost barrel sits at
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a radius of 299 mm with the outer barrel at a radius of 514 mm.

Transition Radiation Tracker

The TRT is a straw tube tracker and the largest component of the 1D, filling the majority
of the ID cavity. The TRT is capable of making a large number of track position
measurements (up to 36 hits per track). It therefore complements the pixel detectors
and the SCT, giving enhanced momentum resolution to track measurements. The TRT
contains over 370,000 4 mm diameter “straws”. On average, a track travelling through
the TRT will pass through 32 straws. Each straw is coated on the inside with aluminium
(a high voltage cathode), threaded with a gold-plated tungsten wire (the anode wire) and
filled with a mixture of 70% Xe, 27% CO5 and 3% O,. As charged particles pass through
the gas, the liberated charge is collected by the anode wire. The passage of ionising
particles through the TRT is recorded with a spatial resolution of approximately 170 pm.
The TRT is however not just a straw drift tube tracker, but a vitally important transition
radiation detector for electron identification. The straws are all packed together with a
filling of polypropylene/polyethylene fibre radiator. This filling has an abruptly varying
refractive index causing travelling ionising particles with high Lorentz gamma factor to
emit X-ray radiation along their track (transition radiation, or “TR”, photons). There
are thus two components to the energy deposited in the TRT. The first is a contribution

from ionisation losses, the second a contribution from transition radiation deposition.

The TRT uses double-threshold binary electronics to help distinguish between min-
imally ionising particles (e.g. pions) and prompt electrons. The low threshold setting
(~250 eV) detects charge liberated by ionising particles, whilst the high threshold set-
ting (~5 KeV) detects the higher charges produced by transition radiation photons.
Whilst both electrons and pions produce transition radiation photons, the radiation
rate is substantially higher for electrons. Electrons with an energy of 10 GeV have a
Lorentz gamma factor ~ 20,000 whilst pions of similar energy have a Lorentz factor
~T74. The fraction of total hits on a track at high threshold is therefore an important

and powerful variable for discriminating between electrons and pions (see Chapter [4)).

Tracks are seeded by a combination of hits in the pixel detectors and the first layer
of the SCT. These tracks are extended through the remaining layers of the SCT and

selected tracks are continued into the TRT. The expected resolution of each primary
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Figure 3.7: An overview of the ATLAS calorimeters (from [68]). The electromagnetic calorime-
ters are LAr calorimeters with an accordion geometry. The electromagnetic calorimeter is made
up of a barrel and two electromagnetic end-cap calorimeters (EMEC). The hadronic calorimeter
end-caps (HEC) are LAr calorimeters and the barrel calorimeters, “tile” calorimeters (plastic
scintillator plates, embedded in an iron absorber). Forward LAr calorimeters cover the region
3.1 < |n| <4.9. The LAr calorimeter system is contained in a cylinder of 2.25 m radius, and
+6.65 m length along the beam axis. The tile calorimeter system is contained in a cylinder of
radius 4.23 m, and total length +6.10 m.

track parameter can be expressed as:

ox = ox(00)(1® p./pr) (3.4)

where, ox(00) is the resolution expected for a particle of infinite momentum, p, a
constant and pr the transverse momentum of the particle. For example, for the inverse
track momentum (1/pr) ATLAS is expected to give a resolution parameterisation in the
barrel with ox(0c0) = 0.34 TeV~!, and p, = 44 GeV.

3.2.3 Calorimeters

In common with most general purpose detectors, ATLAS has two different types of
calorimeter [64]. The intrinsic resolution of these calorimeters improves with energy.
The electromagnetic and hadronic calorimeters all sit outside the central solenoid (Fig-

ure 3.7). The barrel electromagnetic calorimeter is contained in a barrel cryostat sur-



44 The ATLAS Experiment

rounding the whole ID cavity. The electromagnetic and hadronic calorimeters both
occupy the region |n| < 3.2. The forward region (3.1 < |n| < 4.9) is served by forward
liquid argon (LAr) calorimeters. The electromagnetic calorimeter is divided up into a
barrel (|n| < 1.475) and two end-caps (1.375 < |n| < 3.2). A pre-sampler is placed in
front of the main electromagnetic calorimeter (in the region |n| < 1.8), to correct for
energy lost in the material before the calorimeter (lost in the inner detector, cryostats
and coil upstream of the calorimeter). The hadronic calorimeter is also divided up into
a barrel (|n| < 1.7) and two end-cap hadronic calorimeters (1.5 < || < 3.2). The
hadronic calorimeter barrel is made out of a barrel (|| < 1.0) and an “extended barrel”
(0.8 < |n| < 1.7). The electromagnetic calorimeters are LAr calorimeters, with an ac-
cordion geometry. The hadronic barrel and extended barrel calorimeters are made out
of plastic scintillator plates (or “tiles”, as labelled on Figure . These plastic tiles
are embedded in an iron absorber. The end-cap hadronic calorimeters, and the forward
calorimeters, are LAr calorimeters. The larger rapidity regions require “intrinsically-

hard” LAr technology to cope with the higher radiation flux.

The calorimeters contribute to the accurate measurement of both the position and
energies of electrons and photons, and give both the energy and direction of jets. En-
ergy measurements are made from the showers particles deposit inside the calorimeter.
Electrons and photons incident on matter create cascades of particles both from pair
production (7 — ete™) and bremsstrahlung (e — e7y) processes. These electromagnetic
showers are characterised longitudinally by their radiation length (X,) and have a narrow
transverse profile. Interactions between hadrons and dense materials produce cascades
of particles with particle multiplication through successive inelastic hadron-nuclear in-
teractions. The lateral spread of hadronic showers is greater than for electromagnetic
showers, and the nuclear interaction length an order of magnitude greater than X,. The
calorimeters are referred to as sampling calorimeters. The material producing the shower
is different to the material used to measure the shower. As a result of this the fractional

resolution has a 1/ V'E dependence, a resolution dominated by sampling fluctuations.

Electromagnetic Calorimeter

The electromagnetic LAr calorimeter is illustrated in Figure Its accordion geom-
etry prevents “cracks” in coverage in the azimuthal ¢ direction. The electromagnetic

calorimeters must have a large acceptance. The ID limits the useful region for preci-
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Figure 3.8: A schematic view of the ATLAS electromagnetic calorimeter (from [64)]). In the
precision region, |n| < 2.5, the calorimeter is segmented into three different longitudinal sam-
pling layers. The first, a “strip” layer has radiation thickness ~6 Xqg. The second, “middle”
layer, has a thickness of ~18 Xg. The third, “back” layer, has a thickness of ~2 Xg. Also
tllustrated are the sizes of “tower” into which the electromagnetic calorimeter is divided, by
layer. “Trigger towers” have much coarser granularity.
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sion physics with electrons to |n| < 2.5 and so the electromagnetic calorimeters have
their best granularity in this region, with a coarser granularity for |n| > 2.5. The total
electromagnetic calorimeter coverage is 0 < |n| < 4.9. Despite the accordion geometry,
there is an unavoidable region of transition between the barrel and end-cap calorime-
ters. Electrons and photons falling in this “transition region”, 1.37 < |n| < 1.52, are
often not considered for physics analyses. The barrel calorimeter is made out of two
identical half-barrels, separated by a tiny 6 mm gap at |p| = 0. In the region of the
electromagnetic calorimeter devoted to precision physics (|n| < 2.5), the electromagnetic
calorimeter is segmented into three different longitudinal “sampling” layers. The first
sampling, or “strip” layer has a thickness of 6 X, and acts as a pre-shower detector, en-
hancing particle identification (v/7° and e/m separation, etc.). It gives precise position
measurement in 7. The second sampling, or “middle” layer, is transversely segmented
into square towers of size An x A¢ = 0.025 x 0.025. The sizes of the towers in the back
and strip layers are given in Figure [3.8 The total calorimeter thickness up to the end
of the second sampling is 24 X,. The final layer, or “back layer”, is coarser in 7, with

thickness varying between 2 and 12 X,,.

The expected energy resolution in the electromagnetic calorimeter can be described
using a stochastic term, a, and a constant term, ¢, 0g/E = (a/v'E) @ c. The stochastic

term is expected to be ~ 10%, and the constant term ~ 0.7%.

Hadronic Calorimeter

Forward jet reconstruction requires the hadronic calorimeters to cover the region up to
In| < 4.9. The technology used in the hadronic calorimeters varies as a function of 7,
depending on the radiation environment and physics and performance requirements. In
the extended barrel and barrel regions, the calorimeters are made out of iron absorber
placed amongst plastic scintillator plates (the active material). The tiles, each 3 mm
thick, are placed perpendicular to the colliding beams and staggered in depth. In the
hadronic end-caps, thick copper absorber plates are separated by LAr filled gaps. In
the forward region the material is denser, an absorber matrix of tungsten fills the space
between an array of grounded copper tubes. Solid tungsten electrodes run down the
centre of these tubes and the electrodes are separated from the walls of tubes by a thick
layer of LAr. Any remaining gaps in the forward hadronic calorimeter are filled with

“inactive” LAr.
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The resolution of jet energy measurement can be described using the functional form:

oR a? b2 )

R el 3.5

5 I3 + 7 +c (3.5)
The expected stochastic term is &~ 60% v GeV, the expected constant term ~ 3% and
the noise term one which is expected to vary between 0.5 and 1.5 GeV. At energies under

100 GeV, the stochastic and noise terms are dominant.

3.2.4 The Magnet Systems

The magnet system in ATLAS is complex. It weighs in at 13,000 tonnes and operates
at a temperature of 4.8 K, storing 1600 MJ of energy when operational. It consists of a
central solenoid (Figure surrounding the inner detector, and a system of toroids.
There is one barrel toroid (Figure and two end-cap toroids (Figure [3.9(b)). The
magnet system creates the magnetic field for the muon spectrometer (with an average
field strength of 0.6 T) and a 2 T central field in the inner detector (directed along the
beam axis). The central solenoid has a diameter of 2.5 m and a length of 5.3 m, but a
thickness of just 45 mm. The thinness of this coil reduces the amount of material the
particles need to pass through before reaching the calorimeters. The toroids are all eight-
coil toroids. They are positioned radially around the beam axis. These are 25 m long
and 5 m wide in the barrel, and 5 m in length in the end-caps. Between them, these

magnets cover the region 0 < |n| < 2.5.

Figure 3.9: The ATLAS Magnets (from [68]). The magnet system is composed of three air-coil
toroids, one barrel (a), shown here inside the ATLAS cavern, and two end-caps (b), the one
illustrated pre-installation. A thin solenoid surrounds the inner detector (c), shown here as it
is placed inside the LAr calorimeter during installation.
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Figure 3.10: The ATLAS Muon Spectrometer (from [68]). Precision measurement of track
coordinates is made by the Monitored Drift Tubes (MDTs), covering most of the muon spec-
trometer’s pseudorapidity range. The Cathode Strip Chambers (CSCs) cover points at large
pseudorapidities, and points close to the interaction point. The Resistive Plate Chambers
(RPCs) and Thin Gap Chambers (TGCs) form a separate trigger system.

3.2.5 Muon Spectrometer

The high resolution ATLAS Muon Spectrometer (MS) [66] (Figure and blue in
Figure has been designed to provide, over a wide range of py, n and ¢, stand alone
triggering and momentum measurement for muons. The magnetic field in the muon
detectors is provided by the toroids. A large magnetic field over long distances is needed
for good momentum measurement. The magnet system (grey in Figure reaches 20 m
in diameter and is 26 m long. The direction of the field is largely perpendicular to the
muon trajectory, because of the azimuthal magnet system. The coils are maintained at
an operating temperature of 4.5 K by liquid helium cryogenics. In the pseudorapidity
range |n| < 1.0, the magnetic field is given by the eight-coil superconducting air core
toroids. For 1.4 < |n| < 2.7, muon tracks are bent by smaller end-cap magnets at both
ends of the barrel toroid. In the intermediate region, 1.0 < |n| < 1.4, the muons are
deflected by a combination of barrel and end-cap fields. The magnetic system is designed

to minimise resolution degradation from multiple scattering.
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In the barrel region the muon chambers are arranged in three cylindrical layers (or
“stations”) around the beam axis. Chambers are installed vertically in the intermediate
and end-cap regions. These stations are illustrated and labelled in Figure [3.10] Preci-
sion measurement of track coordinates in the principal bending direction of the magnetic
field is given by the Monitored Drift Tubes (MDTSs), covering most of the spectrometers
pseudorapidity range. Larger pseudorapidities and points close to the interaction point
are served by Cathode Strip Chambers (CSCs), which are higher granularity detection
devices which can cope with both the increased occupancy and background bombard-
ment. The separate trigger system (covering the range |n| < 2.4) is served by Resistive
Plate Chambers (RPCs) in the barrel and Thin Gap Chambers (TGCs) in the end-caps.
These chambers can also provide a “second-coordinate” measurement of track coordi-
nates orthogonal to the precision measurement given by the MDTs and CSCs. Full

details of the design and operation of these stations is given in Ref. [66].

3.2.6 The Trigger System

The ATLAS trigger systems have been designed to cope with 40 million collisions occur-
ring each second, from bunches 25 ns apart. It has been designed to cope with these rates
even when in addition to the signal events, there are ~ 23 pile-up events. This means
that its design ensures that an expected interaction rate close to 1 GHz can be reduced
by a factor of 107 in order to write data to storage at a rate of ~ 100 Hz. Figure m
gives a schematic diagram of the ATLAS Trigger and Data Acquisition (TDAQ) system.

It is important that few signal events are accidentally thrown away. This is difficult as
it is often the case that the most interesting and rarest signatures come with the smallest
cross-sections or branching ratios. There are three levels to the ATLAS trigger. They
act sequentially, improving the decision on whether to keep the event step by step. The
higher trigger levels have access to more information, as with each level the steady drop
in rate gives the subsequent level time to consider each event more carefully. The Level 1
trigger is a hardware trigger, based on coarse calorimeter and muon information. It uses
this subset of detector parts to identify combinations of or the presence or absence of
high-pr muons, electrons, photons, jets and large missing energies. It must make its
decision and pass it onto the front-end electronics in just 2.5 ps. The Level 2 Trigger,

a software trigger, receives information from the Level 1 trigger about each event in
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the “region of interest” (Rol) for the event. Rols are regions of the detector containing
potential trigger objects, there can be several per event. Using this information it can
make a further decision about the event before it is passed to the final stage, a software
trigger called the Event Filter. This final stage accesses the reconstructed events in their
entirety and makes the final decision on which events to permanently store for offline

analysis. The Level 1 Calorimeter Trigger is further detailed in Appendix [A]

The /s = 900 GeV electron candidates studied in Chapter [4] were triggered using
the Minimum Bias Trigger Scintillators. The candidate electron and Z boson events
collected during /s = 7 TeV running (Chapters 4| and |5|) were triggered using only the
Level-1 Calorimeter Trigger. During later running, the higher level software triggers
(Level-2 and the Event Filter) had been activated, and consequently are used for the
analysis of the 35 pb~! dataset described in Chapter @ For this study the lowest un-
prescaled single electron and single muon triggers for 2010 data-taking were used. Full

details of all triggers used for each analysis are given in the corresponding chapters.

Interaction rate

~1 GHz CALO MUON TRACKING
Bunch crossing
rate 40 MHz
Pipeline
LEVEL 1 mgmories
TRIGGER

< 75(100) kHz
Derandomizers
Readout drivers

| (RODS)

Regions of Interest | || | |

LEVEL 2 Readout buffers
TRIGGER (ROBs)
~ 1 kHz

| Event builder |

EVENT FILTER FuII-eventdbuffers
an
~ 100 Hz processor sub-farms

Data recording

Figure 3.11: A schematic overview of the ATLAS Trigger and DAQ system (from [61]). The
trigger system is capable of producing a 100 Hz data rate for data recording from a ~1 GHz
interaction rate. The trigger system is a three tiered trigger system. The Level 1 Trigger
(composed of a Level 1 Muon and a Level 1 Calorimeter trigger) reduces the rate to ~ 100 kHz,
a Level 2 Trigger with access to more information than the Level 1 Trigger further reduces this
rate to ~ 1 kHz before the Event Filter, with full access to the events, reduces it to ~ 100 Hz.
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3.3 Simulating the Detector

The ATLAS software framework, Athena |71], provides a computer simulation of the
ATLAS detector [72]. It simulates the response of the detector to different proton-
proton collisions. The Athena software framework is needed, with event generators like
HERWIG [73] and PYTHIA [74], to simulate Monte Carlo events on which physics analyses
and performance studies can be performed. In the absence of real data these Monte Carlo
events provide a way of “designing” new physics analyses and detailing and quantifying
expected detector performance. In the presence of data, Monte Carlo provides an invalu-
able tool for comparisons between expectation and observation. Conventional python

scripts (called jobOptions) are used to control an Athena application configuration at

@ Fast Simulation

Digitisation
D

Figure 3.12: The Full Monte Carlo production chain. Events generated using Monte Carlo
generators are passed through a GEANT4 [75] simulation of the ATLAS detector to produce hits.
Hits are then digitised to produce digits which are reconstructed in the final step of the analysis
chain. The full chain of steps can be bypassed using “fast” simulation.

run-time.

The production of simulated Monte Carlo events is a multi-stage process. The full
chain of steps required for their production is illustrated in Figure|3.12, These steps are

as follows:

o Generation: Generation refers to the production of particle four vectors from
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specified physics processes.

o Simulation: Generated events are passed through a GEANT4 [75] simulation of the
ATLAS detector to produce GEANT4 hits. These hits are a record of where each
particle went in the detector (its path) and how much energy it deposited as it
went. It simulates how the Monte Carlo events would behave if they were real
events in the real detector. It simulates where they would go, which parts of the
detector they would reach and, for instance, what the curvature of their paths

would be as a result of the magnetic field.

o Digitisation: Digitisation is the process whereby the GEANT4 hits from the simu-
lation are subjected to the response of the detector. This produces “digits”, such
as times and voltages, as would be produced by a real particle in the real detector.
The detector does not “see a muon” (or any other particle) rather it deduces its

presence from the digits that the hardware records as a result of its flight.

o Reconstruction: Reconstruction is the process whereby the raw data digits, such
as times and voltages, are reconstructed into tracks and energy deposits. This is
where the software, as it does in the real detector, takes the voltages, times and
other signals from the hardware in the detector and deduces the physics of what
is happening. That is, what track the particle must therefore have been following

and what its four-momenta was based on its track and energy deposit signals.

To simulate pile-up, hits from various types of event (signal, minimum bias, cavern
background, beam gas and beam halo) must be overlaid. This is described in detail in
Ref. [72]. Pile-up is simulated in the Monte Carlo used in Chapter [6]

Programs like At1fast [76] and AcerDET [77] skip this “full” analysis chain. They take
the generated events and apply resolution functions to the particles with appropriate
parameterisations. The Monte Carlo analysis in Chapter |8 uses the AcerDET fast sim-
ulation software. The Monte Carlo analysis in Chapter [7] makes use of the full Athena
framework for the generation of fully simulated events. The analyses in Chapters [4]

and [6] make use of both real data events, and fully simulated Monte Carlo.
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3.4 Summary

Despite its size and complexity, the ATLAS detector is operating well and in-line with
expectation. Chapter 4] a detailed study of electron candidates from /s = 900 GeV and
Vs = 7 TeV, will demonstrate how the detector components detailed here reconstruct
and identify electrons, comparing early observations made from data with the initial

expectations from Monte Carlo.
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Chapter 4

Electron Reconstruction and

Identification

“Fxcellent,” I cried. ‘Elementary,’ said he.”
— Arthur Conan Doyle, The Memoirs of Sherlock Holmes (1894), The Crooked Man

At the end of 2009, ATLAS enjoyed a series of stable LHC runs at /s = 900 GeV,
successfully recording and analysing the many collisions which took place. A significant
number of low-pr electron candidates were reconstructed in these events. The majority
of these candidates were predicted to be electrons from photon conversions and hadrons
faking electrons. Whilst the transverse energies of the candidates observed in these data
were well below those for which the reconstruction and identification algorithms had
been optimised, these measurements provided quantitative tests of both the algorithms
themselves and the reliability of the performance predictions in the transverse energy
range from 2.5 GeV (the reconstruction threshold) to almost 10 GeV. The collision events

analysed corresponded to a total integrated luminosity of approximately 9 ub~! [57].

During the first few months of /s = 7 TeV operation, ATLAS collected data corre-
sponding to an integrated luminosity of approximately 1 nb~! [57]. The composition of
this electron sample differed from the /s = 900 GeV sample. This sample contained
candidates which were likely to be secondary electrons from conversions or hadrons fak-
ing electrons, but also a small (~1.5%) component of prompt electrons (the fraction of

prompt electrons after “tight” selection, a selection designed to pick out prompt elec-

57
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tron candidates and reject conversions, almost 50% of the sample). These /s = 7 TeV
collision candidates also provided a test of reconstruction and identification algorithms

and tests for higher-pr electrons.

In this chapter the expected composition (in terms of the proportions of background
electrons, hadronic fakes and prompt electrons in the sample) of these candidates is
considered. Selected properties of these candidates (details of their track, the match
between their cluster and track and the shape of their showers) are compared to the
expectation from Monte Carlo. Electron identification in ATLAS involves making a
series of cuts on discriminating track, “track-cluster match” and “shower shape” vari-
ables. There are three electron identification levels, each of which is successively more
stringent. Each identification level is optimised to provide suitably high efficiencies for
selecting prompt electrons, but also high rejection rates against fakes and background
electrons. Comparing the properties of the electron candidates in terms of the variables
used for their identification thus provides a first insight into how the expected selection

efficiencies and rejections compare with reality.

This chapter exists neither to provide the most up to date status of performance, nor to
outline the most recent electron identification cuts. Instead it exists to explain in detail
the ideas and approaches to electron identification in ATLAS, illustrated by the very
first v/s = 900 GeV and /s = 7 TeV data observations and the identification cuts used
at the time these illustrative plots were produced. These cuts are continually evolving
such that the definition of the identification selections used for the /s = 7 TeV studies
here are not identical to those which are used in latter chapters. This chapter opens with
a review of the features of the ATLAS detector, as introduced in Chapter [3| which play
the most important roles in electron identification and reconstruction. Details are then
given of which cuts are used at each identification level, and a brief outline is presented
of the expected performance of these cuts in terms of efficiencies for selecting prompt
isolated and non-isolated electrons, and rates for rejecting electrons from conversions

and hadrons faking electrons.

The work detailed in this chapter forms part of the first ATLAS data performance
paper, Ref. |11}, and a large part of one of the first ATLAS performance group conference
notes, Ref. |2].
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4.1 Reconstruction in ATLAS

Electrons produced in collisions leave curved tracks in the ID before depositing energy
in the calorimeters. The cell energy deposits for an individual electron form a cluster.

The cluster and associated track identify an electron candidate.

The electromagnetic calorimeter is finely segmented in both the lateral (n x ¢ space)
and longitudinal shower directions. At high energy, most of the electromagnetic shower
energy is collected in the middle layer of the electromagnetic calorimeter. The strip layer
in front of this is more finely grained in the n-direction (with a coarser granularity in ¢)
and can help discriminate between vs and 7’s. These two layers are complemented by
the coarse granularity pre-sampler layer (covering the range |n| < 1.8) which can correct
for energy lost in the material before the calorimeter. The back layer helps to correct

for the tails of very highly energetic electromagnetic showers.

The ID provides precise track reconstruction. The SCT gives eight hits per track at
intermediate radii, and the TRT as many as 35 hits per track (in the range |n| < 2.0) at
the outer radii. The TRT is capable of discriminating between electrons and pions over
a wide energy range (between 0.5 and 100 GeV). The b-Layer, located just outside the

beam-pipe at a radius of 50 mm, provides precision vertexing.

Electron candidates falling in the transition region between the barrel and end-cap
electromagnetic calorimeters (the fiducial region, 1.37 < |n| < 1.52), are often ignored.
The large amount of material in front of the first active calorimeter layers in this re-
gion results in poor electron reconstruction. Forward calorimeters give coverage of the
range 3.1 < |n| < 4.9, but electrons reconstructed in this region, termed “forward elec-

trons”, are not considered here.

Clusters are formed from a sliding window algorithm [7§]. In this algorithm windows
of fixed size in n and ¢ are slid across the 71— ¢ grid of the LAr calorimeter. The sliding-
windows are longitudinal towers of 3 x 5 cells of size 0.025 x 0.025 in 1 X ¢ space. This
corresponds to the granularity of the middle calorimeter layer (in the strip layer the size
in An is 0.0031, whereas in the back-layer it is 0.05, see Figure . These windows

look for objects above predefined thresholds from which to form seeds. The seeds are
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then used to build clusters. Each layer of the calorimeter is iterated over in order to
define the energy and position of the cluster, to which corrections and calibrations are
then applied. During calibration the electron clusters are rebuilt. The optimal size of
these clusters in the electromagnetic barrel calorimeter is 3 X 7 cells in 7 X ¢. In the
electromagnetic end-cap calorimeters the optimal cluster size is 5 x 5 cells. The energy
of each cluster is determined by summing four different contributions (estimated energy
deposited in the material in front of the electromagnetic calorimeter, estimated energy
in the chosen cluster size, external energy outside the cluster and the estimated energy
deposit beyond the electromagnetic calorimeter). The electrons are reconstructed from
the sliding window clusters if there is a suitable match with a track of pr > 0.5 GeV.
The “best” track is the one lying with an extrapolation closest in (1, ¢) to the cluster

barycentre in the middle electromagnetic calorimeter layer.

These reconstructed electron candidates are then subjected to an identification pro-
cedure designed to select true electrons efficiently whilst rejecting electrons from photon

conversions and fake candidates.

4.2 Identification Algorithms

The baseline electron identification algorithms in ATLAS make a series of rectangular
cuts on variables which can discriminate between isolated electrons, conversions and
jets faking electrons. These variables are based on calorimeter, tracker and combined
calorimeter-tracker information. ATLAS uses three different sets of reference cuts which
are described as: “loose”, “medium” and “tight”. The choices of variables used for
each set of reference cuts (including thresholds) vary over time, as understanding of the
detector improves. In Table examples of the variables used for loose, medium and
tight electron identification are given. These are the set of variables and levels which
were proposed for start-up and then used at /s = 900 GeV. When these cut values are
optimised on Monte Carlo, the optimisation procedure is carried out in bins of cluster
transverse energy (E7) and 1. The Er distribution of a sample of electrons will depend
on the composition of the sample. At different n different technologies are used in the

detector, and the amount of material through which the candidates must pass changes.
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The simplest selection, loose identification, cuts on the shapes of showers in the middle
layer of the electromagnetic calorimeter, and on the fraction of cluster energy deposited
in the layers of the hadronic calorimeter (see Table . Loose photon identification
also uses cuts on these variables, with a shared set of thresholds, in order to provide
a common ground for triggering. Although these loose cuts are shared, the electron
candidates will consist of clusters associated to a loosely matching track whereas the
photon candidate clusters will in general lack such a track. Electron candidates are
required to lie within |n| < 2.47, the region covered by the calorimeter and precision

region of the tracker.

The next level of selection, medium identification, builds on the loose electron selec-
tion, and additionally places requirements on the energy deposited in the strip layer of
the electromagnetic calorimeter, the quality of the track and the match between track

and cluster.

The highest level, tight identification, exploits the detector fully. The cuts at this level
are designed to: (a) specifically reject charged hadrons (using the ratio between measured
cluster energy and track momentum, E/p, and the fraction of high threshold hits in
the TRT) and (b) reject background electrons from photon conversions (by requiring the
presence of a hit on the track in the b-Layer, and rejecting candidates with a matching

conversion vertex). At this selection level the track-matching cuts are also tightened.

4.3 Expected Performance

This section details the expected impact of applying each set of identification cuts suc-
cessively on a sample of real and fake electrons, at the time these first observations were
made. In Table[4.2] expected reconstruction efficiencies and rejections are given at each
of the three different identification levels. This, and subsequent details of the expected
performance, are taken from Ref. [2]. The efficiency is defined as the percentage of true
electrons (lying within simple kinematic acceptance cuts on  and Er) which are recon-
structed and pass the three different levels of identification. Rejection is defined as the
ratio of the number of true jets to the number of candidates which pass the given selec-

tion criteria |I| These efficiencies and rejections are obtained from a Monte Carlo sample

LA truth jet is defined in this table as the sum of particle four-momenta in a cone with size AR = 0.4.
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of mainly di-jet events, but also a selection of events from important hard processes,
like W and Z decay. In Table the true electrons in the efficiency computation have
Er > 20 GeV and lie within |n| < 2.5. The n dependence of this efficiency, illustrated
in Figure , demonstrates how efficiency is dependent on the amount of material in
the inner detector and the electromagnetic calorimeter. Electrons in a lower-Ep region
are considered in Figure This figure illustrates that the efficiency at the level
of medium identification is expected to rise sharply above 15 GeV, flattening out to a
plateau of 90%. Table also details the resulting composition of the di-jet sample
at each successive level of identification. At the level of tight identification the sample
is dominated by prompt electrons, isolated electrons from W and Z decays and non-
isolated electrons from b and ¢ decay. At the level of medium identification the sample is
still dominated by background electrons (electrons from photon conversions and Dalitz
decays). The /s = 900 GeV candidates considered in this chapter provide only a probe
of electrons in the low-FEr region included in Figure , whilst the /s = 7 TeV

electron candidates start just to infringe on transverse energies in the efficiency plateau.
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Efficiency (%) Jet rejection Sample composition (% of total)
7 —ete” b,c—e Isolated | Non-isolated | Background | Hadrons
electrons electrons electrons
Reconstructed | 97.56 + 0.03 - 91.5£ 0.1 0.1 0.8 23.3 75.8
Loose 94.30£ 0.03 | 36.8+ 0.5 1066 &+ 4 1.0 2.0 56.7 40.3
Medium 89.97+ 0.03 | 31.5+ 0.5 6821 + 69 5.9 9.8 50.7 33.6
Tight 71.524 0.03 | 25.2+ 0.5 | (1.38+ 0.06) x 10° 29.6 44.8 11.5 14.1

Table 4.2: Expected electron reconstruction efficiency and jet rejection for a sample of events containing mainly di-jets, but also a
selection of important hard processes like W, Z decay and heavy flavour decay (from [2]). These rejections and efficiencies are given for
electrons passing an Ep threshold of 20 GeV. The efficiencies for reconstructing isolated electrons in Z decays are given in the second
column and the efficiencies for reconstructing non-isolated electrons in heavy flavour decays (b,c — €) are given in the third column. The
total jet rejection includes rejections for hadron fakes and background electrons (from both photon conversions and Dalitz decays). In the
last four columns the sample is broken down into four components: (i) isolated electrons from W, Z decays, (ii) non-isolated electrons
from heavy flavour semi-leptonic decays, (iii) background electrons from photon conversions and Dalitz decays and (iv) the remaining
hadronic component. These numbers were obtained from /s = 10 TeV Monte Carlo, without pile-up. The quoted errors are statistical.



Electron Reconstruction and Identification 65

—_

g B T T N SR e S S
o 0.9~ " — S o 09 o o v - 3
Q F == = 3 Q2 E I .y E
T 08 - 15 08T et TR
§ 07F e . T § 07F - =
S o6t - 4 8 o6l = E
w E ATLAS Preliminary E [} F - ATLAS Preliminary E
0'5? Simulation E 0'5? Simulation E
0'4? @ Loose 7; 0'4?' @ Loose 7;
E ¥ Medi E E ¥ Medi E
03 m Tigt E 0.3F o Tiecum =
0.2 = 0.2 —
0.1 = 0.1 =
b v L b e b 0| A I WA W WA I WA N R

0 0.5 1 1.5 2 2.5 10 20 30 40 50 60 70 80 90 100
nl E; [GeV]

(a) (b)

Figure 4.1: Expected electron efficiency versus |n| (a) and Ep (b) shown for loose, medium
and tight selection criteria (from [2]). The efficiency is defined as the ratio of the number of
reconstructed electrons passing the identification criteria to the total number of electrons falling
within acceptance. These figures were produced from /s = 10 TeV Monte Carlo, without pile-

up.

4.4 Event Samples

The results presented in this chapter are obtained from collision data samples collected
at both /s = 900 GeV and /s = 7 TeV. These two samples are now detailed. At
Vs =900 GeV all the events were triggered during times at which the LHC beams were
stable using coincident signals from the two Minimum Bias Trigger Scintillators located
in front of the end-cap electromagnetic calorimeters (which cover the pseudorapidity
range, 2.09 < |n| < 3.84). Events were selected for which the tracker, electromagnetic
calorimeter and hadronic calorimeters recorded data with high quality and the solenoidal
field was at its nominal value. The data sample obtained consists of 384,186 collision
candidates and corresponds to an integrated luminosity of approximately 9 pb~! [57].
The Monte Carlo event sample to which they are compared consists of 10" non-diffractive
minimum bias events generated by the ATLAS central production teams with PYTHIA,
using the ATLAS mc09 tune [79] and the MRSTLO [80] parton distribution functions,
simulated with GEANT4 [75] and passed through full simulation of the ATLAS detector.
The contribution from single and double diffractive events is negligible in this regime.
In this sample all selected electron candidates have a cluster Fr > 2.5 GeV and a

cluster 1, measured in the middle layer of the calorimeter, satisfying |n| < 2.47. In the
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remainder of this chapter Er will refer to the transverse energy of the cluster and 7 to

the pseudorapidity in the middle layer of the calorimeter.

For the data sample collected at /s = 7 TeV, the events considered were also those
taken whilst the tracker, electromagnetic and hadronic calorimeters recorded data with
high quality and the solenoidal field was at its nominal value. The sample contains
about three million collision events, corresponding to an integrated luminosity of approx-
imately 1 nb™! [57]. These are compared to centrally produced non-diffractive minimum
bias events generated with PYTHIA, using the ATLAS mc09 tune [79] and the MRSTLO [80)]
parton distribution functions, simulated with GEANT4 [75] and passed through full sim-
ulation of the ATLAS detector. The sample consisted of 2 x 107 events, generated at
Vs =7 TeV. All events were required to contain at least one reconstructed primary ver-
tex with at least three reconstructed tracks. The efficiency of this requirement for events
containing at least one pre-selected electron candidate was found to be very close to 100%
for both data and Monte Carlo. For a relatively small proportion of the selected data
events (~25%), these were required only to satisfy the minimum bias trigger (a trigger
expected to be effectively 100% efficient for minimum bias events). The remainder of
events in the sample were triggered using the Level 1 Calorimeter Trigger (Appendix
at its lowest possible threshold setting, 3 GeV (a trigger expected to be 98% efficient
towards minimum bias events). The mixed triggers used in this sample of data reflect
the changing luminosity profile with respect to time in the weeks and months shortly
after LHC start-up. Events were required to have a raw cluster transverse energy above
4 GeV and a calibrated offline cluster transverse energy above 5 GeV. The pre-selected
electrons were required to be associated to tracks containing at least ten TRT hits and

four silicon hits, and lie within || < 2.0 (excluding the region 1.37 < |n| < 1.52).

In what follows, the barrel region is defined as that covering |n| < 1.37 and the
end-cap region that covering 1.52 < |n| < 2.47. There are 879 candidates in the
Vs = 900 GeV sample before loose selection, and 128,909 in the /s = 7 TeV data

sample before loose selection, but after the pre-selection described.
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4.5 Electron Candidates

4.5.1 /s =900 GeV Candidates

Table presents the numbers of reconstructed electron candidates, over the full detec-
tor acceptance and in the two defined 7 regions, at the three levels of identification (the
selection cuts were not optimised for such low-energy electron candidates). Figure
displays the Er and 7 of all selected electron candidates. Both Table and Figure |4.2
show agreement between data and simulation, given the large uncertainties expected in

this kinematic regime.

The Monte Carlo sample is sub-divided (in all the figures displayed for /s = 900 GeV
candidates) into the two dominant components: (i) hadrons and (ii) electrons from
conversions, and normalised to data. The latter component corresponds to ~ 33% of
all the electron candidates and is largely dominated by electrons from photon conver-
sions. It also includes a small component (~3%) of background electrons from other
sources, such as Dalitz decays, and an even smaller one (< 1%) of prompt electrons from
b,c— e decays. As can be seen in Table [£.3] the fractions of hadrons and conversions
expected depends on the identification level, and the n-region chosen (see also Table
and Figure . This variation is a result of the distribution of material in the tracker,

and specific kinematic features of the different backgrounds at low transverse energies.

The low statistics available do not allow quantitative comparisons of variables between
data and simulation after tight selection cuts, for which the expectation is that a sig-
nificant fraction of the electron candidates in Table will be prompt electrons from b
and ¢ decay (see Table . Approximately 15% of the Monte Carlo electron candidates
passing the tight cuts are expected to be prompt electrons, which means that three out
of the twenty electron candidates passing tight cuts in the data would be expected to
originate from heavy flavour decay. In the following, distributions will be compared
between data and simulation for all selected candidates at /s = 900 GeV.
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Electron All Barrel Endcap
candidates 879 958 321

7 Data (%) 7 Monte Carlo (%) 7 Data (%) 7 Monte Carlo (%) 7 Data (%) 7 Monte Carlo (%)
Loose 46.5+1.7 | 50.94+0.2 (40.0+0.3) | 47.3+2.1 | 51.8+0.3 (33.1+0.4) | 45.24+2.8 | 49.5+0.4 (51.2+0.5)
Medium 10.6+1.0 | 13.1+0.2 (26.44+0.6) | 11.1+1.3 | 12.9+0.2 (19.5+0.7) | 9.6+1.6 | 13.3+0.3 (36.9+1.0)
Tight 23+0.5 2.4+0.1 (37.9+1.5) 1.6+0.5 1.84+0.1 (49.2+2.2) 3.4+1.0 3.3+0.1 (28.7+1.8)

Table 4.3: Break down of the \/s = 900 GeV candidates at the three levels of identification: the entire n-range, |n| < 2.47 is considered
(left), as well as the n-ranges of the barrel (middle) and end-cap (right) electromagnetic calorimeters. The first row gives the total numbers
of electron candidates reconstructed in data in these three different n-ranges. For each n-range, the percentages of identified loose, medium
and tight candidates in data are compared to the precentages predicted by Monte Carlo. The numbers in brackets give the percentage of
identified Monte Carlo electron candidates which are electrons from photon conversions or prompt electrons (the remainder are charged
hadrons). The percentage errors are purely statistical binomial errors.
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Figure 4.2: Cluster Er (a) and |n| (b) for all selected \/s = 900 GeV electron candidates.
The Monte Carlo is broken down into electrons from conversions (blue), and hadrons (white).
The electrons from conversions component includes small components of background electrons
from other sources and prompt electrons (3% and 1% respectively). The error bars on the data
points are purely statistical VN errors.

4.5.2 /s =7 TeV Candidates

Table presents a break down of the /s = 7 TeV electron candidates in Monte
Carlo. The fractions of each type of Monte Carlo electron passing pre-selection then
loose, medium and tight identification selection are given. This table illustrates in detail
the expected composition of the /s = 7 TeV electron sample. The prompt electron
component rises from ~ 4% of all the electrons in Monte Carlo at loose level, to almost
50% at tight. The conversion component holds steady over the three identification
levels. There is no guarantee that the composition of the data sample will be identical.
In Ref. attempts are made to determine the composition of an inclusive electron
sample at /s = 7 TeV through the exploitation of agreement (and also disagreement)
between data and Monte Carlo in the variables which can be used to separate prompt
electrons from conversions and charged hadrons. This is outside of the scope of what is

considered here.

The n and Er of the data candidates are given in Figure and compared to Monte
Carlo. In this figure, and all subsequent /s = 7 TeV figures, the Monte Carlo is
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divided into the three dominant components: (i) hadrons, (ii) electrons from conversions

and (11) prompt electrons, and normalised to data. The agreement between data and
Monte Carlo in both of these figures is good. Figure illustrates the region of
pseudorapidity which has been excluded (1.37< |n| <1.52).
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Figure 4.3: Cluster Er (a) and |n| (b) for all selected \/s =7 TeV electron candidates. The
candidates with |n| > 2.0 are not considered in this chapter. The Monte Carlo is broken down
into electrons from conversions (blue), hadrons (white) and prompt electrons (yellow). The
error bars on the data points are purely statistical VN errors.



71

Electron Reconstruction and Identification

"SA0LLD DIUOULY IDIVSYDIS fijound 94D S404LD Y, “UO0LDIYLIUID?

Jo 12007 yova 10 U206 24D SU0.4109]0 JAULOLD PUD SUOLPDY ‘SUOISLIAU0D UOIOYd ULOL[ SUOUIID]D 2UD YITYM SIIDPIPUDI UOLIII]D 0]UD;) U0

2591y Jo abpjuoouad oy,

1902] UOWDIYUIPL YIDD ID 0JAD,) QUOJ] UL SIIDPIPUDI U0LJIFJD AR, ) = S/V 2y) Jo umop yvaug ' 9[qe],

CIFISF 0TFVTT T'TF 963 WELL
€0FLOT 7’0 F 8T G0F G99 wnIpoyy
TOFIT C0F VST E0FGLY 08007
TOF9T TOFEIT TOFTT8 | Poyops-o1d

(9) suo1poare ydurorg 7 (9,) suoIsIeATO)) 7 (%) suorpey




72 Electron Reconstruction and Identification

The first /s = 900 GeV and /s = 7 TeV data electron candidates have been presented
and initial comparisons have been made with Monte Carlo expectations. The agreement
in Er and 7 between data and Monte Carlo is sound. In Section the reconstruction
efficiencies and rejections expected at each of the three identification levels have been
given (based on Monte Carlo truth studies of an unfiltered Monte Carlo sample of events,
containing mainly di-jet events). The degree to which these efficiencies and rejections
will be reproduced in data depends upon the extent to which the track, track-cluster
and shower shape variables exploited at each identification level agree between data and
Monte Carlo. The necessary efficiencies and rejections are optimised on Monte Carlo,
using the expected behaviour of these variables for each of the key types of electron
candidate. In the next section comparisons are made of these variables between data
and Monte Carlo. The section will also highlight the ways in which these variables differ
for the various types of electron candidate, and so provide an illustration of why the
cuts listed in Table 4.1] are used to reject fake electrons and background electrons, whilst

efficiently retaining prompt electrons.

4.6 Identification Variable Comparisons

4.6.1 Tracking and Track-Cluster Matching Variables

Electron reconstruction and identification, both at medium and tight identification lev-
els, relies heavily on tracking. Figure [4.4] illustrates two of the track-cluster match
variables used in electron identification for all electron candidates reconstructed in data
and simulation at /s = 900 GeV. Figure shows the difference in azimuth, A¢s,
between the track extrapolated to the middle layer of the electromagnetic calorimeter
and the barycentre of the cell energies in this layer. A cut on the difference in 7 is used
in medium identification, whilst a cut on A¢, is used at the level of tight identification.
The difference in azimuth is sign-corrected to account for the opposite curvatures of
electrons and positrons in the detector magnetic field, and the cuts applied to it are
asymmetric. The cut is positioned so as to keep most of the candidates which have
large negative A¢,. The asymmetric tail of the distribution is more pronounced for the
electron component than the hadron component as one would expect. The asymmetry
arises from energy losses during bremsstrahlung in the tracker material. In contrast, the
difference in 7, Any, between the track extrapolated to the strip layer of the electromag-
netic calorimeter and the barycentre of the cell energies in this layer (Figure ,
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Figure 4.4: Distributions of track-cluster matching variables in ¢ (a) and n (b) for all electron
candidates at /s = 900 GeV compared between data and simulation. The difference in ¢, Agy
(a), is as measured in the middle layer of the calorimeter whilst the difference in n, Any (b),
is as measured in the strip layer of the calorimeter. Monte Carlo is broken down into hadrons
and electrons from conversions. The error bars on the data points are purely statistical VN
errors. Typical cuts on these two variables are: |Aga| < 0.02 and |An| < 0.01, the precise
values varying as a function of pr and 7.

is not asymmetric. Bremsstrahlung has no influence on the track-cluster match in the

n-direction.

Figure 4.5| compares between data and simulation for all electron candidates in the
Vs = 900 GeV data the number of hits in the pixel detectors and the SCT, and the
number of high threshold hits in the TRT. The agreement between data and simulation is
good for all three distributions, despite the complications expected at these low energies

from interactions with material in the detector and track reconstruction inefficiency.

Figures [4.5(a)| and {4.5(b)| show the numbers of hits on the reconstructed tracks in the

pixel and SCT detectors, respectively. As expected, a large fraction of the electrons from
conversions in the simulation have tracks without hits in these detectors. A significant
fraction of the hadrons also have no hits in these detectors. This could suggest that the
track-matching algorithm is picking up tracks from secondaries in the TRT detector.
Requirements are made on the number of pixel and silicon hits (at least one and at
least seven, respectively) at the level of medium identification to reject electrons from
conversions. The silicon hit distribution for the /s = 7 TeV candidates is illustrated in
Figure after the pre-selection requirement of candidates with at least four silicon
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Figure 4.5: Distributions of tracking variables for all electron candidates at /s = 900 GeV
compared between data and simulation. Shown are the number of pizel (a) and SCT (b) hits
on the electron track, the fraction of high threshold TRT hits for candidates with |n| < 2.0
and with a total number of TRT hits larger than ten (c) and the ratio of cluster energy to
track momentum, E/p (d). Monte Carlo is broken down into hadrons and electrons from
conversions. The error bars on the data points are purely statistical VN errors. Typically, the
ratio of E/p is required to lie between 1 and 3 for electrons selected at the tight identification
level and the fraction of high-threshold hits is required to be > 0.1 (the precise values of these
cuts vary with n and pr).

hits. This figure shows there is still reasonable agreement between data and simulation

at higher energies. Conversions populate the lower end of this hit distribution.

Stringent requirements on the number of TRT hits, and the number of high threshold

TRT hits, are not used until tight identification level where higher rejections and, in
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particular, rejection against charged hadrons, are required. Figure displays the
fraction of high threshold TRT hits on the track for /s = 900 GeV electron candidates
with |n| < 2.0 and greater than ten TRT hits. At low energies, electrons will give a non-
optimal yield of transition radiation photons. Despite this, it is clear in Figure
that the agreement between data and simulation is good and that the expected hadron
distribution is very different to the expected distribution from conversion electrons. As
one would expect, conversions give tracks with a higher fraction of high threshold TRT
hits than hadrons.

The power of the TRT is further demonstrated in Figure |4.6(b), which illustrates the
fraction of high threshold TRT hits for loose /s = 7 TeV electron candidates. The
fraction of prompt electrons in this sample of loose candidates will be significant. The
proportion of hadron fakes and conversions in the sample will have been reduced by the
loose identification cuts. There are very few hadrons with more than 10% high threshold
hits. Figure [4.7] illustrates the number of these electron candidates which also satisfy
tight identification selection cuts excluding the cut on the fraction of high threshold
TRT hits (which is usually placed at ~0.1). This figure clearly shows that the hadrons
still remaining at this level will be removed without too great a loss of signal prompt
electrons by the well-placed cut on the fraction of high threshold TRT hits.

Tight electron candidates must satisfy requirements on not just A¢y and the numbers
of TRT hits, but also on the ratio of cluster energy to track momentum, E/p. Fig-
ure illustrates this ratio for all /s = 900 GeV electron candidates and for data
and simulation. The corresponding /s = 7 TeV distribution for loose candidates is dis-
played in Figure . The expectation, for massless electrons, is that this distribution
will peak at unity. Monte Carlo shows that the peak in this distribution from electrons
is actually expected to lie slightly above unity. Bremsstrahlung losses in the tracker
material give rise to the high tail in the F/p for electrons from conversions. Studies
have shown this shift is not entirely due to bremsstrahlung losses [2]. An overestimate
of the cluster energy, from the energy of nearby particles included in the cluster energy,
shifts the peak to higher F/p values. The hadron component also appears to peak near
unity, in fact just below it: hadrons which are reconstructed as electron candidates are
those which have deposited most of their energy in the electromagnetic calorimeter at
these low energies. Both these figures show that data is slightly shifted with respect to

the Monte Carlo. This disagreement between the F/p seen in data and the expectation
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from Monte Carlo is not yet fully understood.

At the level of medium identification, the An; cut is joined by a cut on the transverse
impact parameter, dy. Figure illustrates the impact parameter for all \/s = 7 TeV
loose electron candidates. The agreement between data and simulation at these energies

is good.
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Figure 4.6: Number of silicon hits (a), fraction of high threshold TRT hits (b), impact parame-
ter dg (¢) and E/p (d) at the level of loose identification for electron candidates at /s =7 TeV.
Monte Carlo is broken down into hadrons, electrons from conversions and prompt electrons.
The error bars on the data points are purely statistical VN errors.
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Figure 4.7: Fraction of high threshold TRT hits for candidates passing all tight requirements,
except that on this fraction, at \/s = 7 TeV. At the tight level an (n, pr) bin dependent cut
is applied around 0.1 on the fraction of high threshold TRT hits. Monte Carlo is broken down
into hadrons, electrons from conversions and prompt electrons. The error bars on the data
points are purely statistical VN errors.

4.6.2 Shower Shape Variables

The fractions of energy deposited in successive layers of the electromagnetic calorimeter
are denoted: (a) for the pre-sampler, fy, (b) for the strip layer, fi, (¢) for the middle
layer, fo and (d) for the back layer, f;. Figure illustrates the longitudinal shower
development for tight /s = 7 TeV electron candidates in each layer of the electromag-
netic calorimeter, based on the measured layer energies before cluster corrections are
applied. There is reasonable agreement between data and Monte Carlo. Before any
identification cuts are applied it is known that the fraction in the pre-sampler does not
agree particularly well between Monte Carlo and data for values of fj greater than 0.6 [2].
This is likely to be a difference between simulation and data in the fraction of hadrons in
the events. This disagreement is not seen at the tight identification level illustrated here.
Although these figures illustrate nicely the development of the shower in the different

calorimeter layers these variables are not used in electron identification.
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Figure 4.8: Sampling fractions in the different layers of the electromagnetic calorimeter, fo (a),
fi (b), f2 (c) and f3 (d) at the level of tight identification cuts for \/s = 7 TeV electron
candidates . Monte Carlo is broken down into hadrons, electrons from conversions and prompt
electrons. The error bars on the data points are purely statistical VN errors.
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At the loose identification level, the fraction of energy which leaks from the electro-
magnetic calorimeter into the hadronic calorimeter is important, as is the lateral width
of the shower in the middle layer of the electromagnetic calorimeter. At medium identi-
fication level further requirements are placed on the lateral width of the shower, but this
time in the strip layer. The shapes of the electron showers are not considered further at
the level of tight identification.

The fraction of the cluster energy deposited in the first layer of the hadronic calorime-
ter (or “hadronic leakage”) by /s = 7 TeV candidates is shown in Figure for all
pre-selected candidates. The illustrated agreement is not particularly surprising since
most of the electron candidates deposit energy in the first layers of the electromag-
netic calorimeter (see Figure and the noise dominates what energy leaks into the
hadronic calorimeter. The lateral development of their showers, as detailed by the vari-
ables wy, R, and wge (described in Section and in Table , is illustrated for
candidates in Figures 4.9(b)}(d), wste illustrated for loose candidates. These variables
all display small shifts between the shapes observed in data and those expected from
simulation. The shower width ws is slightly larger in the data: preliminary studies by
the ATLAS collaboration have shown that including the cross-talk between neighbour-
ing middle layer cells (~0.5%) [82] in the simulation would explain part, but not all,
of the observed difference [2]. It is very likely a complex interplay of factors is involved

(the showering scheme in Monte Carlo and cross-talk being amongst the likely causes).

4.7 Conclusions

The data sample collected by ATLAS at /s = 900 GeV at the end of 2009 yielded just
under 900 electron candidates with F7 > 2.5 GeV, before cuts were used to select them.
The variables used to identify electron candidates have been qualitatively compared for
these electron candidates with the expectation from Monte Carlo simulations. Most of
these variables were found to be in remarkable agreement between data and simulation.
The ~ 130,000 /s = 7 TeV candidates confirmed this, along with demonstrating the
loose, medium and tight selection cuts. The ~1 nb~! /s = 7 TeV sample also provided
the first electrons with Er as high as 25 GeV.
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Figure 4.9: Shower shape distributions compared between Monte Carlo and data. Shown are
the hadronic leakage (a), R, (b) and wa (c) at pre-selection and wsor at the level of loose

identification (d) for \/s = 7 TeV electron candidates.

Monte Carlo is broken down into

hadrons, electrons from conversions and prompt electrons. The error bars on the data points
are purely statistical vV N errors. Selected electrons must typically have hadronic leakage less
than ~0.02, R, above 0.8—0.9, wy less than ~0.015 in n and a total lateral width < 3. These

cut values vary as a function of pr and 7.

Differences between data and expectations were found in both the lateral width of the

showers and the ratio of cluster energy to track momentum. The selection efficiencies
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at each identification level, and the rejections achieved against jets faking electrons and
background electrons, are driven by a series of cuts including ones on these variables.
The identification cuts used at each level were re-optimised by the ATLAS electron
and photon performance group in response to the discrepancies observed here, and in
later studies. As the luminosity collected increased these studies were broken down into
studies of the discrepancies and agreements between these variables in the bins of Erp

and 7 used for selection cuts, and the higher- £ bins populated with candidates.

Although these discrepancies result in different selection efficiencies in data than one
would expect from Monte Carlo, the differences are not significant enough to give rise to
major differences in efficiencies and rejections. This remarkable agreement in early data
comparisons confirmed that the ATLAS detector and the software algorithms devised
are capable of efficiently selecting prompt electrons in the Ep ranges considered here
whilst rejecting at each level the hadrons and background electrons. A full data-driven
quantitative determination of the actual efficiencies for reconstructing electrons (as func-
tions of Er and n) followed later with the accumulation of increased statistics and the

observation of the very first Z bosons (see Chapter [3)).



Chapter 5

Observation of the First Z — eTe™
Decays in ATLAS

“Where observation is concerned, chance favours only the prepared mind.”
— Louis Pasteur, 7 December 1854

This chapter describes the first observations of Z — eTe™ decays at ATLAS, one of
two critical first steps in the planned ATLAS W and Z physics program. The study
herein presents an observation of the Z boson at an integrated luminosity of ~ 220 nb~!
at /s = 7 TeV. The work detailed in this chapter formed a small part of one of the first
ATLAS standard model conference notes, Ref. [5]

5.1 History

The W and Z bosons, propagators of the electroweak force, were first observed and
measured in 1983 by the UA1 and UA2 collaborations (experiments at the CERN anti-
proton proton collider) [40-43]. The W and Z bosons observed in ATLAS and CMS were
the first of these bosons to be produced by a proton proton collider. The LEP collider
was built to study the properties of the W and Z in detail. Colliding leptons together
at specified energies, these machines were capable of producing very clean final states
making identification of new particles far easier than at hadron colliders. Despite this,

it was the hadron anti-proton proton collider that first discovered the W and Z bosons,
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the discovery complicated but not hindered too much by an underlying event.

The Z bosons detected by UA1 were reconstructed by searching for the leptonic decays
Z — ete” and Z — ptp~ and reconstructing the invariant mass, my (Equation [5.1]),
of the two leptons detected using their four momenta (p; and p, respectively). This
provides a very clean event by event measure of the mass of the Z, assuming a selection
which minimises the background contamination from hadrons faking leptons and other

physics processes. Attempts to measure the mass of the W were more difficult.

my, = (py + ;) (5.1)

W bosons decay as W+ — e*v and W* — p* v, but unlike the charged leptons,
the neutrinos remain undetected. Before a collision there is no momentum in the x and
y directions. After the collision the momentum in the (x,y) plane must be conserved.
If one adds up the transverse momentum components of all the visible particles in an
event vectorially, the “missing” transverse momentum (p2**) required to make the sum
zero should be equal to the transverse momentum of the undetected neutrino. The
momentum in the z direction before the collision is not known, making it impossible to
determine the missing momentum and hence the momentum of the undetected neutrino.
Realistically, this vectorial sum will not exactly equal the p of the unobserved neutrino.
There will be other sources of pf#*** in the event (for example, dead calorimeter cells or
gaps in the acceptance of the detector). The transverse mass of the W is given by Equa-
tion . In this equation Ef and EF* are the transverse energies of the observed lepton
and “non-observed” energy respectively and p%. and p5*** the corresponding momentum

two-vectors. The quantity E7* is referred to as “missing transverse energy”.

miy = 2(EREP — ph.pp™®) (5.2)

The transverse mass of the W has the property that,
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It is therefore clear that on an event by event basis no W mass measurement is
possible, but that looking at very many events should produce an upper bound on the

W mass.

These two variables were used by ATLAS to reconstruct its first W and Z bosons (a
couple of months apart, shortly after /s = 7 TeV collisions commenced in March 2010).

In the early 1990s, the ete™ colliders LEP and SLC measured the properties of the Z
in great detail [83]. Then followed the first observations of the production of W bosons
in pairs. The Tevatron has been accumulating W and Z bosons for many years. The
consequence of the hard work of all these collaborations is very detailed information on
the masses, widths and couplings of the W and Z, understanding of their production in
proton-antiproton collisions and constraints on the proton parton density functions [84].
Existing knowledge will be vital for measurements of detector performance. The well
measured Z width couplings should allow observed Zs in ATLAS to be used to determine
reconstruction efficiencies and energy resolutions. The LHC is expected to produce W
and Z bosons in abundance, benefitting from existing precision measurements, but also

being able to make its own.

5.2 Candidate Z — ete™ Decays in the First 220 nb™!
of v/s = 7 TeV Data

This chapter details the observation of 46 Z — ete™ candidates from a /s = 7 TeV
data sample collected between March and July 2010 with an integrated luminosity of

~220 nb~!. The systematic uncertainty on this luminosity estimate is 11% [57].

In this chapter the observed Z bosons are compared to expectations based on Monte
Carlo simulations. These Monte Carlo samples are detailed in Table [5.1], all were gener-
ated at \/s = 7 TeV using the PYTHIA[74] Monte Carlo generator, the MRSTLO [80] parton
distribution functions, simulated with GEANT4 [75] and passed through a full simulation
of the ATLAS detector by the central production teams. The quoted cross-sections x
branching ratios for W — (v and Z/v* — (¢ are those calculated at next-to-next-to-
leading order (NNLO) in QCD corrections by the ATLAS collaboration using the FEWZ
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Monte Carlo Sample Cross-section Luminosity (nb™1)
(relevant filter) X branching ratio (nb)
Z — ete” (my > 60 GeV) 0.989 4.8 x 106
Z = ptum (my > 60 GeV) 0.989 5.1 x 108
Z = 177 (my > 60 GeV) 0.989 2.0 x 108
W — ev 10.45 6.7 x 10°
W — uv 10.45 6.7 x 10°
W = 1v—=lvv ({ = p,e) 3.68 3.1 x10°
tt (semi-leptonic) 0.16 2.5 x 108
dijets (pr > 15 GeV) 1.15 x 106 100

Table 5.1: Signal and background Monte Carlo samples used in this chapter. Details are given
of any relevant filters applied to the Monte Carlo, of the cross-section X branching ratio of each
and of the integrated luminosity of each sample. Each sample was weighted to the luminosity of
the data according to the cross-sections and luminosities listed in this table. The dijet samples
were generated with a transverse momentum of the hard-scatter, pr, greater than 15 GeV.
Cross-sections for W and Z processes are quoted at next-to-next-to-leading order, whilst tt is
only quoted at next-to-leading order (plus next-to-next-to-leading-log) and dijet processes with
cross-sections to only leading order.

program [85] with the MSTW2008 parton distribution function set [84], and my, of the
Z/y* — 00 decay is picked to be greater than 60 GeV. The uncertainty on these NNLO
cross-sections is expected to be 3% (including factorisation and renormalisation scale,
and parton distribution function uncertainties) [86-88|. All figures in this chapter are

normalised to these cross-sections and luminosity.

The /s = 7 TeV event sample in this chapter consists only of data collected during
times at which the LHC declared beams stable and the detector ready for collisions.
Events were selected for which the tracker, electromagnetic calorimeter and hadronic
calorimeters recorded data with high quality and the solenoidal field was at nominal
magnetic field. This requirement ensures that the response and main criteria needed
for the identification of electron candidates (see Chapter [4)), and the energy and mo-
mentum computations do not deviate significantly from expectation. The events used
were triggered with the Level 1 Calorimeter Trigger at a transverse energy threshold
of 10 GeV (see Appendix [A]). Candidate events must also have at least one primary

vertex with at least three tracks, and this primary vertex must be consistent with the
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position of the beam spot. Electrons are selected offline with a cluster transverse en-
ergy, B¢ > 20 GeV and must pass medium selection criteria (see Chapter [4). These
electrons must also satisfy |n¢| < 2.47, and not fall within the transition region between
the barrel and end-cap calorimeters (1.37 < || < 1.52). The n* referred to here is
the cluster n, a weighted pseudorapidity taking into account the recorded n in both the
strip and middle layers of the electromagnetic calorimeters. At the time of observation,
the reconstruction efficiency was expected (from Monte Carlo) to be 90% for true elec-
trons, and the rejection against background jets passing this ES threshold estimated to
be ~ 6800 (see Table . Additional requirements are made on the expected quality
of energy reconstruction in the liquid argon calorimeter in the vicinity of the electron
candidates. Problematic regions of the calorimeter include: (i) regions affected by major
high-voltage problems, (ii) regions affected by electronic front-end boards which do not
provide an output signal and (iii) noisy isolated cells and cells producing no signal at all.
Any candidates within a 3 x 3 (cells in An x A¢ space) region surrounding a bad cell in
the middle layer are rejected, as are any candidates which fall within a 3 x 7 region in
the barrel or 5 x 5 region in the end-cap around a dead front-end board in either the pre-
sampler, strip layer or middle layer. Any events containing an electron rejected because
of its cluster being near to such a region are rejected (to remove ambiguity from the

analysis). A loss of acceptance of approximately 13% results from this requirement [4].

The candidate Z bosons are formed from the selected events by looking for electron-
positron pairs in the events (events with more than two selected electrons are dismissed,
but it is noted that no such tri-lepton or multi-lepton events were found in the sam-
ple). This selection gives a total of 51 eTe™ pairs (where both electrons in the pair
are medium and pass the B¢ > 20 GeV requirement). Of these 46 lie in the invariant
mass range 66 < meg+.- < 116 GeV. The invariant mass of the pair, m+.-, is calculated
from the two lepton four-momentum vectors. The four-momentum of each lepton is
constructed from the well measured cluster energy, n;,. and ¢,, of the track, and a cluster
E$ formed from the cluster energy (E) and 7, (in contrast to the E$ used to select
the electron candidates). The triggered sample contained a total of ~4 x 105 events.
Of the backgrounds detailed, the main backgrounds to the observation of Z — eTe™ are
Z — 17, W — ev and tt (though after selection, these are expected to make up just

one-hundredth of the events observed).
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The dijet background can be estimated using dijet Monte Carlo pairs for which both
candidates satisfy the loose electron identification requirements (see Chapter [4)), in the
appropriate mass range, and data-derived loose to medium rejections for electrons (with
In] < 2.5). The method to be applied is thus partially data-driven. The ratio of
medium to loose electrons with pr > 20 GeV, reconstructed using the standard elec-
tron algorithm and within the n acceptance of the detector is measured in data to be
0.15+0.01(stat.). The central loose to medium rejection, quoted here as its recipro-
cal, is consistent at the one-sigma level with the rejection measured from electrons in
the dijet Monte Carlo, 0.14 +0.01(stat.). In the region, 66 < m.+.- < 116 GeV, Monte
Carlo predicts 14.2 4+ 3.4(stat.) QCD background events in the opposite-charge invariant
mass distribution for loose lepton pairs. By applying the data-derived rejection factors
to each electron in these pairs, a background estimate of 0.31+0.07(stat.) £ 0.05(sys.)
events in the opposite-charge distribution in the Z mass window is obtained. In the
66 < Mete- < 116 GeV mass window the remaining sources of background (W — ev:
0.06 events and t¢: 0.08 events in Monte Carlo) are expected to be a flat function of invari-
ant mass. The background from Z — 77 (0.04 events in Monte Carlo) drops off sharply
as a function of invariant mass. These estimates give a total predicted background of
0.49+0.07(stat.) £ 0.05(sys.) events.

In Figure the EZ of the electrons in the 46 data pairs are illustrated (electron
and positrons combined in the same plot), with the pairs reconstructed in Monte Carlo.
The agreement between data and Monte Carlo is reasonable. The two high E£ electrons
in the tail of the distribution are consistent with the integral of the expected number
of events in the tail. The Monte Carlo is broken down into the dominant components:
(i) Z — ee, (ii) Z — 171, (i4i)) W — ev and (iv) tt. Given the small background expected
from jet fakes in the medium channel, it is difficult to produce sufficient Monte Carlo to
give a direct estimate of the QCD background. QCD Monte Carlo is therefore omitted
from all the figures in this chapter. The remaining unillustrated backgrounds are all
below the 1073 level and the display of all backgrounds is suppressed in Figures
and . The transverse momentum, pZ, of the 46 reconstructed and selected Z candi-
dates is illustrated in Figure The apparent high tail in the data pZ distribution
is not statistically significant (the Monte Carlo predicts 2.8 events with pZ > 60 GeV).
The invariant masses of the selected Z candidates are illustrated in Figure [5.2} These
candidates give an invariant mass peak consistent with a Z invariant mass peak. There
is only one same-sign di-electron pair in the wide invariant mass selection window used

to make the opposite-sign di-electron pair observation. The Monte Carlo invariant mass
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distribution in Figure has not been normalised to data. As demonstrated in Chap-
ter 4, a few of the variables used in the identification and reconstruction of electron
candidates exhibit some discrepancies between data and Monte Carlo. The cuts used
to identify the candidates here use the cuts on the variables optimised on Monte Carlo.
The efficiency in data is therefore slightly lower than that anticipated in Monte Carlo.
This expected discrepancy in reconstruction efficiencies between data and Monte Carlo
is apparent in this figure, where no attempt to correct for this effect has been made.
With a significant increase in the number of Z bosons observed, it will be possible to

use them to make quantitative estimates of the electron reconstruction efﬁciencyﬂ.

! This observation was made mid-2010. At the time of writing, mid-2011, “tag-and-probe” studies of
some thousands of Z candidates have provided pr and 7 dependent electron reconstruction efficiencies.
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Figure 5.1: Cluster Ex of electrons from reconstructed and selected Z — eTe™ decays (a), and
Z pr (b). The Ep distribution begins to tail off in data at ~60 GeV (much higher than in
the low luminosity /s = 7 TeV sample of electron candidates in Chapter . Selected refers to
the my+.— of these candidates lying in the range 66 < my+,~ < 116 GeV. The one same-sign
pair with mee in this range is not included in this figure. The apparent high tail in the data
p% distribution (b) is not statistically significant (the integral in the tail above 60 GeV in the
Monte Carlo is 2.8 events). The error bars on data in both distributions are statistical and
correspond to 68% confidence intervals.
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Figure 5.2: The invariant mass distribution of the forty-siz selected Z — eTe™ events. In
this figure the Monte Carlo is not normalised to data. The expected discrepancy in normal-
isation between observation and simulation arises from differences in efficiency between data
and Monte Carlo. The differing efficiencies must account for the bulk of the normalisation
difference, the uncertainty on the luminosity (11%) is not sufficient to explain it. The error
bars on the data are statistical and correspond to 68% confidence intervals.



92 Observation of the First Z — eTe~ Decays in ATLAS

5.3 Beyond 220 nb!

It is the hope that the continued observation and measurement of the W and Z bosons
by ATLAS will provide new insights, tests of perturbative QCD calculations and preci-
sion measurement of W boson mass. It is expected that the well known Z will provide
significant constraints on the performance of the CMS and ATLAS collider experiments
at the LHC, exploiting detailed knowledge of its mass, width and leptonic decays. This
includes constraints on detector energy, momentum scale, resolution, lepton identifica-

tion, efficiency and triggers.



Chapter 6

Search for Supersymmetry in Events

with Identical-Flavour Leptons

“Curiouser and curiouser!’ cried Alice.”

— Lewis Carroll, Alice’s Adventures in Wonderland (1865), ch. 2

This chapter details a search for supersymmetry in events with exactly two leptons
and high missing transverse energyE] in the full ATLAS 2010 /s = 7 TeV dataset. In
particular, in this chapter, an excess of lepton-pairs with identical-flavour (e or i) leptons
over pairs with different-flavour leptons (beyond the standard model prediction) in these
events is sought. This so-called “flavour subtraction” |[89] analysis looks for decay chains
in supersymmetric events which can only produce lepton-pairs with identical-flavour
leptons. For instance, events containing the decay chains Y9 — (0% - XUFLE or
X9 — XU£LF are amongst those targeted by this search, whilst events in which the two

leptons are produced by independent sparticle cascades are of lesser interest.

As already noted in the preface, this work, though the work of the author, was pro-
duced as part of a collaboration-wide analysis of two-lepton events in the 34.3 pb~!
Vs =T TeV 2010 datasetﬂ Thus, this analysis makes use of partially data-driven back-

ground estimations obtained by other members of the collaboration for an inclusive anal-

Missing transverse energy (E7'*) was introduced in Section

2During the entire /s = 7 TeV 2010 data run, ATLAS recorded an integrated luminosity of 45 pb~1.
The total integrated luminosity of the data sample which passes requirements on the quality of the data,
and the conditions of the beam and experiment is 34.3 pb~1.
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ysis of two-lepton events in this dataset [6,/7]. These partially data-driven background
estimates and their uncertainties are used in tandem with additional Monte-Carlo-only
background estimates, when setting limits. The setting of these limits, and use of these
estimates in the context of a flavour subtraction, is solely the work of the author. It will
be made clear in the text of this chapter which these estimates are, and when they are

used.

The flavour subtraction analysis described in this chapter is one of the very first
ATLAS searches for supersymmetry using events with lepton-pairs in data, Ref. [8].
There are two such first searches by the ATLAS experiment, the work in this chapter
also contributing to the other, Ref. [6].

6.1 Motivation

If supersymmetric cascade decays are produced by collisions at the LHC then one poten-
tial way of searching for them is by looking for the presence of high missing transverse
energy final states (arising from the production of un-detected neutralinos). High squark
and gluino production cross-sections would give rise to energetic jets in the final states.
Sparticle cascades are characterised not just by this high missing transverse energy and
these energetic jets, but also by the presence of leptons. In supersymmetry, these leptons
can be produced by slepton, gaugino or electroweak gauge boson decays. Supersymmet-
ric particle cascade decays can give rise to events with identical-flavour lepton-pairs, with
no corresponding different-flavour lepton-pair events. In this chapter a search is made for
an excess, beyond that predicted by the standard model, of events with identical-flavour
lepton-pairs and significant missing transverse energy. In this flavour subtraction analy-
sis, backgrounds which possess equal branching ratios for the production of lepton-pairs
of identical and different-flavour are “removed” by subtracting the number of observed

different-flavour lepton-pairs, from the number of observed identical-flavour lepton-pairs.

The dominant standard model backgrounds to a two-lepton search in events with high
missing transverse energy are generally ones for which the branching ratios for decays
to identical-flavour lepton-pairs equal the branching ratios for decays to different-flavour
lepton-pairs. Most notably this includes ¢t production. This dominates two-lepton

searches and its estimation using data-driven approaches is generally made difficult by
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the need to kinematically reconstruct the ¢ events to obtain a relatively clean control
region. Flavour “asymmetric” backgrounds, which produce identical-flavour lepton-pairs
and rarely different-flavour lepton-pairs, include Z/v*+jets events and W Z pair produc-
tion events. The latter has a low cross-section, whilst the former is heavily suppressed by
the requirement of high missing transverse energy. Therefore, the dominant background
is one which naturally cancels in a flavour subtraction analysis. As well as benefitting
from reduced backgrounds through this cancellation, the systematics associated with a

search for an identical-flavour excess are small.

Identical-flavour lepton-pair events are expected to be of great utility for measuring
the masses of supersymmetric particles. If an excess, beyond the excess predicted by the
standard model, of identical-flavour lepton-pair events was discovered, mass measure-
ments could be made through the end-points of various lepton-pair (with and without jet)
invariant mass distributions formed from the leptons and jets in these events [56},/89-91].
The interest and usefulness of these channels and the flavour subtraction technique is,

therefore, very likely to scale with luminosity.

This chapter will begin with a simple observation of the number of two-lepton events in
data, which will be divided into six distinct categories based on the charge and flavour of
the leptons in the pair. These observations will be compared with expectations based on
Monte Carlo simulations. Various kinematic properties of the events will be illustrated
for data and simulation. The methods used to quantify the identical-flavour excess in
data, and set a limit on the identical-flavour excess from supersymmetry, will then be
introduced. The Monte Carlo expectations, and data-driven estimations obtained from
Ref. [7] will be used to predict the expected distribution of the identical-flavour excess
in data. In this procedure the expected numbers of events in each channel will be
needed not just to predict the mean expected excess, but also to predict the width of
the expected distribution of identical-flavour excesses for a large number of hypothetical

pseudo-experiments.

6.2 Signals

In this chapter model-independent limits are set on the mean excess of identical-flavour

events from supersymmetric processes. The data are then used to exclude regions of



96 Search for Supersymmetry in Events with Identical-Flavour Leptons

the parameter spaces of two specific supersymmetric model frameworks. Results are
interpreted for model points from: (i) the mSUGRA /constrained MSSM framework
(see Section [2.3.5)), for comparison with previous experimental searches and (ii) a “5D-
phenomenological grid”, cast in a more general 24-parameter generic MSSM. In models
for which R-parity is conserved, both high missing transverse energy and the presence of
many high-pr jets in the final state are generic model characteristics. The rate of lepton
production is strongly model dependent. The signal points considered throughout this
chapter were produced by the ATLAS collaboration, and the 5D-phenomenological grid
devised by the collaboration, to give an appropriate grid in which to interpret multi-

lepton searches for supersymmetry.

Within the mSUGRA /CMSSM framework, results are interpreted in the mg — my o
planeﬂ for a slice through this parameter space where tan§ = 3, Ag =0 and p > 0.
At hadron colliders, the phenomenology is mostly dependent on mg and m; /e, and
so most searches for supersymmetry report their results in an mg — m;/, plane for
fixed values of tan 3 and A. At the time of this search, the best mSUGRA sensitiv-
ity was that given by the Tevatron DO tri-lepton search [92], one carried out in the
same two-dimensional “slice” through the mSUGRA parameter space. The mSUGRA
slice in mgy — my /2 is spanned by 200 grid pointﬁ in the range 40 < my < 1160 GeV
and 100 < my < 340 GeV. A cluster of an additional 80 points in the region
of this slice where myy &~ my, which was not-excluded by the D@ tri-lepton search
(70 < mg < 140 GeV and 160 < my, < 240 GeV), is also included.

In the MSSM 24-parameter model, the following parameters are fixed: m 4 = 1000 GeV,
i = 1.5m (where m is the minimum of the gluino and squark masses), tan = 4,
Ay = p/tan B, Ay = ptan f and Ay = ptan S (where A;, A, and A, are the soft-breaking
tri-linear couplings). These parameter choices reduce complications in the decay chain
from heavy-flavour decays and give no left-right mixing. The chosen value of m4 serves
to remove heavy higgs particles from the squark and gluino decay chains. The 3" gener-

2nd

ation sfermions are given masses of 2 TeV, whilst the 1% and generation squarks and

sleptons are assumed to share common mass parameters. Consequently, the three gaug-

3As introduced in Section mo and m;/, are the masses of the supersymmetric scalars and
fermions at the scale of supersymmetry breaking, and tan 8 the ratio of vacuum expectations values of
the two Higgs doublets in the model. The parameter A is the common tri-linear term and the sign of
w1 the higgsino mass term.

4A top mass of 172.5 GeV was picked by the ATLAS collaboration for all calculations when producing
these signal points.
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ino masses, the common squark mass and the common slepton mass remain as the free
parameters in this 5D-phenomenological grid. The choice of mass hierarchy and p ensure
that x? is pure bino and X} is pure gaugino. The branching ratios for ¢z, decay to 9 and
X1 decay are 30% and 60% respectively. The ¢r decays always into Y. Two grids with
points satisfying these criteria are used: (a) PhenoGrid2 and (b) PhenoGrid3. In both
cases for each pairing of squark and gluino mass, a favourable point and a less favourable
point are conceived (a favourable point being one which is more likely to be observable).
In PhenoGrid2, the less favourable case, a “compressed spectrum”, arises from choos-
ing mgy = m — 50 GeV, mgp = m — 150 GeV and m;, = m — 100 GeV. The more
favourable “light LSP spectrum” is formed from points satisfying mg =m — 100 GeV,
mgo =100 GeV and m;, = m/2 GeV. In PhenoGrid3, m;, and mg, are set to 2000 GeV,
to boost the fraction of two-lepton events. Once again, for each squark and gluino mass
in this grid, two points are produced for the compressed spectrum and the light LSP
spectrum (satisfying the same hierarchies as set out for PhenoGrid2). The pr of the
leptons produced by decays in these grids is influenced by the mass difference between
the X3/¥: and { particles, and also the difference between the X} and ¢ masses. In both
the compressed spectrum and light LSP grids the minimum mass difference is 50 GeV,
but the maximum differences are 50 GeV and 200 GeV respectively. In the compressed
spectrum the final state kinematics are soft, whereas in the light LSP scenario the spec-
trum of leptons (jets and E7**) is harder. PhenoGrids 2 and 3 contain 72 points each,
divided equally into points from the compressed spectrum and points from the light
LSP spectrum. These grid points span the mass ranges 300 < m; < 800 GeV and
300 < mg < 800 GeV. Note that in PhenoGrid3 the number of kinematically allowed

decay chains is limited.

Additionally, this chapter will refer by name to points “MSSMxx” and SU4 as illustra-
tive individual model points. SU4 is an mSUGRA /CMSSM benchmark point chosen for
its proximity to the Tevatron bound and its inclusion in the region for which 2010 data
analyses are expected to be sensitive. The SU4 point has the mSUGRA parameters:
mo = 200 GeV, my/, = 600 GeV, A = —400 GeV, tan 3 = 10 and p > 0. The MSSMxx
benchmark points are taken from the MSSM 24-parameter model. Each benchmark
point has the same squark and gluino masses (400 GeV and 420 GeV respectively). The

masses of the remaining free parameters are specified in Table
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MSSM22 | 420 | 400 | 200 | 150 | 100
MSSM27 | 420 | 400 | 350 | 200 | 100

MSSM29 | 420 | 400 | 350 | 300 | 250

Table 6.1: Benchmark points in the MSSM 2/-parameter model. Each benchmark point is
chosen to have a gluino mass of 420 GeV and a squark mass of 400 GeV. All masses are in
units of GeV.

6.3 Event Samples

6.3.1 Data

The data used in this analysis were collected between 24th June 2010, and the end
of /s = 7 TeV running in late October 2010. These data correspond to the ATLAS
data-taking periods “E” through to “I’F| Not all of the events in these five data-taking
periods are analysed. Only those for which the LHC declared stable beams and the
ATLAS detector was at nominal high voltage are considered. Additionally, the solenoid
and toroid fields were required to be both on and nominal (for good muon and electron
momentum measurements). The sub-detectors were also required to be recording data
with good quality so that the electron, muon and jet identification and reconstruction
algorithms can be relied upon to be giving results which do not deviate significantly from
expectation. The total integrated luminosity of the data analysed is [ £dt = 34.3 pb™'.
Table lists the luminosity of each data-taking period. In this search events are taken

from both the Egamma and Muon streams.

6.3.2 Monte Carlo

All Monte Carlo samples used in this analysis were produced by the ATLAS central pro-
duction teams. QCD dijet, heavy flavour and Drell-Yan di-lepton events were generated
using PYTHIA|74], with the MRST2007L0* modified leading-order (LO) parton distribution

°The /s = 7 TeV data analysed in Chapters [4| and |5| are from data-taking period “A”. In total the
periods “A” through to “D” correspond to only 300 nb~! of integrated luminosity and so comprise a
luminosity less than 1% of that considered. These data are not analysed in this study (they correspond
to data taken during a time when the trigger menu was rather different, and there was little pile-up)
but would result in no further signal events.



Search for Supersymmetry in Events with Identical-Flavour Leptons 99

Period | Run Numbers | [ £dt (pb™!)
E 160387161946 0.9
F 162347-162882 1.7
G 165591-166383 5.7
H 166466-166964 7.1
I 167575-167844 19.0
Total 34.3

Table 6.2: The data-taking periods analysed in this chapter, with the integrated luminosity,
[ Ldt, recorded in each after requirements on the quality of the data, and the ezperiment and
collider conditions, have been imposed. In total, 34.3 pb~1 of integrated luminosity is analysed,
the majority of which is from the data-taking period I.

functions. Top quark pair-production and single top-quark production was simulated
with MC@NLO |93H95], using the CTEQ66 next-to-leading (NLO) parton distribution func-
tions [96]. Samples of W — fv+jets and Z — (l+jets events were both produced in
slices of the number of partons in the hard scattering process. These were generated at
Vs =7 TeV using the ALPGEN [97] generator with the CTEQ6L1 [98] parton distribution
functions. Diboson events (WW, WZ and ZZ) were generated using HERWIG [73]. Frag-
mentation and hadronization for the ALPGEN and MC@NLO samples was performed with
HERWIG [73], using Jimmy [99] for the underlying event model. Monte Carlo signal events
were generated with HERWIG++ [100]. A generator level filter on the invariant mass of
the truth lepton-pair produced in the Drell-Yan events was used to remove any overlap
between the PYTHIA Drell-Yan events and the ALPGEN Z — (/+jets events. The super-
symmetric particle spectra are calculated with ISAJET [101]. All Monte Carlo samples
were produced using the ATLAS mc09 parameter tune [79] and passed through a full
GEANT4 [75] simulation of the ATLAS detector. The signal samples are normalised using
NLO cross-sections determined by members of the collaboration using PROSPINO [102],
by hard-process. The top pair-production cross-section calculated at NNLO precision,
160 pb [103], is used, whilst the cross-sections for single-top (s—channel t—channel and
Wt—channel) at NNLO precision: 0.47 pb, 7.0 pb, and 13.0 pb respectively, are used.
The Z/v*+jets and W+jets cross-sections at NNLO are 1.07 nb [85] and 31.4 nb |[104}/105]
respectively, and those used in this analysis. At NLO, the diboson cross-sections are:
44.9 pb (WW), 18.0 pb (W Z) and 6.0 pb (ZZ) |106], again these are used in this study.
The QCD and Drell-Yan samples are normalised to cross-sections at LO, as returned by
PYTHIA.
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In /s = 7 TeV data, in addition to the hard-scattering interaction, there are typically
between one and three soft-scattering interactions. The majority of the Monte Carlo
samples used in this study were generated with on average two primary interactions
per event. The resulting distribution of additional good vertices for these events is
Poisson distributed with a mean of one. The number of good primary vertices (defined
as vertices associated with at least five tracks) for /s = 7 TeV data is illustrated
in Figure (black marker points), where it is compared with the distribution in
Monte Carlo (red marker points). As expected the two distributions are very differentﬂ.
The discrepancy between data and Monte Carlo is corrected for by re-weighting the
primary vertex multiplicity distribution in Monte Carlo, to match that in data. In
Figurethe necessary weights, as a function of the number of good primary vertices,
are illustrated. After applying these weights, the resulting Monte Carlo good vertex
distribution will, by construction, identically match the dataﬂ For Monte Carlo samples
generated with only one primary interaction vertex (the diboson and low-mass Drell-Yan

samples), no pile-up weights are applied.

6.4 Object Definitions

Electrons reconstructed by the standard ATLAS electron reconstruction algorithms are
selected if they satisfy medium electron identification requirements (see Chapter , have
pr > 20 GeV and |n| < 2.47. Events are vetoed if any selected electron is found in
the transition region of the electromagnetic calorimeter (1.37 < |n?| < 1.52). If any
electron falls near a region of the detector with noisy or dead cells, high voltage or
problematic front-end boards (as detailed in Chapter , then it is rejected. When, in
the analysis, electrons are further required to be tight, this refers to the requirement
that the electrons pass the tight electron identification requirements. When electrons
are also required to be isolated, this refers to the requirement that the total transverse
energy in a AR cone of 0.20 around the electron is less than 0.15 of the electron’s pr

(calorimeter isolation). In the object definitions, electrons are required to be neither

6The Monte Carlo distributions illustrated, and thus the Monte Carlo events used to derive suitable
weights to correct for the differences between data and Monte Carlo, are the events in both data and
Monte Carlo which pass all but the my, event selection criteria (see Section .

7 After pile-up re-weighting a further weight correction is applied to each sample to restore the cross-
sections to their original values. This additional re-weighting is necessary because the primary vertex
distributions are not eractly identical for each sample (due to finite and limited statistics), and so the
weights based on all the Monte Carlo may not precisely conserve each sample’s cross-section. These
additional weights do not deviate significantly from 1.
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Figure 6.1: Re-weighting Monte Carlo to account for pile-up. The number of Monte Carlo
(red) events and data (black) events as a function of the number of good primary vertices
(defined as vertices associated with at least five tracks), before pile-up re-weighting (a). In this
figure data is normalised to Monte Carlo. The weights applied to Monte Carlo to match the
Monte Carlo distribution to the data (b).
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tight nor isolated. These two requirements are imposed after initial object selection and

overlap removal but during later analysis.

Muons must be identified either in both the ID and MS systems (combined muons),
or as a match between an extrapolated ID track and one or more segments in the MS.
They must have pr > 20 GeV and || < 2.4. The ID tracks must have a least one pixel
hit, more than five SCT hits, and a number of TRT hits which varies as a function of 7.
Any selected combined muon must have a good match between ID and MS tracks, with
the pr measured by each system compatible with the resolution. The selected muons
must be isolated with the total py in a cone of size 0.2 less than 1.8 GeV. In order to
veto against cosmic muons, the distance between the z coordinate of the primary vertex
and that of the extrapolated muon track at the point of closest approach to the primary

vertex, |z, — zpy|, must be less than 10 mm.

Jets are reconstructed using the anti-kr jet clustering algorithm [107] with a radius
parameter, R = 0.4. Clusters of calorimeter cells, seeded by cells with energy signifi-
cantly above the measured noise, are used as the input to this algorithm. Each cluster
is treated as an (F,p) four-vector with zero-mass, and the jet constructed as the four
vector sum over these. The energy is first measured at the electromagnetic scale be-
fore the non-compensation of the calorimeter, upstream material and other effects are
corrected for using pr and 7 dependent calibration factors |[10§]. Jets are required to
have pr > 20 GeV and |n| < 2.5. If a jet and a selected medium electron are found
within a distance AR < 0.2 of one another, the jet is discarded. Furthermore, identified
muons and medium electrons are discarded if they lie within a distance AR < 0.4 of any

remaining jet.

Missing transverse energy is calculated as the modulus of the vectorial sum of the
pr of all reconstructed objects (for jets this includes all jets with pr > 20 GeV, but
which lie within the full 7 coverage of the detector). To this vectorial sum, non-isolated
muons and calorimeter clusters (built from cells significantly above noise thresholds) not

belonging to reconstructed objects are added.
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6.5 Estimation of Systematic Errors

Whilst a flavour subtraction analysis is only weakly sensitive to systematics, these are
still taken into account. The uncertainty on the luminosity is taken to be 11% [57].
Uncertainties on the cross-section of 5% have been assumed for the Drell-Yan, Z/v*+jets,
W+jets and diboson samples (consistent with the quoted uncertainties on these cross-
sections in Refs. [85,104H106]), with 100% uncertainty assigned to the dijet and heavy

flavour QCD sample An uncertainty on the cross-section for tt of J_FSZZ is assigned,

based on Refs. |[109,[110].

Additionally, uncertainties on the scale and resolutions of the jets, electrons and muons
in the events are considered. Uncertainties on the jet energy scale and jet energy reso-
lution of ~ 7% [111] and ~ 14% [112] respectively are assumed. In both cases these
uncertainties are not flat in pr and 7. For the jet energy scale, the uncertainty is param-
eterised as a function of both pr and n. When exploring uncertainties in the jet energy
resolution, each jet is smeared according to a Gaussian distribution, with unit mean, and
a width, sigma, a function of jet pr. Electron scale and resolution, and muon resolution
uncertainties are also considered. For the electron scale, a 3% uncertainty is applied for
both upwards and downwards uncertainty on the scale to all electrons (regardless of their
pr and n). The electron resolution uncertainty is explored using a Gaussian with both
pr and 7 dependent sigma. The Gaussian uses an uncertainty on the electron resolution
from the sampling term of 20%, and an uncertainty on the constant term of 100% in
the barrel and 400% in the end-cap. The asymmetric resolution uncertainties applied
to the MS and ID (extrapolated) components of the (combined) muon momentum are
small and as described in Ref. [113].

A conservative uncertainty for the parton distribution functions of 5% is applied. Gen-
erated events are re-weighted according to Bjorken-x values of the interacting partons
from the production process, and its scale Q? as given by the appropriate parton dis-
tribution function of the Monte Carlo, and those of the CTEQ66 central NLO error set.

The full set of eigenvectors of CTEQ66 are considered and the errors combined according

8This uncertainty is motivated as an uncertainty on the fake-rate for QCD. Re-normalising each of
these samples to match the data in a suitable control-region would require different scaling factors for
each type of lepton-flavour pair. These scaling factors would be 0(0.5). The QCD Monte Carlo samples
are only used to produce illustrative figures, so this very conservative uncertainty simply provides a
visual aid when looking at histograms of event variables.
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Figure 6.2: Parton distribution function uncertainties on EF*% (a) and my (b) for opposite-
sign electron-pairs. A conservative uncertainty statistic of 5% could be applied based on these
distributions. Errors on data points are 68% Poisson confidence limits and the error band on
Monte Carlo is purely that given by parton distribution function re-weighting.

to the “Master Equation” in Ref. . This gives an estimate of the spread of NLO
predictions, and an upper and lower uncertainty on the CTEQ66 prediction. Figure [6.2
shows the effect of this procedure on example experimental distributions. In this figure
the variation on the EM* of selected electron-pair events and the my, of opposite-sign
electron-pairs, due to the parton distribution function re-weighting procedure, is illus-
trated by the cyan uncertainty band. The conservative error of ~ 5% is assigned based
on these figures. This parton distribution function uncertainty will be found to be a neg-
ligible error compared to those on the jet energy resolution and scale, and the statistical

uncertainty.
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Data-taking Period | Level 1 Item | Level 2 Trigger | Event Filter Trigger
B L1 _EMI10 L2 gl7 etcut EF _gl17_etcut
F-I L1 EMI10 | L2_el5 medium EF _el5 medium

Table 6.3: Trigger chains and their corresponding L1, L2 and EF trigger items used for the
different data-taking periods in this analysis. The electron triggers selected are all un-prescaled
for the data-taking period in question, and importantly at an efficiency plateau for all electrons
with pr > 20 GeV.

Data-taking Period Trigger
E-F EF_mul0_MSonly
G-H EF _mul3
I EF_mul3_tight

Table 6.4: The muon triggers used for the different data-taking periods in this analysis. These
muon triggers are all un-prescaled for the data-taking period for which they are chosen, and at
an efficiency plateau for all muons with pr > 20 GeV.

6.6 Trigger and Event Selection

6.6.1 Trigger

In this study events are drawn from two separate streams: the Egamma stream and the
Muon stream. Events in the Egamma stream are those which fired an electron or photon
trigger, those in the Muon stream are events which fired a muon trigger. The electron
triggers used, by data-taking period, are illustrated in Table In Table the
equivalent details are given for the muon triggers. These triggers are all un-prescaled,
and at the plateau for pr > 20 GeV leptons (those considered in this analysis). For
Monte Carlo, the EF_el0_medium and EF_mul0_MSonly triggers are used for electrons

and muons respectively.

A scheme is adopted by which ee events are taken from the Egamma stream, ppu from
the Muon stream and ey events from the Muon stream only if they are events not triggered

by an electron trigger (and thus should be in the Egamma stream).
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6.6.2 FEvent Selection

Events are discarded if they contain a jet (with pr at the electromagnetic scale greater
than 10 GeV) which fails basic quality selection criteria designed to reject detector noise
and non-collision backgrounds [114]. These criteria include requirements made on the
fraction of energy in the electromagnetic calorimeter, the fraction of jet energy in the
hadronic end-cap calorimeter, the minimum number of cells which contain at least 90%
of the cluster energy, the fraction of LAr cells with a cell Q-factor greater than 5000,
calorimeter timing information and the maximum energy fraction in one calorimeter
layer. If any event contains a cosmic muon (classified as one which passes all event
selection criteria, but has |z, — zpy| > 10 mm), or an electron in the transition region
(1.37 < |n?| < 1.52), it is rejected. Further to this, events must contain at least one

primary vertex associated to at least five tracks.

After the pre-selection described above, events are required to have exactly two se-
lected leptons (satisfying the object definitions, and overlap-removal criteria, defined in
Section . Events are further required to have two-leptons which satisfy my, > 5 GeV.
Any electrons in the pair must be both tight and isolated (see Section . These events
will fall into one of three flavour categories: (i) di-electron (ee), (ii) electron-muon (eu)
and (iii) di-muon (pp). These lepton-pairs can be further classified as opposite-sign
(00T ;0 = e, p) or same-sign ({F(*;¢ = e, u). Events in Monte Carlo which pass this
selection, and contain electrons, are re-weighted using global event weights which cor-
rect for differences in electron reconstruction efficiencies between data and Monte Carlo.
Events in the “signal region” are the events which satisfy E7** > 100 GeV. Only the
opposite-sign events are of interest to the flavour subtraction analysis. In Ref. [6] the
same-sign events are studied in the same high- E7**** signal region, and the opposite-sign

events also studied inclusively in a higher E7"** signal region (EZ*** > 150 GeV).

The EFss cut is only needed to suppress Z/v*+jets backgrounds. The remainder
of the dominant standard model backgrounds will cancel after flavour subtraction. The
choice of Ef¥*** cut is one which significantly reduces the Z/v*+jets background, without
reducing unnecessarily any signal significance. As the supersymmetric parameter space
is a varied one, there is no characteristic missing energy distribution for supersymmetry
and so detailed optimisation is neither necessary nor desirable. The EZ¥** cut is placed
at 100 GeV, at which point, the Z/y*+jets background becomes negligible (Figure [6.6).
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Approximately 12.5 million events are pre-selected from the Egamma stream, and ap-
proximately 10.7 million events are pre-selected from the Muon stream. Just under 10,000
of the pre-selected events in the Egamma stream contain electron-pairs, whilst just un-
der 13,000 of those pre-selected in the Muon stream contain muon-pairs. Fewer than
200 electron-muon-pairs are found in these two streams. The pre-selected events are

assumed to be dominantly Z/~*+jets events.

The major sources of standard model opposite-sign lepton-pairs are: Z/v*+jets, tt and
WW, WZ and ZZ diboson pair production (W Z pair production is the most important,
the Z — ¢*¢~ decay reconstructed in preference to one lepton from the W and one from
the Z). Of these, Z/v*+jets will dominate, with ¢ and diboson pair production a much
smaller contribution. After a hard EI** cut is applied however, tf and WZ diboson
events (both have not just opposite-sign lepton-pairs, but also invisible decay products
which can give rise to higher missing transverse energies) will dominate. As well as these
sources of true lepton-pairs, contributions can be expected from W — fv+jets events
and QCD jets. In the former case, one electron is a true electron from the W — (v
decay, and a second is a jet faking an electron. In the case of QCD jets, two jets must
fake an electron for this to be a contributing source. So despite the high cross-section for
QCD jets expected, the contribution to the opposite-sign lepton-pair events from these
processes will be small. Single top events can produce both fake sources of lepton-pair
events (in the s and t-channel decays), and true sources of lepton-pairs (IWt-channel

decays), but the cross-section for single top production is small.

The total numbers of opposite-sign data events, at pre-selection, event selection and
signal selection, are compared with the expectations from Monte Carlo simulation in
Table[6.5] In this table the agreement between data and Monte Carlo is reasonable. The
Monte Carlo events in this table are simply weighted according to their cross-section, and
to the luminosity of the data sample. The systematic errors on the event numbers in the
signal region are detailed in Table . There are 4, 13 and 13 data eventsﬂ intheeteT,

e uT and p* pF channels respectively after an E7¥% cut of 100 GeV (these are reduced

90ne of the u* uF events has Eiss ~ 600 GeV. On closer inspection of this event, it is a likely
cosmic candidate (the difference in angle ¢ between the two muons is approximately 7). Estimates
of the expected contamination due to “cosmics” (both from cosmic events alone, and cosmic events
arriving in tandem with collision events), give predictions in the e* u¥ and u* ¥ channels consistent
with zero |7]. Cosmic backgrounds are neglected in the flavour subtraction analysis presented in this
chapter. Provided the rate of * T cosmic events is greater than the rate of e* ¥ cosmic events[115],
neglecting the cosmic background rate will lead to a conservative limit.
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to 1, 4 and 4 events after an EZ** cut of 150 GeV). The efficiency for reconstructing
muons is greater than the efficiency for reconstructing electrons, and so the different
numbers of observed two-lepton events before any E7*** cut (which are mainly Z/v*+jets
events) is as expected. The my cut, designed to remove the overlap between leptons in
cases where a muon produces an electron through bremsstrahlung and showering, has a
negligible effect on both Monte Carlo and data. Single top events, though a negligible
contribution before EF* cuts are applied, are a surprisingly significant component of
the expected signal region events. These single top events are almost all Wi-channel

single top events, bg — W™t where W~ — e v and t — bre™.

There are fewer sources of real standard model same-sign leptons, and most of the
background events in these channels at high- £ contain fake leptons. Despite the
charge requirement, Z/~*+jets events are still expected to be a major source of same-
sign lepton-pair events. These same-sign events can be produced in one of two ways:
(a) “tridents” and (b) charge mis-identification. In trident events one of the leptons
from the Z — ¢/~ decay emits a photon in the tracking material through a hard
external bremsstrahlung. This photon later converts into an ete™ pair. When the
initial lepton, and the same-sign member of the converting pair are soft, the two hard
reconstructed leptons in the event have the same-sign. For instance, if the ¢ produces a
photon, and this interacts later with a nucleus to produce a lepton-pair, ¢+ — (y){* —
(¢=¢7)¢*, and both the final state ¢* are soft, the reconstructed final state will contain
two negatively charged leptons. Similarly, ¢f events can be a source of tridents when
one ¢ produced by the leptonic decay of the W bremsstrahlungs. The probability of
charge mis-identification for an electron is < 2%, but this is sufficient to give ~ 100 two-
lepton events from Z — (¢~ decays reconstructed as same-sign lepton-pairs (given the
expectation of ~ 6,000 opposite-sign lepton-pairs from Z — ¢/~ decays, Table .

The equivalent probability is distinctly lower for muons of medium-pr.

W — (lv+jets, tt and diboson events can all contribute to the same-sign fake rate. In
events producing both a bb pair and a W — v decay, if either of the b jets decays semi-
leptonically, the events can give two same-sign leptons. In W — fv+jets events the light
jets can fake electrons. In ¢t production one of the two W decays can be semi-leptonic
(W — (v) as can one of the b decays. In WZ and ZZ diboson pair production three or
more leptons are produced. If one or more of these leptons are not reconstructed, the two

which are can have the same sign. This is expected to be a small contribution as in W Z
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(a) eteT
2 Leptons myp > 5 GeV E&?iss > 100 GeV E}”iss > 150 GeV
Data 6250 6250 4 1
Z+jets 6023.09 +24.97 | 6023.09 4-24.97 0.38+0.16 0.20£0.12
W+jets 2.45+0.60 2.454+0.60 0.00£0.00 0.00£0.00
Drell-Yan 22.54+1.3 22.5+1.3 0.04+0.0 0.0+0.0
tt 20.240.8 20.2+0.8 3.7+£0.3 0.9£0.2
Dibosons 11.88+0.12 11.88+0.12 0.30 +0.02 0.09+0.01
Dijets 49.3+5.3 49.3+5.3 0.04+0.0 0.0+0.0
Single Top 1.64+0.3 1.6+0.3 0.1£0.1 0.0£0.0
Standard Model 6131.1 £25.6 6131.1 £25.6 45+04 1.240.2
(b) e*u¥
2 Leptons | myp > 5 GeV E}”iss > 100 GeV E:,"?iss > 150 GeV
Data 131 131 13 4
Z+jets 37.394+1.98 | 37.39+1.98 0.36 £0.16 0.08 +0.08
W +jets 2.75+0.70 2.75+0.70 0.00+0.00 0.00£0.00
Drell-Yan 0.04+0.0 0.0+0.0 0.0+0.0 0.04+0.0
tt 51.7+1.2 51.7+1.2 9.8+0.5 1.840.2
Dibosons 12.77+0.17 | 12.77+0.17 0.36 £0.03 0.06 +£0.01
Dijets 53.2+35.0 53.2+35.0 0.0£+0.0 0.0+£0.0
Single Top 4.5+0.4 4.5+0.4 0.8£0.2 0.1£0.0
Standard Model | 162.34+35.1 | 162.3+35.1 11.34£0.6 20+0.3
() p*u¥
2 Leptons mge > 5 GeV Emiss > 100 GeV | EIss > 150 GeV
Data 12774 12772 13 4
Z+jets 13006.96 £+ 36.93 | 13006.96 + 36.93 0.97+0.29 0.15+0.11
W +jets 0.64£+0.30 0.64+0.30 0.0040.00 0.00£0.00
Drell-Yan 56.7+2.0 56.7+2.0 0.0£0.0 0.0+£0.0
tt 34.8+1.0 34.84+1.0 7.0+0.4 1.54+0.2
Dibosons 23.944+0.17 23.9440.17 0.61+0.03 0.15+0.01
Dijets 214.7+61.1 214.7+61.1 0.0£0.0 0.04+0.0
Single Top 3.44+0.4 3.44+0.4 0.7+0.2 0.1£0.1
Standard Model 13345.3+71.4 13345.3+71.4 9.2+0.6 1.940.2

Table 6.5: Numbers of events in the opposite-sign channels at various stages of event selection,
for the largest sources of standard model background. FErrors on the Monte Carlo prediction
are purely statistical.
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events the two leptons from the Z — ¢/~ decay are reconstructed in preference to one
from the W and one from the Z. QCD and bb decays are potentially a very dangerous

source of background events because they are produced with a very high cross-section.

The total number of same-sign data events at pre-selection and event selection are
compared with Monte Carlo in Table[6.6] The systematic uncertainties on these numbers
are detailed in Table . There are no data events surviving the cut on EX*$ in
any of the three channels, consistent with the expectations from Monte Carlo at this
luminosity. Before this requirement is made, Z/~*+jets dominate the e* e * event counts
(dominantly trident events). Fake same-sign lepton-pairs from QCD events are the
next most significant contribution (but only account for 1.4% of the total). Heavy
e

flavour QCD events are the dominant source of events before the missing energy

requirement is made.

In the figures which follow, comparisons are made between data and Monte Carlo for
a variety of event variables after pre-selection and event selection. The Monte Carlo
samples are weighted by cross-section and luminosity. The illustrated uncertainty band
includes the uncertainties on each cross-section, the luminosity, energy scales and reso-
lutions (as detailed in Section and the statistical sum-of-weights uncertainty which
arises from limited Monte Carlo statistics. All standard model Monte Carlo events are
illustrated along with data and a signal point (the mSUGRA benchmark point, SU4)

combined with the total standard model background for illustrative purposes.

Figure [6.3 illustrates for the opposite-sign and same-sign channels separately the pr
of the leading lepton in selected events, whilst Figure [6.4] illustrates the pr of the sub-
leading lepton in these events. The three opposite-sign channels are illustrated sepa-
rately, whilst only the overall distribution for all three same-sign channels combined is
shown. The statistics in the same-sign channel make the individual by-channel plots not
particularly informative. The agreement between data and Monte Carlo is good across
the pr range for both identical-flavour opposite-charge channels, for both leading and
sub-leading pr. The same-sign distributions suffer from an expected lack of statistics,
but there is no obvious disagreement between the distributions and as Table illus-
trates, the observed numbers of selected same-sign two-lepton events are consistent with

expectation. The e® ¥ distributions, and all subsequent e* 17 distributions, show an
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(a) ete®
2 Leptons | myp > 5 GeV E}niss > 100 GeV
Data 62 62 0
Z+jets 66 + 3 66 +3 0+0
W +jets 0.5+0.2 0.5+0.2 0.0+0.0
Drell-Yan 0.3+0.2 0.34+0.2 0.0+0.0
tt 04+0.1 0.44+0.1 0.1£0.1
Dibosons 0.37£0.02 0.37+0.02 0.01 +0.00
Dijets 1.24+0.8 1.24+0.8 0.04+0.0
Whb 0.02+0.02 0.02£0.02 0.00 £+ 0.00
Single Top 0.06 +0.04 0.06 +0.04 0.00 4+ 0.00
Standard Model | 68.80+£2.74 | 68.80+2.74 0.14 £ 0.06
(b) eFpu*
2 Leptons | myp > 5 GeV ng‘iss > 100 GeV
Data 11 5 0
Z+jets 2+0 1+0 0+0
W+jets 6.5+£1.2 1.7+£0.6 0.1£0.1
tt 0.7+0.1 0.6+0.1 0.1+0.1
Dibosons 0.84+0.03 0.81+0.03 0.034+0.01
Dijets 0.04+0.0 0.0+£0.0 0.0+£0.0
Whbb 0.12+0.06 0.08 £0.05 0.03+0.03
Single Top 0.09 +0.06 0.07+0.06 0.00 £+ 0.00
Standard Model | 10.15+1.25 4.4940.66 0.21£0.08
() pEp*
2 Leptons | my > 5 GeV ng”ss > 100 GeV
Data 3 3 0
W+jets 0.2+£0.2 0.2+£0.2 0.0+0.0
tt 0.1+0.1 0.1+0.1 0.0£0.0
Dibosons 0.45+0.02 | 0.45+0.02 0.024+0.00
Dijets 3.1+3.1 3.1+3.1 0.0+0.0
Single Top 0.05+0.04 | 0.05+0.04 0.00 £+ 0.00
Standard Model | 3.98 £3.14 | 3.984+3.14 0.02 4 0.00

Table 6.6: Numbers of events in the same-sign channels at various stages of event selection,
for the largest sources of standard model background. Errors on the Monte Carlo prediction are
purely statistical. There are no Drell-Yan e pu® or u* p® events, nor any Whb or Z+jets
ut pt events in the Monte Carlo.
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unsurprising disagreement at low-pr (or in regions with significant QCD) between data
and simulation. This region is dominated in Monte Carlo simulation by dijet events.
The discrepancy arises from limitations in the modelling of the QCD fakes by Monte
Carlo.

Figure[6.5|illustrates the invariant masses of all selected lepton-pairs. Discrepancies at
low my, in all three opposite-sign distributions are once again the result of a poor match
between QCD dijets in simulation, and these events in data. Both the e*eT and p*u¥
distributions illustrate a clear peak at the mass of the Z, in agreement with the predicted
width and mass from Z/v*+jets simulated events. The peak in the same region in the
(*¢* distribution is populated by trident events. The E*** of each selected event and
the transverse mass formed from the leading lepton pr and this E#* are illustrated in
Figures and respectively. The B¢ distribution illustrates the discriminatory
power of a cut on this variable. The combined SU4 and standard model distribution
is ever increasingly above the expectation from Monte Carlo alone as the distribution
reaches out to higher EF*. This is the only event variable used to define the signal
region, and so the demonstrated agreement between Monte Carlo simulation and data

in these figures is an important one.

The total number of jets in each event is illustrated in Figure [6.§f In the analysis
presented in this chapter, no requirement is placed on the number of jets in the event.
These figures illustrate the higher jet multiplicities expected in the presence of the signal
point SU4. In these figures, Z/~v*+jets and tt events dominate the tail of the spectrum.
There are no significant deviations from expectation observed in these distributions,
with the exception of those which result from poor modelling of the data events by the
dijet QCD simulations.
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Figure 6.3: Distributions of the pr of the leading lepton in two-lepton events in data and Monte
Carlo. The two-lepton events are divided into the three opposite-sign and a single same-sign
charge channel, eTe* (a), eTp* (b), uTu® (c) and £TLF (d). Errors on data points are
68% Poisson confidence limits and the error band on Monte Carlo represents the statistical, jet
energy scale and resolution, lepton energy scale and resolution, cross-section and luminosity
uncertainties (as detailed in the text). In the bottom histogram the black data points, and
the yellow uncertainty band, have been divided by the total Monte Carlo to show whether the
fractional deviation of the data from the Monte Carlo lies within the uncertainty band. The
red Monte Carlo line is the sum of all the Standard Model backgrounds.
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Figure 6.4: Distributions of the pr of the sub-leading lepton in two-lepton events in data
and Monte Carlo. The two-lepton events are divided into the three opposite-sign and a single
same-sign charge channel, eTe® (a), eTu* (b), pTu* (c) and £TLT (d). Errors on data
points are 68% Poisson confidence limits and the error band on Monte Carlo represents the
statistical, jet energy scale and resolution, lepton energy scale and resolution, cross-section
and luminosity uncertainties (as detailed in the text). In the bottom histogram the black data
points, and the yellow uncertainty band, have been divided by the total Monte Carlo to show
whether the fractional deviation of the data from the Monte Carlo lies within the uncertainty
band. The red Monte Carlo line is the sum of all the Standard Model backgrounds.
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Figure 6.5: Distributions of the invariant mass of the lepton-pair in two-lepton events in data
and Monte Carlo. The two-lepton events are divided into the three opposite-sign and a single
same-sign charge channel, eTe® (a), eTpu* (b), pTput (c) and £TLT (d). Errors on data
points are 68% Poisson confidence limits and the error band on Monte Carlo represents the
statistical, jet energy scale and resolution, lepton energy scale and resolution, cross-section
and luminosity uncertainties (as detailed in the text). In the bottom histogram the black data
points, and the yellow uncertainty band, have been divided by the total Monte Carlo to show
whether the fractional deviation of the data from the Monte Carlo lies within the uncertainty
band. The red Monte Carlo line is the sum of all the standard model backgrounds.
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Figure 6.6: Distributions of the transverse missing energy (E’Tmss) of two-lepton events in
data and Monte Carlo. The two-lepton events are divided into the three opposite-sign and a
single same-sign charge channel, eTe™ (a), eTpu* (b), uTu* (c) and £TLF (d). Errors on
data points are 68% Poisson confidence limits and the error band on Monte Carlo represents
the statistical, jet energy scale and resolution, lepton energy scale and resolution, cross-section
and luminosity uncertainties (as detailed in the text). In the bottom histogram the black data
points, and the yellow uncertainty band, have been divided by the total Monte Carlo to show
whether the fractional deviation of the data from the Monte Carlo lies within the uncertainty
band. The red Monte Carlo line is the sum of all the standard model backgrounds.
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Figure 6.7: Distributions of the transverse mass (Mr) of the highest pr lepton and EF** in
two-lepton events in data and Monte Carlo. The two-lepton events are divided into the three
opposite-sign and a single same-sign charge channel, eTe* (a), eTu® (b), uTu* (c) and
¢F¥LF (d). Errors on data points are 68% Poisson confidence limits and the error band on
Monte Carlo represents the statistical, jet energy scale and resolution, lepton energy scale and
resolution, cross-section and luminosity uncertainties (as detailed in the text). In the bottom
histogram the black data points, and the yellow uncertainty band, have been divided by the total
Monte Carlo to show whether the fractional deviation of the data from the Monte Carlo lies
within the uncertainty band. The red Monte Carlo line is the sum of all the standard model
backgrounds.
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Figure 6.8: Distributions of the total number of jets in the two-lepton events in data and Monte
Carlo. The two-lepton events are divided into the three opposite-sign and a single same-sign
charge channel, eTe* (a), eTp* (b), uTu* (c) and £TLF (d). Errors on data points are
68% Poisson confidence limits and the error band on Monte Carlo represents the statistical, jet
energy scale and resolution, lepton energy scale and resolution, cross-section and luminosity
uncertainties (as detailed in the text). In the bottom histogram the black data points, and
the yellow uncertainty band, have been divided by the total Monte Carlo to show whether the
fractional deviation of the data from the Monte Carlo lies within the uncertainty band. The
red Monte Carlo line is the sum of all the standard model backgrounds.
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The final figure, Figure [6.9] illustrates the stransverse mass variable, My [116], for
opposite-sign lepton-pair events only. This variable, Equation 6.1}, is particularly inter-
esting for event topologies in which two particles of the same type are pair-produced

and decay semi-invisibly.

iy = omin[max (M3, s e, my), MEDF, afims my)) | (6.1)
@) gD —pmiss

In this definition (see Figure [6.10]), m, is the mass of the LSP (which may or may
not be known, but can be guessed) and pa’i’ﬁ the transverse momenta of the two visible
particles with masses m, 3 - labelled in the figure as the particles with momentum
p1 and p,. The dummy variables qg}) and qg?) are the momenta of the two invisible
particles (represented by the dashed lines in the figure), and must be constrained to
equal the total missing transverse momentum in the event, p**s. For these events, Mro,
formed from the observed decay products and the missing-pr vector, is bounded from
above by the mass of the pair-produced sparticles. One very clean source of two-lepton
events in supersymmetry would be in events where sleptons are pair-produced. These
pair-produced sleptons would both decay “semi-invisibly” into a neutralino-lepton-pair.
These events, although unlikely, would show up very cleanly in these figures. The
signal point illustrated shows no upper bound because the cross-section for slepton-
pair production is negligible for this model. If, however, squarks and gluinos were too
heavy to be produced at the /s = 7 TeV collision energies studied here, slepton-pair
production would dominate. Figure[6.9(b) differs so greatly from Figures[6.9)(a) and (c)

because only the tf background is significant in the different-flavour distribution.

The opposite-sign two-lepton events are now studied in further detail and measure-
ments are to be made of the identical-flavour excess in data, for comparison with the
expected identical-flavour excess from standard model processes alone. The same-sign
lepton-pairs are not analysed further, though limits on supersymmetry were set using

these same-sign events in Ref. [6].
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Figure 6.9: Distributions of event Mrpo in the two-lepton events in data and Monte Carlo.
The two-lepton events are divided into the three opposite-sign channels, eTe™ (a), eTu* (b)
and e* u* (c). Errors on data points are 68% Poisson confidence limits and the error band on
Monte Carlo represents the statistical, jet energy scale and resolution, lepton energy scale and
resolution, cross-section and luminosity uncertainties (as detailed in the text). In the bottom
histogram the black data points, and the yellow uncertainty band, have been divided by the total
Monte Carlo to show whether the fractional deviation of the data from the Monte Carlo lies
within the uncertainty band. The red Monte Carlo line is the sum of all the standard model
backgrounds.
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Figure 6.10: Ewvent topology for which the variable mypy is useful. In events with this topology,
two particles are pair-produced which both decay semi-invisibly. The visible decay products have

momenta p1 and p2, whilst the invisibly decaying particles have combined missing transverse

momentum of p**°.

6.7 A Method for Estimating the Identical-Flavour

Excess

An observation has been made of the number of eXe¥ events, N(e*eT), the number
of e* T events, N(e*puT), and the number of u* u¥ events, N(u*pT) in data in a

high- B signal region.

The identical-flavour excess, after flavour subtraction, in this data is to be quantified
using a variable S, given by Equation where 7. and 7, are the electron and muon
trigger efficiencies respectively, and the triggers are assumed to be at the plateau for all
pr > 20 GeV leptons. This equation also takes into account the different electron and
muon reconstruction efficiencies, €. and ¢, respectively, whose ratio, e./¢,, is defined as
B. This quantity measures the excess of identical-flavour events (first and third terms)
over different-flavour events (second term). This ratio must take into account differences
in both reconstruction efficiencies and acceptance (and so although €, and €, are referred
to as efficiencies, the acceptance is included). This equation does not equal the excess
of identical-flavour events exactly, rather it equals the number of excess identical-flavour
events multiplied by the product of €, and ¢,.

N(e*e¥) N(e*p¥) BN(u*p™)

+ (6.2)

ST n® T-(-m—m) T —m)?)
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The denominators on the identical-flavour terms include factors which correct for the
loss of events in which both leptons of the same kind fail the appropriate trigger, the
denominator of the different-flavour term correcting for the loss of events when neither

the electron nor the muon trigger catches the eu event.

In the presence of only the standard model, the mean value of S obtained, S, from
selected identical-flavour and different-flavour lepton-pair events is expected to be small
but non-zero. This asymmetry arises primarily from standard model processes which
produce significant numbers of Z bosons (Z/v*+jets and W Z events) and which are not

fully suppressed by the EX% cut.

In Figure the invariant mass distributions of lepton-pairs in selected events prior
to applying the E** > 100 GeV requirement are presented for both the identical-
flavour (a) and different-flavour (b) populations. Each event is weighted with the multi-
plicative factors in Equation [6.2] In the flavour subtraction, the weighted population of
different-flavour events is subtracted from the weighted population of identical-flavour

events to measure the identical-flavour excess.

6.8 Measurement of 8, 7. and 7,

6.8.1 Trigger efficiencies 7, and 7,

The trigger efficiencies at the plateau, 7. and 7,, for data and Monte Carlo are sum-
marised in Table 6.7 These trigger efficiencies are the efficiencies for triggering on elec-
trons and muons which satisfy the object definitions used in this analysis. The muon
trigger efficiency in data has been obtained using independently triggered events in the
Egamma stream. The trigger efficiency quoted is the percentage of muons in single-muon
events in the Egamma stream, satisfying the object definition requirements, which also
satisfy the appropriate muon trigger for the data-taking period. The quoted error is
the binomial error on this efficiency. Conversely, the electron trigger efficiency in data
was determined using electron candidates satisfying the object definition requirements
in single-electron events in the Muon stream. In Monte Carlo, the procedure is repeated

without the stream requirement.
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Figure 6.11: The invariant mass distributions of lepton-pairs in selected events prior to apply-
ing the EE’?“S > 100 GeV requirement, weighted by the multiplicative factors in Equation .
The distribution in (a) represents the identical-flavour terms in Equation and the distri-
bution in (b) represents the different-flavour term in this equation. The black data-points with
error bars indicate the observed distributions in each case, with the open data-points in fig-
ure (a) showing the weighted different-flavour data distribution from figure (b) for comparison.
The histograms indicate the background expectations obtained from the Monte Carlo samples
normalised to luminosity and cross-section. The yellow uncertainty bands indicate the uncer-
tainty on the Monte Carlo predictions from finite Monte Carlo statistics and uncertainties in
cross-section, luminosity and jet and lepton energy scales and resolutions. The discrepancy
between data and Monte Carlo in the different-flavour distribution arises from limitations in
the modelling of QCD fakes by Monte Carlo simulation.

Te Ty
Data | (985+1.1)% | (83.7+ 1.1)%
Monte Carlo | (99.14+0.2)% | (84.14+0.5)%

Table 6.7: Trigger efficiencies in data (derived using an orthogonal sample of electron or

muons as appropriate in an independent data stream) and Monte Carlo. These trigger effi-
ciencies are over the barrel and end-caps.
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| eter eFp’ pEpF
Data 6250 131 12774
Standard Model 6131 +26 | 162435 | 13345171
Data (EF% > 100 GeV) 4 13 13
Standard Model (EZ*¢ > 100 GeV) | 4.5+0.4 | 11.3£0.6 | 9.2+0.6

Table 6.8: Numbers of events in each of the three opposite-sign channels before and after
an E:Tp’”“ cut of 100 GeV. Errors on the Monte Carlo predictions are purely statistical (see
Tablefor the break down of the Monte Carlo into individual background components).

6.8.2 Estimation of 3

The ratio of electron to muon reconstruction efficiencies times acceptances in both data
and Monte Carlo is taken to be 0.69 £ 0.03(sys.) (the statistical error is negligible).
This ratio is obtained separately for data and Monte Carlo by isolating the selected
opposite-sign identical-flavour pairs which satisfy the criteria: 80 < my, < 100 GeV and
Emiss < 40 GeV. The ratio of the number of pairs in this region which are e*e¥ pairs to
those which are u* uF pairs should, after correcting for the different trigger efficiencies,
and the ratio of efficiencies and acceptances, equal one. Solving this equation for 3, using
the derived 7. and 7, above, separately for Monte Carlo and data, gives a measurement
of # in both data and Monte Carlo. These measurements are equal to the accuracy
quoted. This is not surprising as the muon reconstruction efficiency is known to match
within ~ 1% between data and Monte Carlo, and the electron events in Monte Carlo
have been re-weighted to correct for known efficiency discrepancies in data and Monte
Carlo. Alternative studies in Ref. [7] confirm these estimates. The systematic assigned
to the measurement of 3 is taken from studies in Ref. [7] which consider the variation in
[ measured using tag-and-probe for different Monte Carlo samples (t¢ and Z — /+jets,

primarily).

6.9 Observation of & in Data

In data, 4, 13 and 13 events have been observed in the e* e ¥, e* T and p* u* channels
respectively. The expected numbers of events in these channels from Monte Carlo simu-
lation are compared with these observations in Table[6.8] This table also summarises the

expected numbers of two-lepton events from Monte Carlo in each channel, and compares
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these expectations with the observed numbers of events in data. The observed numbers
of signal events set a measurement of S in data of:
Sops. =1.98 £0.15(sys.g) £0.02(sys.,,) £0.06(sys.,,) where the listed uncertainties are

from the uncertainties on the respective efficiency parameters.

6.10 Analysis of the Expected S from the Standard
Model

The Monte Carlo simulations, and partially data-driven predictions, of the numbers of
events expected in each channel can be used to determine the expected mean value of
S from standard model background events alone, S,. Through toy experiments, these
predictions will also give the width and shape of the expected distribution of S values
obtained from a large number of hypothetical signal-free experiments. This width will be
dominated by the Poisson fluctuations in the expected numbers of observed events in the
three channels. Combined with hypothesised rates of supersymmetric event production
in each channel, these background predictions will also predict the expected distribution
of § values obtained in the presence of supersymmetry. These toy experiments will be

used later to set an upper bound on S;, the mean contribution to S from supersymmetry.

Background predictions will give a non-zero S, dominated by Z/v*+jets and dibo-
son events. The range of expected S for a signal-free experiment will be dominated
by the expected number of selected tf events in each flavour channel. The statistical
Poisson fluctuations in each channel give the distribution of expected § a width which

is significantly larger than the statistical and systematic uncertainties on Sj.

6.10.1 Partially Data-Driven Predictions

It has been noted that the degree to which S, is non-zero can be estimated. For this
first estimation of Sj, contributions from single top and diboson events are estimated
using Monte Carlo scaled to luminosity and cross-section (as in Figures to .
Contributions from Z/y*+jets, ¢t and events containing fake leptons (QCD jets and
W+jets) are estimated using Monte Carlo normalised to the number of data events in
an appropriate control region. The latter estimated contributions are obtained from

Ref. [7], and the methods by which they are estimated briefly summarised below.
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In Ref. |7], the Z/~v* control region used selects lepton-pair events satisfying the same
selection criteria as the signal region but with E7*% < 20 GeV and an additional re-
quirement that 81 < my < 101 GeV.

The tt control region selects “top-tagged” lepton-pair events again satisfying the same
selection criteria as signal candidates but with a looser missing energy requirement
60 < Emss < 80 GeV and an additional requirement of > 2 jets with pr > 20 GeV.
The top-tagging requirement is imposed through the use of the variable mep [117] which

can be calculated from the four-vectors of the selected jets and leptons:

mgr(v,v2) = [Br(v1) + Br(v)) — [pr(v1) — pr(v))” (6.3)

where v; can be a lepton, a jet, or a lepton-jet combination, transverse momentum vectors
are denoted by pr and transverse energies Fr are defined as Fr = \/]m This
variable is bounded from above by analytical functions of the top quark and W masses.
Top-tagged events are required to possess mer values calculated from combinations
of jets and leptons consistent with the expected bounds from ¢t events, and also to
possess lepton-jet invariant mass values consistent with top quark decays, as detailed in
Ref. [118].

The contribution from events containing fake leptons is estimated using a method
similar to that described in Ref. [119]. The electron and muon identification criteria
are relaxed to obtain “looser” samples of leptons, dominated by fakes. This lepton
selection is termed “loose” (but is not to be confused with loose electron identification,
as introduced in Chapter {4)). The observed events in data containing loose-loose, loose-
tight, tight-loose and tight-tight lepton pairs are counted. The probabilities of loose real
leptons passing the tight selection criteria are obtained from a Z control sample. The
probabilities of loose fake leptons passing the tight selection criteria are obtained using
several control samples dominated by QCD jet events. Linear equations are constructed
which relate the observed event counts to the numbers of fake-fake, fake-real real-fake
and real-real lepton pairs. Simultaneous solution of these four equations yields the

expected contribution to the signal region from events containing fake leptons.

The resulting predictions for the numbers of events in each channel are given in Ta-

ble [6.9) The dominant uncertainties in the partially data-driven background estimates
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ete’ et u’ prpT

Data 4 13 13
Z /v +jets 0.404+0.46 | 0.36+0.20 | 0.91+0.67
Dibosons 0.30+0.11 | 0.36£0.10 | 0.61+0.10
tt 250£1.02 | 6.61£2.68 | 4.71+£1.91
Single top 0.134+0.09 | 0.76+=0.25 | 0.67+0.33
Fakes 0.314+0.21 | -0.154+0.08 | 0.01 +£0.01
Standard Model | 3.644+1.24 | 8.08+2.78 | 6.914+2.20

Table 6.9:  Ezxpected numbers of standard model background events in the signal region for each
of the three possible lepton flavour combinations. The estimates for single top and dibosons are
as detailed in Section whilst the remaining background estimates are from Ref. [7] which
were obtained using the methods described in the text. The prediction of a negative number of
fake events in the e uT channel is an artifact of the method (which involves the inversion of
a four-by-four matriz) used to estimate their contribution. In the e uT column of this table,
and in subsequent calculations and toy experiments involving the estimate in this channel, the
estimated number of fakes is taken to be zero. The quoted errors include the statistical and
systematic uncertainties on the predicted numbers of events. The systematic uncertainties on
the diboson and single top estimates include the sources detailed in Section as tabulated
in Table . The systematic uncertainty on the Z/v*+jets estimate from Ref. [7] includes the
uncertainties due to jet energy scale and resolution, and choice of generator. The tt estimate
from Ref. [7] includes jet energy scale and resolution uncertainties, uncertainties due to the
choice of generator, uncertainties in the parton shower and those in initial-state and final-state
radiation, and control region statistical uncertainties. The systematic uncertainties included in
the fake rate estimate from Ref. [7] include uncertainties in the fake rate parameterisation, and
uncertainties which arise from using a Bayesian Neural Network to predict the event rates in
each channel. The probabilities for the Standard Model to fluctuate to the respective observation
are et e¥ 8%, et uT 14% and ptu¥ 6%.



128 Search for Supersymmetry in Events with Identical-Flavour Leptons

Process S
Z/y* +jets 0.86 £ 0.33 (stat.) £ 0.74 (sys.)
Dibosons 0.51 £ 0.04 (stat.) £ 0.12 (sys.)
tt 0.28 + 0.61 (stat.) 4+ 0.13 (sys.)
Single top -0.10 £ 0.23 (stat.) £ 0.08 (sys.)
Fakes 0.46 £ 0.31 (stat.) £ 0.10 (sys.)
Standard Model | 2.06 + 0.79 (stat.) £ 0.78 (sys.)

Table 6.10: FExpected mean S wvalues for principal standard model processes estimated using
the partially data-driven estimates in Ref. |7] (for all but single top and diboson backgrounds),
together with their uncertainties (both statistical and systematic). The systematic uncertainty
includes the (small and negligible) uncertainties on Sy from uncertainties in the ratio of re-
construction efficiencies, and the trigger efficiencies. The estimates are obtained by using the
predicted events in each channel detailed in Table in Equation [6.3 See discussion in
Appendiz [B and Table[B.3 for a detailed break down of the systematic sources.

arise from limited statistics in the control regions, theoretical uncertainties and from
the jet energy scale and jet energy resolution uncertainties affecting the shapes of the
Monte Carlo EF¢ distributions[7]. The systematic errors on the Monte-Carlo-only esti-
mates of single top and diboson backgrounds are dominated by the jet energy scale and
resolution uncertainties (see Table . The corresponding contributions to S, from
each background are detailed in Table . Combining these estimates of S, for each
background gives a data-driven prediction of S, = 2.06 +0.79(stat.) 4= 0.78(sys.) for the
standard model. The dominant contributions to Sy are Z/y*+jets and diboson events, as
expected. The estimated statistical and systematic uncertainties are comparable. The
statistical and systematic uncertainties on this mean are small, and will be significantly
smaller than the width of the distribution of hypothetical observed S from a large num-
ber of signal-free experiments (as will the systematic and statistical uncertainties on the
width of the distribution itself, see Figure .

6.10.2 Monte-Carlo-Only Predictions

The predicted numbers of standard model events in the signal region from Monte Carlo
simulations, scaled only to cross-section and luminosity, are detailed in Table|6.11} The
corresponding contributions to S from these Monte-Carlo-only estimates of the back-
ground are detailed in Table The overall estimate of the mean, Sy, obtained from
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efeT eFpT pEpF
Data 4 13 13
Z/v*+jets | 0.38+£0.39 | 0.36+0.20 | 0.97+0.44
Dibosons 0.30+£0.11 | 0.36£0.10 | 0.61£0.10
t 3.72+1.13 | 9.80+£2.50 | 6.99+1.64
Single top | 0.13£0.09 | 0.76£0.25 | 0.67£0.33
Standard Model | 4.53+1.43 | 11.27£2.58 | 9.23+1.91

Table 6.11: FExpected numbers of standard model background events in the signal region for
each of the three possible lepton flavour combinations from Monte Carlo simulations scaled to
luminosity and cross-section. The quoted error includes systematic and statistical uncertainties.
The systematic uncertainties on each estimate include the sources detailed in Section as
tabulated in Table[B.1]. In this table only the non-zero contributions from Monte Carlo are listed
(for example, statistics were insufficient for any QCD dijet events pass the signal selection
criteria). The single top and diboson estimates are also used in Table .

Sp
0.89 + 0.35 (stat.) + 0.54 (sys.)
0.51 £ 0.04 (stat.) £+ 0.12(sys.
tt 0.52 + 0.76 (stat.) + 0.53 (sys.)
-0.10 + 0.23 (stat.) £ 0.08 (sys.)
1.82 + 0.87(stat.) £ 1.10 (sys.)

Z/v*+jets

Dibosons

Single top
Standard Model

Table 6.12: FExpected mean S wvalues for principal standard model processes estimated using
Monte Carlo normalised to luminosity and cross-section, together with their uncertainties (both
statistical and systematic). The systematic uncertainty includes the (small and negligible)
uncertainties on Sy, from uncertainties in the ratio of reconstruction efficiencies, and the trigger
efficiencies. The estimates are obtained from the predicted events in each channel detailed in
Table used in Equation [6.4. In this table only the non-zero contributions from Monte
Carlo are listed (for example, statistics were insufficient for any QCD dijet events to pass the
signal selection criteria). See Tables andfor a detailed break down of the systematic

uncertainties.

combining the individual background estimates, and their uncertainties, is:

Sy = 1.82+£0.87(stat.) £1.10(sys.). The statistical uncertainty on this estimate of the
mean is comparable to the systematic one. The systematic uncertainty is dominated by
the jet scale and resolution uncertainties (see Table [B.5)).
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Point S,
MSSM22 | 21.2+1.5
MSSM27 | 26.7+1.4
MSSM29 | 18.3+1.3

Table 6.13: Predicted Sy for benchmark points in the MSSM 24-parameter framework. Errors
on these Monte Carlo predictions are statistical only. The masses of these signal points are

giwen in Table [6.1]

6.11 Interpretation and Limits

The expected S, predicted from Monte Carlo for the three MSSM benchmark points
are listed in Table [6.13] These predictions are substantially higher than the standard
model predictions for S, Sy. In this section model independent limits will be set on S,
using the observation in data and the estimates of the expected numbers of events in
each channel. This data and these predictions will also be used to exclude regions of the

parameter spaces of the frameworks described at the beginning of this chapter.

An observation has been made of S from the data, S,s. To ascertain whether this
observation is consistent with expectation requires a consideration of more than the
mean expected S from the standard model, S,, but also an evaluation of the range of
expected S values which arises from Poisson fluctuations in the potential numbers of
events observed in each channel. For the particular S, observed here, its proximity to
(both estimates of) S clearly indicates that it is consistent. It is instructive, however,

to consider what range of observed § would have been consistent.

Using the predicted numbers of standard model events in each channel as the mean
numbers of e* e, e* uF and u* uT events expected, the distribution of likely observed
S in the absence of physics beyond the standard model can be established using pseudo-
experiments. A single pseudo-experiment is set-up as follows (Ny(eeT), Ny(e*puT)
and Ny(u* puT) are the predicted numbers of standard model events in each flavour
channel). The number of observed standard model eTe¥, e* ¥ and u* uT events are
taken as the three random numbers drawn from three Poisson distributions with means
Moete®, Apet s and Ay, +,5. To account for the systematic and statistical uncertain-

ties on the estimates of the Ny, the A\, are not trivially set to equal the N,. Instead,
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to obtain the A, for the pseudo-experiment, the N, are decomposed into the separated
background predictions, Ny; for background i, in each channel. The appropriate A, for
each background, ), ;, are obtained by multiplying each NN, ; in each channel by a series of
random numbers drawn from various Gaussian distributions to account for each system-
atic and statistical uncertainty affecting the channel and the background i. The overall
Ay in each channel is then formed by summing over the resulting A,;. Each Gaussian
has unit mean, and a width equal to the fractional size of the uncertainty. Correlations
between the different channels and the different backgrounds are fully taken into account
by drawing only one random number (from a single Gaussian) for each uncertainty, but
then appropriately scaling the drawn number before it is applied to a given background
or channel. The 3, 7. and 7, measured by the psuedo-experiment are drawn from Gaus-
sian distributions with means equal to the expected quantities, and sigma equal to the
absolute uncertainties. The resulting § is then calculated using the total numbers of

events observed in each channel.

The above procedure can be thought of very simply as a sequence of three steps. (i)
In the first step, the mean number of background events in each channel and from each
source is sampled (a first sampling). This sampling takes appropriate account of the
correlations between uncertainties in the estimates of these means. (ii) The resulting
total numbers of background events in each channel are used to construct three Poisson
distributions. The second step is to draw the observed numbers of events from these
Poisson distributions (a second sampling). (iii) Finally, 5, 7. and 7, are also sampled,

and S constructed.

The distribution of & values obtained from one million signal-free experiments is
given in Figure [6.12] using the predicted numbers of events in each channel derived
partially from data (see Section in particular Table . This figure illustrates
the statements made in Section [6.10] that the shape of the distribution is dominated by
statistical fluctuations in the event rates, and that the uncertainties on S, are negligible
compared to the width of this distributionm This observation of S, is an entirely
likely measurement of S given the standard model predictions. The number of pseudo-

experiments with S > S is 49.7%.

10The discrete probability distribution of the difference n; — ny between two statistically indepen-
dent random variables N7 and Na each Poisson distributed with means p; and po respectively is the
Skellam distribution |[120]. The multiplicative scale factors in Equation make S not purely Skellam
distributed.
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Figure 6.12: Distribution of observed S walues from a million hypothetical signal-free ex-
periments. The shape is driven by statistical Poisson fluctuations in the expected rates of
identical-flavour and different-flavour events, dominated by tt events. Statistical and system-
atic uncertainties on these event rates do not have a significant impact on the width. The width
of this distribution is far greater than the statistical and systematic uncertainties on its mean,
Sp.

These pseudo-experiments can be modified to evaluate the probability of observing
a given § in the presence of a hypothesised signal. The observed numbers of signal
eteT, etuT and u*u¥T events are taken as the three random numbers drawn from
three Poisson distributions with means A\; ¢+ .5, Age+,+ and Ag ,+,5. Systematic and
statistical uncertainties are applied to the predicted N, (where appropriate), taking
account, of correlations between the uncertainties in each channel on each background

prediction, to obtain these ;.

To set a model-independent limit on S,, the assumption is made that the branch-
ing ratios into e*eT decays and pu*pu¥ decays from supersymmetry are equal (i.e.
%)\S,eie; ~ [Asput,+). Predicting an increasing contribution to the observed num-
ber of e* T events from supersymmetry, i.e. increasing Asetp7, for given A .7
and A, = ,+, will change both the mean of the observed & distribution and its width.
Equally, the distributions of observed S from two different sets of A, which predict the
same S, will have identical mean, but differing width. The limits set on S, are therefore
ones which depend upon the number of predicted signal events in all three channels.

In addition to the assumption that identical-flavour rates are equal, assumptions must
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Figure 6.13: Distribution of observed S values from four sets of a million hypothetical exper-
iments in which a signal is present, for increasing branching ratio for supersymmetric decay
to different-flavour leptons, and increasing Ss. In each case the expected numbers of super-
symmetric events added to each channel (assuming equal branching fractions for et eT and
pEtuT ) are set so that only 5% of experiments give a value of S less than our Syys. Adding
supersymmetric events to each channel broadens the distribution and shifts the peak. Adding no
net excess of identical-flavour events just broadens the distribution, as by construction Ss does
not change. The greater the relative branching ratio for decays into different-flavour leptons,
the higher the upper limit on S,. The predicted number of events in each channel from the
standard model are obtained from the partially data-driven predictions.

be made about the branching ratio into different-flavour lepton-pairs relative to the

branching ratio into identical-flavour lepton-pairs.

In Figure the distribution of observed S for four different sets of one-million hy-
pothetical experiments are illustrated. These sets of experiments each assume a different
ratio of different-flavour to identical-flavour lepton-pair branching fractions. The width
of the distribution of observed S is given roughly by the square-root of the sum of the
variances of the estimated number of background events in each channel. The limit on
the S, obtained is therefore quite sensitive to the predicted rate of decays to e® ™.
The greater the relative branching ratio into different-flavour lepton-pairs, the wider the
distribution. The A, have been set in each set of experiments so that only 5% of exper-
iments predict S < S,,. The A, give a corresponding S,. The limits in the four cases
illustrated in Figure [6.13| are tabulated in the middle column of Table The right

column of this table also gives the equivalent limits if the standard model mean event
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BR(I'1):BR(ll) | Data-Driven | Monte-Carlo-Only
0 8.8 10.2
1/6 9.3 10.5
1/3 10.5 12.0
1/2 12.6 14.0

Table 6.14:  Observed limit on S, obtained using the data-driven estimates of the contributions
in each channel from standard model background, and the Monte-Carlo-only estimates of the
contributions in each channel from standard model background. The observed limits assume
that the rates of production of eTe™ and u* puT events from supersymmetric processes are the
same. Limits are given for increasing relative branching ratio to different-flavour lepton-pairs.

rates (and their uncertainties) are taken from Monte-Carlo-only. The limits are slightly
weaker in the Monte-Carlo-only case. The estimated numbers of ¢f in each channel are
greater if Monte Carlo is normalised to luminosity and cross-section than if Monte Carlo
is normalised to data using the described control region. The distribution of expected
S if the Monte-Carlo-only predictions are used is therefore wider, and hence the limit

slightly weaker.

The data and predicted numbers of background events can exclude regions of various
parameter spaces. The N (e*eT), Ny(e*puT) and Ny(u*pT) from which the A\, can
be obtained are taken from Monte Carlo. The uncertainties on these event rates for
the signal include the theoretical uncertainties on the factorisation and renormalisation
scales, experimental jet energy scale and resolution uncertainties and uncertainties on
the lepton reconstruction efficiencies; the size of these uncertainties for each signal point
having been estimated by members of the ATLAS collaboration, Ref[7]. For each model
point, the Ny and their uncertainties as input to one million pseudo-experiments give a
distribution of possible S values. The percentage of these experiments with & < S
gives the probability of the signal and background hypothesis being falsely rejected. If
the probability of being falsely rejected is < 5%, the point is excluded at 95% confidence,
and the signal plus background hypothesis rejected.

The points excluded and not excluded in the my — m;,, mSUGRA/CMSSM plane at
95% confidence are illustrated in Figure [6.14] whilst those in the 5D-phenomenological
grid are illustrated in Figure|6.15] The limits in the mSUGRA /CMSSM plane exclude a
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Figure 6.14: Points excluded and not excluded at 95% confidence in a slice through the
mSUGRA/CMSSM models with Ag = 0, tan 8 = 3 and p > 0, illustrated in the mo — my /o

plane. The existing limits shown are those from previous experiments@,. Note: The
illustrated gg DO limit assumes p < 0. The line m; = mgg is marked on this figure. For m;

just less than My (the left-hand side of this line) the lepton from the X9 — (E0F decay is
soft. The latest ATLAS exclusion limits from searches using jets, one-lepton and
b jets are not detailed on this figure. Similarly, the latest results by the CMS collaboration are

omitted .

region of parameter space at low mg—m; /o roughly similar that excluded by the Tevatron
experiments (the best limit in this region arising from their tri-lepton, ¥, %3, search).
The “missing” wedge in the D@ exclusion, which is also observed in this analysis, is
just to the left of the myy = m; line. For my just less than my (the left-hand side of
this line) the lepton from the Y9 — (*¢F decay is soft. In a search for all opposite-
sign two-leptons, without flavour subtraction, the expectation is that this wedge will be
attenuated (see Ref. [6]). Whilst the favour subtraction analysis is specifically searching
for decays with flavour correlations, in an inclusive analysis the two leptons can be from
chargino decays, or a hard lepton can be picked up from the other side of the decay.
In the 5D-phenomenological grid a discontinuity is marked where mz; = mgz. When
mg < mg, gluinos decay into a chargino or a neutralino, and two jets. A significant
fraction of these decays are to the neutralino plus two jet final state. This reduces the

branching fraction for decays into leptons.
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Figure 6.15: Points excluded and not excluded at 95% confidence in the 5D-phenomenological
grid presented in the mg — mg plane for both the “light neutralino” PhenoGrid2 (a) and
PhenoGrid3 (c) grids, and the “compressed spectrum” PhenoGrid2 (b) and PhenoGrid3 (d)
grids. The line mg = mg is marked on each of these figures. This line marks a discontinuity
in branching ratios at mg = mg. When mg < mg, gluinos decay into a chargino or neutralino
plus two jets. A significant fraction of these decays are to the neutralino plus two jet final state.
This reduces the branching fraction of decays into leptons. The DO limit is illustrative, but is
based on a gq search so it is not a particularly suitable limit for comparison. This search,
Ref. l@/, the ATLAS inclusive search in Ref. [@/ and a CMS search reported in Ref. , are
the first experimental exclusions based on observations of two-lepton events in /s = 7 TeV
data.
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Figure 6.16: “As released” observed exclusion limits for PhenoGrid2 (a), PhenoGrid3 (b)
and mSUGRA (c),(d) (from Refs. [§] and [128]). The mSUGRA limits are presented in the
mo—my o (¢) and mg—mg (d) planes. The p-value of each point has been calculated using the
described toy experiments. These p-values have been converted into significances. The contour
is the 95% confidence limit interpolated in these significances.

It is possible to take these grids and the p-values of the excluded and not-excluded
points to interpolate a contour in the significance. This was done to produce exclusion
limits for publication by a member of the ATLAS collaboration. These interpolated
contours are illustrated for both PhenoGrids and the mSUGRA parameter space in
Figure For PhenoGrid2 “compressed spectrum” (“light neutralino”) models and
mg; = mg + 10 GeV, the 95% confidence lower limit on m; is 503 (558) GeV. For
PhenoGrid3 the equivalent limits are 453 (454) GeV, at 95% confidence.
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6.12 Conclusions

This chapter has presented the results of a flavour subtraction technique applied to the
2010 /s = 7 TeV ATLAS dataset to search for an excess of events containing opposite-
sign identical-flavour lepton-pairs and significant missing transverse energy. Data cor-
responding to an integrated luminosity of 34.3 pb~! has been analysed. No significant
excess has been observed, allowing limits to be set on the parameters of the minimal su-
pergravity framework, and also those of a phenomenological supersymmetric parameter
space. An exclusion in the mSUGRA /CMSSM framework has been set which is similar
to the Tevatron experiment’s tri-lepton search exclusion. A model-independent limit
has also been set on S, the mean contribution to the introduced quantity S (simply
the number of excess identical-flavour events, multiplied by detector acceptances and
efficiencies) from supersymmetry. This limit is robust and excludes at 95% confidence
excesses S; > 12.6 at 34.3 pb~!, in models with equal branching ratios for decays to
eteT and uT u*, and a relative branching ratio for different-flavour lepton-pair events
to those of identical-flavour of 50%. The analysis presented is one which will scale very
favourably with luminosity. This search, Ref. [8], the ATLAS inclusive search in Ref. [6]
and a CMS search reported in Ref. [127], are the first experimental exclusions based on

observations of two-lepton events in /s = 7 TeV data.
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Chapter 7

R-parity Violation with Jet

Signatures

“Why, sometimes ['ve believed as many as six impossible things before breakfast.”
— Lewis Carroll, Through the Looking-Glass (1872), ch.1

This chapter demonstrates how jet substructure techniques can be used to recon-
struct experimentally challenging decays expected in certain R-parity violating super-
symmetric scenarios. A model in mSUGRA parameter space is chosen and R-parity is
violated by setting the A}, term in the superpotential (Chapter [2)) to be non-zero. This
permits the decay ¥? — gqq, a decay which is likely to be difficult to detect in busy
hadronic detector environments. In RPC supersymmetric scenarios, the presence of in-
visible particles in the final state complicates the reconstruction of the particle spectrum,
but the large missing energy signature provides an efficient way of rejecting standard
model background. In the RPV scenario here the final states are in principle completely

reconstructable, but the experimental handle of high missing energy is absent.

In many supersymmetric decay chains, the long cascades give rise to high-pr lep-
tons. Previous studies of R-parity violating supersymmetry have exploited this leptonic
signature as a means of identifying the decay, and more importantly as a means of
reducing the standard model background [129]. In Ref. [129] both the x? and X3 are
reconstructed from cascade decays of a left-handed squark which is assumed to decay

in a sequence of successive two-body decays that at one stage produces a right-handed

141
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slepton (G, — X3¢ — Inlg — X%lq). The Xy decays into three jets, and it is thus
reconstructed by calculating the invariant masses of all possible three jet combinations
in the final state. Addition of two final state leptons into this invariant mass then yields
the possible Y9 candidates. Cutting a “window” into the resulting possible x5 — Y9 space
selects the combinations likely to be true decay chains, and the selected decay chains

give an observable X! mass peak.

The method demonstrated in this chapter avoids the need for three-jet combinatorics,
and does not rely on leptons being produced alongside the decaying x!. It was originally
proposed by J.M. Butterworth, G.P. Salam, A. Raklev and J.R. Ellis [130], in a study
performed without detector simulation. This method exploits jet substructure to pick
out the subset of highly boosted ¥ decays from the hadronic background. The three
jets from the boosted x{ become more collimated and, given an appropriately “sized”
jet reconstruction algorithm, are thus reconstructed as single jets. The substructure
of the resulting single jets can be used to determine which of the single jets are likely
to be composed of three merged “sub-jets”. Similar methods have been suggested as
viable means of reconstructing hadronic W decays in elastic W-W scattering [131]. This
method is tested in this chapter for use in ATLAS, using Monte Carlo events produced
using full ATLAS detector simulation. The potential for a discovery of this type of RPV
supersymmetry with ATLAS, using this technique, with up to 1 fb™! of /s = 10 TeV
data is gauged. It should be noted that whilst this method is tested here for use with
R-parity violating supersymmetric decays, the same method could also be applied to

any hadronically-decaying massive-particle resonance.

The work in this chapter is also described in one of the few /s = 10 TeV public
ATLAS notes on supersymmetry, Ref. [13].

7.1 Motivation

Before presenting the analysis, it is beneficial to digress and discuss the possible moti-
vations for exploring models which violate R-parity given that its introduction has so
far only been motivated as a way of preventing proton decay (Chapter [2). The addition
of R-parity violating terms, which violate baryon number (B) and lepton number (L),

would seem at odds with observation. No baryon and lepton number violating processes



R-parity Violation with Jet Signatures 143
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Figure 7.1: Decay of the proton. In R-parity violating supersymmetric scenarios, non-zero
and unsuppressed X and N couplings could give rise to a short proton-lifetime. This decay,
which gives the final state eTn°, is one possible decay mode. Other decay modes include decays
with et K°, ptn% and similar final states. The final state is dependent on the relative sizes of
N and .

have been observed experimentally. Proton decay, which would violate both baryon and
lepton numbers by one unit, is the very obvious experimental consequence that has never

been observed.

The R-parity violating terms, as introduced in Chapter [2| are again:
L\ ik - Yijk 7 i L\ wijh— 7 5

If both A" and \” couplings were present and unsuppressed then the proton would have
a very short lifetime. The proton would be able to decay, for example, into an e* 7 final
state as illustrated in Figure[7.I} The allowable decay modes depend upon the relative
sizes of the X and A" components. For squark masses of ~ 1 TeV, and couplings of order
unity, the proton could decay in a fraction of a second [52]. This therefore sets bounds
on N7% and "' For each i = 1,2; j = 1,2; k = 2,3, at least one of A% and \"'*
must be extremely small. The upper-bounds placed on these couplings by proton decay
are treated in detail by Ref. [132]. A review of the bounds on all the R-parity violating
couplings, based on observations not just of proton decay but also of v— oscillation,
v.-Majorana mass, neutrino-less double 3 decay and a variety of other processes, is given
in Ref. [133].

The only motivation given so far for the introduction of R-parity as a symmetry is to
ensure the stability of the proton. The introduction of this symmetry is not, however,

the only way to prevent proton decay. “Baryon-parity” can conserve baryon number,
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forbidding just the interactions w;d;dy, but allowing R-parity violation via the L;Q;dy
and L;L;é;, operators [134]. In many Grand Unified Theories and string theory there
is no preference for either R-parity conservation or R-parity violation [134]. From the
theoretical understanding of unification, there is no clear preference. It is thus very
important to search experimentally for both R-parity conserving and R-parity violating
decays, particularly given the very different phenomenologies they predict at colliders.
R-parity violation has even been put forward as a potentially favoured solution to various
experimentally observed discrepancies between observation and standard model predic-
tions [133,/135]. In 1997, the ALEPH collaboration observed an excess in the number of
events in the eTe™ — 4 jets channel [136]; many attempts to explain this anomaly by

invoking R-parity violating couplings were made [133}|137-139).

7.2 The k; Algorithm and Jet Substructure

This section describes the k; algorithm [140]. This is the algorithm chosen to reconstruct
jets in this study, and the algorithm which gives the necessary handle on jet substructure
needed to select jets formed from merged sub-jets. It runs over the collection of calorime-

ter clusters in each event, and for cluster k& and pair of clusters (k,[), it calculates the
resolution variables (Equations and [7.3)):

drp = Py, (7.2)

i = min(pjy, p7y) Ry / R® (7.3)

where pry is the transverse momentum of cluster £ with respect to the beam axis and
RZ, the separation in — ¢ space between the clusters k and [, as defined in Equation .

R is the “radius parameter”, varied to change the “size” of the jets.

Ry = (e —m)* + (o — @) (7.4)

The precise definition of these three quantities (dj.p, d and R%;) control how the k|
algorithm behaves in the soft and collinear limits. The choice of definitions, or scheme,
is not expected to make a significant difference to the highly boosted jets of interest to
this study. This AR angular scheme (Equation is chosen in this study to match the
choice made in Ref. [130].
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The £, algorithm finds the smallest of dyp and dy;. If dy; is the smallest then k and
[ are combined into a single object with momentum py;. If dip is smallest the object is
merged with the beam-pipe object. This process is repeated until all objects have been
included as jets. The parameter R in Equation [7.3|is normally of order one and plays
a similar role to the R parameter in cone algorithms. Higher R parameters worsen the
jet mis-reconstruction, because of the increased “junk” which may be included in the
jet, but potentially improve the signal efficiency in this study by reconstructing greater
numbers of neutralino candidates as single jets. An R parameter of 0.7 is chosen as
it gives a sufficiently high signal efficiency, at the risk of overestimating reconstructed
particle masses by including extra material in the jets. The choice of R parameter has
not been optimised and so it may be the case that a slightly smaller R, or equally larger
R, would improve the ratio of signal to background. The way that the py; of the new
combined objects is calculated depends on the specified recombination scheme. The “E
scheme” is chosen and in this scheme the four momenta of the two objects, k£ and [, are

simply added linearly to form the four momenta py;.

The scale at which jets from two or more very collimated partons separate into their
sub-jets is reflected in the values of dy; calculated in the jet-finding algorithm. The
proposed variable y, defined as y = dj;/m? where m is the jet mass, is used to isolate
the signal from the background [130]. Given that the hadronic resonance is of unknown
mass, a scale invariant method is needed to pick out the decay. The k,; distance, dy,,
is the relative transverse momentum distance between the merged objects. Any cuts
purely on the dj; values would tend to bias the search, as this cut would be dimensional.
The variable y is dimensionless and satisfies this requirement. For any decaying mother
particle, the interesting mergers are the final ones. Effectively the sequence of y values
records the distance between the merged jet constituents. The value y; is defined as the
scaled dj; value from the last merging and y, as the scaled dj; value from the penultimate

merging. These two mergings are of interest because the x{ has a 3-body decay.

This technique relies on the decaying particle, in this case the x9, having sufficient
boost to decay into three jets which “merge” to form a single jet. Figure illustrates
a measure of the pseudo-cone radius as a function of neutralino py for the three signal
neutralino decay products (at parton level). The radius plotted is the smaller of the
circumradius formed by the three jets (the relevant triangle used in the calculation
of the circumradius having sides of length R;; as defined in Equation and half the
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Figure 7.2: Pseudo cone-radius as a function of neutralino pp. The neutralino in the SPS1a

mSUGRA point has a mass, Mo ~96 GeV. As neutralino pr increases, the three jets from

its decay become more collimated. For a neutralino mass of 100 GeV, the jets form a “cone”
with radius ~0.6. The “larger” the jets formed, the higher the signal efficiency for finding
neutralino decays but the amount of “junk” included in the jet greater.

largest of the R;;. This figure demonstrates that as the neutralinos become more boosted

the degree of jet collimation increases.

7.3 Monte Carlo

This method is illustrated on the mSUGRA bulk benchmark point SPS1a [141]. The
sparticle masses in this model are relatively light. The neutralino of interest, Y, has
a mass myo = 96.1 GeV. The R-parity violating coupling, A[j, is set to 0.001, and is
the only coupling chosen to be non-zero. The SPS1la mSUGRA point was chosen for its
reasonably high cross-section (17.4 pb at LO) but “difficult” dominant final state. By
this it is meant that the choice of \” ensures a final decay with no heavy flavours or
displaced vertices. In principle, heavy flavours and displaced vertices could provide an
additional handle on the signal. SPSla, or the “Snowmass” point, has the mSUGRA
parameters: mgo = 100 GeV, tan § = 10, Ay = —100, m;,5 = 250 GeV and sgn p > 0.
Selected sparticle masses are given in Table for this point. The squark and gluino
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masses are ~ 500 and 600 GeV respectively. As Table[7.1|shows, these masses are much

heavier than the yJ mass and so the x? will be appropriately boosted.

X X5 g uR ar, dr dy, (g ly h°
96.1 | 176.8 | 595.2 | 520.4 | 537.2 | 520.1 | 543.0 | 143.0 | 202.1 | 114.0

Table 7.1: Masses of selected particles in GeV in the SPS1a mSUGRA point. The squark
masses are ~ 500 — 600 GeV and the lightest neutralino, X3, much lighter at 96.1 GeV. This
gives a scenario in which the produced X are highly boosted.

This particular coupling, )\'1/12 = 0.001, is actually ruled out by current experimental
bounds [142,143]. However, this method should be applicable to other combinations of
(1,7,k) = 1,2, many of which have much looser bounds. Given that this chapter is a
test of a method, and given that any other combination of (i,j, k) = 1,2 would give
equivalent results, it is not of too much concern that this coupling is ruled out. The
results here serve as a proof of principle, not an optimised study with a predicted search

reach.

The standard model backgrounds to be considered include: tf, dijets, W — fv+jets
and Z — (l+jets. The dijet samples were generated using the PYTHIA [74] Monte Carlo
generator with the CTEQ6L1 [98] parton distribution functions. These dijet samples were
generated in slices of pr, the transverse momentum of the two partons involved in the
scattering process, for pr > 17 GeV, with total LO cross-section of 1.4 x 10'2 fb. The
Z — ll+jets and W — lv+jets samples were generated using the ALPGEN [97] Monte
Carlo generator with the CTEQ6L1 [98] parton distribution functions. The total cross-
sections for W — fv+jets and Z — £¢+jets production are 4.1 x 107 fb and 3.6 x 10° fb
respectively at LO. The Z+jets and W +jets samples were both produced in slices of the
number of partons in the hard scattering process. The semi-leptonic and fully-hadronic
tt events were generated, with cross-sections of 202,860 fb and 170,740 fb respectively,
using the MCONLO [144] Monte Carlo generator to simulate the hard process, a generator
including full NLO QCD corrections, HERWIG 73] for parton showering and fragmenta-
tion and Jimmy [99] for the underlying event. The CTEQ6M [145] NLO parton distribution
function set is used. For these studies SPSla RPV signal events were generated using
the PYTHIA[74] Monte Carlo generator (using the older PYTHIA showering scheme). Dur-

ing reconstruction, locally-calibrated topological clusters [146] (clusters formed from an
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algorithm which adds neighbouring cells with energy above a threshold to a seed cell
iteratively) were built from calorimeter cells and passed as input to the k; algorithm
using an R parameter of 0.7. All samples were generated at /s = 10 TeV and passed
through the full GEANT4 [75] simulation of the ATLAS detector by the ATLAS central

production team.

7.4 Method

7.4.1 Particle Identification

The reconstructed particles used in this analysis are selected and identified as follows.
Electrons are selected which have pr > 10 GeV, and || < 2.5. These electrons
must pass medium identification cuts (see Chapter [4). Muons are selected which have
pr > 10 GeV, and |n| < 2.5. The selected muons must pass a cut on the matched
tracking fit between the ID and the outer muon systems of x? < 100. The energy de-
posited within a cone AR = /(A¢)% + (An)?2 = 0.2 around the muon is required to be
less than 10 GeV. The selected photons must have pr > 10 GeV and |n| < 3.5, passing

“tight” photon selection. Taus with pr > 20 GeV and |n| < 3.5 are selected. These
must also have a likelihood discriminant of the jet-7 hypothesis greater than —6 [147].
All jets with pr > 20 GeV and || < 5.0 are selected. Reconstructed objects passing the
above cuts are declared as overlapping if they fall within: (i) AR = 0.2 of each other
for any two non-jet objects or (ii) AR = 0.3 if one object is a jet. Electrons are selected

first, then photons, muons and finally jets.

7.4.2 Offline Selection

Defining y; and g9, as the y values from the last and penultimate merging of the jets,
the following offline cuts are made: (i) require at least four jets in the event, with the
four highest-pr jets having |n| < 2.5, (ii) two of these jets must have pr > 275 GeV, (iii)
for both of these jets, yo > —0.17y; + 0.08 and (iv) there must be two further jets both
with pr > 135 GeV.

The first high-pr jet cut (ii) is used to select highly boosted jets, likely to be neutralino

candidates. Given that the signal events of interest are supersymmetric, there should
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be two decay chains and each decay chain should end in an LSP. Thus two high-pr jets
are required because it is reasonable to expect two neutralino candidates for each signal
event. The y; o cut (iii) is chosen to eliminate a significant proportion of the background
by exploiting the substructure of boosted jets which are formed by the merging of the
three sub-jets (see Figure . These cuts look for structure in the most relevant jet
mergings, the last two. The rejection achieved using these hard pr cuts and structure
cuts is not alone sufficient to obtain a significant signal. In order to achieve higher
background rejection an additional cut (iv) is proposed, which requires the presence
of two further jets with pr > 135 GeV. This cut exploits the properties of the rest
of the supersymmetric decay chain. Approximately 40% of neutralinos are produced
directly by the decay of a squark. The decay of a squark to a neutralino produces an
additional quark jet. Two non-neutralino jets are therefore expected in many of the
RPV supersymmetric events. Even in longer decay chains, it is still likely a jet will
have been produced somewhere in the cascade. These extra cuts maintain high signal

efficiency therefore but further increase dijet background rejection.

7.4.3 Online Trigger

Triggers are required which will pass signal events efficiently, whilst significantly reduc-
ing the proportion of background events. In what follows the following convention is
adopted: nJxx is a trigger requiring n jets with pr >xx GeV and JExx a trigger asking
for a jet with energy greater than xx GeV. Signal events are expected to have multiple
high-pr jets in the final state. The most useful triggers for this analysis are therefore
the single (Jxx), multijet (3Jxx, 4Jxx) and total jet energy (JExx) triggers. Table [7.2
tabulates the trigger efficiencies for a selection of these jet triggers. The first efficiency
is the efficiency for passing all the supersymmetric events, the second is the efficiency

for passing the subset of supersymmetric events which survive event selection.

From the efficiencies in Table[7.2] it is clear that the ATLAS trigger system has several
un-prescaled jet triggers that should pass signal events with very high efficiency. The
efficiency after selection is most relevant and should be near to 100% for the best triggers.
Though an explicit trigger selection was not used for the results shown in subsequent
sections, these numbers show that they will not be degraded due to losses of events at
the trigger level. The most suitable triggers are the multijet triggers. If the rates for
these triggers were found to be unexpectedly high, and so then prescaled by ATLAS,
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Trigger | Prescale Efficiency Efficiency
before selection (%) | after selection (%)
J350 1 50.0 82.7
3J180 1 56.0 98.3
4395 20 77.6 99.6
3J60 1000 95.0 99.6
J265 15 75.5 99.6
43125 1 55.8 99.6
JE280 2 91.0 100
JE340 1 83.2 100

Table 7.2: Trigger efficiencies for various jet triggers as given by the SPS1a signal point. The
trigger efficiencies are given before selection, and after selection. The most relevant trigger
efficiency, after selection, is near 100% for a good proportion of the triggers. Importantly,
there are near 100% efficient triggers which are expected to be un-prescaled during ATLAS
data-taking.

the un-prescaled single jet trigger could also be usedﬂ This would only yield a slight
decrease in the significance of results. This would also be the most suitable trigger for

a boosted particle decay in lower jet multiplicity events.

7.5 Results

The numbers of events by type passing each offline cut are given in Table [7.3] The
masses and transverse momenta of all jets, in events which satisfy the first selection
criterion, are illustrated in Figure for each type of event. The distribution of jet
pr against mass for signal events features a vertical band at a mass of approximately
100 GeV (around the peak of the heavy neutralino resonance), for jets with transverse
momenta above 250 GeV. In contrast, the distribution for standard model background
events shows no such structure. For standard model background events, the bulk of
the jet-mass distribution lies at low-pr and low-mass. Therefore, the py cut applied in

the second offline selection criterion should select jets in the signal produced by heavy

! This analysis was completed in June 2009. As of April 2011, the expected lowest un-prescaled Jxx
trigger is J250, and the lowest un-prescaled 3Jxx trigger, 3J75. The event filter for jet triggers was not
used during the 2010 /s = 7 TeV run.
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particle decays preferentially. This can be illustrated further by projecting these jets
onto the jet mass axis, as shown in Figure In this projection the neutralino mass
resonance is very visible. Jets from the decay of highly-boosted W bosons and top quarks
also cause noticeable mass resonances near their respective masses. In all three cases
these peaks are positioned higher than the true particle masses (96.1 GeV, ~90 GeV
and 175 GeV). This is a direct result of using a high R-parameter. The jet-algorithm has
clustered more than just the three quarks from x? decay into the single jets. Clean-up
procedures do exist which attempt to remove some of the “junk” in jets. These are not
used here as the aim of this exercise is not a precise determination of the neutralino
mass, but rather a demonstration that ATLAS has the necessary resolution required to
exploit jet substructure in this way. Dijets are the dominant source of standard model
background at this stage. This source must be reduced by several orders of magnitude

before the identified interesting mass peaks are experimentally detectable.

The necessary reduction is achieved by the third event selection criterion. Finding
an appropriate choice of cut requires a careful study of the jet y values for signal and
background events. Figure illustrates the correlation between the y values from the
last and penultimate mergings for each event topology for jets with pr > 275 GeV.
The dashed line on these distributions marks the chosen y value cut. Events with y
values above this line are accepted, whilst events below are rejected. In supersymmetric
events, both y; and y, are widely distributed, much more so than in the standard model

events. This is an expected result, the dominant dijet background should not exhibit

At least Two jets yo > —0.17y; + 0.08 Two extra jets
four jets | with pr > 275 GeV for both jets with pr > 135 GeV
SPSla 14,577 5,849 792 347
tt 2.3 x 10° 2,000 200 1
dijets | 3.2 x 10? 1.1 x 106 1.8 x 104 1,100
Wjets | 1,500 20 20 0
Z+jets | 1.9 x 10* 210 2 1

Table 7.3: Numbers of events passing each offline cut, for SPS1a and each standard model
background (assuming an integrated luminosity of 1 tb™). The cuts in each row are sequen-
tial and cumulative. The event selection cuts reduce the dijets by a factor ~10°%, with much
smaller impact on the number of signal SPS1a events. Fvent counts are rounded to appropriate
illustrative numbers of significant figures, only SPS1a event counts are exactly as counted in
the Monte Carlo.
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Figure 7.3:  Jet pr vs. jet mass for jets in supersymmetric events (left) and standard model
events (right) with at least four jets lying in the range |n| < 2.5, for 1 fb=! of integrated
luminosity at /s = 10 TeV. There is clear structure present in the strip at ~ 100 GeV in
supersymmetric events, which is not present in the standard model background distribution.
Note: as marked, the z-axis for the background events has a scale of 10°.
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Figure 7.4: Jet mass distributions of jets with pr > 275 GeV in events with at least four
jets with |n| < 2.5, for 1 fb~! of integrated luminosity at \/s = 10 TeV. For SPS1a events
(left), the jet mass distribution peaks near the mass of the neutralino (~100 GeV), for dijet
events (middle) the distribution steadily decays after the distribution turn-on, whilst for Z+jets,
W+jets and tt events (right) the distribution peaks just above the top (~174 GeV) and W/Z
masses (80 — 90 GeV ). The error bars are statistical sum-of-weights squared errors. Note the

y-azis scales: 10 for dijet QCD events, but 103 for the RPV point and other standard model
backgrounds.
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any particularly strong structural features.
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Figure 7.5: Distributions of yo vs. y1 for jets with pr > 275 GeV in supersymmetric and
standard model background events with at least four jets (distributions normalised to unity).
Distributions are for an integrated luminosity of 1 fb=! at \/s = 10 TeV. The line illustrated
s the line yo = —0.17y; + 0.08, events above which are accepted and events below which are
rejected.

This y value cut does not provide the necessary rejection against QCD backgrounds
alone. The chosen y value cut of y5 > —0.17y; + 0.08 must be supplemented with the
fourth listed cut, the requirement that there be a 3rd and 4th jet each with py > 135 GeV.
The masses of the two highest-pr jets remaining, after the substructure and additional
jet pr cuts are applied, are illustrated in Figure [7.6| These additional event selection
cuts have had some impact on signal efficiency, but the impact of these cuts is greatest
away from the signal jet mass peak (which has only decreased by a factor of ten). This
reduction compares favourably with the large suppression of QCD jets at a level of 103
across the distribution. In Figure [7.7], the pr distribution of jets in the signal sample
passing the event selection cuts is also given. This distribution illustrates the transverse

momentum range of the jets selected as neutralino candidates.

Comparing the resulting dijet background and signal mass distribution (Figure
directly, it is clear that there are comparable numbers of signal and background events
after cuts. Moreover, there remains a very clear peak in the signal distribution at the
mass of the neutralino. The QCD mass distribution suffers from low statistics, due
to the limited Monte Carlo datasets available. At least an order of magnitude more
simulated QCD events would be needed to reduce significantly the high event weights.
The errors expected from an integrated luminosity of 1 fb=! are better modelled by the

Poisson errors, which are shown in Figure as the smaller of the two sets of vertical
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Figure 7.6: Jet mass for jets with pr > 275 GeV and yo > —0.17y; + 0.08 in events passing
all event selection cuts, at an integrated luminosity of 1 b=t at \/s = 10 TeV. The jets peak
at a mass near the neutralino mass in SPS1a events (left). The jet mass distributions for dijet
events (middle) and W+jets, Z+jets and tt events (right) are also shown. The error bars are
statistical sum-of-weights squared errors.
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at /s = 10 TeV.

Jet pr for jets with pr > 275 GeV and y2 > —0.1Ty; + 0.08 in signal events
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error bars. For this model point, the background has been reduced to a level at which it
is of manageable size, one which is comparable to the signal. This suggests that models
(whether supersymmetric or otherwise) which can pair produce states with mass greater
than ~ 100 GeV, with transverse momenta similar to those of Figure [7.7, and where
those states subsequently decay to three jets, are likely to be observable at ATLAS. The
difficulty in realising this analysis in data is that it would require a sound understanding
of the QCD background distribution.

The shape and post-selection cross-section of the QCD background are the main sys-
tematic uncertainties in this analysis. For example, were the QCD background to be
twice as large, any signal significance would drop by a factor of v/2. The shape of the
mass distribution may also change. The steeper the slope of the QCD background dis-
tribution towards high mass, the greater the signal cross-section needed to obtain high
signal significance. If the background were flatter, evidence for a signal peak would be
obtainable at much lower signal cross-sections or with more QCD background. The cuts
chosen have not been fully optimised, rather they serve to illustrate the suitability of
the method.
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Figure 7.8: Jet mass for jets with pp > 275 GeV and yo > —0.17y; +0.08 in events passing all
event selection cuts, at an integrated luminosity of 1 fo=! at \/s = 10 TeV. The error bars are
statistical sum-of-weights squared errors, on which (smaller) Poisson v N errors are drawn.
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7.6 Summary

This chapter has demonstrated the technique described in Ref. [130] for reconstruct-
ing heavy-particle decays into three-jets by exploiting the substructure of the single
jets formed when these decays are boosted. This approach has been illustrated using
R-parity violating X! — gqq supersymmetric decays where the exploitation of jet sub-
structure preferentially selects the jets from boosted neutralino decays over QCD jets,
the dominant source of standard model background. The demonstration suggests that
if such decays were present in data, they may be observable in the ATLAS detector.
To perform this analysis on data, a thorough estimation of the QCD background shape

would be required and a complete evaluation of the systematic uncertainties necessary.



Chapter 8

Measuring Slepton Masses and

Mixings

“Slow and steady wins the race.”
— Aesop, The Hare and the Tortoise

Physicists do not have an understanding of the smallness nor the hierarchy in the
standard model flavour parameters, and this makes flavour physics interesting. Flavour
physics also holds a key to understanding theories beyond the standard model. If su-
persymmetry is discovered at the LHC, then studying its flavour properties (the masses
and mixings of the sleptons and squarks) may shed light not only on the underlying
structure of supersymmetry and supersymmetry breaking, but may also very well lead
to a big step forward in the understanding of the standard model flavour parameters.
In this chapter, new steps toward a quantitative analysis of the actual prospects for
supersymmetric flavour measurements at the LHC are undertaken. A number of alter-
native, earlier studies of lepton flavour violation at the LHC [148-156] also exist. This
chapter investigates how many sleptons it might be possible to find at the LHC and how
precisely their masses might be determined, whilst also making tentative steps towards
measurements of their lavour decompositions. In what follows lepton flavour is violated
meaning that the measurement of the flavour decomposition in the model chosen is both

interesting and non-trivial.

157
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Any such analysis is only feasible in the event of discovering supersymmetry, but it
is also only realisable towards the latter stages of an experiments run. The study that
follows considers as much as 100 fb~! integrated luminosities worth of experimental data,
at high centre of mass collision energy. The approach taken is not to select a wide variety
of supersymmetric models and explore the potential measurements that could be made
from each, but to instead pick one particular model with relevant characteristics, shared
by a variety of models, and show that in some, well-motivated cases, answering these

questions may be possible.

In Ref. [9] hybrid supersymmetric models are constructed in which sfermion masses re-
ceive both flavour conserving gauge-mediated contributions and flavour violating gravity-
mediated contributions governed by a U(1) x U(1) horizontal symmetry. A particular
realisation of one of these models is analysed in this chapter. Significant flavour mixing
for sleptons and sneutrinos is expected in these models. A more detailed summary of
these types of model is given in Refs. [9,|10]. Only the experimental features, relevant
to the tests of experimental observability which follow, are highlighted in this chapter.
The techniques developed will be also applicable to models with other forms of hybrid
supersymmetry breaking [157,/158] and other similar frameworks where these important
features are also realised. In these models, the LSP is the gravitino, and the NLSP, a
charged slepton, is metastable. Not only is there no missing energy associated with the
NLSP but, in principle, the supersymmetric decay chains are fully reconstructable. The
charged sleptons will leave curved and detectable tracks in a detector yielding the ability
to measure both their momentum and their speed (by charting the progress of the track
through the detector, their “time-of-flight”). In the model selected the majority of the
slepton mass splittings are large enough to be observable, and a selection of the flavour
mixings are significant. These features will benefit any attempt to measure masses and

mixings.

The analysis in this chapter is published in Ref. [10], and the “Shifted Peak” method
used in this chapter published in Ref. [15].
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8.1 Flavour and Supersymmetry

The soft-supersymmetry breaking terms in the supersymmetric Lagrangian introduce
many new parameters, not present in the standard model. There are a total of 105
masses, phases and mixing angles in the MSSM Lagrangian that have no counterpart in
the ordinary standard model. This arbitrariness in the supersymmetric Lagrangian is a
result of supersymmetry breaking, rather than of supersymmetry itself. The unknown
details of the MSSM are contained in the soft-supersymmetry breaking terms of the

Lagrangian.

Fortunately the new parameters introduced by soft-supersymmetry breaking are pa-
rameters which imply CP violation or flavour mixing and experimental results severely
restrict these types of parameter. The flavour mixing parameters are of relevance to the
work in this chapter and so a brief discussion of the constraints on the flavour parame-
ters is now given. Consider the 3 x 3 matrix in family space, m2. If this matrix is not
diagonal in the basis of sleptons whose superpartners are the right-handed parts of the
standard model mass eigenstates e, p, 7, (€g,fir,7r) then the slepton mass states are not
identical to the flavour states. Slepton mixing will occur, and individual lepton numbers
will not be conserved. No longer are there three right-handed sleptons, selectron-right,
smuon-right and stau-right each with a unique mass. Instead the mass states are each
mixtures of the flavour states. Experiment gives a limit on the components of the m2

matrix.

The process,  — ey can arise from a non-zero value of —m2,, i5ép (the degree of é
and fi in /1, Figure (a)). The experimental limit on the branching ratio for y — ey
is currently 1.2 x 107! at 90% confidence [159]. It can be shown [52] that if a random
right-handed slepton squared-mass matrix m% were picked with “random” entries of
comparable size, then the predicted rate would be larger than the experimental bound,
even if slepton and bino masses were shifted as high as 1 TeV. If the superpartners are
lighter, it is even harder to make a prediction which gives a branching ratio within the
experimental limit. Left and right-handed sleptons with different flavours are mixed in
Figure (b) The elements of the left-handed slepton squared-mass matrix m? will
also contribute to the rate of 4 — ey (Figure [8.1c)).
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Figure 8.1: Loop diagrams contributing to p~ — e~ in models with lepton flavour violating
soft supersymmetry breaking parameters. The experimental limits on u — ey decay severely
constrain the flavour violating terms of the soft-supersymmetry breaking supersymmetric La-
grangian. The new parameters introduced by soft-supersymmetry breaking are parameters im-
plying either CP wviolation or flavour mizing.

Therefore it is clearly the case that any model which wishes to violate lepton flavour
and introduce a non-diagonal (m2) must remain within these bounds convincingly. In
the most general models where the left-handed and right-handed sleptons with different

lepton flavours can mix, even finding evidence for this left-right mixing is useful]

8.2 The Model

In Figure the masses and flavour compositions of the sleptons in the particular
model studied are given (for more details see Refs. [9,|10]). The six sleptons are labelled
(; with i = 1,2,3,4,5,6. In this naming scheme the lightest slepton is named / and the
heaviest, ls. These sleptons are the mass eigenstates, each of which is a combination of

the six possible flavour states (ég, fir, Tr, €r, fir, and 7).

In this model, sleptons 5172,3 are dominantly right-handed, whilst the sleptons (7475,6
are dominantly left-handed. Left-right mixing in these sleptons is negligible, with the
exception of a small amount of this mixing in {5 and 05 which carry small 7, and 75
components respectively. The lightest two sleptons are predominantly a selectron and a
smuon. This particular feature is a favourable one. Other features of this model are not
so favourable: (i) the two lightest sleptons are quasi-degenerate, with a mass splitting

of roughly 5 GeV, (ii) the mixing of these two sleptons is small and (iii) one of the

Tt is of note that it is not just mixing between different right-handed flavour states which gives
flavour violation, but also mixing between different right and left-handed flavour states.



Measuring Slepton Masses and Mixings 161

A

(399 GeV)—

<
DO

/(344 GeV) -
5(303 GeV)

7,(283 GeV) -

(

X1(225 GeV)

74(168 GeV)-

(141 GeV)|
/,(136 GeV)

Figure 8.2: The masses and flavour compositions of the siz sleptons (from [10]). All decays
involving sleptons which start with the decay of the heaviest of the two lightest neutralinos, are
illustrated. The leptons which result from these common decay modes are also detailed. The
labels 01, €5 and 3 refer to the single leptons produced at each step of the decay, these will be
used later in the text. Sleptons 217273 are dominantly right-handed, with the dotted line in 23
illustrating the small 7;, component. The sleptons 17475,6 are dominantly left-handed, with the
dotted line in 05 illustrating the small T component. Left-right mizing in the other sleptons is
negligible.
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remaining sleptons is an almost pure stau, so that its decays always involve taus which

are hard to reconstruct.

8.3 Event Generation

Signal events are generated with centre-of-mass energy /s = 14 TeV using HERWIG|73}[160]
and passed through a generic LHC detector simulation, AcerDET 1.0[77]. The package
AcerDET is configured as follows: electrons and muons are selected with pr > 6 GeV and
In| < 2.5. Electrons and muons are considered to be isolated if they are separated from
other leptons and jets by AR > 0.4, and if less than 10 GeV of energy is deposited in a
cone of AR = 0.2. The lepton momentum resolutions chosen are parameterised from the
results of Full Simulation of the ATLAS detector [67]; the electrons are smeared accord-
ing to a pseudorapidity-dependent parametrisation, while muons are smeared according
to the results for |n| < 1.1. The LO 2-to-2 supersymmetric cross-section determined by
HERWIG with CTEQ5L parton distribution functions is 1.154 pb. A total of 115,400 events
are generated, corresponding to 100 fb™' of data. AcerDET does not take into account
lepton reconstruction efficiencies. Therefore a reconstruction efficiency of 90% is applied
by-hand to the muons and a reconstruction efficiency of 77% to the electrons giving 0.86

as the ratio of electron to muon reconstruction efficiencies.

In a real detector (or full simulation thereof), the passage of a long-lived charged
slepton, like the f;, through it would produce a visible, curved track. A measurement
of the curvature of this track could be used to determine the ¢; momentum-to-charge
ratio, which could be used to determine its momentum under the assumption that all
heavy tracks have unit charge. If the ¢, arrival time was also measured, these two pieces
of information could be used to determine the ¢; speed. The measurements of momen-
tum and speed could then be combined to determine the track mass. A measurement
of the mass of the ¢, would constitute the primary signature for new physics in the
signal events. Since AcerDET is not a full detector simulation, it does not produce track
objects or speed “measurements” associated with the long-lived sleptons. Therefore it
is necessary to augment AcerDET by incorporating additional parameterisations for A
momentum and speed measurements into this analysis. Resolutions for these measure-
ments are taken from Ref. [161], a study based on ATLAS Muon Resistive Plate Chamber
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timing. The reconstructed ¢; momentum is modelled by taking the momentum from
Monte Carlo truth and then “smearing” the magnitudes of the {1 3-momentum, p=| D7, l,
and speed [, by Gaussian distributions with o,/p = 0.05 and o3 = 0.02, respectively.
The slepton’s energy and direction are not smeared. Only sleptons with > 0.6 are
taken to to reconstructed, sleptons moving any slower are unlikely to reach the muon
chambers in time to be registered in the same bunch crossing. In these signal events,

95% of sleptons have a speed, 3, greater than 0.6.

In all that follows, the expressions like “/; momentum” and “3” refer to these smeared

(“reconstructed”) quantities, rather than the Monte Carlo truth.

8.4 Analysis

In this section, the approach used to measure the mixings and masses of the six sleptons
is outlined, and the results of applying this are then illustrated. As the NLSP is a
metastable charged particle (reconstructed as described in Section , in principle the
entire decay chain is fully reconstructible (that is, the four-momentum of each particle in
the decay chain is known). The goal of this analysis is therefore to reconstruct the various
superpartners, starting with the slepton NLSP, by working step-by-step up the various
decay chains (Figure , constructing the various invariant mass distributions. In
this section each invariant mass distribution constructed is motivated, and the resulting
interpretation of each distribution given. In the concluding section a more detailed

interpretation is given, in terms of flavour mixings.

Tau leptons are ignored, and instead only deductions and measurements of masses and
mixings from observing electrons and muons are made. Tau reconstruction is expected to
be poor in comparison to electron and muon reconstruction, and it is for this reason that
this method does not rely on it. It is hoped that with 100 fb~!, sufficient understanding

of tau lepton performance will be available to supplement these methods.

2Note that an alternative parametrisation, based on ATLAS Muon Drift Tube fits [162], could equally
well have been used. The resolution obtained here may not reflect the maximum potential realisable.
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Figure 8.3:  Reconstructed {1 masses from events with slepton speed, 8 > 0.6 (a) and
06 < B < 0.8 (b). The histograms are the distributions, and the solid lines are Gaus-
sian fits with means and standard deviations as indicated. The Gaussian fit for (a) is poor and
is shown for comparison only. The 01’s 3-momentum magnitudes p = \]3’51] and speeds have
been smeared by Gaussian distributions with o,/p = 0.05 and oz = 0.02, respectively. These
two smeared quantities are combined to give the (1 mass.

8.4.1 The Slepton NLSP (51)

In each event, it is expected that direct reconstruction of the A momentum, speed, and
mass using the slow charged track signature described in Section [8.3| will be relatively
straightforward. Only sleptons with speeds in the range 0.6 < g < 0.8 are considered.
The lower bound restricts the study to 0 likely to arrive in the same bunch-crossing,
whilst the upper bound is expected to effectively distinguish supersymmetric events from
standard model background [163-165], and also to play a crucial role in improving the
resolution of the ¢; mass measurement. Of the sleptons with 4 > 0.6, 15% have 8 < 0.8
and so pass this extra restriction. The reconstructed mass distribution is shown in Fig-
ure[8.3|before and after the application of the upper 8 bound. As expected, even ignoring
background that will enter the § > 0.6 distribution, a better measurement of slepton
mass is obtained if just the slowest sleptons are considered. After the 0.6 < 5 < 0.8
requirement on the slepton’s speed, it is assumed that the efficiency for reconstructing
0, is 100%.
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A measurement of m; = 135.9+£0.1 GeV is obtained from the Gaussian ﬁtﬂ to the
distribution of slepton masses given in Figure (b) For any given event, the slepton
mass is measured to an accuracy of the order of 10 GeV. The integrated luminosity of
100 fb~! is sufficient to allow a measurement of the l71 mass with much smaller statistical
error (~0.1 GeV). The measured mean agrees well with the underlying true {, mass.
Such agreement was to be expected as no sources of systematic offsets were introduced
in the smearing process. Realistically, the fitted mean reconstructed (, mass will be
subject to some systematic offset, even after all attempts to calibrate the detector have
been completed. The size and direction of such an offset, however, cannot be known
in advance. In this analysis, no attempt is made to simulate systematic offsets. The

quoted errors in this rest of this chapter are statistical uncertainties only.

The high precision mean mass measurement can be used to “reduce” some of the
momentum and time-of-flight measurement errors in individual events. Each component
of the four-momentum of every slow charged particle is scaled by a single constant
so that the corresponding mass matches exactly the mean mass obtained from the fit
to the mass distribution. This event-by-event rescaling process is necessary to give
sufficient resolution to enable a determination of the masses of sparticles heavier than
the NLSP. After this rescaling, the smeared and rescaled momentum is centred on the
true momentum with a full-width half-maximum of 27 GeV and root-mean-squared
(r.m.s) of 9.9 GeV, and the corresponding energy difference distribution has a full-width
half-maximum of 31 GeV and r.m.s of 9.4 GeV.

8.4.2 The Lightest Neutralino (x?) and Next-to-Lightest Slep-
ton (£3)

The next particles to reconstruct are the next two lightest sleptons, €~273. Figure
shows that the dominant {72’3 decays are three-body decays. In principle, given an ideal
detector, the 672,3 decays could be reconstructed by looking at the three-particle invariant
mass distributions which result from combining the reconstructed ¢, with all possible
combinations of two further leptons which give a charged 5273 candidate. Since taus

are not reconstructed in this analysis, the (5 cannot be reconstructed in this way (see

Section for a discussion of 23)

3The fits here, and all other fits in this chapter were performed using RooFit [166].
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Figure 8.4: The true py distribution of leptons (¢ = e, i) from the three body decays fo — (001 .
This figure illustrates that ~90% of all electrons and muons have pr < 10 GeV. Leptons with
pr < 10 GeV are termed “soft” leptons, and provide more of a reconstruction challenge than
higher pr (“hard”) leptons.
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Unfortunately, direct reconstruction of !72 is also impossible as ZI and ZQ are nearly
degenerate. This near-degeneracy produces very low-pr leptons when the 0y decays. In
Figure the true pr of all leptons produced in the three-body ¢, decays is plotted.
This illustrates that ~90% of all electrons and muons have pr < 10 GeV. Leptons
with pr < 10 GeV, henceforth decsribed as “soft” leptons, pose a greater challenge to
reconstruction than higher-pr (“hard”) leptons. Though not impossible to reconstruct,
this analysis chooses to seek out an alternative method of reconstruction. To determine
the mass and mixings of the f», indirect measurements must therefore be relied upon.
Encouragingly, indirect measurement of the ¢, mass is found to be possible during !
reconstruction. In what follows reconstruction of the x{ is described and an explanation

given of how it can be used to detect the (5, and measure its mass.

Figure [8.2| shows that the neutralino can decay to any one of the three light sleptons.
First consider neutralino decays to ¢; and f,, with the ¢ subsequently decaying to ¢;
via a 3-body decay. Since the leptons involved in this 3-body decay, ¢,, are typically
soft, they will usually go undetected, so that the only particles actually observed in both
these chains are the final ¢, and the hard lepton, ¢;, coming from the original neutralino
decay. It is therefore possible to define two main categories of neutralino decay, direct
and indirect. The latter is further divided into two subcategories, which are to be named
“OS indirect” and “SS indirect”, based on whether the final ¢; has the opposite or same

sign as the lepton ¢;. Throughout this section, subscripts on the leptons are as given in

Figure [8.2]

Explicitly, these decays are:

1. Direct decays of ¥ to the slepton NLSP: 9 — /£ ¢;F

2. Indirect decays of the X{ to the slepton NLSP via £y, ¥ — (55 ¢;F, followed by a
three-body 5 decay of one of the following types:

o [f = IE0FeF  opposite-sign (OS) indirect

o 0F =07 (X0 same-sign (SS) indirect

Note that in the instance of a direct decay, the /1 and the lepton ¢; must be oppositely
charged, whereas in indirect decays, it is possible for these two species to have the same

charge. Any detection of the same-sign events described above would be direct evidence



168 Measuring Slepton Masses and Mixings

for the Majorana nature of the neutralino (see also Chapter @ If a hard lepton pr
cut is applied, only the lepton ¢; should be observed. These different channels are now

considered in detail.

Direct and OS indirect x? decays: measurement of the lightest neutralino (x?)

and next lightest slepton (£,) masses

For both the direct and OS indirect decays, the ¢; and the lepton ¢; have charges of
opposite sign. The signatures for these channels are therefore identical and unavoidably
reconstructed in tandem, when the invariant mass distribution of all /"¢ pairs is

formed.

In what follows, all OS gli et and gli (T combinations are identified and the invariant
MAasses M+ .+ and My, = reconstructed. When the OS #; and lepton are from a direct
decay, the expectation is an exact reconstruction of the x{ mass, to within experimental
errors. However, when the /; is produced by an indirect decay, correct reconstruction
of the x? is not expected, as the two soft leptons produced in the decay @i —>€~1i ey
are missing (provided the lepton pr is high enough). Nevertheless, such events contain
valuable information: as shown in Appendix and Ref. [15], the {1-lepton invariant mass
then exhibits a “shifted peak”, positioned somewhat lower than the neutralino mass, by

an amount,

ME+mE N

Egnige ~ SN
1

(8.1)
Here M is the neutralino mass, the mean of the 57161 invariant mass distribution, m; is the
reconstructed mean of the ¢; mass, and Am = mg, —my, . The model parameters predict
an Fgn ~ 5.6 GeV. The mass difference, Am, can be deduced from a measurement of

this shift, and so the mass of the £, determined indirectly.

The OS /¢ invariant mass distributions are illustrated in Figure for two dif-
fering cuts on lepton pr, pr > 10 GeV and pr > 30 GeV. The harder of these two
pr cuts effectively removes the soft leptons produced in three-body 2273 decays that had
not already failed reconstruction. These distributions (and those that follow) can be
decomposed into the sum of an exponentially falling background and one or more Gaus-

sian peaks. The exponentially falling background is designed to model the combinatoric
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background from supersymmetric events (there is no guarantee that the leptons com-
bined with the Zf[ are indeed ¢, and not /5 or /3, or even a lepton from the other “side”

of the event). This fitting function takes the form

N am 21 -Cmom?
% = Ntot [(1 - Zfz> (—ai)e e Zfz\/;;ze i ] 3 (82)

where Ny is the total number of events in the distribution, a; is the exponential decay
parameter with units of GeV ™!, f; is the fraction of the total number of events in peak

1, and m; and o; are the center and width of peak 7.

The peak position in the gliejF distribution is indeed different to the gli;ﬁ peak
position: a heavier one at 225.1 GeV is observed in the gft eT distribution, corresponding
to the true neutralino mass, and the lower shifted peak centred at 220.6 GeV is observed
in the /¥ distribution. In the model considered, each one of these distributions
really contains both these peaks, but because of the flavour compositions of ¢; and /s,
the Zlieqt sample is dominated by direct decays, and therefore seems to exhibit just
the unshifted peak at ~ 225 GeV, while the gf[u¢ sample is dominated by indirect
decays, and therefore seems to exhibit just the shifted peak at ~ 220 GeV. In a general
model, with larger mixings, a double-peak structure would be seen, which might be
harder to disentangle. Then, however, the SS decays become important. These can only
originate from indirect decays, and thus will cleanly exhibit the shifted peak only, with

no contamination from direct decays.

SS indirect X9 decays: a clean measurement of the next lightest slepton (Ez)

mass

The SS Zf: (% sample cleanly probes the indirect neutralino decays through f5, and
so its invariant mass distribution should exhibit just the neutralino shifted peak. All
SS /i e* and /F p* combinations are formed and the invariant masses m+ .+ and
My, + reconstructed. This is done for two cuts on lepton pr: pr > 10 GeV and
pr > 30 GeV. The invariant mass distributions are shown in Figure [8.6] and indeed,
only the neutralino shifted peak at around 219 GeV is observed in both distributions.
It is not surprising that the peaks in these distributions are somewhat lower than the
shifted peak in Figure (b) The SS pairs necessarily come from neutralino decays
through gg, which only exhibit the shifted peak, whereas the OS 0 1 sample, although
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Figure 8.5: Invariant mass distributions of all OS {:F ¢F pairs for £ = e (a) and £ = p (b),
requiring lepton pr > 10 GeV and pr > 30 GeV. The pr > 30 GeV distributions in the
range 200 GeV < m(gf:£¢) < 300 GeV have been fitted with a Gaussian peak on top of an
exponentially decaying background as given by the solid and dashed curves, respectively. The
fit parameters, defined in Equation[8.3, are as indicated on the figures.
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dominated by such decays, also contains some events in which the neutralino decays
directly to ¢;. The latter lead to the correct neutralino peak at 225 GeV.

The intention was to be able to measure the ¢, indirectly using indirect SS and in-
direct OS x? decays. In Figure (a) the invariant mass distribution of /e ¥ pairs is
illustrated. This distribution peaks at 225.10 +0.04 GeV. This peak is expected to be
a combination of pure ¥ from direct decays and “off-reconstructed” y? from indirect
decays. The (i ¥ distribution of Figure [8.5(b) peaks at a mass roughly 5 GeV lower.
In Figure it is seen that both SS slepton-lepton invariant mass distributions have a
mean close to the lower of the two OS peak positions. These demonstrate a measurement
consistent with Appendix and Ref. [15]: nearly degenerate /1 and 05 with the ¢, having
a much greater selectron component than the /5 (seen from the minimal contamination
of the ¥? peak in the £ eT distribution). With this hypothesis it is possible to identify
the position of the higher peak, namely the glie; peak, as the xY, yielding a y? mass
of 225.10 £0.04 GeV.

It is cleaner to extract Fg; from the SS distributions, as these come only from indirect
decays. In Figure (b), the shifted peak is at 219.39 +0.06 GeV. This gives an Fygpis
measurement of 5.71 + 0.07 GeV. Using Equation 8.1 Am = 5.06 £0.06 GeV, and so
my, = 141.0+ 0.1 GeV. Note that the statistical uncertainty on my, is dominantly from

the statistical uncertainty on my .

Since the shifted neutralino peak appears in both the lli p* and gli e® invariant mass
distributions, there is strong evidence that /5 has both smuon and selectron components.
Similarly, since peaks are present in both the £ £e¥ and 1 * ¥ distributions, it is possible
to conclude that ¢, has both selectron and smuon components. It is still unclear whether
these states also have stau components. The cleanest “flavour” measurement that can
be extracted is one based on the SS shifted neutralino peaks in Figure [8.6] since these
are only sensitive to f,. If it is assumed that the neutralino couplings to the first two
generations are the same, then dividing the number of events Ngg. in the gle peak
of Figure (a) by the number of events Ngg, in the £,y peak of Figure (b), and
adjusting for the different reconstruction efficiencies for electrons and muons, the ratio

of selectron to smuon components of /5 is found to be

|Use/Usu|? = Nsse/Nss, = 0.071£0.010 , (8.3)



172 Measuring Slepton Masses and Mixings

0= 24+-03
a =-0.00815 +/- 0.0005
o PT(9)>1 0GeV fgq = 0.052 +/- 0.007
mean = 219.2 +/- 0.3
o p_(e)>30GeV N, 11e6(200 16 300 GeV) = 5072.8
'.- FTTT N TTT N TTT N TTT N TTT N TTT N TTT N TTT N T 1T N LI
"2 450F 3
2450 ] ]
o C L] 3
- 400 g E
> E T+ 101% E
$ 3501 o e =
g o T ool ]
~ r TTe L 7Y .
§ 300 ite %“ ]
f— - BN .
= 250F . %ﬁ% 3
w r : ]
200 ¢ & =
150? 4 $ 1
100f / #3
E Fs | ‘\ E
8 ‘ ]
50F- e | E

\
| L Lol b v b b b
900 120 140 160 180 200 220 240 260 280 300
m(i; e*) (GeV) p_(€)>30GeV

(a) L=e
= 3.36 +/-0.06
e i
= 0. +/- 0.
° pT(u)>30GeV mean = 219.39 +/- 0.06
< N - (200 16 300 GeV) = 7915.55
A\ 2-4 j‘ T { TTT { T 1T { TTT { TTT { TTT { T 1T { TTT { TTT { TT ’i
8,0k E
S2.2f :
= oF =
5.2 :
¢ 1.8 =
< C 3
» 1.6 —
2 E E
=1.4F =
= E E
w42 - =
1 3
0.8 E
0.6 E
0.4 %0 —
0.2F e S 3
E Il \//\ ‘ \\( Il V"' ‘\ \ ‘ \ Il \

00 120 1 180
~

\
200 220 240 260 280 300
m(l; u*) (GeV) p (n)>30GeV

(b) £=p

Figure 8.6: Invariant mass distributions of SS £ (* pairs for £ = e (a) and £ = u (b),
requiring lepton pr > 10 GeV and pr > 30 GeV. The pr > 30 GeV distributions in the
range 200 GeV < m(gliﬁi) < 300 GeV have been fitted with a Gaussian peak on top of an
exponentially decaying background as given by the solid and dashed curves, respectively. The
fit parameters, defined in Equation[8.3, are as indicated on the figures.
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in good agreement with the input model.

The existence of only one shifted neutralino peak in the l1e and gl,u distributions
indicates that there is no such third slepton which is close in mass to ¢; and significantly

composed of selectron or smuon components.

8.4.3 Indirectly Reconstructing the Remaining Light Slepton
(£5)

Figures [8.5| and both show a small peak around 160 GeV. This peak corresponds,
at least partially, to €~3. Decays of 173 to 171 are dominantly 173 —>57167. The tau decay
could give another charged lepton, but this charged lepton would typically be softer
than the original electron produced in the ls decay. Thus, when the invariant mass of
this electron paired with the 0 is formed, it should display a peak somewhat below
the ¢; mass, much like the shifted neutralino peak discussed in the previous section.
An analogous peak should also occur for 1 pairs, coming either from direct 3 — 017
decays, or from indirect decays through 05 —>572,u7'. The 160 GeV peaks in both these
distributions start at around 140 GeV, which, is the ¢, mass. Another peak around
140 GeV, originating from Uy — 0, decays with one soft lepton is also to be anticipated.
In a real detector, smearing effects would then make it hard to conclusively establish
the identity of the 160 GeV peak. The lack of a direct observation of a third slepton is
entirely to be expected for the spectrum used here, and for an analysis not attempting

to reconstruct taus.

8.4.4 Reconstructing the Heavy Sleptons (24,5,6)

Once the xY is reconstructed, it can be used as a base for reaching higher up the de-
cay chain. As is evident in Figure [8.2] the heavier sleptons decay dominantly through
!7475,6 — X1¢>. Since no heavy slepton is purely stau in the model used here, all three of

the sleptons are in principle accessible.

All /i £F combinations which lie within 20 of the mean of the /% ¢;F invariant mass
distributions of Figure[8.5|are combined with another lepton ¢ = e, i to obtain (£; £;F )¢’

invariant mass distributions. Hereafter 17161 will be enclosed in parentheses to indicate a
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Figure 8.7:  Invariant mass distributions of ({5 £, 7)€, where the ;0 pair reconstructs the
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Both ¢y and 0' are required to have pr > 30 GeV. These distributions in the range
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ponentially decaying background as given by the solid and dashed lines respectively.

{1-lepton pair that reconstructs the X}. Both ¢; and ¢’ are required to have pr > 30 GeV.
These invariant mass distributions essentially give the invariant mass, mgo,. These are
illustrated, with fitted peaks, in Figure [8.7
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All combinations of SS /;-lepton pairs with invariant masses falling within 20 of the SS
primary /;-lepton invariant mass distribution means can also be combined with another
lepton. The resulting invariant mass distributions, with fitted peaks, are illustrated in
Figure [8.8] Again both leptons are required to have pr > 30 GeV. These combinations
give a poorer reconstruction of the (7475,6 than the OS combinations, since SS glﬁl pairs
reconstruct not the neutralino mass but the neutralino shifted peak, but these plots are
included for completeness. The combinatoric background is larger in the SS distributions
than the OS distributions, since they include combinations of ¢; plus two leptons with

charges summing to either +1 or to 4+ 3, whereas the OS plots only include the former.

In principle, the invariant mass distributions of (216)8’ combinations contain much
information about 54,576. However, the combinatoric supersymmetric background makes
the identification of the peaks challenging. The cleanest peaks are those obtained from
the OS combinations (¢;"e¥ )¢, where the (" e¥ pair reconstructs the ¥, as shown in
Figures (a) and (b) The OS combinations, (/¥ )¢, in Figures (c) and |8.7(d)
also yield useful information, although the peaks are not as clean. Similarly, useful

but not particularly clean peaks are found in the SS invariant mass distributions in

Figure [8.8

When the invariant mass distributions of yJe® combinations for ! reconstructed
from /F e are considered (Figure (b)), a very clear peak is obtained which iden-
tifies /4. The mean value of the fitted peak is 283.2+0.1 GeV. The peak near the
l¢ mass produced by considering these combinations is questionable and contains far
fewer events than the ¢, peak. The ls peak is negligible. This strongly suggests that
/, has a dominant selectron component. The invariant mass distributions of Yle® com-
binations for Y9 reconstructed from £, it (Figure (d)) are not as convincing, but
the repeated presence of a dominant peak near ¢, further supports 0y having a strong

selectron component.

When the invariant mass distributions of ¥?u* combinations are considered (Fig-
ure (a)), one peak is present, which identifies the /5. An additional excess of events
at a lower mass could be evidence for 5. In Figure (c) a similar excess, shifted to
lower mass, supports the hypothesis that this excess of events is more than just a fluctu-
ation of the background and is indeed £5. The lack of evidence for a selectron component

in these two states has already been described. The mass of the clear heavier peak, 56,



176

Measuring Slepton Masses and Mixings

Entries/4GeV/100fb™

Entries/4GeV/100fb™

20

A AR AT ITI R

o

e lvv o Lo v bewn bev o Py | e
280 300 320 340 360 380 400

m((¢2~T; &*)+1) (GeV) p. (e.0)>30GeV

(a) (£, 0) = (e, )

50

%ﬁ%

L L L I AT L L
280 300 320 340 360 380 400
m((—1, w")+u) (GeV) p(wu)>30GeV

1

—5
|

Lot
0260

(©) (b, 0") = (p, )

n
4]}

n
o
L L L T B

Entries/4GeV/100fb™
@

10776

: %ﬁ:\ \ \ \

260

280 300 320 340 360 380 400
m((xf—:lf'e*')+e) (GeV) p_(e,e)>30GeV

(b) (61, 0) = (e, e)

Entries/4GeV/100fb™
N N
o O N
o O O

—_ =
D
o

ey
o N
[l =]

[o] »
o [=}
T T T[T T T[T [ T[T T[Tt

:, 5
29

2]
o

20¢

| |

o

260

. e R e
280 300 320 340 360 380 400
m((~T, w")+e) (GeV) p, (.6)>30GeV

(d) (€, ) = (p,€)
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Measuring Slepton Masses and Mixings 177

is 343.34+0.5 GeV. If the excess at lower mass is from /5, then this describes a mass
of 307 +5 GeV. These two masses are a reasonable measure of the true slepton masses
given that the model for the background in this instance is not ideal. A greater number
of events would be needed to truly believe that the excess near 305 GeV is the (5 and

not a fluctuation of the background.

Assuming that Y3 is predominantly gaugino, and that 05 and £ have identical quantum
numbers, only phase space effects can give rise to different 3 branching ratios for the
two sleptons. Since it is known that 5576 have negligible selectron components, they can
only be smuon-stau mixtures. The ratio of the number of events in the f5 peak to the
number of events in the /g peak of Figure (a) therefore gives the smuon-stau mixing
in these states up to the phase-space factor. Although the compounded reconstruction
errors and ignorance of systematics make exact results from this analysis suspect, it is
possible to conclude that this mixing is O(1), if the excess of events near 307 GeV is

labelled as a f5 mass peak.

8.4.5 Reconstructing the Heavier Neutralino (x3)

With every step up the chain, the reconstruction errors compound, making Y9 recon-
struction much harder than Y? reconstruction. In this analysis no attempt is made to
reconstruct the heavier neutralino. Nevertheless, it is noted that imposing the additional
constraint that some lepton combinations reconstruct the Y3 may provide additional con-

straints on the flavour mixings of the heavy sleptons.

8.5 Conclusions

The best measurements of slepton masses and mixings obtained for this model are sum-
marised in Table . Of the six sleptons, the masses of four: (1, l5, {4 and fg have been
convincingly determined. The 5 mass has been determined indirectly using the neu-
tralino shifted peak, whereas the other sleptons have been found by direct measurement.
There is evidence in this analysis for the existence of the 0, though statistics prevent
a firm observation. The existence of the /3 has been hinted at, but its mass cannot be
measured in this analysis because it is dominantly stau, with a mass in close proximity
to that of the gg.
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True Measured Observation

0 135.83 GeV | 135.940.1 GeV | direct observation of /1 with 0.6 < 3(f1) < 0.8 (Figure [8.3(b))

% 224.83 GeV | 225.10+0.04 GeV | %9 peak in the /¥ eT invariant mass distribution (Figure [8.5(a))
Am(ly5) | 4.95GeV | 5.06+0.06 GeV | FeT minus (i u* peak positions (Figure [8.5h, Figure [8.6(b))

ly 282.86 GeV | 283.24+0.1 GeV peak in (/7 e* )e invariant mass distribution (Figure[8.7(b))

ls 303.41 GeV 307+5 GeV peak in (/7 e* )y invariant mass distribution (Figure |8.7(a))

le 343.53 GeV | 343.3+0.5 GeV peak in (¢ e* )y invariant mass distribution (Figure [8.7(a))
|Use/Uspi)? 0.069 0.071+0.010 N(lFe*)/N((F p*) (Figure [8.6

Table 8.1: Best measurements of slepton masses and mizings. The measurement for U5 is given under the assumption that the excess of
events is indeed a mass resonance, and not a fluctuation of the background. References are given to the appropriate figure, discussions in
the text detail how these measurements were obtained. The errors are statistical errors only. In this study, no attempt is made to detail
systematic uncertainties.
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This success highlights that for fully reconstructible supersymmetric decay chains end-
ing in stable charged NLSPs, the adopted approach of “working up” the decay chain
and reconstructing successive invariant mass distributions is a promising way of mea-
suring slepton masses. Additionally, even very small mass splittings may actually be

measurable, if indirect methods can be exploited.

The best mixing measurement made has been of the e — u ratio in 0y (Equation .

If ¢, 5 are assumed to be selectron-smuon mixtures, with no stau components, then

1 cos 0%, sin AL, é
)= 2 2 S (8.4)
ly —sin 6% cos Ok, AR
With this assumption, the measurement of Equation 8.3 implies
sin? 0, = 0.066 & 0.009 . (8.5)

The assumption that 57172 have no stau component cannot be tested directly in an
analysis that does not look at 7 leptons. It is interesting to ask whether this assumption
can be approximately tested. With some mild assumptions about the model, it can be
shown that ¢, and f, can only have equal stau components, i.e., |Up.| = |Uy|. It is
not possible to exclude, however, |Uy,| = |Us,| # 0 (see discussion in Ref. [10], which is

beyond the scope of this chapter).

The measured masses and mixings are very close to those of the underlying input
model. The charged NLSP is a crucial ingredient in this analysis, yet the model chosen
also has some unfavourable features. The two lightest sleptons were almost degenerate,
and the e — p mixing in these sleptons small. The 3 was almost pure 7, with mass close
to the ¢1 5 which gave a peak in the NLSP plus e, p distributions very close to the 0y peak.
No information from tau leptons has been used. Given these difficult features and the

pessimistic assumption about taus, the amount of information extracted is encouraging.

This chapter has demonstrated that under favourable, but not overly optimistic, cir-
cumstances, it may be possible to make measurements of slepton masses and mixings at
the LHC using these techniques. To apply these techniques to real data, measurements

would be needed to confirm the observed events were indeed supersymmetric. Addition-
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ally, a full consideration of the standard model backgrounds remaining despite the initial
requirement of a slow charged track would be needed, accompanied by full treatment of

the systematic uncertainties which would impact an analysis of this type.
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Chapter 9
Conclusions

The programme of research presented in this thesis was commenced just two weeks after
a magnet quench the on 19th September 2008 left the LHC non-operational for just over
a year. The LHC was repaired by late 2009, and ran at /s = 900 GeV for the rest
of that year. By March 2010 the LHC had used a brief shutdown to re-optimise and
make preparations to deliver collisions at /s = 7 TeV. These collisions ran until the
end of October of the same year. It is these datasets which have been analysed herein,
and the work presented in this thesis is consequently varied. The very first electron
candidates and Z bosons in ATLAS have been illustrated. The analysis of the 2010
dataset in the search for supersymmetry in two-lepton events is one of the main pieces
of research described in this thesis. Conclusions have also been drawn from Monte Carlo
studies carried out during the year between the magnet quench and first /s = 900 GeV

collisions.

In Chapter [ the remarkable agreement between data and expectations based on
simulation at /s = 900 GeV and /s = 7 TeV of the electron properties used in recon-
struction and identification, has been presented. Chapter |5/ recorded the observation of
the very first Z bosons in ATLAS, these among the first candidate Zs ever produced
in a proton-proton collider. The only major discrepancy between expectation and ob-
servation in this chapter was that alluded to in Chapter {4} a difference in the electron
reconstruction efficiency expected from simulated Monte Carlo and that found for data.
The final data chapter, Chapter @, presented a search in the full 2010 /s = 7 TeV
dataset for supersymmetry in final states with two leptons and high missing transverse

energy. In this dataset no excess of identical-flavour lepton-pairs, over those of different-
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flavour, above that expected by the standard model, was observed. This observation
was then used to exclude parts of the mSUGRA /CMSSM framework and a phenomeno-
logical grid cast in the 24-parameter MSSM framework. Model independent limits were
also set on the mean identical-flavour excess, multiplied by detector acceptances and
efficiencies, from supersymmetric events at 95% confidence. This search, and those re-
ported in Ref. [6] and Ref. [167] by ATLAS and CMS respectively, are the first searches
for supersymmetry using events with two leptons in /s = 7 TeV data. The final two
chapters presented the results of the Monte Carlo studies undertaken before data taking.
Chapter [7] demonstrated the feasibility of jet substructure techniques for reconstructing
boosted particles which decay into jets, whilst Chapter |8 demonstrated the potential
for measurements of slepton masses and mixings in supersymmetry at high integrated
luminosity with the LHC.

At the time of writing (April 2011), ATLAS is once again taking data and just like
during 2010, data at v/s = 7 TeV. The LHC experiments are exploring physics at energies
never before reached by particle colliders. The 2011 data run is expected to deliver the
first 1 fb~! of data by July. This thesis is therefore only a taste of what is to come in

the search for supersymmetry, with discoveries perhaps just around the corner.



Appendix A

Monitoring the Level 1 Calorimeter

Trigger

This Appendix begins with a brief overview of the Level 1 Trigger, with a particular
emphasis on the Level 1 Calorimeter Trigger. It summarises the tools written by the
author to monitor the Level 1 Calorimeter Trigger under the guidance of Pete Faulkner
from the University of Birmingham. This chapter details only the contributions made
by the author to the already existing framework of monitoring and does not give tools
or features existing previously. The software monitoring tools were written in c++ and
Python within the software framework Athena [71]. The tools developed by the author
were tested and developed using RAW data files (these contain the events formatted as
output from the trigger system, totalling ~ 1.6 Mb per event [71]). Files were used
from old collision and cosmic runs, sometimes necessitating the need to “fake” potential
problems where no examples were to hand. The majority of the illustrative histograms
used in this Appendix are those produced during local testing from old RAW files - either
for a cosmic run, or a single beam run - rather than examples of plots seen at Point 1 with
the monitoring software running, or after a run on the offline Data Quality monitoring

webpages.

A.1 Overview

The Level 1 Trigger must select events from an input rate of ~1 GHz at a maximum

rate of ~ 100 kHz. The Level 1 Trigger searches for exclusive signatures that could
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Figure A.1: The Level 1 Calorimeter Trigger Decision (from [168]). This schematic diagram
of the Level 1 Calorimeter Trigger illustrates the components which form the trigger decision.
Calorimeter information is used by the calorimeter triggers to select events with high missing
energy, energetic jets or electrons. The muon triggers, retrieving information from the muon
chambers, select events with muons. All information is then processed by the central trigger
processor, which is capable of pre-scaling triggers when their rate is too high.
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identify high-py electrons, photons, muons and taus, and searches for missing energy,
jets and high total transverse energy. The system uses reduced granularity data from
the muon chambers and both the electromagnetic and hadronic calorimeters. The muon
triggers exploit the RPCs in the barrel and TGCs in the end-caps. Electrons, muons,
jets, missing energy and taus are triggered using calorimeter information. Detector data
can be held in a buffer for up to 2.5 ps whilst the Level 1 Calorimeter Trigger makes it
decision. If a particular bunch crossing passes the Level 1 Accept criteria (L1A), the data

is kept. There are three main components to the Level 1 trigger decision (Figure [A.1)):

e Level 1 Muon Trigger (L1Muon)
e Level 1 Calorimeter Trigger (L1Calo)

e Central Trigger Processor (CTP)

The CTP must process the results from both the Muon and Calorimeter Triggers. It
implements the current “trigger menu” (the list of triggers on which decisions are to be
made for the given run), based on results received from the L1Calo and L1Muon trigger
systems. The CTP is capable of pre-scaling menu items when a trigger rate becomes
too high.

The Level 1 Calorimeter Trigger takes its input from ~ 7200 analogue trigger towers.
These are reduced granularity trigger towers, most of which are 0.1 x 0.1 in An x A¢.
The Level 1 Calorimeter Trigger sits in USA15. It has three main sub-systems, as
illustrated in Figure[A.2} the pre-processor (magenta), the jet energy processor (yellow)

and the cluster processor (blue). These sub-systems are:

e Pre-processor: This digitises analogue trigger-tower signals.

e Cluster Processor: This processor is designed to identify candidate electrons,
photons and taus with high Er (i.e. Er above programmable thresholds specified

for the trigger menu).

e Jet/Energy-sum Processor: This operates on “jet-elements”, of coarser gran-
ularity than those used by the CP.

The “hit multiplicities” counted by the jet-energy processor and the cluster-processor
for different objects are sent to the CTP.
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Figure A.2: An overview of the Level 1 Calorimeter Trigger (from [168]). The real time
data paths are shown in black, the readout paths in grey. The three main components: the
pre-processor (PPM), jet/energy processor (JEM) and cluster processor (CPM) are illustrated.
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A.2 The Pre-processor Module

The PPM (magenta in Figure must digitise the analogue trigger tower signals,
then use a digital filtering technique to associate the pulses with the right bunch cross-
ing. The PPM then carries out: (i) pedestal subtraction, (ii) final Er calibration, (iii)
noise suppression and (iv) the masking of all problematic channels. These tasks are all

performed using a “look-up table”.

The PPM must convert energy “E” — transverse energy “Er”. The signal pulse
(Figure is sampled at a rate of 40 MHz using a 10-bit flash-ADC, the sample pulse
being taken over 5 bunch crossings. The pedestal is set at 32 ADC counts. The pulse
is assigned to a bunch crossing using a Finite Input Response filter (FIR, Figure ,
then a peak finder. The FIR filter “sharpens” the pulse before it enters the peak finder.
The flash-ADC count is converted into a measure of Er using a look-up table, or LUT.
The net result of this is the conversion of the 10-bit ADC value to an 8-bit value of the
trigger tower Ep in MeV. Any further use of the term “LUT” will refer to the mean
final Er of the trigger tower (not to be confused with a look-up table containing many

values).

A.3 Monitoring

The Level 1 Calorimeter is a vitally important part of the ATLAS detector during data
taking. It must be operating correctly at all times in order to guarantee that interest-
ing events are fed to the Level 2 Trigger and then the Event Filter and if appropriate,
stored for offline analysis. The Level 1 Calorimeter Trigger is a hardware trigger and as
such susceptible to crate or module failures which will impact its performance. There is
therefore a need to monitor its performance both in an online sense in the ATLAS Con-
trol Room during a run and an offline sense, retrospectively, when checking the “Data
Quality” of a run. All ATLAS detector systems and subsystems must in fact be moni-
tored both in the offline and online sense. This monitoring involves the writing of tools
which produce histograms. These histograms are produced both offline and online and
are designed to provide a visual, and relatively easily interpretable, means of ascertain-
ing whether or not a particular system or subsystem is behaving as anticipated. This

section details the tools written by the author to produce histograms for viewing both
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Figure A.3: LAr pulse from a splash event (from [169]). The pulse lasts a very many number
of bunch crossings, the LAr reading out over 32 bunch crossings. The undershoot at the end
of the pulse is characteristic of LAr pulses (a tile pulse does not have such an undershoot).
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offline and online, to monitor the performance and behaviour of the Level 1 Calorimeter

Trigger.

A.3.1 LUT Monitoring

The tools exist to “simulate” the calculation of the LUT (as described above). This
simulation has certain key ingredients: (i) any simulation of the LUT must be able to
synchronise signals from a given bunch crossing (cables are not all the same length and
so time-of-flight and signal path lengths may differ), (ii) once a trigger tower is assigned
to a bunch crossing, this must be used as an address for the look-up table, (iii) this
look-up table must then tune the transverse energy scaling using a linear transformation
and pedestal subtraction, (iv) small signals need to be set to zero, saturated signals set
to full scale and (v) the simulation must take account of both problematic and dead
channels, making sure that any signal in these channels is set by the software to zero.
This simulation of the LUT calculation is a model of how the actual Level 1 Calorimeter

hardware acquires the value of the trigger tower Er.

The existence of this LUT simulation allows the trigger tower energy, as determined
by the hardware, to be checked and consequently additions to the Level 1 Calorimeter
Monitoring package were made to produce histograms comparing simulated LUT with
the actual “data” LUT. The majority of these histograms take the form of n — ¢ maps,
eight in total (four for the electromagnetic calorimeter towers, and four for the hadronic
calorimeter towers). These histograms are made so that each bin in the two-dimensional
1 — ¢ map represents a different trigger tower. Each of the four histograms is an “error
histogram”, designed to be empty in the most likely case - that a run or the period of the
run for which the histogram was filled, reports no trigger tower with a difference between
simulated and data LUT values. The four types of error histogram are separately used

to display:

o channels with a data LUT, but simulated LUT equal to zero
o channels with a simulated LUT, but data LUT equal to zero
o channels where data LUT equals simulated LUT

o channels where data LUT does not equal simulated LUT, and both are non-zero
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Channels are identified by their 7 and ¢ values. An entry into any of these histograms
will give a corresponding entry in a “MismatchEventNumbers” histogram (four in total,
two crates per histogram) where the channel containing an error is identified not by its
1 and ¢ value, but by the crate and module in which it sits. Only the first few errors in
each channel are recorded, and they are recorded by writing the numbers of the events
containing the errors in the appropriate histogram bins. Up to a total of ten errors are
recorded for each channel. The error summary histograms serve to give an example of
an event with an error associated with a particular crate and module. An example of an
1 — ¢ error map is given in Figure , and an example of a summary plot, for crates
6 and 7, is given in Figure . The simulation of the LUT can fail when there are
more than seven time slices in the trigger tower. Therefore events are only considered
to be giving an “error” when there is zero data, non-zero simulation but also fewer than

seven time slices in the trigger tower.

A.3.2 Pedestal Monitoring

Histograms have also been designed to monitor the pedestal value - comparing the actual
pedestal for a run, and during a run, with the recorded pedestal value in the database.
These include run summary histograms to appear in the offline and online worlds, and
instantaneous and worst pedestal monitoring histograms to appear online only. These
histograms also take the form of n — ¢ maps, each bin representing a different trigger
tower. Run summaries record the average difference between the observed pedestal
and the pedestal value in the database over the entire run (Figure [A.6(a)). A second
histogram records the r.m.s of this difference, calculated similarly over the entire run
(Figure . Instantaneous measures look to display the average difference between
the pedestal value in the database and the observed current pedestal over the most recent
n events (set to a default of 400, but can be changed using the appropriate jobOptions
files for the setup). The worst difference for an n event period is recorded in the worst
pedestal difference histograms. Separate histograms are given for the electromagnetic

and hadronic calorimeters.

Initially, the recorded pedestal value for each trigger tower is retrieved from a database.
All trigger towers without a signal in them (i.e. zero data LUT) and which aren’t disabled
are considered. For each time slice of each trigger tower, the difference is then calculated

between the ADC value and the looked up pedestal. The average of this difference is
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Figure A.5: An ezample showing the n— ¢ simulated LUT vs data non-zero mismatch plot (a),
and an example mismatch error summary plot, for non-zero mis-matches (b). Note that (b)
(and also (a)) is not a histogram from a genuine run; instead infrequent errors have been faked
in order to populate this histogram and give a clear visualisation of how it would look in the
event of (an unrealistically large number of ) errors, in a variety of channels.
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then recorded over the whole run in the appropriate histogram bin for each channel. At
the same time the r.m.s of this difference is calculated, and the r.m.s for each trigger
tower over the entire run recorded in the appropriate histogram bin. The instantaneous
histograms are filled continuously during a run. At any one time, these histograms will
be seen by the shifter to contain somewhere between the 200 and 400 most recent events
when n is set to its default value. The mean histogram must show the average of the
difference between the observed pedestal and the value of it in the database over these
events only, similarly the r.m.s histogram must record the r.m.s of this difference over
these events only. Figure [A.7] outlines how the instantaneous histograms are produced,
via an unseen histogram which is not “booked”. Before these histograms are cleared,
the worst absolute difference is extracted and if this is greater than the current worst

difference for the channel, this difference is recorded in the worst difference histogram.
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Figure A.6: Average difference between observed pedestal and pedestal value in the database,
over an entire run (a), and the r.m.s of this difference, also averaged over an entire run (b)
(in both these histograms, the “run” is actually only a very small run of tens of test events).



Monitoring the Level 1 Calorimeter Trigger 197

Event(s) (1) Booked histogram (2) Unseen histogram
0 - 200 fill fill
200 (i) clear, (ii) fill with events from (2) clear
200 - 400 fill fill
400 (i) clear, (ii) fill with events from (2) clear
400 - 600

Figure A.7: An illustration of how the “instantaneous” histograms of the average pedestal
value and the r.m.s of this difference are filled. At any one time, the shifter will see these
histograms contain somewhere between the 200 and 400 most recent events. This illustration
takes the value of n to be 400 (the default). The cycle repeats itself every 200 (generally 5)
events.

A.3.3 Comparison of Level 1 Calorimeter Energy with Calorime-

ter Energy

The recorded E7 in a trigger tower (i.e. the LUT) takes integer values. This transverse
energy should agree (with a precision of order 5 GeV) with the total reconstructed Er
of all the calorimeter cells from which a trigger tower is composed. The monitoring tool
designed to monitor the difference between the so-called “L1Calo” energy and the “calo”
energy was re-written by the author. These changes included: (i) bringing the n and
7 — ¢ binning in line with the other monitoring tools, (ii) switching the tool to use the
most appropriate tools for retrieving and combining the calorimeter cells to reconstruct
the calo energy of a trigger tower and (iii) adding some additional histograms to compare

the two quantities.

A.3.4 Data Quality

A distinction has already been made between offline and online histograms. The his-
tograms described here are all implemented in the TrigTiCaloMonitoring package.
These histograms can then be displayed in the ATLAS Control Room for experts and
online shifters to study, or they can be looked at offline. A set of the available histograms
can also be used for Data Quality assessment, a part and perhaps the most important
part of the offline world. Histograms for Data Quality assessment are displayed on a
webpage (Figure . Which histograms are displayed on this webpage is controlled
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Figure A.8: A screenshot of the ATLAS Data Quality Web Display. The displayed histogram
will be flagged green (as is the case for the run displayed) if it is empty, and red if it is non-
empty. This “Global Error Ouverview” Level 1 Calorimeter Monitoring histogram records the
errors in the Level 1 Calorimeter hardware, for a given run, by type.

by “han” [170] configuration files. The author was one of the people responsible for up-
dating this configuration file. The han configuration file can give the details of not just
which histograms to display, but also whether or not to display a reference histogram (a
histogram illustrating the expected form of the histogram), and which algorithms to ap-
ply to the histograms. The most used algorithm for the Level 1 Calorimeter histograms
displayed is an “is empty” algorithm applied to error histograms. The algorithm checks
whether or not these histograms are empty. If the histogram is empty, the histogram is

flagged green. An error histogram with entries will be flagged red.



Appendix B

Detailed Break Down of Systematic
Uncertainties in the Search for
Supersymmetry in Events with

Identical-Flavour Leptons

This appendix details the systematic uncertainties from the sources described in Sec-
tion on the numbers of events with EZ7** > 100 GeV in the Monte Carlo event
samples analysed in Chapter [6] The uncertainties on these numbers for the opposite-
sign lepton-pairs are given in Table and the uncertainties on these numbers for
the same-sign lepton-pairs are given in Table |B.2l For Monte Carlo samples with low
statistics in the signal region (particularly Z/v*+jets), the “error on the error” for each

systematic uncertainty will be quite large.

A detailed break down of the overall systematic uncertainty on S, calculated using
the partially data-driven background estimates in Ref. [7] and the Monte-Carlo-only
estimates for single top and dibosons, is given in Table [B.3] Note that the s-channel
and t-channel contributions to the single top Monte Carlo event rate are negligible.
These two channels are taken into account by the fake component estimated from data,
and so only the estimate of single top events in the WWi-channel is needed from Monte
Carlo. In the “other,,,” column, the uncertainties given are those which are particular
to each data-driven background estimation, and are therefore not correlated between

backgrounds. For ¢t this includes the uncertainties due to the choice of the generator,
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(a) eteT

7 Events 7 umw% 7 p:wwe 7 JER 7 mm,a 7 mm“e 7 rese 7 Hn S, 7 HMS,] 7 KID,t 7 HID,| 7 Lumi. 7 g 7 UQ% 7 Total. 7 Stat.
Z+jets 0.383 | 0.129 | -0.058 | 0.251 | 0.197 | 0.001 | 0.059 0 0 0 0 0.042 | 0.019 | 0.019 | 0.353 | 0.163
tt 3.718 | 0.872 | -0.665 | 0.145 | 0.257 | -0.408 | -0.043 0 0 0 0 0.409 | 0.186 | 0.186 | 1.089 | 0.311
Dibosons 0.303 | 0.089 | -0.061 | 0.012 | 0.046 | -0.031 | 0.003 0 0 0 0 0.033 | 0.015 | 0.015 | 0.108 | 0.019
Single Top | 0.127 0 0 0 0.056 0 0 0 0 0 0 0.014 | 0.006 | 0.006 | 0.059 | 0.064
(b) e*pu¥
7 Events 7 JES4 7 JES, 7 JER 7 Ec 1 7 Ec 7 res, 7 1M S, 7 HMS,| 7 WD 7 WID,| 7 Lumi. 7 o 7 pdf. 7 Total. 7 Stat.
Z+jets 0.356 | 0.100 | -0.117 | -0.058 0 0 0 0 0 0 0 0.039 | 0.018 | 0.018 | 0.139 | 0.161
tt 9.799 | 1.646 | -1.946 | -0.086 | 0.730 | -0.641 | 0.086 | 0.010 | -0.022 | 0.006 0 1.078 | 0.490 | 0.490 | 2.445 | 0.530
Dibosons 0.359 | 0.084 | -0.049 | 0.022 | 0.025 | -0.022 | 0.005 | 0.005 | -0.002 | 0.007 0 0.039 | 0.018 | 0.018 | 0.103 | 0.028
Single Top | 0.755 | 0.138 | 0.019 | 0.035 | 0.054 | -0.023 | -0.028 0 0 0 0 0.083 | 0.038 | 0.038 | 0.184 | 0.172
(c) p*pu¥
| Events | JES; | JES, | JER | Eeq | Eey | vese | pust | pusy | wips | ppy | Lumic | o | pdf. | Total. | Stat.
Z+jets 0.972 | 0.238 | -0.131 | -0.073 | -0.041 | -0.131 | -0.057 0 -0.098 0 0 0.107 | 0.049 | 0.049 | 0.329 | 0.286
tt 6.985 | 0.827 | -1.233 | 0.137 | 0.233 | -0.373 | -0.050 0 -0.068 | 0.013 | 0.013 | 0.768 | 0.349 | 0.349 | 1.588 | 0.443
Dibosons 0.605 | 0.056 | -0.024 | 0.006 | 0.014 | -0.005 | -0.001 | 0.016 | -0.003 | 0.004 | -0.002 | 0.067 | 0.030 | 0.030 | 0.100 | 0.027
Single Top | 0.674 | 0.263 0 -0.027 | -0.019 | -0.027 0 0 0 0 0 0.074 | 0.034 | 0.034 | 0.280 | 0.176

Table B.1: Numbers of events in the signal region (E7*** > 100 GeV ) for each opposite-sign channel, with a break down of the absolute systematic
error. The systematics detailed are as described in Mmq&czﬂ JES;/, denotes the “up” / “down” systematic error due to uncertainty in the jet energy
scale and JER denotes the systematic error due to uncertainty in the jet energy resolution. E, 4, denotes the systematic error due to the electron
energy-scale, whilst res. denotes the systematic error due to the electron energy resolution. The columns headed pinrs/1p 1/, detail the systematic error
resulting from uncertainties in the MS and ID momentum components respectively. The abbreviation “Lumi.” is short for the uncertainty resulting
from the systematic uncertainty on the luminosity estimate, “pdf.” is short for the uncertainty resulting from parton distribution function re-weighting
and “o” denotes the systematic error resulting from uncertainties on the cross-sections. The largest members of the JESy /|, puars/ip4/y and Ec4/)
pairs are used to compute the total systematic, “Total.”. Also quoted is the statistical uncertainty (“Stat.” ). Only the Monte Carlo contributions which
are non-zero are detailed for each channel.
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and uncertainties in the modelling of initial state and final state radiation, for fakes this
includes uncertainties on the predictions which arise from uncertainties in the electron
and muon fake rates, and for Z+jets this includes the uncertainties from varying the
control-region chosen and the choice of generator[7]. The luminosity, parton distribution
function, jet energy scale and resolution, electron scale and resolution and /3 uncertainties
are all uncertainties which are perfectly correlated between the backgrounds. These are
each summed linearly to give the uncertainty from each of these systematics on the total
standard model estimate. The cross-section uncertainties are not correlated between
the backgrounds, and are therefore added in quadrature. The systematics due to the ID
and MS muon momentum measurements, and the trigger efficiency uncertainties, are
neglected as they are small. Finally, the estimates for each source of uncertainty on the
overall estimate, Sy, are added in quadrature to give the total systematic uncertainty on

the partially data-driven estimat&ﬂ

Table details the contribution to S, from each Monte Carlo sample scaled to
luminosity and cross-section with a break down of the systematic uncertainties. The
overall systematic error from jet, electron and muon scale and resolution uncertainties
in Table [B.4] is decomposed further in Table [B.5] The uncertainties in each column
are assumed to be perfectly correlated between the backgrounds, with the exception
of the cross-section uncertainties. The overall uncertainty due to scale and resolution
uncertainties in the penultimate column of Table [B.4]is not perfectly correlated between
the backgrounds, but the individual scale and resolution uncertainties of which this is
composed are. Perfectly correlated uncertainties are added linearly between the back-
grounds, whilst those which are not assumed to be perfectly correlated are added in
quadrature. This gives the overall estimate of the uncertainty on S, quoted for the

Monte-Carlo-only estimate.

I'Note that for single top, some entries in the table are negative. The negative sign is included
in the table to make clear the cases where, as one uncertainty is explored, two different background
components change in different directions i.e. there are negative correlations. This ensures that when
each column is added up, the resulting uncertainty is the same as what it would have been had the
background not been decomposed into its components.



203

Detailed Break Down of Systematic Uncertainties

(7RIS, ) fipuangiooun (0ougsnIs oY) s1 pajonb 0s)y 1LY Y] UL PIQLIISIP SD ‘9IDULYSI

punoibyonq yova 03 onfidads aup yorym sauADLIIIUN SPEDIAP , SSaony0, papway uwmjod oy {g-g| uonoag i paquiosap sv auv fipurngieoun
21IDWYSAS [0 $90UN0S 2SIYT U0YN]0SIL fibidUd U04109]9 9Y] 0 INP 404D IUIDUWLIISAS Y] §9J0UIP 2SAI ISJIYM 9)DIS$-fibadUd U04199]9 Y] 07 INP
S40449 D1DWRYSAis  umop, puv ,dn, 2Yy3 fo wnuuTDW Y] $230UP P U0NJosaL fibious ol oy ur fuInILEOUN 03 INP L0LLD 2UIDUIYSHS YY)
§970UP [ Puv 2)02s fibaouo 3oL o) Ul figuInILIIUN 0) INP SAOLLD I1DWIYSAS Umop,, pup ,dn, 2y} fO WNUWITDUL dY} SIIOUIP QH[ “SU0LIIIS
-§S040 Y] UL SINUIDILIIUN WoLf busynsal 2upwalshis ayy S0, papvoy 1oy) pup suoOUNS UOYNQLIISIP UL Y] UL SINUIDILIIUN ULOLS
buwgnsau oupwagshis ayp , $H3pd,, papway oy; ‘agpwngsa figgsounun) ayp uo figurngudoun woif buynsai fizuiiaoun ayy spoap , 57, papoay
UWN)0 YL, $oUDWIYSAis [0 $90un08 10 woLf ‘IS 40f w01201PaLd UIALLP-DIDP fi))D1UDA Y] UO SINULDILIIUN Y] Jo UMOP YDALG ¢ ¢ O[R],

08°0 | G0°0 | €0°0 | 90°0 | 870 | €0 | @G0 | €00 | 00 | 00 | 90°C | [PPOIN PIepueig
€e’0 | 000 | - | - | €50 |9T0| 670 - - - 980 | splHL/Z
190 [ 100 | - | - | 000 |C00]| &ro - - - | 780 7

1€0 200 | - | - - - 01’0 - - - | 970 soNe,]
70°0 | 00°0 | 00°0 | G0°0 | 00°0 | 80°0 - €00 | €00 | 900 | 150 suosoq1(]
€20 | T0°0 | €0°0 | TO'0 | S0°0- | G0°0 - 100- | 10°0- | T0°0- | 0T°0- |  do, o[3ug
qerg | g | esox | eq | ymr | qrr | feqpo | o | shsppd | sfisy 1o




Detailed Break Down of Systematic Uncertainties

204

Table B.4:

7 Sy 7 Lsys. 7 pdfsys 7 Osys 7 Bsys 7 Te,sys 7 Th,sys 7 scalegys. 7 Total sys. | stat.

tt 0.52 | 0.057 | 0.026 0.036 0.017 0.0029 | 0.0081 0.52 0.53 0.76

Dibosons 0.51 | 0.056 | 0.025 0.025 | 0.00039 | 9.9¢-05 | 0.00073 | 0.099 0.12 0.043
Drell Yan 0 0 0 0 0 0 0 0 0 0

Z+jets 0.89 | 0.098 | 0.044 0.044 | 0.0052 | 9.3e-05 | 0.0012 0.52 0.54 0.35
W +jets 0 0 0 0 0 0 0 0 0 0
Dijets 0 0 0 0 0 0 0 0 0 0

Single Top | -0.096 | -0.011 | -0.0048 | -0.0048 | 0.012 | 0.00023 | 0.00079 | 0.079 0.081 0.23

Predicted composition of background in the flavour subtracted signal region. The various components which make up the

total systematic, Total sys., are detailed. The term “Lgys 7 denotes the uncertainty resulting from the luminosity uncertainties, “pdf”
is short for the uncertainty resulting from parton distribution function re-weighting and “c” denotes the systematic error resulting from
uncertainties in the cross-section. The column labelled “scalesys. ” includes the jet, electron and muon scale and resolution uncertainties,
as detailed in Table E The pdfsys. and o4y, uncertainties are approzimate and indicative. The pdfss is a conservative uncertainty
obtained by varying the parton distribution function sets as detailed in the text. The osys is an additional uncertainty used to give an
approximate uncertainty on the normalisation that arises from sources other than varying the parton distribution function used. These
two uncertainties are negligible compared to scalesys and thus have no significant impact on the analysis. The columns “Bsys.” and
“Te/u,sys. . detail the uncertainties due to the various efficiencies.
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Appendix C

The “Shifted Peak”

This appendix outlines an indirect method for determining the mass difference between
two nearly degenerate particles, 571 and 572, with mass difference, Am = moy —m; <€ my
where m; and ms are the masses of l71 and Eg respectively. If the mass of 571 is known,
the mass of /5 can be determined using this method. Further details of this result, and
its full derivation, are given in Ref. [15]. This method is applicable to any scenario in
which:

1. the four-momentum of the ¢; can be measured,
2. 0y can only decay to 0,

3. 01 and 05 are produced by the decay of a common mother particle.

If Am is small, {5 cannot be directly reconstructed because some of its decay products
will be very soft, undetectable, particles. It is for this reason that the following indirect
means of determining the mass of s, through the mass difference between it and ¢;, was

proposed.

In this appendix this method is tested on two sleptons, /, and gg, with a difference
in mass, Am = ms — m; < my. The Zl is meta-stable as is common in certain
supersymmetric models [9,171}/172] which explain the masses and mixings of the stan-
dard model charged leptons and neutrinos in terms of broken flavour symmetries [173].
In gauge-mediated supersymmetry breaking models [174], and in large regions of the
parameter space of models with gravity-mediated supersymmetry breaking [175] a meta-

stable 571 is also predicted. Since the meta-stable ZI leaves a track in the muon systems
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of large detectors, its momentum can often be measured. The time-of-flight of the ¢; can
be measured by tracking the flight of the particle through these muon systems, allowing
a measurement to be made of its velocity. If both the speed and time-of-flight of the
{, are known, its four-momentum can be completely determined. The entire event is
therefore fully reconstructible (all particles in the decay chains of interest are observed,

and their four-momenta are known).

In these models the ¥ can decay to (1 or 0y, If direct decays to {1 are used to
reconstruct the neutralino, the invariant mass distribution will peak at the neutralino
mass (given no systematic experimental offset). A proportion of the time, the neutralino
will decay indirectly to (1, proceeding via (5, which undergoes a three-body decay to
/1 and two soft leptons. Typically these leptons have energies of the order of Am and
so may remain undetected in a hadron collider experiment. If they are undetected, the

neutralino decays ¢ — ¢; and Y9 — /5 have the same topology.

It will be shown that reconstructing the x{ using this shared topology, gives two peaks:
one at the neutralino mass M, and one slightly shifted to a lower value by an amount
Egnire ~ Am. If this shift in neutralino mass peak can be measured, it provides evidence
for two slepton states lighter than the neutralino, with a mass difference roughly given by
Egnire. Furthermore, if the two particles in question are scalars, Am can be determined
in terms of Egr, m1, and the neutralino mass M. If M and m; are known, Am and
then /5 can be calculated. This method has been termed the “Shifted Peak” method,

the peak being shifted by an amount ~ Am from the true neutralino mass resonance.

C.1 Test Case

Rather than simulate a realistic supersymmetric model, HERWIG[73},160] is used to spec-
ify a model which contains only the processes of interest, namely sparticles produced

through Gq, Gg, and gg pair production, followed by the cascade decays (§ — )G — X — KZLQ.

The chosen particle masses are (where all squarks are degenerate): mz; = 650 GeV,
mg = 450 GeV, M = mge = 225.2 GeV, my = my = 1399 GeV and
m; = m; = 1349 GeV. All remaining sparticles are made to be very heavy, and

so are inaccessible to colliders. Additionally, ¢, = égp, lo = fir, and BR(Y? —{;) =
BR(x!— 22), as appropriate for the case of a gaugino ! and right-handed sleptons.
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The simulation of these events follows an identical procedure to that described in
Chapter [8 Events are generated at /s = 14 GeV and passed through a generic LHC
detector simulation, AcerDET1.0 [77]. AcerDET is configured as follows: electrons and
muons are selected with pr > 6 GeV and |n| < 2.5. Electrons and muons are considered
to be isolated if they lie at a distance greater than AR > 0.4 from other leptons or
jets and if less than 10 GeV of energy is deposited in a cone of AR = 0.2. The lepton
momentum resolutions used are according to the performance results of ATLAS full
simulation [67]. The electrons are smeared according to a pseudorapidity-dependent pa-
rameterisation, whilst muons are smeared according to the results for || < 1.1. AcerDET
does not take into account lepton reconstruction efficiencies. A reconstruction efficiency
of 90% to the muons and a reconstruction efficiency of 77% to the electrons is applied

“by hand”. This gives 0.86 as the ratio of electron to muon reconstruction efficiency.

In total, 20,000 events (before any cuts or requirements are imposed) are considered,
corresponding to 40,000 X! decays. The cross section for the events of interest and for the
parameters chosen is ~ 50 pb (as returned by HERWIG), and so the event samples assume
an integrated luminosity of £~ 0.4 fb™'. In a more realistic model, only a fraction € of
all supersymmetric events will satisfy the event criteria, giving an assumed integrated

luminosity is 0.4 fb™"/e.

The ¢; are treated in exactly the way described in Chapter |8, That is, it is reasonable
to consider only sleptons with g > 0.6, those with § less than this will not arrive in the
same bunch crossing. Placing an upper limit on /3 improves the mass resolution (which
tends to degrade as 8 approaches unity). Therefore ¢, candidates are required to have
velocity, 0.6 < 8 < 0.8. Also as in Chapter 8] the /; momenta |77, | are taken from truth
and smeared by a Gaussian with o = 0.05/p}, | and each 3 is smeared by a Gaussian with
o = 0.02 (see the results in Ref. [161]). The resulting ¢, mass distribution is given in
Figure[C.I] From this point onwards, the measurement of m; is taken to be 134.9 GeV,
the true mass of the ¢;. The Gaussian fit gives 135.0 0.1 GeV, consistent with this.
The four-momentum components of each ¢; are scaled to give the exact value of the
measured ¢; mass, 134.9 GeV.

To eliminate the soft leptons from 0y decays, each selected lepton is required to have
pr > 30 GeV. The py distribution of these soft leptons is shown in Figure [C.2] from

which it can be seen that such a cut is indeed a reasonable choice. This cut is the same
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Figure C.1: Reconstructed 01 with 0.6 < B < 0.8 after smearing {1 momenta with a Gaussian
with o = 0.05[p} | centred on the true momentum and 3 with a Gaussian with o = 0.02. The

mass of the 01 is measured to be 135.0 + 0.1 GeV, consistent with the true £, mass 0f134.9 GeV.

as that which is applied in Chapter [§

C.2 Description of the “Shifted Peak” Method

The derivation which follows is taken from Ref. [I5]. The neutralino will decay into /;

in one of two ways:

1. Direct decay to [71,

W= 00T (C.1)

2. Decay to 0,

Xy =0y (C.2)
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Figure C.2: The pr distribution of leptons produced by the three-body decays of ly. A hard
pr cut is applied at 30 GeV to eliminate soft leptons from the three-body fo decays.

followed by one of the two three-body decays [176,(177]

0E = (EXET (C.3)
F — FX** (C.4)

where X ¥ contains two opposite-sign (OS) leptons, and X** contains two
same-sign (SS) leptons. These pairs are denoted by X to emphasise that they are
soft and so should not pass the chosen lepton pr cut (pr > 30 GeV).

The observed particles are the hard lepton (¢; or ¢5) from Equation or , and
the long-lived slepton (571) from Equation |C.1] |C.3| or [C.4l Tt is therefore possible to

form two different reconstructed invariant mass distributions:

2
Mg, = (p7, +pe)”
A (C.5)

where p, is the four-momentum of particle a. The 21 and ¢y can either have the same

charges, or opposite charges. The /1 and ¢; must have opposite charges. For the first
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case,

and so the invariant mass distribution peaks at the correct neutralino mass. However,

because of the missing soft leptons, for the second case,

and the peak of the mg,, distribution is shifted from M to M — Egg.

A peak in the invariant mass distribution, Myt formed from events with a SS lepton
and slepton pair, can only result from reconstructing decays of the type described by
Equation . This distribution will therefore exhibit just one peak with a shift, Fg,
from the true neutralino mass peak. The analogous OS distribution will contain both
the type of events specified in Equation and those specified in Equation[C.2] The OS
distribution will therefore exhibit a double peak structure with the two peaks separated

by an amount Fgg.

If leptons ¢; and /5 have different flavour, the SS distributions will not be required in
order to separate out a purely shifted peak. For illustration, the {1 =¢é and 0y = i, and
so {1 = e and ¢y = u. To calculate the peak shift Egq, denote the 21 energy by Fjq,
then,

mz;#:MQ—mg—i—mf—Zp“-pX. (C.8)

The masses of the leptons are neglected. In the 0o Test frame, with the x — y plane
taken to be the plane of the muon and dilepton three-momenta, p,, and px, and the
Z-axis as the muon direction, the four-momenta of the hard muon and the soft dilepton

are then given by

P = ——2(1,%), (C.9)

2m2
Px = (mz — LIy, —ﬁ\/ E12 - m%) ) (C.l())

respectively, where n = (cos#,sin 6,0). Substituting Equations and into Equa-
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tion yields,

M2 _ 2
meg# :m%+m—2mQ (E1 —COS@\/E%—m%) ; (C.11)

with E; and cosf varying independently in the intervals

2 2
ms+m
b e [mnn]

2m2
cos € [-1,41]. (C.13)

(C.12)

If the condition that Am < m; is imposed FEj, at leading order in Am, is given in
Equation [C.12]

2 2
my + mj 1,
MR (14 = C.14
- m1(+2m), (C.19)

where

am (C.15)

1

X

E; can therefore be parameterised as,

By =my <1 + %axQ) : (C.16)

where 0 < a < 1, and varies from event to event. To leading order in the mass splitting,

mi — M?~ — [(M?+m}) + cos/a(M> —m})] x . (C.17)

Lu

The peak shift, Egq is defined by the peak of the m?ﬂ distribution to be

_ 2
Egigy = M — /m?

g“‘ peak °

(C.18)

Recalling that a < 1, the second term of the right-hand side of Equation will always

be smaller than the first by a minimum of:

M? —m?

my C.19
M? 4+ m? (C.19)
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Figure C.3: The gf[e¢ invariant mass distribution, for leptons with pr > 30 GeV. The fit
parameters o, a, fsg, and mean are defined in Equation [C.21]

Therefore a good estimate of the mass splitting Am can be obtained from the relation-

ship,

M2 2
ﬁAm.

S (C.20)

Eshift ~

An overview of the NLO calculation of this shift can be found in Ref. [15].

C.3 Results

The m;,, and m;, , invariant mass distributions can be reconstructed by forming all OS
glieqt and gli 1T pairings for leptons with pr > 30 GeV. Equation predicts that
mg,. — Mg, = 5.6 GeV (with m; , = mgo = 225.2 GeV and m;,, = 219.6 GeV).

These invariant mass distributions are shown in Figures and [C.4] These two
distributions are separately decomposed into two pieces by fitting each with the sum of

an exponentially falling background underneath a Gaussian distribution which takes the
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o=71+/-05

a =-0.0136 +/- 0.002
fyg= 0.53 +/-0.03

mean = 219.2 +/- 0.3
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Figure C.4: The gli;fF invariant mass distribution, for leptons with pr > 30 GeV. The fit
parameters o, a, fsg, and mean are defined in Equation [C-21]

form,

dN am 21 _(m-mean)
= Niot | (1 — fsig)|ale +fsig\/;;e 207 ] , (C.21)

where @ and mean have units of GeV™' and GeV, respectively. The means of the

Gaussian components then give,

My, = 2254+0.1 GeV ,
Mz, = 219.2£0.3 GeV . (C.22)

Using Equation and the peak positions given in Equation [C.22] it can be inferred

that the selectron and the smuon are split in mass by
Am =55+0.3 GeV . (C.23)

This compares well with the true 5 GeV mass difference between the sleptons.



216



Colophon

This thesis was made in BTEX 2¢ using the “hepthesis” class [178].
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