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Abstract

The study of flavour physics allows for the Standard Model (SM) to be tested to
higher energies than can be accessed through direct searches. The SM is known
not to provide enough of a difference between matter and anti-matter, termed CP
violation, to explain the dominance of matter in our universe. One of the main
purposes of the LHCb experiment is to search for new sources of CP violation in
the decays of B mesons. Flavour changing neutral current (FCNC) interactions
are forbidden at tree level in the SM, and can therefore only be accessed through
quantum loops. In New Physics scenarios such as Supersymmetry, new particles
could appear in those loops introducing new sources of CP violation. The B? — ¢¢
decay proceeds via the b — sss FCNC transition. Triple products provide a
method of exploiting the angular distributions of P — V'V decays to create T-
odd observables. Asymmetries of these T-odd observables, averaged over the
initial flavour of the B? meson provide a measure of T' violation. Assuming CPT
conservation, violation of time reversal infers CP violation. The CP-violating weak
phase in the interference between BY mixing and the decay to two ¢ mesons is
predicted to be close to zero in the SM. The measurements of the triple product
asymmetries and the CP-violating weak phase have been performed using 1.0fb™!
of LHCDb data. Events where kaon pairs originate from a spin-0 or non-resonant
state are accounted for with the associated angular distributions. Triple product
asymmetries are measured to be Ay = —0.055 £+ 0.036(stat) + 0.018(syst) and
Ay = 0.010 + 0.036(stat) £ 0.018(syst). The CP-violating phase is found to be
in the interval [—2.46, —0.76]rad at 68 % confidence level. The p-value for the
hypothesis of zero radians is found to be 16 %. These results represent the most
accurate measurements of the triple product asymmetries and the first measurement

of the CP-violating weak phase.
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Preface

For the universe we all know to have been created, three conditions, first proposed by
Andrei Sakharov, are known to be required. These are that baryon number needs to
be violated, there must be an absence of thermal equilibrium, and matter must behave
differently to anti-matter. Our current understanding of the laws of physics do not provide
the relatively large differences between matter and anti-matter needed to produce our
universe. It is the main goal of the LHCDb detector, situated on the Large Hadron Collider
at CERN, Geneva to find asymmetries between the decays of short lived matter and
anti-matter states. The measurements presented in this thesis describe my contribution
as part of the LHCb collaboration. This mainly focuses on the study of loop transitions,
where such asymmetries have been studied to the highest known precision and in some

cases for the first time.
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“Our ideas must be as broad as Nature if they are to interpret Nature.”
— A Study in Scarlet, Sir Arthur Conan Doyle






Chapter 1.

CP Violation and the Phenomenology
of Bg mesons

“No man should escape our Universities without knowing how little he
knows.”

— J. R. Oppenheimer

1.1. Introduction to the Standard Model

The most successful description of nature to date in terms of fundamental interactions
between particles is provided by a theory known as the Standard Model (SM) of particle
physics. The SM as known today was finalised in the 1970s [1], and has to this date

withstood every attempt to directly disprove predictions made from the theory.

The gauge group of the Standard Model (SM) is SU(2);, ® U(1)y ® SU(3)¢c, which
determines the interactions between the various fundamental particles, shown in Figure 1.1.
The current known fundamental particles consist of 12 fermions, along with associated
anti-particles, together with 12 vector bosons describing the forces of the SM and a scalar
boson responsible for fermion masses. The 12 vector bosons consist of 8 gluons mediating
the strong interaction, with associated gauge group, SU(3)¢c, the W= and Z° bosons
mediating the weak interaction, with associated gauge group SU(2)., and the photon

mediating the electromagnetic interaction, with associated gauge group, U(1),.
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Figure 1.1.: Current understanding of the fundamental constituents of matter. In each box,
the approximate mass in MeV/c? is given, along with the electric charge and
spin of the different particle types.
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1.1.1. Electroweak Interaction

The electromagnetic and weak interactions may be unified to a single force at high
enough energies, known as the electroweak interaction. The Lagrangian describing the
electroweak interaction consists of terms satisfying the SU(2), ® U(1)y gauge symmetry

and is given by
Low = —~ ZF’ Fimv —Bu,,B“” +iy Liy"DYVL;+ zZRw’*D 'Ry, (L)
J

where a sum over i is over the non-Abelian gauge fields of the SU(2), group, the
sum over j is over left-handed (anti) fermion doublets, L;(L;), and the sum over k is
over right-handed (anti) fermion singlets that carry electric charge, Ry (Ry). The Dirac
matrices are denoted by v*. The field strength tensors, F,, =i/g [DLSU(Q), DEU@)] and
B, =1i/go [Dl(LU(l), DY (1)], are defined from the covariant derivatives of the SU(2), and

U(1)y gauge groups, respectively. These can be written as

DY = 9,1~ i W, (1.2)

g2
DLJ(I) == QL — l?b’u, (13)
together with a combined electroweak covariant derivative

DFW = 9,1 —iZb,1 — i W, (1.4)
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where ¢g; and go are the coupling constants, of the SU(2), and U(1)y gauge groups,
respectively. The fields W and b represent the fields of the gauge bosons for the SU(2),,
and U(1)y gauge groups. The matrices, ¢*, are the Pauli matrices forming a basis in
the adjoint representation of SU(2). The SU(2), gauge group acts on the following
left-handed fermion doublets:

e W T
L. = , Lu = , L, = , (1.5)

Ve vy v,

L L L

U C t
L, = , Lo = , Ls = . (1.6)

d S b

L L L

The U(1)y gauge group acts on right-handed singlets:

Ryct = (u,c, t>R7Rd,s,b = <d,s,b)RRe,u,T = (e,,u,T)R. (1.7)

It should be noted that all neutrinos observed so far in nature appear with a left-handed
helicity. This has a consequence that a mass term cannot be added by hand to the

electroweak Lagrangian as this would violate gauge invariance.

The electroweak gauge bosons observed in nature consist of three massive particles
(W* and Z°) together with one massless particle (A7). The Brout-Englert-Higgs (BEH)
mechanism [2-5], derived from Goldstone’s theorem [0] accounts for this through sponta-
neous symmetry breaking according to SU(2), ® U(1)y — U(1),. This has the effect of
generating fermion masses in addition to giving the weak gauge bosons mass through the

coupling to a spin-0 particle known as the Higgs boson.

The BEH mechanism centres on the introduction of a scalar doublet

+
o = ¢ . (1.8)

¢O
As this is a complex doublet, there are four degrees of freedom. Gauge fixing provides a
way to eliminate three of these leaving one physical degree of freedom, h(z), which is

allowed to have a vacuum expectation value, v. This then yields
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where h(z) = 0 signifies the ground state. Inserting equation 1.9 in to the electroweak

Lagrangian allows us to define the physical gauge bosons as [7]

W, = 7(W1 TiW2), (1.10)

ZO:b sin @y, + W3 cos 6, 1.11
It p

Al = b, cos b, Wi sin 0, (1.12)

where 6, is the Weinberg mixing angle, which can be found from the ratio of the Gauge

boson masses through the relation My, = My cos0,,.

1.1.2. Strong Interaction

Quantum Chromodynamics (QCD) is an example of a non-Abelian gauge theory and
describes the interaction that binds quarks in to mesons and baryons. This Lagrangian

consists of terms satisfying SU(3)c gauge symmetry and is given by
ﬁQCD_——ZG’ G”‘”+zZq ¥ D,q (1.13)

where G, = i/gs[D,,D,] is the gluonic field strength tensor, D, = 9,1 — ig,\'Al, /2
is the covariant derivative, and A" are the Gell-Mann matrices that generate the SU(3)
group. Note that in equation 1.13, the sum over ¢ is of gluon fields and the sum over
[ is of quark flavours. Gluons are represented by A,, whereas colour triplet fields of a
given quark flavour are represented by ¢/, with g, denoting the coupling strength of the
QCD interaction. In QCD, the three colours and associated anti-colours (often called

red, green and blue) are analogous to the electric charge of QED.

In quantum field theories such as QCD, the [-function provides the relationship
between the coupling constant and the energy scale, i, of an interaction. The S-function

is defined as

Blg) = : (1.14)
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In QCD, this then means that the coupling constant, a? = g2/(4r), varies as

2
as(’) = 33—2n%(lu : 2 2\’ (1.15)
Lo (B ) e (1)

where ny is the number of quark flavours, u represents a reference energy scale and ¢
the momentum transfer in an interaction. Equation 1.15 then shows that for ny = 6, as
the energy of an interaction increases, the coupling constant decreases. This is known as
asymptotic freedom and ensures that perturbation theory becomes increasingly reliable

as interactions get harder.
The QCD potential between two quarks is

4 o
VQCD(T> = —57—1-]{?7’, (1.16)

where r is the radial distance and k is a positive constant. This then means that as
the distance between two quarks gets larger, the potential increases and results in the

confinement of quarks in to bound states.

1.2. CP Violation

As has been mentioned previously, the gauge group of the Standard Model is SU(2);, ®
U(1l)y ® SU(3)¢, the first two groups describing the electroweak interaction, the third

L. Due to the real nature of the gauge couplings, to

describing the strong interaction
discuss CP violation, it is necessary to introduce Yukawa interactions describing the SM

dynamical sector through the Lagrangian

o &
LYukawa = - Z(GU>’L] (Li,Uu Li,D) Rj,U
ij —¢-
_ ¢°
— Z(GD)ij(Li,U7 Li,D) qbi Rj,D -+ h,.C., (117)
> _

where the ¢ fields form a Higgs SU(2) doublet, the L;(L;) and R;(R;) are the fermionic
field doublets as introduced in Section 1.1.1. Subscripts U and D indicate up and down-

IThe prospects for finding CP violation in the SU(3)¢c gauge group will be neglected in this introduction.
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type fields, respectively. The Gy (p) matrices are the couplings between up(down)-type
right-handed singlets and left-handed doublets. The indices ¢, j run over the number
of fermionic families (n). Fermion masses arise in the SM when the neutral Higgs field
acquires a vacuum expectation value (v). This then means that the up-type and down-
type fermionic mass matrices (Mypy) are proportional to the Yukawa couplings (with the
scale set according to v). In general, the couplings may be complex in equation 1.17. This
is both sufficient and required for CP violation and forms the basis of the phenomenon
in the SM.

The physical interpretation of the Lagrangian is given in terms of the mass eigenstates
of the quarks (denoted with a superscript m). Diagonalisation is possible with the four
unitary matrices, 7T}, where k € {U,D} & X € {L, R}. Neutral current interactions
preserve flavour and mass eigenstates, hence flavour changing neutral current interactions
are only possible in loop processes. This can be seen by looking at the transformation of

the neutral current term
Loyulu = Ly Ty LY = Loyl (1.18)

where unitarity of the 7" matrices has been used. For the case of charged currents, this is

not the case, where the transformation yields
Lyv.Lp = f;TU,LVuTlT),LLTg = Zg”y#VLg, (1.19)

where V = TU,LT]TD,L is the CKM matrix.

The number of independent physical parameters contained in V is constrained from
group theory. First, a unitary n x n matrix (V') by definition satisfies the relation
ViiVjr, = i (summation convention assumed), which imposes n constraints for i = k
and n? — n constraints otherwise. This leaves n? free parameters. The fields in the quark
fields may be independently rotated through L, — eV Ly, L'y — ei! Ly, which
can be absorbed in to V, leading to

e—i! ... e~ ...
Vo | oo o v ] (1.20)

0 ... il 0 ... e-ion

This transformation removes 2n — 1 relative phases. Therefore the amount of independent

parameters is n? —2n+1 = (n — 1)?. The unitary matrices are a subset of the orthogonal
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matrices. This then leads to $n(n — 1) rotation angles and (n — 1) — In(n — 1) phases.

For three quark families, this results in three angles and a single C'P-violating phase.

There are an infinite number of ways to represent the CKM matrix. The parametrisa-
tion advocated by the Particle Data Group (PDG) is known as the Standard parametri-
sation, first introduced by Chau and Keung [%]. It is obtained through the product of

three complex rotation matrices and leads to

0

C12C13 S12C13 S13€
— i6 i6
V= —S812C13 — C12523513€ C12C23 — 512523513€ 523C13 | » (1-21)
_ i _ _ i6
512513 — C12€23513€ C12523 — S512€23513€ C23C13

where ¢ is the CP-violating phase, s;; = siné,; and ¢;; = cos0;;, 1 < j € {1,2,3}. A more
phenomenological parametrisation was given by Wolfenstein, where the standard parame-
ters are transformed into Wolfenstein parameters according to (619, 613, 623,0) — (A, p,n, A)%.
This is based on the hierarchy of the matrix elements. The parametrisation is based on

an expansion in terms of A ~ |V,,] = 0.22. The parametrisations used are

S12 = A, (1.22)
Sp3 = AN (1.23)
s13e”0 = AN (p — in). (1.24)

This leads to a CKM matrix of the form (evaluated to the fourth order in \)

1— 1) A AX3(p —in + Ln)?)
V= —\ 1= 1N —inA2Xt AN+ |- (1.25)
AN (1 — p—in) —AN? 1

Unitarity of the CKM matrix leads to

|\ N VeV, ViaVi
VeaVy, — VeV, VeaVi

=0. (1.26)

Each term in equation 1.26 forms a vector in the complex plane. The requirement that
the sum is zero requires that the addition of the three vectors leads back to the origin,

which leads to a triangle known as the unitarity triangle. Equation 1.26 can be re-written

2 Parametrisations are defined to all orders in .
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as
Rie ™ + Rye ¥ =1, (1.27)

where Ry = |VigVii|/|VeaViy| and Ry, = |VuaVii|/|VeaVis| are the two non-trivial sides of
_ VealVeb|" ViaViy

ViaViy VeaVy
of the unitarity triangle. The third side has been normalised to 1 and the third angle («)

the unitarity triangle; 5 = arg < ) and v = arg (— ) are two of the angles
is given through o = m — 3 — . The areas of all unitarity triangles before normalisation

are given by J /2, where J is the Jarlskog invariant given through the relation [7, 9]

S(VgVaViViy) =T Y EikmEiin- (1.28)

The Jarlskog invariant is a measure of CP violation and has an experimental value of
(3.084+0.17) x 1072 [10]. As there are only four independent parameters describing the
CKM matrix, the six different unitarity triangles, from the six independent unitarity
relations, are highly correlated. The unitarity triangle given in equation 1.27 is usually
used to describe the status of global fits to the CKM hypothesis. The apex of the
unitarity triangle, located at (p,77), is defined though

5 (_Vuqub> 7 (1.29)

=T

— VudV*b
=5 — w 1.30
= < VchJ,) ’ (1:30)

such that
* * /1 _ )\2 y
ﬁ-i- lﬁ _ _Vudvtb =1 V;tdv;i, _ (P + “7) — (1'31)
VoV VoV VT = 22N + /1= AN (p+ i)

The current status of global fits [11] is displayed in Figure 1.2 alongside a diagram of the
parameters that define the triangle. The yellow shaded area enclosed with a red contour
depicts the 95.45 % confidence region of the global fit. The global fit uses the results of
both experimental and theoretical work, including perturbative and lattice methods, in
order to obtain the greatest accuracy possible for the four independent parameters of the

CKM matrix. The parameters that are used in the global fit are [11]:

e |V,4|: Measured from the lifetime of 0t — 07 nuclear 8 decays.
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15 TR
excluded area has CL = 0.95 . EA
r ; %
¥ R |
bl % Amy&.Am,
|E sin:2p
— 05 — —
i [
ke
1= 0.0 |-
(pﬂl) L
_0_5 h_ —
o= L
R R E ; 1
u t 1.0 - : €
L Eﬁm“"'sm;m i o st 2099
v b b b b by g
15
Y=0 B=a B -1.0 -05 0.0 05 1.0 15 20
p -
(0,0) (1,0) p

Figure 1.2.: Diagram of the parameters defining the unitarity triangle (left) alongside the
current status of the global CKM fit performed by the CKMfitter group [!1]
(right).

|Vs|: Measured from kaon leptonic decays K~ — e U, K~ — pu v, K~ = 7l v

and the decay 7= — K v;.

o |Vis|/|Vua|: Measured from the measured branching ratio ratios B(K~ — p~v,)/B(r~ — p~v,,)
and B(t~ — K v,)/B(t™ — 7 v,).

o |V.4|: Measured from the branching ratio B(D~ — pu~7,).

o |V.s|: Measured from branching ratios of B(D; — 77 7,) and B(D; — p~7,), where

theory values of the D fragmentation probability, f,+, are also needed.

e |V.|: Measured from inclusive semi-leptonic decays of B mesons and the branching

ratio measurement of B(B~ — 77 7,).
e |V.4|: Measured from the inclusive semi-leptonic decays of charm mesons.

e |V,|: Measured mainly from knowledge of the branching ratio B(B — D*p~7,) in

association with the form factor at zero recoil computed on the lattice.

e a: Measured from the branching ratios and CP asymmetries in decays of the form

B — ntn~, B = ptp~ and BY — pTn.

3: Measured directly from the CP asymmetry in B — J/i K?.
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e 7. Measured from asymmetries in BY — D*K* where the final state is chosen such
that both D* and D* mesons are allowed to contribute and thus interfere. Three
popular methods are chosen to take advantage of the interference. These are the
GLW method [12] in which the D meson is reconstructed as a CP eigenstate, the
ADS method [13], where it is found in a suppressed final state or the Dalitz method,

where it is found in a self-conjugate three body final state.

o Vi Vig: Measured from the B,-B, oscillation frequencies denoted by Am, and Amyg,
respectively. The former is determined from B — D7~ decays and the latter

from B — D*7~ decays.

o ViVig, ViVey: Measured from CP violation in neutral kaon mixing (ex).

1.3. Phenomenology of B? mixing

The Schrodinger equation describes the time evolution, including mixing and decay of

BY mesons (denoted B(t)), and is given by

m%w(t» _ (M _ %r) B(1), (1.32)

where M and I' denote the mass and decay matrices, respectively. A natural solution to

equation 1.32 is given by

B5(0) = exp (=i (31, 515 ) ) 1B5(0) (1.3

where j refers to either of the two mass eigenstates. The relationship between the flavour

eigenstates and the mass eigenstates (|By) and |By)) can in general be written as

|Bu) = p|BY) + q|BY), (1.34)
|Br) = p|BY) — q|BY), (1.35)

where p and ¢ are complex numbers and the absence of a time argument implies the state
at t = 0. It is simple to invert equations 1.34 and 1.35, and by substituting the solution

of equation 1.33 into the Schrédinger equation, to arrive at the general equations for the
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Term |BI(1)) |B(t)
a | JANPEA+ERNP) +RERND] | TADPEE + o)) + R(Ep()]
b | ADPGA+ (O = REBU] | A PEA+[2p(A)?) = R(Ep(f))]
5P | |

c AF)P(L - [2p(f)] |
d 2A(H)PS(25(/) ~2[A(F)PS(2o())

Table 1.1.: Terms describing the time dependent decay rate in equation 1.43.

time evolution of the flavour eigenstates |B%(¢)) and CP conjugate |B9(t))

|BJ(t)) = 9+ (t)| B)) + %9—(75)@3), (1.36)
B0) = o~ I + 94 (D] BY), (1.37)
where
g+(t) = % (e*(iMLJFFL/Q)t + e*(iMH+FH/2)t) (1.38)
= %e_iMLte_ém[l + e_mmste_%rst]. (1.39)

The symbols My 1) and I'g(r) refer to the masses and decay rates of the heavy (light)
mass eigenstates, respectively, and Am, is the B%-BY oscillation frequency. The average

decay rate, I'y, and decay rate difference, Al',, are defined through

1
Iy = §(FL +T'y), (1.40)

AT, =Ty — Ty (1.41)

The decay amplitudes of the states B? and B? to a final state f, denoted A(f) and A(f),

respectively, lead to the expression

) (=) (-)
DB = 1) = [ Hano B oc 56 G ), (1.42)

where Hap—; is the Hamiltonian of the decay and
(=) o =) _ (=)
Gy= @ + b Al 4 (Deara/2 + d A2 sin Amt. (1.43)

o) (=2 oy &) _
The ((a), b ,(c), d ) terms are given in Table 1.1, where p(f) = A(f)/A(f) and p(f) =
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A(f)/A(f). Tt can be seen from equation 1.42, that G ;(t) # G(t) implies CP is violated.
In the absence of mixing, CP may only be violated if the decay amplitudes differ, i.e.
|A(f)] # |A(f)|, known as direct CP violation. For the case of non-zero mixing and
decays to a common final state, it is useful to introduce a complex parameter, Af, defined
through
q Ay
A = Nep———, 1.44

=ner g (1.44)
where nop = +1(—1) for the case that the final state is CP-even (CP-odd). On deriving
the form of the CP-violating asymmetry

L(BY = f) —T(B = f)
D(BY = [)+T(BS = f)

(1.45)

using equation 1.42 under the assumption that |As| = 1, the time-dependent decay rates

become

[(B? — f) oc 14 e + (1 — 2" cos(pap—1 + dap—2)

— 2281 in(Amyt) sin(¢pap—1 + dap—a), (1.46)
T(B% — f) oc 14 A (1 — 21" cos(pap_1 + dap—2)

4+ 93 ATst sin(Amgt) sin(pap=1 + Pap=2), (1.47)

where p = e®25=1 and ¢/p = €25=2 and ¢ap—; and ¢ap—» denote CP-violating phases

in the decay and mixing, respectively. This leads to an asymmetry of the form

—2e28T5t gin(Amt) sin(¢pap—1 + dap—2)
14 eAlst 4 (1 — eATst) cos(pap=1 + Pap=2)

(1.48)

It can be seen from equation 1.48 that in order to have observable indirect CP violation,
two conditions must be met. These are that the mixing oscillations are present to generate

a non-zero Amg and that the two CP-violating phases in the mixing and decay do not

cancel, i.e. pap—1 + pap—2 # 0.
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1.4. b — s Transitions

While the phenomenology of mixing-induced CP violation as explained in Section 1.3 is
relatively straight-forward and elegant, the predictions of CP violating parameters in
specific physics scenarios are much more complex. This will be discussed for two flavour
changing neutral current (FCNC) b — s transitions that form the basis of measurements
in the B?— ¢¢ decay.

0 _O “ =
1.4.1. B/-B Mixing
1.4.1.1. Standard Model B%-B° Mixing

It is useful to revisit equation 1.32 with the substitution ¥ = M — i’ /2. As a consequence
that both M and I' are Hermitian, the off-diagonal elements, M5 and I'y5 can be found
through looking at the dispersive and absorptive parts of 3, respectively. Through

rearrangement of the characteristic equation, we know that

(o5 —oL)” = 45155 (1.49)

AT\ ? T NP
= (Ams+i : ) —4 (M12 —z%) <M1*2 —i% ) : (1.50)

T'rm

where o) = M) — i are the eigenvalues derived in Section 1.3. Taking the real

and imaginary parts of equation 1.50 yields the simultaneous equations

2 (AF3)2 2 2 Y * *
(A, )" = === = 4(|Mp]" = [T1f") + 23(T12 My, + MiaTy)
= 4(|Mo|* — [T12f) (1.51)
Am AT, = —a (122 | TiaM
S S 2 2
:4|M12HF12|COS¢S, (152)
where in the last line, the definition ¢, = arg (—%) has been used. Combining the two

equations yields

(AT,)? (Amg)?(AT)?

16| My5? cos? ¢

(Am,)? — = 4|Mio|? - (1.53)
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On noting that it is experimentally well known that (Am,)? >> (Al,)?, the mixing

parameters Amg and ALy take the form

Ams =~ 2|M12|, (154)
Al = 2|T'| cos ¢s. (1.55)

From equations 1.34 and 1.35, it can be seen that the matrix needed to diagonalise X

is given by

Q=" ? (1.56)
q —q

such that [Q7'XQ]y; = [Q7'XQ]12 = 0. Explicitly, this means

Amg+iAT,/2  2M;, —T%,

q
p 2M12 —irlg N AmS+ZAF5/2

(1.57)

This can then be manipulated to give

<g>2 — MfQ < 1 —i_7:|]j‘12/(2]\412)|€iq§S > (1 58)
D M12 1 +i|F12/(2M12)|€_i¢5 ’ ’

It is known experimentally that |I'12/(2M5)] is small and can therefore be used as an

expansion parameter. Performing this expansion gives the result

(Zg?) B %_i (1 B |F12/M12| sin Gbs) + O(|F12/(2M12)|2)~ (1'59)

The magnitude |q/p|? is given by
lq/pl> =1 — |C1a/Mis|sing, = 1 — a, (1.60)

where the factor a; is used to parameterise CP violation in B? mixing.

The CP-violating phase in B%-BY mixing is found through looking at the phase of
q/p = —Mj,/|Mis|[1 + O(as)]. In the Standard Model, the leading order Feynman
diagram that contributes to B%-BY mixing is the box diagram shown in Figure 1.3. This
means that CP violation is found through the phase of —(V;;Vis)/ (Vs V%) as the SM box
diagram is dominated by the top quarks. At the time of writing the SM predictions
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Figure 1.3.: Feynman diagrams contributing to B%-BY mixing.

SM have been

of the CP-violating phase in B? mixing, ¢, and the CP asymmetry, a
calculated by Lenz and Nierste (2011) [11] to be

M = 0.0038 £ 0.0010 rad, (1.61)
a?™ =(1.940.3)-107°. (1.62)

The theoretical calculation of the SM box diagram is explained in more detail in Ap-

pendix C.

1.4.1.2. Prospects for New Physics in B°-B? Mixing

The phenomenology of B%-BY mixing allows for New Physics (NP) extensions to be
parametrised in a largely model-independent way. Through the inclusion of the NP

complex parameter, A, the description of B%-BY mixing can be extended to
My — MM A, (1.63)

where A, = |A,|"%s. This means that the CP-violating phase in B%-B? mixing undergoes
the simple extension of ¢y — ¢5M + ¢2. In the SM, |A,| =1 and ¢2 = 0.

Experimentally, the SM is tested through measurements in B? — J/i KTK~ and
BY — Jhpmt ™ decays. As a tree level process, the CP-violating phase measured in b —
sce transitions, —20;, is given through arg(V;, V5 /V,V.YE), where penguin contributions
are neglected. This is a measurement of CP violation in mixing as the imaginary
component of V;V* is suppressed to O(\*) in the Wolfenstein parametrisation. The
combined recent LHCb measurement of the CP-violating phase in B? — J/iy K™K~
and BY — JibmTn~ decays is found to be ¢, = 0.01 £ 0.07(stat) £ 0.01(syst) rad [15].
The 68 %, 95% and 99 % confidence levels are shown in Figure 1.4 along with the SM
prediction for the fit to B? — J/ib K™K~ events. It can be seen that the measured result
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Figure 1.5.: Allowed regions, bounded by the 68 % CL, of Ag (left) and A, (right) from

the global CKMfitter group [16]. The shaded areas show allowed regions from
individual constraints to the global fit. The red hatched area shows the 68% CL
for the global fit with all constraints included. Additional red contours show the
20 and 30 confidence regions.

is in good agreement with the theoretical prediction and therefore puts strong constraints

on NP.
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As can be seen from this Chapter, there are a large number of observables that
can be measured in the decays of B? mesons, along with equivalent observables in the
decays of B® mesons. This therefore means that there are large numbers of experimental
inputs that can only be properly put in to context with the help of a global fit to all
available data. This fit has most recently been performed by the CKMFitter Group in
collaboration with Lenz and Nierste [17]. In addition to the CP-violating phase and B?
physical eigenstate lifetimes measured in b — scc transitions, the global fit also uses other
experimental and theoretical inputs. The main constraining inputs to the A, parameter
include the BY and B? oscillation frequencies, the lifetimes of the physical eigenstates
in the B? system, the CP asymmetries in semileptonic B® and B? decays, denoted by
ad; and a¥;, respectively, in addition to the combined semileptonic CP asymmetry, Agr,.
Figure 1.5 shows the constraining power of the result of the global fit, where A; and the
corresponding parameter in the BY system, Ay, have been allowed to vary independently.
As can be seen from the left plot of Figure 1.5, the global fit is entirely consistent with
the SM value, which is by definition located at the coordinate (R(A;) = 1, F(A;) = 0).
However, a conflict appears in the constraints from measurements of Agy (dark grey

circle) and —20; (blue cone).

Many extensions to the SM have been proposed in which CP violation is described by
the same CKM mechanism as is present in the SM. The interested reader is directed to the
work of Bigi (2009) [18] for examples consisting of the popular theory of Supersymmetry
and theories with extra spatial dimensions. The class of theories that use the so-called
minimal flavour violation (MFV) hypothesis [19] have become popular largely due to the
success of the SM in describing experimental measurements, for example the measurement
of the CP-violating phase in BY — J/y K™K~ decays.

The global fit shows the advantages of the model independent parameterisation shown
in equation 1.63, where the global fit can with minimal assumptions on the A, parameter,

encompass theories that impose MFV.

1.4.2. The B? — ¢¢ Decay

As an example of a flavour changing neutral current interaction, the leading order
contributions to the BY — ¢¢ decay in the Standard Model are from penguin diagrams,

shown in Figure 1.6.



20 CP Violation and the Phenomenology of B? mesons

Figure 1.6.: Feynman diagrams contributing to the B — ¢¢ decay, consisting of a gluonic
penguin (top-left), electroweak penguin (top-right), and a 2-loop gluonic penguin
(bottom).

The BY — ¢¢ decay is an example of a pseudo-scalar to vector vector (P — VV)
process. This means that there is a mixture of polarisation amplitudes in the final
state. These are the CP-even longitudinal (Ag), the CP-odd transverse (A, ) and the
CP-even transverse (Aj) polarisations. In order to measure CP violation in this decay,
the polarisations, along with their associated interferences must be disentangled by
measuring decay angle distributions. A popular choice for the B — ¢¢ decay is the
helicity basis (explained in detail in Figure 1.7). The need for the measurement of the
decay angles complicates the determination of the C'P-violating phase in the interference
between mixing and decay and therefore results in a more complex expression than
that given in equation 1.48. The derivation of the form is explained in greater detail in

Appendix A.
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Figure 1.7.: Decay angles for the B?— ¢¢ decay, where the K™ momentum in the ¢1,2 rest
frame, and the parent ¢1 o momentum in the rest frame of the BY meson, 6 5 is
the angle between the KT track momentum in the ¢ » meson rest frame and
the parent ¢1 5 momentum in the BY rest frame, ® is the angle between the two
¢ meson decay planes and n'? is the unit vector normal to the decay plane of
the ¢1 2 meson.

For each polarisation state, h, a generic penguin amplitude may be written as
Ah = ‘/tz‘/tSRﬁ + cz‘/CSPC,h + V:bvuspu,ha (164)

where P; is a penguin amplitude for a quark of flavour j in the loop transition. The
CKM unitarity relation V,, V.5 + VsV + ViV, = 0 can be used to write equation 1.64 as

Ah = ‘/tz‘/tsptc,h + VJqusPuc,h
= |‘/7fbvvts’€7iﬁS Ptc,h + ’Vubvus|ei’ypuc,h7 (165>

where Pj;j, = P, — Py, and the CKM phases, 85 and «, have been explicitly written.
If the penguin amplitudes are redefined to include the CKM matrix elements and with

strong phases factored out, then equation 1.65 can be written as
Ay, = e~ Ps [eiézc,hpmh + eiauc,hei('Y'i'ﬂs)Puqh], (1.66)

where 0;;, can be understood as the CP-conserving strong phase corresponding to the

P, amplitude. Equation 1.66 can be re-written as [20]

Ay, = e~ Bs pidte.n Ptc,h[l 4 (7 HBs) il Ry, (1.67)
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where
Puc h
R, = : 1.68
" Ptc,h ’ ( )
Ah = 6uc,h - 5tc,h- (169)

Historically, amplitudes are parameterised using the functional form A, = |A}|e*®e?r,
where ¢ is the weak phase and 0 is the strong phase. It can be seen that the amplitude

in equation 1.67 takes this form in two situations:
1. Ry is helicity-independent and A, = 0.

2. R, =0Vh € {0, L, ||}, which would correspond to an amplitude with no CP-violating

phase present.

1.4.2.1. The B? — ¢¢ Decay in the Standard Model

Various approaches are used to calculate the form of the penguin amplitudes, P, shown
in equation 1.64. These include perturbative QCD (pQCD) [21] and QCD factorisation
(QCDF) [22]. Throughout this dissertation, the methods of QCDF will be discussed in

detail due to the success [23] and the comparative elegance of the method.

The theoretical prediction for CP violation in the B? — ¢¢ decay in the SM is known
to be hard to calculate, due to the non-factorisable nature of the transverse polarisation
states. This results in approximations being introduced to allow for a quantitative
analysis. It has been shown by Bartsch et al. (2008) [22], that BY — ¢¢ decays to the
longitudinal polarisation can be calculated, where weak annihilation effects are suppressed

by factors of Agep/ma.

For the case of the SM prediction of CP violation in BY — ¢¢, it is useful to evaluate

the expression in equation 1.45 as

(B = ¢rpr) — (B — ¢roL)
['(BY = ¢r¢r) + T(BY = ¢ro1)

= S sin(Amst) — Cy cos(Amyt). (1.70)
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The coefficients S, and Cy take the form

Sy = 2R (“ 1 ) , (1.71)

a

Oy = 2223 (ac ;“) , (1.72)
where A and n are Wolfenstein parameters. The symbols a” represent coefficients of
the B? — ¢ ¢y penguin amplitudes in the framework of QCDF, where p is the quark
propagator in the penguin loop. This is described in detail in Appendix D. The term S,
is comparable to the coefficient of sin(Amgt) in equation 1.48. The difference a® — a*
is calculable in the framework of QCDF and has the advantage of the cancellation of

annihilation contributions. The evaluation of Bartsch et al. leads to
la® — a"|/ GeV?® = 0.0571) 558, (1.73)

where errors arise from form factor uncertainties, scale uncertainties and the uncertainty
on the mass of the charm quark. The calculation of a® requires experimental input.
Bartsch et al. [22] have shown that the expression for the branching ratio may be written
as

oGV Vil

B(BY = ¢r¢1) = T p— lac|?, (1.74)

which can be re-arranged to give

la¢| = 0.177 GeV? ( (1.75)

B(B°— ¢r6:)\"* /1.53 ps\/?
15-10-6 ‘

TBQ

At the time of the publication of Bartsch et al. (2008) [22], the CDF collaboration had
announced the first evidence for the BY — ¢¢ decay [24] and provided a branching ratio
measurement of B(B?— ¢¢) = (1418 (stat) & 6(syst)) x 107, based on eight B?— ¢¢
events. This did not allow for an amplitude analysis to find the longitudinal polarisation

fraction.

Assuming that direct CP violation is negligible, S, essentially equates to the sine

of the CP-violating phase in the interference between mixing and decay in b — sss
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transitions. An upper limit on Sy is found through the inequality

0 < Sy < 2X\% (1.76)

@ —a"| _ 5 (BB ¢ron)\
= << 5 ~ 0.02.
lac| = 15 -10-6 0.0

This therefore shows that CP violation in the interference between B? mixing and the
B?— ¢¢ decay is expected to be small in the SM.

1.4.2.2. Prospects for New Physics in Penguin Decays

Due to the suppressed branching fraction of penguin decays, larger data samples must
be collected in order to achieve the same precision as that obtained in tree level decays,
such as BY — Jip¢. It is mainly for this reason that penguin decays remain largely

unexplored experimentally.

The B® — ¢K decay represents another example of a b— sss transition and contains
similar physics as is present in the decay of B?— ¢¢ (neglecting the effects of neutral
meson mixing). In 2005, the BaBar collaboration presented a measurement of the
time-dependent asymmetry in B — ¢K? [25]. The study resulted in the measurement
of a time-dependent CP asymmetry of sin(28//) = 0.50 & 0.257007. This followed an
earlier measurement by the Belle collaboration with considerably larger experimental
uncertainties [26]. The BaBar result of the asymmetry as a function of decay time is
shown in Figure 1.8. From this result, it can be concluded that there is a possibility of a
sizeable time-dependent asymmetry in this transition and hence a disagreement with the

SM prediction shown in equation 1.76, though errors are quite large.

The CDF collaboration has performed a time-integrated study of the BY — ¢¢ decay,
in which the polarisation fractions were measured in addition to the measurement of
T-violating triple product asymmetries, Ay and Ay [27]. With the safe assumption of
CPT conservation®, T-violation implies CP violation. The two T-odd observables, U and
V' are defined through [28]

U = sin(29), (1.77)
V = +sin(P), (1.78)

where the + sign is taken if the CP-even quantity cos 61 cos s > 0, else the — sign is used.
The helicity angles, #,, 05 and ® are defined in Figure 1.7. The U and V observables

3CPT conservation is known to hold in all quantum field theories, of which the SM is an example.
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Figure 1.8.: The time-dependent CP asymmetry in (a) B® — ¢K? decays, (b) B® — ¢K?
decays and (c¢) B® — K+ K~ K? decays (non-resonant) as measured by the BaBar
collaboration in 2005 [25].

correspond to the T-odd triple products [28]

sin® = (ﬁl X ’flg) ']51, (179)
Sln(2q))/2 = (ﬁl . ﬁg)(ﬁl X ﬁ?) . ]51, (180)

where 7; (i = 1,2) is a unit vector perpendicular to the ¢; decay plane and p; is a unit
vector in the direction of the ¢; momentum in the BY rest frame shown in Figure 1.7.
The expressions in equations 1.79 and 1.80 show explicitly how the U and V' observables
are T-odd. The exact relation to the CP-violating observables in the time-dependent
method is given in Appendix B. The power of triple product asymmetries is the ability to
probe CP violation in the interference between mixing and decay with a time-integrated
method, where the initial flavour of the BY meson does not need to be known. The triple

product asymmetries were measured by the CDF collaboration to be

Ay = —0.007 & 0.064 % 0.018, (1.81)
Ay = —0.120 & 0.064 + 0.016. (1.82)

The measurements of the triple product asymmetries from CDF, as for the case of the
B-factory measurements of the time-dependent CP asymmetry in B — ¢K?, shows a

central value that deviates from zero, but with large uncertainties.
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Figure 1.9.: Comparison of the CDF measurement of the polarisation fractions (solid yel-
low) [27], with the perturbative QCD prediction of Ali et al. (medium hatched
red) [21], the QCDF prediction of Datta et al. (small hatched green) [29], and
the QCDF prediction of Cheng et al. (large hatched blue) [30].

Measurements of the polarisation fractions would provide further tests of the SM if
the SM predictions were known accurately. However, we can see from Figure 1.9 that
this is not the case. The predictions from QCDF are shown to contain large errors

particularly for the case of fr, where the polarisation fractions are defined through

_ | Aol
Ao+ A+ AL
_ Es
AP+ A2+ AL

fr (1.83)

(1.84)

Ji

The CDF measurement of the polarisation fractions clearly favours the prediction offered

by QCDF over pQCD and also finds uses as an input to theoretical predictions.

In light of possible hints of NP effects in b— sss transitions and large NP effects in
B mixing largely ruled out in the results of global fits, models describing extensions of
the SM must accommodate this difference. The recent discovery of a boson consistent
with the SM Higgs boson [31,32] has led to greater interest in an extended Higgs sector?.
This would generate additional gauge bosons, equivalent to the W and Z bosons of the

SM. Such a new boson, X, would most likely have a mass greater than the masses of the

4Indeed, the SM does not forbid additional Higgs doublets.
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SM W and Z bosons, otherwise we could reasonably expect to have already confirmed
the existence of such a particle. The heavy mass would allow for X to be described by

an effective theory, leading to the Hamiltonian [20]

Hyp = —= f;ABB’YASE’YBS, (1.85)

1—(+)s
2

fAP allows for the coupling constants to vary for the different components of the sum.

where ypr) = is the left(right)-handed projection using the Dirac 5 matrix and
In the work of Bhattacharya et al. [20], it was assumed that the NP contribution to
the b— sss transition are sub-leading with respect to the SM amplitude. This leads to
the introduction of the parameter ¢ = |[NP|/|SM]|. Ignoring the small SM CP-violating
phase and assuming NP strong phases take values 0 or 7, equation 1.64 can be extended

phenomenologically to account for new physics contributions through

AFM = T =AM |0, (1.86)
ANP = AT = | ANP o, (1.87)

where 0 and ¢ represent the usual strong and weak phases and a SM weak phase is
neglected. Bhattacharya et al. have shown that the different scenarios resulting from the
different operators (fLL, fER and fER) reveal different patterns. For the cases of fL* and
fEE the longitudinal helicity amplitude was shown to contain suppressed new physics
amplitudes, which was not found for the transverse amplitudes. The opposite scenario
was found for operators of the form fX? where the longitudinal polarisation suffered no
suppression in new physics amplitudes, but strong suppression of O(Agep/me) was seen

for transverse polarisations. The results for the three cases are given in Table 1.2, where

the heavy quark approximation has been used to provide the relation Al‘lqM =AM Tt
Amplitude fEE Ext. fEE Ext. fER Ext.
Ag AgM AgM AS‘M + A(J)VP(LR) - A(J)VP(RL)
NP(LL NP(RR
A” _AiM _ AL (LL) _AiM _ AL (RR) _AiM
AL ASM o ATPER) | ASM g ATPERR) AM
Table 1.2.: Extensions to amplitudes in the presence of different NP scenarios [20]. Note in

the row of Aj|, terms of O(Agcp/my) have been neglected.

can be seen from Table 1.2, that different NP scenarios provide a different pattern to the

observables measured in the BY — ¢¢ decay. This therefore shows that these observables
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are not only sensitive to NP, but also that discriminating power between different NP

scenarios can be achieved.

1.5. Summary

In this Chapter, CP violation in the SM has been introduced. This includes not only the
elegance of the CKM mechanism for CP violation in the SM, but also the vast effort,
most notably from experimental results and lattice QCD, to determine the values and

provide one of the most important tests of the SM.

The phenomenology of neutral meson mixing has been derived and the wealth of
observables available to provide tests of the SM have been introduced. The latest tests of
the SM in the context of global fits to measurements in the B® and BY sector have shown
that results are largely consistent with SM expectations, while the discrepancy between
the constraints provided by the CP-violating phase in BY mixing and the constraints

provided by semileptonic asymmetries remains currently unexplained.

Penguin decays, specifically in b— sss transitions have been shown to exhibit small
quantities of CP violation in the SM. Though still relatively unexplored experimentally,
intriguing hints of larger C'P-violating effects remain possible from the two results of
studies on b— s5s transitions thus far. The observables measured in b— sss transitions
have been shown to be not only sensitive to NP, but also to have power in discriminating

the type of NP, if present.



Chapter 2.

The LHCb Experiment

“Tu ne prévois les événements que lorsqu’ils sont déja arrivés.”

— Eugéne Ionesco

2.1. The Large Hadron Collider

Located at the European Organisation for Nuclear Research (CERN), the Large Hadron
Collider (LHC) hosts four major particle physics experiments. The LHC, 27km in
circumference, is designed to collide protons at 14 TeV with instantaneous luminosities
of up to 103 ecm=2s7! [33]. The four experiments are the ATLAS (A Toroidal LHC
Apparatus) and the Compact Muon Solenoid (CMS) general purpose detectors, designed
to search for the Higg’s boson and physics beyond the Standard Model (SM) through
the decays of undiscovered fundamental particles; the LHC Beauty (LHCb) experiment,
designed to search for new physics mainly through CP violation in rare decays of B
mesons and ALICE (A Large Ion Collider Experiment), designed mainly to investigate
the quark gluon plasma through ions collided in the LHC ring.

To reach the high energies for protons in the LHC, the protons must be accelerated
before injection. This process begins in the Linear Accelerator (LINAC2), where electrons
are removed from hydrogen gas and the resulting protons accelerated to an energy of
50MeV. The protons are then accelerated in a booster ring to 1.4 GeV. The Proton
Synchrotron is responsible for bringing the protons up to an energy of 25 GeV (99.9 % of
the speed of light). In the Super Proton Synchrotron, energies of 450 GeV are reached

29
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Figure 2.1.: Location of the four major experiments on the LHC ring in addition to the
injection and dump points of the proton beams [34].

and protons are then injected in to the LHC at points 2 and 8 in the ring (shown in
Figure 2.1). The LHC is designed to accelerate each proton beam to an energy of 7.0 TeV,
although during 2011 and 2012 operation, energies of 3.5 TeV and 4.0 TeV were obtained,

respectively.

2.2. The LHCb Detector

For proton-proton collisions in the TeV range, both b and b quarks are produced in the
same forward or backward region at the LHC. This is due to the kinematics of the gluons
and quarks inside the proton. For this reason, it is only necessary to build a detector
in the forward region in order to detect b-b quark pairs produced in proton collisions.
The LHCb detector (shown in Figure 2.2) is a forward arm spectrometer, designed to
measure long-lived charged particles originating from the decays of B mesons with high
precision, thus providing accurate momentum resolution necessary for measurements of
decay angles, which in turn gives improved accuracy in measurements of CP violation.
The rest of this Chapter is devoted to the description of the detector that allows LHCb to
perform B physics in the challenging environment provided by a hadron collider. These
focal points can be divided into the description of the tracking of charged particles, the

identification of the nature of the particles through particle identification (PID) and



The LHCb Experiment 31

\‘\ \

\\ X

\ O\

HCAL va Ms \\
SPD/PS M3 250mrad \
RICH2 1 M2 \

L1 \
\\
N

Figure 2.2.: The LHCb detector.

the trigger technology used to reduce the background to a level that can be written to
storage media for offline analysis. This strategy allows the LHCb experiment to make

precise measurements of the properties of B and D meson decays.

2.3. Tracking System

Tracking at LHCb is performed by the VErtex LOcator (VELO), designed to accurately
determine the decay vertex of B and D mesons; the Silicon Tracker, comprised of the
Tracking Turicensis (TT) and Inner Tracker (IT), which both use silicon microstrip
sensors to detect the presence of charged tracks with a single hit spatial resolution of
50 pm and the Outer Tracker (OT), a drift-time detector designed to cover a larger

acceptance area with drift coordinate resolution of 200 pm.

2.3.1. Magnet

The LHCD dipole magnet is used to aid in the determination of the momentum of charged
particles through the force a charged particle experiences perpendicular to the motion
in the presence of a magnetic field. This force follows the well-known left hand rule of

John Fleming. The radius of curvature for the charged track is directly proportional to
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Figure 2.3.: Diagram of the VELO sensor locations with respect to the LHC beam (left) and
schematic design of the sensors in each module (right).

the momentum of the particle. For the LHCb detector, the magnet consists of 54 tons
of saddle-shaped coils wrapped around a 1500 ton window-frame yoke. The magnet is
designed to provide an integrated magnetic field of 3.62 Tm, allowing charged particle
tracks of momenta up to 200 GeV/c to be determined with 0.5 % uncertainty.

2.3.2. Vertex Location

The VELO consists of a series of modules positioned along the LHC beam axis (shown
in Figure 2.3). Each module consists of an r-type and a ¢-type silicon sensor fixed to a
common support, designed to ascertain the position of a given track in cylindrical polar
coordinates for the radius and azimuthal angle, respectively. Each sensor strip consists
of oxegenated n*-on-n silicon with an n-type implant on an n-type bulk, except for two
sensors which are n™-on-p for the purposes of the LHCb upgrade, attached to a backplane
pt implant (shown in Figure 2.4). A nominal bias voltage of 150V is applied to the
sensor strips to ensure a depletion region is created. When a charged particle is incident
on the depleted region, electron-hole pairs are produced, which create a current pulse
with an amplitude dependent on the number of electron-hole pairs produced. These
sensors allow for a spatial resolution of ~ 4 um for tracks at an angle of 100 mrad from

the beam axis in the smallest strip pitch region.
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Figure 2.4.: Schematic diagram of an r-type VELO sensor.

The proton interaction point at LHCb is located inside the vertex locator, which
operates as close as 8 mm from the beam axis during data-taking conditions. When the
LHC is setting-up collisions at the four interaction points on the ring, it is not safe for
devices to be in such close proximity to the beam axis as the proton beams are wider and
more unstable than for data-taking. The VELO is therefore retracted to a safe distance
of at least 40 mm. Due to the proximity to the LHC beam, the VELO was designed
with radiation hardness in mind. During one nominal year of LHCb data-taking, i.e.
2fb~! data collected, the silicon in the inner region of the VELO modules is exposed
to an equivalent of 1 MeV neutrons at a flux of 1.3 x 10" n,,/cm?. Radiation damage
introduces impurities that affect the doping of the semiconductor material. This causes
the depletion voltage to change over time, as described by the Hamburg model [35].
The dominant mechanism is expected to be the inactivation of phosphorous dopants in
addition to the introduction of acceptors. This causes the depletion voltage to decrease
for an n™-on-n semiconductor and then increase when the type changes to p-on-n. This
is shown in Figure 2.5 for the sensors in the VELO [36], where the effective depletion
voltage! (EDV) is used due to the inability to determine the depletion voltage after
installation. The current pulse when a charged particle is incident on a sensor is measured
with an analogue to digital converter (ADC). The EDV is defined as voltage at which
the most probable value of the ADC distribution achieves 80 % of the maximum. It
should be noted that the EDV does not correspond to the depletion voltage close to
type-inversion. In Figure 2.5, it can be seen that far from type inversion, agreement with

the Hamburg model is seen.

The performance of the VELO has been evaluated on 2011 data [37] in terms of the
primary vertex (PV) location and impact parameter (IP), where the IP is defined as the
closest radial distance of a track with respect to the primary vertex. The PV resolution

is shown as a function of track multiplicity in Figure 2.6. This is measured by randomly

! This is equivalent to the depletion voltage in most circumstances.
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Figure 2.5.: EDV as a function of fluence for VELO sensors [36]. The data is compared to
predictions from the Hamburg model [35], where good agreement is seen for
fluences far from type inversion.

splitting the track sample in two and reconstructing two independent PVs. The resolution
is then taken as the width of a Gaussian fit to the distribution of the distances between
the two PVs divided by v/2. The resolution for a single PV with a track multiplicity
of 25 is measured to be (13.1,12.5,69.2) um for the (x,y, z) components [37]. The IP
resolution is shown as a function of 1/pr in Figure 2.6 for 2011 data and simulation, and
is measured from the widths of the IP distributions projected on to the x and y axes.
Measurements on 2011 data have yielded an IP resolution of (13.2 4+ 24.7/py) pm [37].
Simulated events are known to underestimate the resolution due to the description of

the vertex locator.

2.3.3. Tracker Turicensis and Inner Tracker

The TT and the IT have been designed as a joint project known as the Silicon Tracker
(ST), hence the two subdetectors share much of the technology and design features. The
TT is a planar tracking station covering an area of 1.5m x 1.3 m, thus covering the whole
acceptance of the LHCb detector upstream of the LHCb dipole magnet. The IT covers a
1.2m x 0.4 m cross-shaped region in the innermost area of the three tracking stations

downstream of the LHCb dipole magnet.
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Figure 2.6.: Performance of the VELO in terms of PV resolution (left) and IP resolution

(right) [37]. The PV resolutions are shown for the z and y directions in red
and blue, respectively, for offline-reconstructed events consisting of one PV. IP
resolutions are shown as a function of 1/py for 2011 data and simulation in black
and red, respectively.

Detectors forming the ST are composed of two half-stations housing silicon sensors in
four layers, arranged in the formation x, u, v, x, where x indicates silicon strips positioned
vertically, v indicates silicon strips rotated by an angle of —5° and v indicates silicon strips
rotated at an angle of 5°. The TT detectors are 500 wm thick single-sided p™-on-n silicon
sensors divided into 512 readout strips. The IT detectors are p™-on-n silicon sensors
divided into 384 readout strips. Thickness is chosen to achieve the best compromise
between the signal-to-noise ratio and material budget. Bias voltages for the silicon sensors
may be applied to sectors individually to account for the different ageing rates based
on proximity to the LHC beamline. Each layer of the T'T is made from half-modules
consisting of seven silicon sensors. Each layer of the IT is made from modules containing
one or two silicon sensors depending on location. The thickness of the I'T detectors is
320 um for one-sensor modules and 410 um for two-sensor modules. The layout of the
detection layers of the TT and IT is shown in Figure 2.7. The need to split silicon sensors
into sectors originates from the density of tracks, as the sensors closest to the beamline
will have a higher occupancy, which will place a larger strain on the readout system
than sensors far from the beamline. For the case of half-modules of the TT close to the
beam pipe, the silicon sensors are organised into a formation of four sensors in the L
sector, two in the M sector and one in the K sector, with each sector connected to a
readout front-end. For the case of half-modules of the T'T away from the beam pipe,

silicon sensors are organised into an L sector consisting of four sensors and an M sector
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Figure 2.7.: Diagram of the sensor locations in the third TT layer (left) and first IT layer
(right), where different shades of orange represent the different silicon sensor
types in the TT layer.

containing the three remaining sensors with the L sector connected to a front-end and

the M sector connected to the remaining two.

Adjacent modules within a detection layer are staggered by 1cm in z and overlap by
a few millimeters in x to avoid acceptance gaps and allow for the alignment of adjacent
layers. For the case of the u and v layers, each module is individually rotated by the
stereo angle. The use of detection layers in a (z,u, v, z) formation allows for multiple
tracks to be identified simultaneously with no ambiguities. The measured hit resolution
from the TT and IT is measured in data to be 59 um and 50 wm, respectively, compared
with the design resolution of 50 pm [37].

2.3.4. Outer Tracker

The design of the Outer Tracker is based on arrays of gaseous straw tubes, where
measuring the drift time allows trajectories of charged particles to be determined. Each
straw tube is comprised of a cathode on the outer edge and an anode wire at the centre
of the tube, with the volume filled with gas. A charged particle traversing will ionize
the gas releasing drift electrons, which will in turn be accelerated to the anode wires
in a time typically less than 10ns. The resulting signal on the anode is then amplified,
with the drift time of the electrons giving a measure of the radial distance of the charged
particle from the anode. The OT subdetector consists of three detectors, each positioned
outside a corresponding inner tracker on the three stations downstream of the LHCb

dipole magnet (T1, T2 and T3 in Figure 2.2). Each of the stations consists of four
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Figure 2.8.: (a) Cross section of an OT module and (b) diagram of the OT arrangement in
the tracking stations [38].

layers arranged in a z-u-v-x formation as for the silicon trackers, where the u and v
configurations represent stereo angles of +5° and —5°, respectively. A diagram of the
station arrangement is shown in Figure 2.8. The outer boundary of the OT detectors is
designed to coincide with an acceptance of 300 mrad in the horizontal plane and 250 mrad
in the vertical plane. The inner boundary is determined by the requirement that the

occupancies should not exceed 10 % at a nominal luminosity of 2 x 1032 cm=2s7 1.

Each module contains two monolayers of drift tubes of diameter 4.9 mm. A cross-
section of a layer of the module is shown in Figure 2.8. Two types of modules are present
in the OT. These are the F-type modules containing two hundred and fifty six straws and
achieving an active length of 4850 mm. The second type of module is the shorter S-type,
containing half the number of straw tubes and covering approximately half of the active
length of the F-type. Each layer of the OT is built from seven F-type modules and four
S-type modules. A mixture of 70 % argon and 30 % carbon dioxide is used as a counting
gas in order to achieve drift-time resolution of ~ 2.6 ns and a good drift resolution of
~ 179 um [38], where the resolutions have been evaluated from data. The data samples
used required the charged particles to have momentum greater than 10 GeV/c and a track
fit x? per degree of freedom less than 2 without the hit in question being used in the

track fit. The drift time and position residuals are shown in Figure 2.9.
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Figure 2.9.: (a) Drift time residual distribution and (b) hit distance residual distribution.
The core of the distributions is fitted with a Gaussian function, which is used to
measure the resolutions [35].

2.4. Particle ldentification

At LHCDb, particle identification is provided by Ring-Imaging CHerenkov detectors
(RICH) [39], which allow for species of charged particles to be distinguished in the
momentum range 2-100 GeV/¢; an electromagnetic calorimeter (ECAL), which determines
the energy of electrons and photons; a hadronic calorimeter (HCAL), which determines
the energy of hadrons, and muon chambers, which determine the energy of muons in the

forward region.

2.4.1. RICH Detectors

Cherenkov radiation is a well known phenomenon that arises in relativistic electro-
magnetism whereby no charged particle may travel faster than the speed of light in a
given medium continually, and no particle may travel faster than light in a vacuum. A
consequence of special relativity is that action is not instantaneous. When a charged
particle enters a medium faster than light may traverse the medium, Cherenkov radiation
is produced in a similar way to the sonic boom produced when an object travels faster
than the speed of sound. This radiation is emitted by the particle at an angle, 6, from

the direction of motion that contains a dependence on the velocity of the particle. This
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Figure 2.10.: Diagram of the layouts of the RICH1 (a) and RICH2 (b) detectors.
relation is
h— L (2.1)
COSU = — .
nB3’

where n is the index of refraction of the material and § = v/¢, with v representing the

velocity of the particle and ¢ the speed of light in a vacuum.

The layout of the two RICH detectors is shown in Figure 2.10. When Cherenkov
radiation is emitted from a radiator, aerogel or C4F1y gas in RICH 1 and CF, gas in
RICH 2, the photons are reflected off a spherical mirror, then a flat mirror and focused
onto the detection planes. The detection planes in RICH 1 are divided into two halves
located above and below the beamline, while the detection planes in RICH 2 are divided

into two halves at either side of the beamline.

The Cherenkov photons are detected with Hybrid Photon Detectors (HPDs). A
schematic diagram of the HPD design is given in Figure 2.11. When a photon is incident
on the window of an HPD, a photo-electron is produced at the photo-cathode. This is
then accelerated towards a reverse-biased silicon sensor by a voltage of 18 kV. When
the photo-electron impacts on the silicon sensor, electron-hole pairs are created in the

silicon for every 3.6eV on average. Two planes consisting of 98 HPDs each in RICH 1
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Figure 2.11.: Schematic diagram of the Hybrid Photon Detector design used in RICH detec-
tors.

and 144 HPDs each in RICH 2 are used to identify rings of Cherenkov photons in order
to provide a measurement of the velocity of the charged particle, which in combination

with momentum information from the trackers, provides a mass measurement.

Angular resolutions of 1.618 4+ 0.002 mrad and 0.68 £+ 0.02 mrad are achieved for the
C4F1p and CF, radiators, respectively. The angular resolution of the aerogel radiator is
approximately 5.6 mrad. The reason for the 2-100 GeV momentum range can be seen
from Figure 2.12 as it is only for these ranges, that charged particles produce rings of
Cherenkov photons that can be measured with an accuracy that distinguishes between

different species of particles.

2.4.2. Calorimetry

LHCb adopts the traditional approach to calorimetry, in which the Hadronic CALorimeter
(HCAL) is placed behind an ELectromagnetic CALorimeter (ECAL). The principle of
the sampling calorimeters used in LHCDb is based on the use of a scintillating medium,
which releases photons with yields given through Birks’ law [4(0]

dL dE/dx

R 2.2
dr ~ °1+ KpdE/dz’ (22)
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Figure 2.12.: Theoretical distribution of the expected Cherenkov angle versus momentum
for different species of particles for the three radiators (left) and corresponding
data distribution for the C4F; radiator (right) [39].

where L is the scintillation efficiency, K is a constant depending on the scintillation
medium, dL/dz represents the light yield in a given path length and dE/dx is the energy
loss of the particle for a given path length.

The ECAL has been designed to be able to trigger photons and electrons, above a
transverse energy (FEr) threshold, and ECAL measurements are used extensively in the
reconstruction of neutral particles. The ECAL cells are comprised of alternating layers
of 2mm thick lead and 4 mm thick scintillating tiles wrapped in 120 um thick, white
reflecting TYVEK paper. The layers have a longitudinal length of 42 cm, corresponding
to 25X, where X is the radiation length. Scintillator tiles are made from polystyrene.
Optical fibres are used to collect light from the scintillating layers and traverse the entire
cell to phototubes at the end of the cell. The cells of the ECAL may be considered
in three regions: The inner region containing 3072 cells, the middle region containing
3584 cells and the outer region containing 5376 cells with dimensions 4 x 4, 6 x 6 and

12 x 12 cm?, respectively. The cell structure of the calorimeters is shown in Figure 2.13.

A Preshower Detector (PS) is present that is longitudinally separated from the rest
of the ECAL with a Scintillating Pad Detector (SPD) placed in front of the PS. The
PS and the SPD are introduced to reject the large backgrounds of charged and neutral
pions, respectively. The SPD/PS detector consists of 15 mm of a lead converter (two
radiation lengths thick) that is sandwiched between two layers of scintillating pads with
12032 detection channels. The sensitive area of the detector is 6.2 m high and 7.6 m wide.

Each layer of the SPD/PS is divided in two to allow for access and maintenance. There
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Figure 2.14.: Diagram of the internal elements of an ECAL module (left) and HCAL module
(right) [12,43].

is a one-to-one projective correspondence between the SPD, PS and the ECAL cells. A
diagram showing the structure of an ECAL module is shown in Figure 2.14. The ECAL
provides an energy resolution of (0.8/vE @ 0.9) %, where E is the energy in GeV [41].

The hadronic calorimeter is designed to trigger on hadrons with large Er and is
separated into cells in a similar fashion as for the ECAL. The hadronic calorimeter cells
are divided into two regions instead of the three for the ECAL. Cells in the inner region
of the HCAL are 13.1 x 13.1cm?, whereas cells in the outer region of the HCAL are
26.3 x 26.3cm?. A diagram showing the structure of a HCAL cell is shown in Figure 2.14,
where two layers are separated from the stack for clarity. The cell consists of alternating
layers of iron and scintillator layers with the thickness of the scintillators corresponding

to 5.6 interaction lengths. The iron layers are 1 cm thick and have a longitudinal length
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7t~ n0) decays, obtained from 1.0fb™! of 2011 LHCb data [44]. Solid orange
lines show the signal BY contribution, dashed orange lines show the BY contri-
bution, dashed blue lines show the combinatoric background, and dotted blue
lines show the partially reconstructed background.

equal to the hadronic interaction length in steel. As in the case of the ECAL, scintillation
photons are collected by optical fibres traversing the length of the cell. Photons are
detected at the end of the cell by photo-multiplier tubes. The HCAL provides an energy
resolution of (69/vE © 9) %, where E is the energy in GeV [41].

The performance of the ECAL is shown in Figure 2.15 for B — Jin(— )
and B? — Jipn(— wtr~7°) decays, obtained from 1.0fb~' of 2011 LHCb data [14],
where information has been used from the ECAL, to fully reconstruct B? candidates.
Resolutions of the B? signals are found to be 40.1 & 3.6 MeV/c? and 20.3 4 2.3 MeV/c?
for the case of BY — J/bn(— vy) and BY — Jiyn(— 7w n~7°) decays, respectively.

2.4.3. Muon Chambers

Muon chambers at LHCb are located furthest from the interaction point, with the
exception of the M1 muon chamber in Figure 2.2, which is positioned in front of the
calorimeters. This is due to the fact that the vast majority of muons traverse the entire
length of the detector. The M2-M5 chambers are interleaved with 80cm thick iron
absorbers to filter muons from hadrons that may have passed through the calorimeters
(the iron absorbers are shown as dark green in Figure 2.2). The technology used at LHCb
is that of multi-wire proportional chambers (MWPC) and triple gas electron multiplier
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Figure 2.16.: Diagram of a MWPC module.

(GEM) detectors in the region closest to the beamline in the M1 chamber, that provide

tracking information and muon identification information.

24.3.1. MWPC

The principle of Multi-Wire Proportional Chambers is based on the ionisation of gas in
the chamber by a passing muon. The ionisation electrons are then collected and amplified
on the wires in the chamber. The charge collected by the wires is used to detect the
presence of a muon. An expanded view of a muon chamber is shown in Figure 2.16. The
multi-wire proportional chambers in LHCb operate with ionisation of a Ar/CO,/CF,
gas mixture, with corresponding ratios 8:11:1. This gas ratio is chosen to satisfy the
requirements that each station must be greater than 99 % efficient within a time window
of 25ns in order that the trigger efficiency is greater than 95% [15]. The chambers
consist of alternating layers of 9 mm thick insulating cores and conducting planes in
which 30 um gold-plated tungsten wires are positioned 2mm apart in order to achieve
time resolution of 5ns. Four wire layers are present in each of M2-M5, two in the case of
MI1.

2.4.3.2. GEM Detectors

The principle of operation of gas electron multiplier detectors relies on two electrodes
separated over a short distance with many small holes inserted. With such a design, the

electric field may be produced in a manner that is much more resistant to radiation damage
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Figure 2.17.: Principle of operation of a triple-GEM module.

than in a MWPC. This advantage allows for the high efficiency and time requirements to
be satisfied in the high flux environment of the innermost region of M1. The triple-GEM
detection system present in LHCb uses three layers of foils as shown in Figure 2.17. The
optimum values of the electric fields between foils and the potential differences placed
across them have been determined from the trade-off between discharge probability and
time resolution. These typically take the values of Ep = 3.5kV/cm, Er = 3.5kV /cm,
E;=5kV/em, V1 =440V, V5, =430V and V3 = 410V, where Ep and E; are the drift
gap and induction gap electric fields, respectively, and V;, V5 and V3 are the voltages
applied on the three GEMs, as shown in Figure 2.17. The triple-GEM detector achieves
a time resolution of around 3ns, using holes with a diameter of 50 pm and a pitch of
140 um along with an RMS gain variation of ~ 10 %. This performance is achieved with
an optimised detector geometry based on the considerations that mechanical constraints
mean a minimum separation of 1 mm between foils is required; the drift gap (gp) is made
large enough to allow all charged tracks to be detected; the first transfer gap (gr1) is
small enough that primary electrons produced from the ionisation of the gas produce as
few further ionisations as possible; the second transfer gap (gr2) is large enough to allow
the ionisation electrons to spread over multiple holes and hence reduce the discharge

probability.

2.4.3.3. Muon ldentification Performance

A decision on whether a candidate was a muon or not can be taken based on the hits in
the muon detectors corresponding to extrapolations from the tracking stations. For a

candidate with momentum, p, in the range 3 GeV/c < p < 6 GeV/¢, hits must be found
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Figure 2.18.: Performance of the muon identification decision in terms of efficiency (left) and
pion mis-identification probability (right) [16] from 2011 LHCb data. Efficiencies
have been evaluated from 2.4 million J/) — u™p~ candidates and pion mis-
identification probabilities have been evaluated from 11.7 million D** — D°(—
7T K~)7T candidates.

in M2 and M3, for a candidate with momentum 6 GeV/c < p < 10 GeV/c¢, hits must be
found in M2, M3 and either M4 or M5, and for a candidate with momentum greater
than 10 GeV/¢, hits must be found in all muon stations to be classed as a muon. The

performance of this muon identification decision is shown in Figure 2.18.

2.5. Trigger System

The design luminosity of LHCb is 2cm~2s7!. At this luminosity, visible pp interactions
are expected to produce 100 kHz of b-b quark pairs. For the purposes of studying CP
violation, the majority of branching fractions for interesting decays are expected to be
< 1073, This therefore requires a large amount of background rejection. At LHCb, this
background rejection is performed by passing events through a hardware trigger (1.0)
to reduce the LHC beam crossing rate from 40 MHz to 1.1 MHz, which is a rate that
allows information from all subdetectors to be used. Events passing the L0 trigger are
then required to pass through a first layer of software triggers (HLT1), reducing the rate
further to 11kHz. A final layer of software triggers performs the task of reducing the
output rate to 2 kHz.
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2.5.1. Hardware Trigger

The LO decision unit, responsible for making the decision at the hardware stage for a
given event receives information from two main sources in order to distinguish interesting
B and D decays from the background. These are the calorimeter trigger, which uses
data from the ECAL, HCAL, PS and SPD, and the muon trigger, which uses data from

the 5 muon stations.

2.5.1.1. Calorimeter Trigger

The calorimeter component of the LO trigger uses the ECAL and HCAL information in
terms of 2 x 2 cells, with 32 cells allocated to each front-end. The decays of B mesons
tend to produce final state particles with large transverse momentum (pr) and energy
(ET), where the pr is defined as the momentum projected onto the z, y plane in the LHCb
co-ordinate system defined in Figure 2.2. The Er is the energy measured, multiplied by
the sine of the angle between the z axis and a straight line from the cell to the middle of
the interaction region. Particles are selected based on the Er variable. Three types of
candidates are reconstructed by the calorimeter. These are hadron candidates, photon
candidates and electron candidates. Hadron candidates are defined from the highest Er
HCAL cluster, and the sum of the Er in the ECAL and HCAL if an ECAL cluster lies
directly in front of the corresponding HCAL cluster. The hadron candidate is selected
if the measured Er is greater than 3.5 GeV/c. Photon candidates are defined from the
highest ECAL cluster, with up to 2 cells being hit in the PS directly in front of the
corresponding ECAL cell and no hits in the corresponding SPD cells. Up to 4 cells in
the PS are allowed for the inner regions of the ECAL. The Et of the photon candidate
is measured from the ECAL only. Electron candidates are defined in the same way as
photon candidates, but require at least one hit in the corresponding SPD cells. The
photon and electron candidates are selected if the measured Er is greater than 2.5 GeV/ec.
The efficiency of the L0 hadron trigger as a function of pr is shown for 4 hadronic decay
modes in Figure 2.19, where efficiencies have been determined from data [17]. In the rest
of this dissertation, trigger performances said to be evaluated from the data are measured
using the TISTOS method [17]. Candidates are selected as TOS (Triggered On Signal),
if the particles measured in the final state of a decay would have passed the trigger
requirements with no other tracks present. Candidates are selected as TIS (Triggers
Independent of Signal), if the trigger requirements would have been met independent of

the presence of the signal decay. The efficiency of the trigger in question is then defined
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Figure 2.19.: Efficiency of the LO hadron trigger as a function of pr for D — Ktzn—,
Dt - K ntn~, Bt — D%, and B — DTn~ candidates [17].

as

TOS

NTIS&TOS
c —

- (2.3)

NTIS&TOS ¢ the number of

where NT is the number of events triggered as TIS, and
events triggered as both TOS and TIS. Equation 2.3 then allows for the trigger efficiency

to be determined from data events.

2.5.1.2. Muon Trigger

Muons are present in the final states of many B and D decays, that are interesting not
only for studies of CP violation and rare decays, but also for use in the identification of
the initial flavour of neutral mesons. Muon tracks are identified using hits in M3 as a
starting point. From a straight line connecting the interaction point and the hit location
in M3, positions in M2, M4 and M5 are extrapolated. A search is then performed in
fields of interest (Fol) centred on the extrapolated points. The size of the Fol depends on
the minimum-bias retention, the background and the location in the muon subdetector.
A muon is identified if for a given seed in M3, corresponding hits are found in all other
muon detectors. The position in M1 is made through the straight line extrapolation from

the points in M2 and M32. The locations of muon tracks in the first two muon stations

2Such extrapolations are possible due to the projective design of the muon stations, i.e. there is a
one-to-one mapping between pads in M2, M3, M4 and M5 and also a one-to-one mapping between
pads in M1 and pairs of pads in M2 and M3.
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allows for a pr resolution of 25 % with respect to the momentum of the muon. Muon

candidates are selected if the measured tracks have a pr that is greater than 1.48 GeV/c.

2.5.2. Software Trigger

The High Level Trigger (HLT) is designed as a C++ software trigger that is executed on
a dedicated Event Filter Farm (EFF). The HLT is executed in two stages referred to
as HLT1 and HLT2. The purpose of HLT1 is to perform L0 confirmation, in which the
tracking stations are used to confirm the existence of charged tracks that correspond to
the calorimeter deposits or confirm that no such tracks exist in the case of photons and
neutral pions. The purpose of HLT2 is to use inclusive and exclusive trigger algorithms,

in which B or D decays are partially or fully reconstructed.

2.5.2.1. HLT1

The HLT1 trigger stage is based on a single track trigger, which is designed to look
for a single, high transverse momentum track of good quality and displaced from the
primary vertex (PV), due to the relatively long lifetime of B and D mesons. PVs are
reconstructed by requiring vertices with at least 5 VELO tracks originating from them.
Vertices are considered to be PVs if measured to be within 300 um of the mean PV
position in the x, y plane. Tracks are found by HLT1 through the application of selections
in three stages. The first stage selects tracks in the VELO most likely to come from a B
decay. This is performed through cuts on the distance between the track and the PV
perpendicular to the z-axis, known as the impact parameter (IP) with respect to the
PV. Selections based on the number of hits deemed to have originated from the VELO
track and the difference between this number of hits and the expected number given the
distance travelled in the VELO? are also used. The second stage uses an algorithm [13]
to match the VELO tracks to the tracking stations. This algorithm selects tracks with
momentum above 8 GeV/c and pr greater than 800 MeV/c in order to reduce the size of
the search window in the tracking stations. In the final stage the tracks are fitted with a
Kalman-based method. This allows for a more accurate cut in the track y? and provides

a covariance matrix allowing a cut on the IP x? to be performed.

3This preselection is necessary as time constraints prevent all VELO tracks from being matched to
candidates in the tracking stations.
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A final note is worth mentioning for final states involving muons or photons, where
the HLT1 strategy previously outlined can be extended. In the case of muons, i.e. events
passing the muon triggers in the L0 stage, the cuts used in the baseline trigger may be
loosened, in order to improve efficiency. In the case of photons, meaning events passing
the photon trigger in the LO stage, offline selections use a tight cut on the energy at
2.4 GeV. This can be applied at the HLT1 stage again allowing for baseline selections to

be loosened.

2.5.2.2. HLT2

The HLT2 level uses a combination of cut-based and multi-variate methods in order to
select signal candidates. Due to the large number of parallel selection criteria used in
the HLT2 stage to allow for the wide physics range of LHCb to be achieved, only the
most relevant triggers for the B? — ¢¢ decay, with ¢ — KTK~, will be discussed in this

Section.

The majority of B — ¢¢ candidates are provided through a HLT?2 trigger searching
for B decays involving a single ¢ meson. The reason for this strategy is due to the
relatively low online track reconstruction efficiency. Therefore ¢ candidates are selected
using loose KK~ invariant mass, vertex x? and pr cuts, in addition to a cut on the

difference in the likelihoods of the kaon and pion hypotheses from RICH information.

While the inclusive ¢ trigger is important for selecting BY — ¢¢ decays, inclusive
selections exploiting the topological structure of B decays are also useful. These can be
applied in a cut-based method or by using a multi-variate classifier to enhance selection
efficiencies. The principle of the topological triggers revolves around a corrected mass
quantity, which is used to trigger B decays using a subset of the final state particles.

The corrected mass is defined through

Mecorrected = \/m2 + |pT;nissing|2 + |pT{missing|7 (24)

where pry,,;in, 18 the missing momentum transverse to the direction of flight of the
B meson candidate, and m is the invariant mass of the subset of the particles in the
final state of the B decay candidate. The topological triggers require that meorrected
lies in the range 4 < Meoprectea < 7 GeV/c. The robustness of the inclusive method to
missing daughter particles through the m o recteq variable means tight requirements can

be imposed on the tracks. These consist of 1.5 GeV/c on the hardest track pr and at least
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Figure 2.20.: Efficiency of the topological HLT2 triggers trigger as a function of pr measured
using BT — JAp K" candidates [17], where TopoMu or Topo means that at
least one of the n-body topological or muon topological triggers selected the
events, for n = 2, 3,

one track having x? of the track fit less than 3. Also, in order to remove backgrounds
from D decays, the (n — 1)-body objects of the n-body topological trigger are required to
have an invariant mass greater than 2.5 GeV/c? or an IP x? with respect to the primary
vertex greater than 16. Due to the relatively small mass difference between pions and

kaons compared to the B mass, all tracks are chosen to have the kaon mass.

The performance of the topological HLT2 triggers is shown in Figure 2.20 using
Bt — J KT candidates that have passed the HLT1 requirements [17], where TopoMu
or Topo means that at least one of the n-body topological or muon topological triggers
selected the events, Hlt2Toponbody means at least one of the n-body topological triggers
selected the events, for n € {2,3}, and Hlt2Topo2Body means only the 2-body topological
trigger selected the events. As for the case of the HLT1 trigger level, selection requirements

for muon candidates are relaxed.

2.6. RICH HPD Efficiencies

During the course of 2011 data-taking, an effect on RICH HPD images started occurring,
in which a central band became visible. Figure 2.21 shows the detected hits on a silicon
pixel array in a single HPD over the course of an hour of data-taking. A central band with

an increased quantity of hits can clearly be seen. This required further investigation in
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Figure 2.21.: Example of the banding effect seen in RICH HPDs.

to the possible causes of the effect. The following subsections detail the work performed
on the causes and trends associated with the central band of increased detected hit-rate

and the explanation of how the problem was fixed.

2.6.1. Origins, Trends and Solution

In order to understand the effect and possible trends, a way of quantifying the banding
was defined. There are 484 HPDs present in the RICH detectors, therefore it is practical
to analyse many images for each run with automation, where a run is a period of LHCb
data-taking that can be one hour long at most. A program was written in order to

achieve this automation. The program was designed to operate in the following way:

1. The centre of the image was found through the projection of the 2D image on to the
x and y axes. A Gaussian fit was then performed to each projection. The resulting
means (i, py) and widths (o,,0,) were then used to define a rectangular search
region for the bands, where the cartesian coordinates (x,y) are inside the search

region if x < |p, — 1.50,| and y < |p, — 1.50,|.

2. In the search region, pixels are scanned row-by-row and images have been rotated
to ensure central bands appear vertically. If the scanned pixel has a value more

than 1.5x the value of a pixel scanned the time before last, a tally is incremented.

3. If the tally is greater than nine, then banding is said to be present in the HPD.
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The methodology previously described was applied to a total of eighteen runs in 2011
and 2012 data, equating to a total of 8 712 images analysed. These runs were chosen
to have varying conditions to identify possible trends. For example, they had varying
trigger rates and varying instantaneous luminosities, but were chosen also to have lasted
as long as possible, to have a larger number of events contributing. As can be seen from
the black crossed points in Figure 2.22; a clear trend with the number of events read out

from the L0 hardware trigger (termed L0 rate) can be seen. A trend with L0 rate points
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Figure 2.22.: Number of HPDs showing banding versus L0 rate. Black crosses show data
points before the RICH settings change, red squares show data points after the
setting changes were applied to RICH 1 and blue circles show data points after
setting changes were applied to both RICH detectors.

to the cause of the problem being related to the voltage distribution across the silicon
pixel chip. In order to further isolate the causes, the occupancy difference was checked
between high and low L0 rate runs to see if the banding effect could be correlated with a
drop in photons recorded by the HPDs and therefore associated with a drop in efficiency.
Figure 2.23 shows a fractional difference in occupancy for high and low L0 rate runs,

where a drop in occupancy is seen with a high correlation with banding detection.

A range of voltages must be supplied to the circuitry in the silicon pixel chip. This is
achieved through the use of digital-to-analogue converters (DAC), which are configurable
and must be externally biased by stable and precise reference voltages. The correct
reference voltages were found and optimised during the testing of the hardware before
operation in 2005 [19]. In the course of the studies conducted in 2005, it was noted
that the measured output voltage of one of these reference voltages, referred to as

DRHi, showed a stronger temperature dependence than the others. This is interesting as
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Figure 2.23.: Fractional change in occupancy between a low and high L0 rate runs for each
HPD in the RICH detectors (identified by HPD ID). Green squares indicate
no banding was detected, blue circles that banding was detected in the high
L0 rate run but not in the low L0 rate run and red triangles that banding was
detected in both runs.

the increased banding and decreased occupancies explained earlier show a dependence
on the LO rate. It is known that the temperature on the silicon pixel chip increases
when the LO rate increases as this is accompanied by an increase in photon detections.
Further evidence that this was related to operating temperature became apparent in the
monitoring of the day-to-day operation of the RICH detector. A decrease in the number
of detected hits was seen when the detector was reset while proton-proton collisions were
occurring. The temperature of the silicon pixel chip would therefore steadily increase
during proton-proton collisions and a reset would therefore have been performed at a

different temperature to the initial configuration.

The combination of the evidence of a temperature effect and a link to the DRHi
voltage led to this voltage being optimised to see if a higher occupancy could be achieved
during high L0 rate conditions. The optimisation resulted in the modification of the
DRHi input voltage from 1.80V to 1.78V. This change was first applied for all HPDs in
RICH 1 and then all HPDs in RICH 2 over the course of June to July 2012. The effect
of this can be seen in Figure 2.22, where the two red squares show the results from runs

in which the settings modification was only present in RICH 1 and the three blue dots
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from runs in which the settings modification was present in both RICH detectors. The

level of banding detections decreased with both setting changes.

2.6.2. Relation to RICH Performance

At first glance, the central band shown in Figure 2.21 appears to be due to a decrease
in efficiency at the edges of the silicon pixel array. However this may not necessarily
be the case as this effect could equally be due to an excess of detected hits located in
the higher occupancy region that do not originate from Cherenkov photons. It is also
not apparent if any drop in efficiency corresponds directly to a drop in the efficiency of
detecting Cherenkov photons from signal tracks. Therefore, it requires more evidence
to link the central band to a drop in RICH performance. Particle identification (PID)
performance is depicted using a 2D plot of efficiency versus mis-identification probability
and is measured with data using D** — D°(— K7 )7 decays. The reason for this
is that if the identification efficiency increases, but the rate that the identification is
incorrect also increases, then PID performance does not necessarily increase. Figure 2.24
shows the comparison in kaon identification of both a high L0 rate and a low LO rate
run before the setting changes described in the previous section and also the average
performance in 2012 data (with field polarity down) before and after the setting changes.
It can be seen that the low L0 rate performance did indeed have a better PID performance
than that of the high L0 rate data before setting changes and that the PID performance
improved with the changes in the DRHi setting.
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(right).



Chapter 3.

Fit Methods

“I do not fear computers, I fear the lack of them.”

— Isaac Asimov

Measurements of CP violation require that observables in the data be fitted to Prob-
ability Density Functions (PDFs). This is done through the minimisation of a quantity
known as the Negative Log Likelihood (NLL). The NLL method is used extensively in
this dissertation, not only for the extraction of CP and T-violating parameters, but also

in the isolation of B?— ¢¢ candidates from the background.

3.1. Negative Log Likelihood Fitting

The likelihood function, £, is defined as
L(&, ... Ev;d) = | [ P(#,a), (3.1)

where Z; represents the set of observables for the i*" event, with IV in total, P is the PDF
expected to describe the functional form of the observables seen in the data, and @ is the
set of parameters to be fitted. The values of the @ parameters that are favoured by a given
dataset are therefore those for which £ achieves the maximum value. Alternatively, the
values of @ for which —In £ achieves the minimum value is in more common use among
the high energy physics community. The product of potentially very small numbers in

the likelihood is transformed in to the sum of numbers in the NLL, and is therefore easier

57
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to deal with in practice. The values of @ for which the NLL is minimised satisfy the

simultaneous equations

9] 0 —
—mIhl=—— In P(7;,d) = 2
Ja, n L Ja, E n P(z;,d) =0, (3.2)

=1

where a; represents the 5™ fit parameter.

3.1.1. Parameter Uncertainties

Having obtained the central values from fitting to the data, it is important to know
the accuracy to which the fitted parameters are known. In the limit that the number
of events in the dataset is large, the likelihood takes the form of a multi-dimensional
Gaussian function [50]. This can be shown simply for the case of a likelihood of one
parameter. A Taylor expansion around the fitted minimum provides the relation

(@ — ap)? d?

—InL(a) =—1InL(ag) — (a — ao)% In £L(a) e In £(a) — + O((a — ap)?),
(3.3)

where aq is the fitted central value. In the large N limit, (a — ag) is a small number,
therefore only terms up to order (a — ag)? need to be kept. The first derivative is 0 by

definition at a = ag. Exponentiating equation 3.3 therefore yields

L(a) = —L(ap) - exp (-M) , (3.4)

202

-1
where 02 = — <% InL(a) ) . The likelihood may then be seen to have a Gaussian
a=ag

shape! with standard deviation o, hence variance 0. For the case of multiple fitted

parameters, the variance generalises to a covariance matrix given by

>_ , (3.5)

where the values on the diagonal provide the variances for the individual parameters.

0*In L
cov(a;,a;) = — T
i0a;

The covariance matrix, in addition to providing the errors of parameters, also allows for

!This means that the NLL will appear to be parabolic in the large N limit.
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the definition of the correlation matrix, p(a;, a;), through

plai,a;) = M, (3.6)

00,04,
where o, refers to the standard deviation of parameter a;. The elements of the correlation
matrix are known as correlation coefficients and describe the extent to which parameters
depend on each other. The coefficients themselves range between —1 and 1, where a

value of 0 implies no correlation.

3.1.2. Nuisance Parameters

It is often the case that a PDF has parameters that are not directly of interest, but
are required to be known. Examples include experimental resolutions in the case of
fits to the invariant mass or the oscillation frequency of the BY meson in the case
of fitting for time-dependent CP asymmetries. In some cases, it is possible to fit for
such nuisance parameters directly, however it is often advantageous to use external
information to aid the fit. In some cases, where there is negligible uncertainty, the value
of the parameter may be fixed to that obtained from the external source. Often there is
a substantial uncertainty. The NLL method allows for this uncertainty to be accounted
for with the use of Gaussian constraints. This then increases the statistical uncertainty
of the unconstrained parameters to reflect the uncertainty on the constrained parameter.

Gaussian constraints are implemented in the likelihood through

L(Zy, ..., Bn: @) — L(Ty, ..., Bn; @ Hexp< ’“_ak)>, (3.7)

where ay, is the k™ constrained parameter of a total M to be constrained, a is the central
value of the external input, and o, is the associated error. In the context of an NLL,

the extension is represented as

k=1

L (g —ap)
—InL(Zy, ..., Bx; @) — lnﬁ(xl,...,fN;&’)—Z(—k—Qk>. (3.8)

The introduction of Gaussian constraints then allows for some systematic uncertainties

to be elegantly included in the statistical uncertainty.
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3.2. The Feldman Cousins Method and Confidence

Intervals

In the case that small datasets are fitted, where small implies that the Gaussian limit of
the likelihood has not yet been established, it becomes more important that the definition
of probability being used is understood. There are two definitions in common usage
among the high energy physics community which affect the interpretation of a given
uncertainty. These are termed Bayesian and frequentist. The uncontroversial Bayes

theorem states that

p(alb)p(b) = p(bla)p(a), (3.9)

where p(a|b) denotes the probability of observing a given b and p(a) denotes the probability
of a. The application of Bayes theorem to the testing of an experimental result is an
example of subjective probability as a prior PDF is needed to describe the distribution
of parameters. The interpretation of probability found through frequentist statistics
describes the frequency of the observation in a repeatable experiment. For results

presented in this dissertation, the frequentist approach is followed.

In the previous section, the assumption of the Gaussian limit allowed for a parameter
uncertainty, o to be provided. This then gave the range of values [a — o, a + o], for which
the parameter a would be observed in a repeatable experiment 68.27 % of the time. Such
an interpretation is available from the Neyman construction of a confidence interval.
Using the PDF, P(z,a), where z represents an observable, a pre-specified probability,

denoted by (1 — «), can be related to bounds on z for a given value of a through

l—a= /m P(z,a)dz. (3.10)
x1
Values of x5 and x; can be found for each value of a that satisfies equation 3.10 for
the chosen value of (1 — a) before any measurement has even been performed. This is
shown in Figure 3.1, where the region between the two curves zi(a) and xs(a) is known
as the confidence belt. After a measurement has been made, the measured value of xg
allows the confidence interval [a~, a™] to be found. This is the principle of the Neyman
construction of a confidence interval. The Neyman construction allows for the choice of
the test statistic. In the previous description of the Neyman construction, this consisted

of the observable itself. Another popular choice is the likelihood ratio or equivalently log
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x,(a)
x,(a)

X

Figure 3.1.: Illustration of the construction of Neyman confidence intervals for a one parameter
(a), one observable (z) PDF, with the observable as the test statistic.

likelihood ratio, \g, defined through

~ InL

= — 11
R IHEO, (3 )

where L, indicates the maximum value of the likelihood. The lower and upper bounds of
the 68.27 % confidence interval correspond to 2A1In £ = 2(In £ — In L) of value 1 in the
case of the estimation of a single parameter in the Gaussian limit. This can be seen by

directly observing the likelihood ratio

nl (a — ap)?
ln£0 = 1H£0 + <T —|—hl£0, (312)

with the substitution o = a — ag. The values of the likelihood and associated confidence
levels are shown in Table 3.1, for the joint estimation of up to three parameters [10]. It
is due to the well known values in the Gaussian limit given in Table 3.1, that scans of
the likelihood ratio, referred to simply as likelihood scans, provide a powerful tool not
only in the evaluation of statistical uncertainties, but also in the determination of the

validity of the Gaussian limit.

When the assumption of the Gaussian limit does not apply, the establishment of a

confidence interval that covers the required probability correctly becomes more difficult.
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CL. (%) |n=1 n=2 n=3
68.27 1.00 230  3.533
90.00 271 461  6.25
95.45 4.00 6.18 8.03
99.73 9.00 11.83 14.16

Table 3.1.: Values of the 2A In £ and associated confidence levels for the joint estimation of n
parameters [10].

It is for this reason that Cousins and Feldman [51] introduced a method utilising the
freedom provided by the Neyman construction to solve the problem. This freedom is that
of ordering according to a test statistic. For the purposes of Feldman-Cousins confidence
levels in this dissertation, the test statistic used is Ag. The Feldman-Cousins method is

then evaluated as follows for a confidence level of probability «:

1. The dataset is fitted to find the parameters for which the NLL achieves the minimum

value.

2. For each value of the parameter of interest, a;, the value of the likelihood is calculated.

Note that the values of all other parameters are allowed to vary as in (1).

3. A large number of simulated datasets are then generated for a = a;. Nuisance
parameters when generating simulated datasets are set to be the same as that found
in the fit to the data in (1).

4. Each simulated dataset is fitted with the value of a fixed to a; and also fitted with a al-
lowed vary, the result being denoted as a;. The test statistic, Af,; = In £¥(a;)/ In £L*(a;)

is then evaluated for each simulated dataset, k.

5. The fraction of events, «; for which Ap < A%t is calculated, where A& = In £(a;)/ In £(ay)

and ag is the overall best fit value of the parameter a in the data.
6. If the value of a; > « then a; lies inside the Feldman-Cousins confidence region.

7. This procedure is followed until all of the boundaries of the required confidence

region have been established.
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3.3. Inclusion of Efficiency Corrections in the Log
Likelihood

One of the most powerful features of log likelihood fitting is the ability to include
efficiencies that can be factorised from fitted parameters directly as numerical weights,
without the need of a histogram to describe the efficiency. This has been used extensively
in this dissertation to account for the efficiency as a function of the helicity angles, defined
in Section 1.4.2. The so-called method of normalisation weights to describe efficiencies as

a function of helicity angles has been well established in measurements of CP violation
in BY — J/b ¢ decays [52,53].

Recall from equation 3.2 that maximising the log likelihood amounts to solving the

equation

olnL 0 Zlnfs(x_ila)_()’ (3.13)

aCLJ’ 78_(1]

where s indicates an unnormalised signal PDF, @ is the set of parameters to be fitted, &
is the set of observables and a subscript i refers to a sum over events. An efficiency (%)

over a subset of observables ¢ C Z can be included in equation 3.13 through

Ol s(zi|a)e (i)
“0a; Zlnff (7. @)= () dgdZ

— 0, (3.14)

where Z denotes the rest of the observables that are not included in . In the case
where an efficiency does not depend on any of the fitted parameters as is the case of
efficiency as a function of helicity angles in the B? — ¢¢ decay, the logarithmic identity
In(AB) = In(A) + In(B) may be used such that the efficiency no longer needs to be

included in the numerator. Therefore equation 3.14 reduces to

81n£

Zlnff g;él) SRITE = 0. (3.15)

Normalisation weights, §;, may be defined through the equation

@z/ﬁ@dwm (3.16)
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where it has been assumed that the PDF factorises according to s(¢/, 2) = >, Ki(2) f;(9).
It should be noted that this PDF form is the same as that of the angular distribution for
B?— ¢¢ decays. Other parameters that can effect whether or not an event is accepted
or rejected such as the transverse momentum or impact parameter may be denoted as .
Note that this requires a re-definition of Z to be the components of & that are not in ¢ or

w. The efficiency can then be written as

- Jef®)S (. g, wla)da
= . 3.17
e(®) 57 (3.17)
The equation for the weights may then be written as
fi()e(y,w)S (2, y, w|a)dw _
@—/fj()( ZL ) d, (3.18)
(Z,9la

where S(Z, ¥, W|d) now denotes the normalised PDF. Noting that S(Z, ¢, w|a@)dwdy is the
probability to generate an event at a given time with a given set of @ with observables

between [, ¥ + dy] and [, @ 4 df], equation 3.18 may then be written as

1 fi(g)e (G, i)
= B 3.19
Sl D DI e )

81 jc{generated}

T > ) (3.20)

N, S(Z;, Uy, wi| @)’
sen 1€{accepted } ( i Yir Zl )

where different values of §; can be found for different bins of z"if required. However, for
the purposes of the analyses in this dissertation, normalisation weights are assumed to

be constant with Z. This then means that equation 3.15 reduces to

=0 3.21

9 s = aa ZIK”(Z)JC"

i

where the normalisation weights are found using equation 3.20 and repetition of an index

indicates summation.
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3.4. The ;Plot Method

In the following chapters, heavy use is made of the ¢Plot technique [51] in order to
optimise the selection of the BY — ¢¢ decay and also in the measurement of the CP-
violating phase in the decay time-dependent analysis of B?— ¢¢. The ,Plot technique
allows for distributions of variables, for example helicity angles or the B? decay time,
to be observed independently for a given fit component, using a discriminating variable.
For all use cases in this dissertation, the discriminating variable used is the four-kaon
invariant mass. This is only possible for the case where the variables of interest and
discriminating variable are uncorrelated. In the ,Plot technique, so-called s-weights for
the n'™ component of a fit to the discriminating variable (with NN, species present in the
sample), defined through
301 Vi i (ye)

spn e) = s 3.22
(e oy Nefi(ye) 322

where g is the value of the discriminating variable for the e event, f; refers to the PDF
of the j*" component of the fit to the discriminating variable, y, and N; represents the
yield of the fit component k. The matrix V,,; is the N, x NN; covariance matrix of the
species yields defined through

_ fn Ye f ye)
Vo= J 3.23
" @N @N Z ) Nifilye))? 3:29)

The distribution of a control variable can then be obtained through plotting with the
associated s-weight, which will on average reproduce the true distribution of the control
variable. If a discriminating variable is used that is correlated with a control variable, a
bias will be introduced on the s-weights that will be difficult to understand and hence
correct for, especially if the PDFs used to fit the discriminating variable do not completely
describe the dataset.

It is important when using s-weights that uncertainties are taken in to account
properly. For a given bin in a histogram of a control variable, the uncertainty on a given

bin is simply the square root of the sum of the s-weights in that bin.
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3.4.1. Application of the ;Plot Method to an Unbinned Likelihood
Fit

A powerful feature of s-weights, used to a large extent in the time-dependent analysis
of BY — ¢¢, is the ability to use s-weights to disentangle a required component of a
dataset from other components in an unbinned NLL fit to the control variables. To do

this, the s-weight for a given event is applied as a multiplicative factor when building the

likelihood, i.e.
L(Zy, ..., Tn; @) = Hp(fud) - Hp(fnd) s Pn(yi), (3.24)

where y; is the value of the observable y for the i*" event, that is not contained nor
correlated with any of the observables {71, ...,Zx}. The naive use of the s-weights in
equation 3.24 will lead to undercoverage as the errors on the s-weights themselves have
not been taken in to account. This can be corrected by scaling the s-weights before the

application in equation 3.24 with an « factor calculated as [54]

S P
BN AT (3.25)

«

3.5. Summary

The principles underlying log likelihood fitting have been introduced including the
methods of obtaining the central values of parameters and associated uncertainties in
the Gaussian limit. Confidence levels have been explained along with the concept of
coverage, which is especially relevant when datasets are not large enough to establish the

Gaussian limit.

The so-called normalisation weights have been described, which allow efficiencies
dependent on observables that may be factorised from fitted parameters to be corrected

for elegantly in the fit.

The ;Plot method has been introduced, which finds uses not only in the development
of data-driven selections but also directly in the likelihood, to isolate the BY — ¢¢ signal
distributions of the helicity angles and BY decay time when fitting for CP violation.



Chapter 4.

Isolating the BE—) @@ decay

“Nature uses only the longest threads to weave her patterns, so that each
small piece of her fabric reveals the organisation of the entire tapestry.”

— Richard P. Feynman

Proton-proton collisions provide a challenging environment to observe B? — ¢¢ decays
with each ¢ — KTK~. This is due to the high number of tracks from the primary vertex
(PV) that provide large backgrounds to the B? — ¢¢ signal. The KTK"K*K~ final
state is used as the ¢ — KTK~ branching fraction is B(¢ — KTK™) = (48 +0.5) % [10].
The particle identification (PID) offered by the LHCb RICH detectors in the form of
differences in the log likelihoods between the kaon and pion mass hypotheses (DLLg,) is
therefore essential to separate the BY— ¢¢ signal from the background. The application
of the sPlot technique, described in detail in Section 3.4, allows for a data-driven method
for obtaining the optimal selection requirements. This is used to obtain optimum values
for cut-based selections, described in detail in Section 4.1, and to obtain optimum

requirements on the multi-variate classifier, described in detail in Section 4.2.

The two different methods of isolating the B? — ¢¢ decay are introduced for two
reasons. The main reason is that the cut-based selection was used to create the dataset
used for decay time integrated measurements, described in Chapter 5, while the multi-
variate classifier was used for the decay time dependent analysis of the B?— ¢¢ decay,
described in Chapter 6.

67
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4.1. Cut-based lIsolation

4.1.1. Dataset

The optimisation of the requirements of the cut-based selection was performed on
220 pb~* of LHCb data collected during the course of 2011 data-taking. The optimisation
method described in Section 4.1.2 allows for a purely data-driven optimisation, hence
no simulated datasets were used. The dataset was produced with the initial version of
the reconstruction available at the time the data was collected. This so-called prompt
reconstruction’ makes use of the alignment and calibrations available at the time of
data-taking. The selection at trigger level required that events passed the hadron, electron
and muon triggers at the L0 stage. In addition, events were required to pass the HLT1
triggers selecting all tracks from LO and the corresponding muon HLT1 trigger. At the
HLT2 stage, events were required to pass any of the topological BDT triggers or the
inclusive ¢ trigger. The details of the triggers used may be found in Section 2.5.

4.1.2. Optimisation Method and Results

The metric used to judge the quality of a given set of requirements, known as a Figure
of Merit (FoM), in the cut-based selection is S/v/S + B, where S and B refers to
the number of signal and background candidates passing a given set of requirements,
respectively. This FoM was recursively optimised with the use of the Cut Recursive
OPtimiser program (CROP) [55]. In order to first use CROP, a set of loose requirements,
known as a preselection, was applied to the dataset in order to create a B?— ¢¢ signal
peak in the KTK"KTK™ mass spectrum. A peak is required such that a fit may be
performed to assign s-weights as described in Section 3.4, allowing further optimisation

to take place. The preselection criteria, shown in Table 4.1, consisted of:

e Impact parameter (IP) x? of the B? meson and the kaon tracks with respect to the

primary vertex,

e transverse momentum, pr, of the kaon tracks and the product of the pr from each

¢ meson,

e difference in log likelihoods between the kaon and pion mass hypotheses (DLLk,),

'Reconstruction version 10, selected with DaVinci version 28r3pl.
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Figure 4.1.: KTK- KK~ invariant mass distribution for BY — ¢¢ candidates after preselec-
tion events found in the 220 pb~! dataset. The result of a fit to a Gaussian signal
and exponential background component is superimposed.

e \? per Number of Degrees of Freedom (NDF) of the ¢ and BY vertex fits,
e invariant mass of the KT KKK~ final state,

e invariant mass of the KTK~ pairs originating from ¢ mesons,

e \? of the B? Flight Distance (FD) with respect to the PV.

After the preselection was applied, a suitable signal was seen for optimisation. This is
shown in Figure 4.1 together with a fit to a Gaussian signal and exponential background
component. The associated signal and background s-weights for each event, calculated
using the method described in Section 3.4, were then used to unfold the data into the
signal and background components. The s-weighted distributions for each variable in
the optimisation resulting from these signal and background components are shown in

Figure 4.2, where the separation power for each of the variables can clearly be seen.

The optimisation of the FoM is performed by scanning through the possible com-
binations of values of the variables used for optimisation. At each given scan point,
the requirements are applied and the FoM is calculated. The final values chosen by
the optimisation are those for which the FoM is maximised. The optimisation was
performed in a signal region defined to be 5200 < mg+x-k+x- < 5550 MeV/c2. The

final requirements, found via the optimisation procedure, are shown in Table 4.1. The
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Figure 4.2.: Signal and background s-weighted distributions for the variables used in the
cut-based selection optimisation, where the signal and background histograms
are scaled to have the same area.

requirements with optimised values found to be close to the preselection values were

allowed to remain at the preselection value.

With a cut-based optimisation, it is important not to use variables that are heavily
correlated. The introduction of such variables can lead to decreased performance in
the optimisation as the order in which the selections are optimised becomes important.
Before optimisation, the input variables were checked for the degree of correlation. The
results of this check are shown in Figure 4.3. It is clear from Figure 4.3 that very little

correlation can be seen between variables with the exception of the x? of the fit to the
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Requirement Preselection value Optimised value
| Mg+k-K+K- — MEQDG [ MeV/c?] < 300

K IP y2 | > 15 > 21
K pr [MeV/(] > 500

Min. DLL g, > —5 >0

¢ vertex x? per NDF <25

o' pr x ¢ pr [(GeV/e)?] > 2

|M¢—M5DG| [MeV/c?] < 25 <12
BY vertex x? per NDF <15 <75
BY FD x?2 > 100 > 270
BY TP ? < 25 < 15

Table 4.1.: Preselection and optimised requirements used in the cut-based selection. Events
passing the preselection were used as input to the s-weight based cut optimisation,
where NDF, IP and FD refer to the number of degrees of freedom, impact param-
eter and flight distance, respectively, and DLLg, is the difference in the global
likelihood between the kaon and pion mass hypotheses from RICH subdetector
information.

vertex of the B? meson and the x? of the fit to the vertex of the ¢ meson. Selection
efficiencies were calculated from simulated events. The efficiencies of selections applied
individually from simulation are shown in Table 4.2. Note that the efficiencies quoted
from simulation are relative to simulated events that have been reconstructed by the
LHCDb detector, passing the nominal trigger requirements with a KT K~"K*K™ invariant
mass within 500 MeV/c? of the PDG B? mass. The nominal trigger requirements, used
throughout this dissertation unless stated otherwise consist of TOS requirements on
the LO hadron trigger?, TOS requirements on the HLT1 trigger using all tracks from
the LO stage, and TOS requirements on the topological and Inclusive ¢ HLT2 triggers.
The signal-to-background ratio is calculated from 1fb~" of 2011 data to be 11.7, in the

four-kaon invariant mass range 5200 < mg+k-g+k- < 5550 MeV/ 2.

4.2. Multi-variate Isolation

The aim of a multi-variate classifier is to use the information for a given event in the most

efficient way possible. As a simple example, consider a cut-based optimisation consisting

2Recall that TOS requires that the trigger was passed with the signal candidate and associated tracks.
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Figure 4.3.: Degree of correlation between input variables used in the cut-based requirement
optimisation, where correlation is provided in percent.

Variable Efficiency (%)
K IP 2 89.18 + 0.12
K pr 96.81 £ 0.07
Min. DLLg, 92.28 £0.10
¢ vertex x? per NDF 96.88 #+ 0.07
o' pr x ¢ pr 100

| My — MSPC 80.14 £ 0.16
B? vertex x* per NDF | 98.77 4 0.04
BY FD y? 94.44 £0.09
BY 1P 2 96.88 £ 0.07
Total 60.36 = 0.19

Table 4.2.: Exclusive selection efficiencies for individual requirements from the cut-based
optimisation calculated from simulated B? — ¢¢ events.

of the BY IP x? and the x? of the B? vertex fit. In the case of a signal event that has a
vertex fit x? that is slightly worse than the optimised requirement but an IP x? that is

much smaller than the optimised requirement, then the event would not pass based on

the one failed variable. However, as will be explained in the next Section, an optimised
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multi-variate classifier is in theory able to use the information provided by all variables

to provide better separation of the signal from the background.

Multi-variate isolation techniques include Boosted Decision Trees (BDTs) [56] and
Artificial Neural Networks (ANN) [57] that may be trained on signal and background
samples, using variables that provide discrimination between the two. The purpose
of the multi-variate techniques is then to combine all knowledge of the signal and
background contributions gained from the training sample in to a single variable, known

as a multi-variate classifier.

4.2.1. Boosted Decision Trees

The underlying principle of Boosted Decision Trees (BDTs) is that of the decision tree
itself. A decision tree works by initially taking a variable and finding the value of the
variable that provides the best separation between the signal and background. In this
way, the training samples are divided into two branches created from the original sample,
termed the Root Node. This procedure is repeated for each variable until a certain purity
is reached, or when further division will result in too few events being present in the
resulting samples. Note that samples in a given branch are termed nodes and the node
at the end of a branch is termed a leaf. A weight for the leaf is calculated as the signal
purity and the leaf is given the label as signal or background depending on the dominant

contribution to the leaf. This principle of operation is illustrated in Figure 4.4.

Decision trees have been in use since the mid 1980s and are known to be powerful
but unstable as small changes in the training sample can cause significant changes in the
decision tree. Reliability has been ensured more recently through the use of boosting. The
principle of boosting relies on the re-weighting of signal events that have been wrongly
classified as background and vice versa. Practically, this means first building a decision
tree and finding cases of signal events landing on a background leaf or background events
landing on a signal leaf. The weights of such events are then increased (boosted) and
a new decision tree is created with the new weights. This procedure is repeated until
many trees, typically 1000, are created. The boosting used in this dissertation is known
as the AdaBoost algorithm [70] and is defined as follows: Let x; represent the set of
discriminating variables for the i*" event and F,,(x;) be the value returned by the m'®
decision tree for the set x;, where F returns 1 if the event lands on a signal leaf and —1
if the event lands on a background leaf. Let also, F;™¢ be the true origin of the event,

where F/™¢ returns 1 for signal and —1 for background. The AdaBoost algorithm then
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Root Node

Figure 4.4.: Diagram showing the principle of a decision tree. For a given variable, z;, the
value giving the best separation, n;(m;), is found. This is repeated for all variables
until a given signal purity is reached, or until a minimum number of event in the
node is reached. A category is then assigned to the leaf depending on whether
signal or background is the dominant contribution.

transforms the weight, w!™, assigned to the i'" event by the m'™® decision tree through

w;n—i—l _ w;neamf(fitme?éfm(mi)), (41)

where

1—-F
= 1 m 4.2
P ( -t ) (4.2)
and
) 'LI true (T

B = S 2 T () (4.3

> Wi .

The function I(F/™® # F,(z;)) returns 1 if F™® # F,,(z;) else 0 is returned. This
ensures that only mis-classified events are boosted. The value of the BDT response for a

given event is then evaluated as

Fla) = amFu(w). (4.4)
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Requirements can then be placed solely on the multi-variate classifier to obtain the

required signal to background ratio.

4.2.2. Datasets

The optimisation of the multi-variate selection was performed with datasets produced with
the reconstruction containing updated alignment and calibrations®. In total, 1.0fb™" of
LHCD data collected during 2011 data-taking has been used for multivariate optimisations.
The selection at trigger level required that events have passed the hadron trigger as TOS
or are selected independently of the BY — ¢¢ candidate on any trigger at the L0 stage.
In addition, events were required to pass the HLT'1 trigger selecting all tracks from LO as
TOS. At the HLT2 stage, events were required to pass any of the topological multivariate
BDT triggers or the inclusive ¢ trigger as TOS. The details of the triggers used may be

found in Section 2.5.

Simulated events were created under the same conditions as the data itself. The
parameters used to simulate the distributions of helicity angles and decay time are shown
in Table 4.3. In total, 1 million simulated events were generated for each LHCb dipole

magnet polarity, giving 2 million simulated events in total.

Parameter | Value

A2 | 0.348

A2 | 0.365

| A2 0.287
dp (rad) 0.0
O (rad) | 2.71

5L ( rad) 2.39
*** (rad) | 0.0

Table 4.3.: Parameters used for BY — ¢¢ Monte Carlo production, where polarisation fractions
are taken from the values measured by the CDF collaboration [27].
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Requirement Preselection value Optimised value
| Mg+k-K+K- — MEQDG [ MeV/c?] < 300

K IP y2 | > 16

K pr [MeV/(] > 500

Min. DLL g, > —5 > —3
¢ vertex x? per NDF <25

¢' pr x ¢* pr [(GeV/e)?] > 2

| Myg+x- — M(fDG| [ MeV/c?] < 25 < 15
BY vertex x? per NDF <15

BY FD ¥ > 100

BY TP ? < 25

BDT > 0.1

Table 4.4.: Preselection and optimised requirements used in the multivariate selection.

4.2.3. BDT Training Method

The TMVA package [55] is used to train BDT variables. The signal sample is defined
by the simulated BY — ¢¢ events that pass the preselections given in Table 4.4. The
background sample was obtained from LHCb data that passes the preselections given
in Table 4.4, where at least one ¢ candidate lies in the KTK™ invariant mass sidebands,
defined by (20 MeV/¢* < [My+x- — MJP9| < 25MeV/c?). The emphasis in choice of
variables used in the BDT has been on reducing the bias on the decay time. Therefore,
the B? impact parameter x? and the B? flight distance y? have not been used in the

BDT training. The variables used to create the BDT isolation variable were:
e In(pr) of the BY candidate,
e BY vertex x? per degree of freedom (DOF),

e cosine of the angle between the momentum of the particle and the direction of flight

from the best primary vertex (PV) to the decay vertex,
e BY pseudo-rapidity, 7,
e minimum In(pr) of each track,

e maximum track y? per DOF.

3Reconstruction version 12, selected with DaVinci version 32r2.
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Figure 4.5.: Distributions of BDT training variables from simulated signal and back-
ground data samples, where background candidates are defined by
at least one ¢ candidate in the KTK~ invariant mass sidebands,
(20 MeV/c? < |My+g- — M(fDG] < 25MeV/c?).  Signal and background his-
tograms are scaled to have the same area.

The distributions of the variables used in BDT training from signal and background

samples are shown in Figure 4.5.

In addition to the BDT incorporating the adaptive boost, the TMVA package also
provides a BDT method incorporating a gradient boost (BDTG); designed to achieve
more robustness in the presence of outliers and mislabelled data points through the use of
an alternate boosting function. Also, a BDT method incorporating transformations that
decorrelate the input variables was trained (BDTD). The interested reader is directed to
reference [58] for further information on the additional decorrelation transformations and
boosting functions. It can be clearly seen that the nominal BDT provides the highest
significance, hence this was the one used for final selections. Figure 4.6 shows the signal
efficiencies, purities and significances of the range of BDT cuts for the three types of
trained BDT's, where 1000 signal events and 15000 background events are assumed,
representing the size of the preselected data sample obtained by applying the selections
in Table 4.4.

It is important when using multivariate methods, that overtraining does not occur.
Overtraining becomes evident if large differences are seen between the BDT response

of training and test samples. Such overtraining is usually the result of too few events
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Figure 4.6.: Signal efficiency (blue, solid line), background efficiency (red, solid line), signal
purity (long, dotted line), signal efficiency multiplied by purity (short, dotted
line) and significance (green, solid line) of the BDT (left), BDGD (centre) and
BDTG (right), where there are 1000 signal events and 15000 background events
assumed.

being present in the training sample or by providing too many degrees of freedom to
the multi-variate classifier. The separation between signal and background samples is
shown in Figure 4.7, where the signal and background components consist of 50000-event
samples. As can be seen, the BDT response works well with no signs of overtraining.
Correlation of the input variables is less important for the case of BDTs, due to the
robustness provided by boosting. The correlation matrix between the input variables is
shown in Figure 4.8. The expected correlation is seen between the K and BY kinematic

variables, all other variables are found to be uncorrelated.
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Figure 4.7.: BDT response to signal and background samples consisting of 50 thousand events
each. Good separation is observed with no sign of overtraining.

4.2.4. Optimisation

In addition to the BDT isolation variable, the ¢ invariant mass and DLLg, are required
to further separate signal events from background events*. The standard figure of merit
used in optimisations, S/v/S + B, is not the ideal choice for this as it does not take in to
account other factors that affect the sensitivity to the C'P-violating phase. These factors

include:
e The B? decay time resolution,
e flavour tagging performance,
e shape of the background distribution (in both time and angular variables).

The most important factors concerning the sensitivity to CP violation are the tagging
performance and the variation of signal versus background with decay time. As such, a
different FoM is used to account for these factors. To account for purity variations over
decay time, events were split into six decay time bins of equal width spanning the time

range —3.0 to 12.0 ps. The figure of merit (@) used for optimisation is therefore given

4 The DLL, variable was not used in the BDT training as this is poorly modelled in simulated events.
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by [59]

NE+NE

Q=3"("" 3 (12w, (4.5)

=1

where N¥ and N} are the number of signal events and background events in the k'

[*™ event; fF is the local

decay time bin, respectively; w; is the mistag probability of the
purity factor (defined as S/(S + B) in the k* decay time bin) and p; is the s-weight of

the event.

The BDT response was added to 1.0fb™" of LHCb data, triggered and reconstructed
as described in Section 4.2.2 and passing the preselections given in Table 4.4. This
dataset was then s-weighted according to the reconstructed BY mass using the ,Plot
method [54] to unfold the data into signal and background components for the cut
optimisation. The values of the BDT, DLLg, and ¢ mass range used to obtain the
final selection was then optimised using the CROP package [55]. The optimised cut
values are given in Table 4.4. The efficiencies of the final selections in the multi-variate

optimisation are shown in Table 4.5, where it can bee seen that an improved efficiency
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is achieved compared with that found in the cut-based requirement optimisation. Note
that the efficiencies quoted from simulation are relative to simulated events that have
been fully reconstructed by the LHCb detector, passing the nominal trigger requirements
with a KTK-K*K™ invariant mass within 500 MeV/c? of the PDG B? mass. The signal
to background ratio is calculated from 1fb~' of 2011 data to be 4.25, in the four-kaon

invariant mass range 5200 < my+k-g+x- < 5550 MeV/c?.

Variable Efficiency (%)
K TP y? 92.26 +0.10
K pr 96.81 + 0.07
Min. DLLg, 98.75 + 0.04
¢ vertex x? per NDF 98.59 4 0.05
¢! pr X ¢* pr 100

| M, — MJPC| 84.33 £0.14
B? vertex x? per NDF 100

BY 1P y? 98.59 4+ 0.05
BDT 98.96 £ 0.04
Total 72.86 £ 0.17

Table 4.5.: Offline selection efficiencies for individual requirements from the multi-variate
optimisation calculated from simulated BY — ¢¢ events.

4.3. Summary

Two different optimisations have been performed to separate the B — ¢¢ signal from
the relatively large backgrounds. The two methods have been the traditional cut-based
optimisation and a multi-variate classifier in the form of a BDT. As expected, the
BDT-based method has been found to have an improved efficiency compared with that
found in the cut-based method. These efficiencies have been calculated from simulated
events to be (72.86 + 0.17) % and (60.36 & 0.19) % for the multi-variate and cut-based
methods, respectively. The multi-variate and cut-based optimisations achieve signal to
background ratios of 4.25 and 11.7, respectively, in the four-kaon invariant mass range
5200 < myik-kik- < D550 MeV/c? calculated from 1fb~! of 2011 data.



82



Chapter 5.

Measurement of the Polarisation
Amplitudes and Triple Product
Asymmetries in B?—) ¢ Decays

“Time you enjoy wasting, was not wasted”

— John Lennon

This section describes in detail the measurements of the polarisation fractions (|Agl?,
|Aj), |AL*), strong phase difference (cosd|) and triple product asymmetries that are
accessible from determining the helicity angles, defined in Section 1.4.2. The measurement

was published in Physics Letters B during 2012 [60].

5.1. Dataset

The decay time-integrated measurements were performed using approximately 1fb™! of
LHCb data collected during 2011'. The analysis used the cut-based selection, defined in
Table 4.1. The selection at trigger level required that events passed the hadron, electron
and muon triggers at the L0 stage. In addition, events were required to pass the HLT1
triggers selecting all tracks from LO and the corresponding muon HLT1 trigger. At the
HLT2 stage, events were required to pass any of the topological BDT triggers or the

ISamples were produced with version 29r2 of the DaVinci application and made use of version 12 of
the reconstruction.
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inclusive ¢ trigger. The requirement that events merely pass the trigger is not optimal
as this does not necessarily mean that the B? — ¢¢ candidate was responsible. The
use of this instead of the requirement that the B? — ¢¢ candidate alone would have
triggered the event (TOS) allowed for a larger data sample to be analysed. Therefore, in
the measurement of the polarisation fractions and strong phase difference, a simultaneous
fit was performed for events selected as TOS at each trigger stage and those which were
not, denoted TOS and non-TOS, respectively. Simulated events used for the purposes of
acceptance corrections were created under the same conditions as the data itself. The
parameters used to simulate the distributions of helicity angles and decay time are shown
in Table 4.3.

To determine the signal yield an unbinned maximum likelihood fit was performed
to the KK~ KK~ invariant mass distribution. The K™K~ K™K~ invariant mass of
the B — ¢¢ signal component was modelled by two Gaussian functions with a common
mean. The width of the first Gaussian was measured from data to be 13.9 £+ 0.6 MeV/c?.
The relative fraction, fo, and width, opgo s, of the second Gaussian are fixed to 0.215
and 29.5 MeV/c? respectively, where values have been obtained from simulation. The
background was described by an exponential function, with associated slope apkg.
Figure 5.1 shows the four-kaon invariant mass distribution for selected events. A signal
yield of 801 £ 29 events was found when fitting the PDF described above to the data.
A goodness-of-fit test based on the point-to-point dissimilarity method [(1], yielded
a p-value of 0.62, indicating that the fit result is in good agreement with the data

distribution.

5.2. Polarisation Amplitudes

5.2.1. Angular Distributions

The time-dependent differential decay rate for the B? — ¢¢ mode (derived in detail in
Appendix A) can be written as

6

o F(t,601,65,®) = K(t) fi(61, 02, D), (5.1)

i=1

d‘T
d cos 0;d cos 8,dddt




Measurement of the Polarisation Amplitudes and Triple Product
Asymmetries in B? — ¢¢ Decays 85

,_
I
@)
o

120

100

80

Candidates/ 5 MeV/c?

60

40

20

5500 5600
My (MeV/c?)

5100 5200 5300

Figure 5.1.: Invariant K* K~ K+ K~ mass distribution for selected B? — ¢¢ candidates. A fit
of a double Gaussian signal component together with an exponential background
(dotted line) is superimposed.

where the 6;, 6, and ® are the helicity angles defined in Figure 1.7, and angular functions
fi(01,02, @) are given by [02]

f1(01,05,®) = 4cos® 0 cos® Oy,
f2(01,05,®) = sin® 6 sin® Oy(1 + cos 2®),
f3(01,05,®) = sin® 6 sin® Oy(1 — cos 2®),
f4(01,05,®) = —2sin?6, sin’ O, sin 20,
f5(01,05,®) = V/2 sin 26, sin 265 cos P,

( )

—  —/25in 26, sin 26, sin ®. (5.2)
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The time-dependent functions K;(t) are given by [63]

K = %’AO,Q[O + cos ¢*F)e T 4 (1 — cos ¢*F)e 1! & 2677 sin(Amst) sin ¢**F),
Ky(t) = é’A| |2[(1 + cos ¢sS§)@—FLt + (1 — cos ¢35§)€—FHt + 9Tt sin(Amst) sin gzsssg]7
Ka() = %’Alﬂ(l —cos ¢*%)e T 4 (1 + cos ¢*%)e 1t F 2e 7 sin(Amt) sin ¢,
Ky(t) = |A)||AL|[Ze " {sin &; cos(Amyt) — cos &y sin(Amyt) cos ¢°*°}

_%(e_rHt — e 1) cos 6; sin ¢**F],

1
Ks(t) = §]AOHA||] cos(dy — 1)
[(1 4 cos ¢**%)e " + (1 — cos ¢**%)e 1" £ 27" sin(Amt) sin ¢°*°],

Kg(t) = |Ag||AL|[Ee " {sin 0y cos(Amst) — cos by sin(Amyt) cos ¢**°}
—%(eFHt — 7" cos 8y sin ¢, (5.3)

where the upper of the + or F signs refers to the BY meson and the lower refers to
a B? meson. Here, I'y, and I'y are the decay widths of the light and heavy B? mass
eigenstates,” Am is the B? oscillation frequency, d; = arg(A, /A4;) and §; = arg(A, /Ay)
are CP-conserving strong phases, and ¢*** is the weak CP-violating phase. It was assumed
that the weak phase is zero in line with the SM expectation [22]. The quantities I'y and
'L, correspond to the observables Al'y =T, — 'y and 'y = (I'y, + ') /2.

Integrating over time and ignoring the initial flavour of the B meson, equation 5.1

becomes

6
F(6,,05,®) = ZKiTIfi(91,927CI’)» (5.4)

=1

where

K™ = |Aof*/Ty, (5.5)
Kyt o= |AyP/Ty, (5.6)
K3t = |AL]?/TH, (5.7)
KT = 0, (5.8)
K'Y = | Aol Ay| cos(d))/Tu, (5.9)
Kt = 0. (5.10)

2Units are adopted such that = 1.
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The strong phase difference is given by ) = d,—0, = arg(A;;/Ap), and the time integration
assumes uniform time acceptance. Ignorance of the production flavour assumes an equal
number of BY and B? mesons are produced. The effect of the assumption of no production

asymmetry was found from simulated events to introduce no significant uncertainty.

5.2.2. Fit Details and Constraints

The form of the PDF, P(m, 6;, 05, ®), used in the fitting of the data explicitly parametrises

the background component resulting in
P(m, 01,05, ®) = fo- F(61,05,®) - G(m) + (1 — £,) - F(6y, 605, ®) - G(m), (5.11)

where m is the KK~ K1TK~ invariant mass, fs is the signal fraction, F(0y,6,, ®) is
the BY — ¢¢ time-integrated angular distribution, described in Section 5.2.1, G(m) is
the double Gaussian B? mass distribution, described in Section 5.1, ﬁ’(&l, 0y, ) is the
flat distribution parametrising the angular dependence of the combinatoric background,
and G(m) is the exponential function used to describe mass dependence of the combi-
natoric background. The requirements placed on the B? — ¢¢ candidates were found
from simulated events to allow only a negligible fraction of B-related backgrounds to
contribute to the final dataset. The parameters found in the functions forming the PDF

in equation 5.11 are listed in Table 5.1, along with how each parameter was treated in
the fit.

Function Parameter Type Value

| Aol?, |AL|? Free
F(6,0,,®) | Ay |2 Constrained 1— Al — |AL?
cos )| Free
I, ATy | Constrained | LHCb measurement [52]
mpo Free
G(m) oo Free
Opo2 Fixed 29.5 MeV/c?

fo Fixed 0.215

G(m) QOBKG Free

Table 5.1.: Summary of the parameters contained in the functions of equation 5.11 with
associated fit treatment.
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The kaon impact parameter selections required to separate signal from background,
and the small dataset sample create a difficult environment to measure the lifetimes
of the physical B? mass eigenstates, I'y and AT'y. However this difficulty can be easily
overcome through the use of Gaussian constraints to the LHCb measurements obtained
from the B?— J/i) ¢ decay of [52]

', = 0.657 & 0.009(stat) £ 0.008(syst) ps ™+, (5.12)
AT, = 0.123 4 0.029(stat) 4= 0.011(syst) ps~". (5.13)

The constraint was applied taking in to account the correlation between I'y and AT, of

p(Dy, AT,) = —0.30.

5.2.3. Angular Acceptance

As explained in Section 3.3, efficiencies that are not dependent on fitted parameters
may be corrected for with the use of so-called acceptance weights. These weights were
determined from fully selected simulated events for the case of the efficiency as a function
of helicity angles. The one-dimensional efficiencies of the helicity angles are shown in
Figure 5.2. The decrease in efficiency seen as cos 6, o approach £1 is largely due to the

pr requirements imposed to separate the B?— ¢¢ signal from the background.

As mentioned in Section 5.1, TOS and non-TOS events were fitted simultaneously.
This allowed for separate angular acceptance weights to be used for each dataset. The

weights used compared to those found from combining both datasets are shown in
Table 5.2.

Angular function | Weights (triggered) | Weights (TOS) | Weights (non-TOS)
fi 0.946 £ 0.009 0.931 £0.010 0.943 + 0.011
fo 1.029 +0.014 1.037 £0.015 1.030 £ 0.017
f3 1.025 +£0.012 1.032 +0.013 1.028 +0.014
fa 0.019 4+ 0.019 0.032 4+ 0.020 —0.001 £ 0.023
fs —0.004 £0.014 0.007 £0.016 —0.020 £0.017
fe —0.001 £0.012 0.004 £ 0.013 —0.012 £ 0.015

Table 5.2.: Angular acceptance weights determined from fully selected simulated events, used
for the measurement of the polarisation amplitudes and strong phase difference.
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Figure 5.2.: Angular acceptance for the cos#; (top-left), cosfy (top-right), and ® (bottom)
helicity angles obtained from fully selected simulated events.

5.2.4. Results

The results of the simultaneous data fit to the PDF in equation 5.11 are shown in
Table 5.3, where the signal fraction of the TOS sample, X5 was allowed to differ from
that of the non-TOS sample, fron—TOS,

The distribution of the data in each of the helicity angles along with the associated
fit result is shown in Figure 5.3. It can be seen from Figure 5.3 that a good quality fit is
obtained in the projections onto each helicity angle. A goodness-of-fit test based on the
point-to-point dissimilarity method [(1], yielded a p-value of 0.45, indicating that good

agreement is seen between the data and the fit result.

5.2.5. Systematic Uncertainties

A number of uncertainties need to be accounted for that affect the accuracy of the
measurement. These include the uncertainties on the angular acceptance arising from the

limited quantity of simulated events with which it is determined, the effect of ignoring
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Parameter Measurement
| Ao|? 0.365+0.022
1AL 0.29140.024
JA)? =1 — (| +|AL?) | 0.344+0.024
cos(d)) —0.84440.068
mpo (MeV/c?) 5365.3£0.6
opo (MeV/e?) 14.2+0.6
apkg ([MeV/c?]™h) 0.0023£0.0005
fros 0.9534-0.012
fron=tos 0.93040.012

Table 5.3.: Measured polarization amplitudes and strong phase difference. The uncertainties
are statistical only. The sum of the squared amplitudes is constrained to unity.
The correlation coefficient between |Ag|? and |A | |? is —0.47.

the low efficiency at small BY decay times that arises from requirements on the impact
parameter of the kaon tracks both in the trigger and in the subsequent selections. In
addition, the effect of pollution from S-wave, explained in detail in the next section, is

non-negligible.

5.2.5.1. S-wave Pollution

The BY decay into the K™K~ K™K~ final state can proceed via combinations of in-
termediate vector (¢) and scalar (f(980)) resonances and scalar non-resonant KK~
pairs. Thus the total decay amplitude is a coherent sum of P-wave (vector-vector),
S-wave (vector-scalar) and SS-wave (scalar-scalar) contributions. This extends the
differential decay rate seen in equation 5.1 from a sum of 6 terms to a sum of 15 terms,
with an additional two amplitudes, Ag(gs), and two additional CP-conserving strong
phases, dg(ss). The derivation and form of these additional terms is explained in detail in
Appendix A. Under the same assumptions used to arrive at the time-integrated form in

equations 5.5-5.10, the inclusion of S-wave requires the extension of equation 5.4 through
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Figure 5.3.: Angular distributions for (a) ®, (b) cos#; and (c) cosfy of BY— ¢¢ events with

the fit projections for signal and background superimposed for the total fitted
PDF (solid line) and background component (dotted line).

F(@l, 92, (I)) — F(Ql, 92, (I)) =+ FS_Wave(Ql, 92, (I)), where

4 4
Fwaave(‘gly 92, Cb) = §‘A55‘2TL -+ 5‘A5‘2TH(COS 0, + cos 92)2

+ —|A0||A55|TL cos(dgg) cos by cos O

4\/_

+ —\A||HA55|TL cos(dy — d1 — dsg) sin By sin Oy cos @

4
-+ TI\ALHAS]TL sin(dy — dg) sin 6 sin 05(cos 01 + cos y) sin P.

(5.14)

A fit to the myx invariant mass indicated an S-wave component of less than 1% with
uncertainties of order 1%. It is for this reason that a 2% contribution was considered
as a systematic uncertainty. The uncertainty due to the pollution of S-wave has been

calculated through the use of simplified simulations. In the generation of simplified
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simulations, it has been assumed that 65 = 7/2 and dgg = 7. It has also been assumed
that 1.7 % of the total 2% S-wave arises from the Ag contribution and 0.3 % arises from

the Agg contribution. The difference in fitted values found from simulated datasets due

Parameter | Gen. value | Change with 2% S-wave | Change with 5% S-wave
| Ag|? 0.357 0.007 0.019
|AL|? 0.299 0.005 0.016
| A2 0.344 0.012 0.035
cosd)| —0.866 0.001 0.003

Table 5.4.: Difference in fitted values found from simulated datasets due to ignoring various
levels of S-wave.

to ignoring various levels of S-wave is shown in Table 5.4 along with the values of the

physics parameters used for the generation of simplified simulations.

5.2.5.2. Angular Acceptance Uncertainty

The basis of the systematic error due to the acceptance correction was obtained by
coherently varying the weights by 10 using the weights covariance matrix in Table 5.5.

In order to vary the weights, a matrix (U) is found to diagonalise the covariance matrix

J1 f2 [3 Ja 5 Je
f1 | 8.71714e-05 -4.55602e-05 -5.79748e-05 -1.0125e-06 5.78018e-05 1.69601e-06
fa | -4.55602e-05 0.000188967 -1.70504e-05 4.92157e-06 8.21257e-05 8.42591e-07
f3 | -5.79748e-05 -1.70504e-05 0.000138672 6.10737e-07 2.03456e-05 9.24192e-07
fa | -1.0125e-06  4.92157e-06  6.10737e-07  0.00035188  3.57457e-06 4.08374e-05
f5 | 5.78018e-05  8.21257e-05  2.03456e-05 3.57457e-06 0.000210417 4.97971e-06
fo | 1.69601e-06  8.42591e-07  9.24192e-07 4.08374e-05 4.97971e-06  0.00015444
Table 5.5.: Covariance matrix of the normalisation weights
(C), i.e. satisfying the equation
C=U-D-UT, (5.15)

where D is the diagonalised matrix. The square roots of the eigenvalues of the diagonalised

matrix are taken to be the uncorrelated uncertainty. A random number is then generated
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for each weight with a Gaussian constraint centred on zero with a width of the uncorrelated
uncertainty. This variation is then converted back to account for correlations through

the equation
AM = UAD (5.16)

where AM is the correlated variation and AD is the uncorrelated variation. The
correlated variation is then added to the central values of the normalisation weights and
a fit is made to 10000 simulated events. This is repeated 1000 times and the width of a
Gaussian fit to the distribution of the bias on each parameter is taken to be the systematic
uncertainty for that parameter. Figure 5.4 shows the results of the aforementioned study.

The systematic uncertainties taken are summarised in Table 5.6.

Parameter | Width
| Ao|? 0.007
|AL|? 0.006
| A2 0.006
cosd)| 0.028

Table 5.6.: Systematic uncertainties due to the variation of acceptance weights with statistical
erTors.

5.2.5.3. Effect of Time Acceptance

The B? decay time acceptance may be parametrised by the functional form

a(l —ct)

et) = T+ ()b (5.17)

where a, b, ¢, d are parameters to be fitted. The decay time acceptance function along
with a corresponding fit may be found in Figure 5.5, where the acceptance has been
determined from fully selected, simulated events. The decrease in efficiency at larger

decay times is known to be due to the reduced reconstruction efficiency of such events in
the LHCb VELO.

The fit results to the parametrisation shown in equation 5.17 are displayed in Table 5.7.

This fit function was then included in a decay time-dependent PDF. Toy datasets are
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Figure 5.4.: Variation of fitted parameters when normalisation weights are varied according
to a Gaussian distribution of 1o around each weight as described in the text.
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0 | |
10
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Figure 5.5.: Decay time acceptance for fully selected simulated BY — ¢¢ events, using the
cut-based selection method.

generated with and without the decay time acceptance. These were then fitted in the
same time-independent method as the data itself. The largest difference between the toy

results with and without time acceptance was then taken to be the systematic error.
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Parameter Value
a 10.85 4+ 0.36
b 2.26 = 0.14
c 0.038 £ 0.006
d 1.86 & 0.08

Table 5.7.: Fit result for the parametrisation of the decay time acceptance used for the
generation of systematic uncertainties for the time-integrated analysis.

¢ Gen. Value | AlAg]* | AJAL]? | Al4]* | Acosd

0.0 rad -0.004 | 0.006 | -0.002 | 0.007
0.5 rad -0.006 | 0.006 0.000 0.007
-0.5 rad -0.001 | 0.003 | -0.002 | -0.004

Syst. uncertainty | 0.006 0.006 0.002 0.007

Table 5.8.: Systematic uncertainties as a result of time acceptance for polarisation amplitudes
and strong phases.

5.2.5.4. Additional Uncertainties

The angular parametrisation of the combinatoric background used in the calculation of
the central result has been assumed to be flat. The justification of this is due to the
relatively small number of background candidates present in the data sample. The
distributions of the helicity angles from candidates in the B? sidebands, defined as having
a four-kaon invariant mass greater than 60 MeV/c? from the PDG B? mass, is shown
in Figure 5.6. It can be seen for the cos; , angles that the flat background does not
describe the data perfectly, therefore a systematic uncertainty has been derived from the
difference between the nominal fit and the use of a 3 x 3 x 3 bin histogram to describe

the background. These differences are given in Table 5.9.

As has been mentioned in Section 5.1, extra care is needed due to the choice of
trigger requirement. It has been found that different fractions of TOS events are seen in
the data sample (42 %) compared to the simulated sample (56 %). To account for this,
the difference between the nominal fit (using separate acceptance weights for TOS and
non-TOS events) and the fit using one set of acceptance weights for all candidates has

been taken as a systematic uncertainty. This uncertainty is shown in Table 5.9.
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mass.

Source

(Aol | o (ALP) | o (AP | o (cos )

Simulation TOS fraction

Background model

0.003

0.002
0.001

0.001
0.001

0.004
0.003

Table 5.9.: Systematic errors on the measured polarisation amplitudes and strong phases

arising from the background model and treatment of the trigger.

5.3. Triple Product Asymmetries

5.3.1. T-odd Observables

As discussed in Section 1.4.2, triple product asymmetries exploit the angular distributions

observed in P — V'V decays to isolate interference terms between CP-odd and CP-even

amplitudes. The detailed explanation of the correspondence of T-violating triple product

asymmetries and CP-violating phases may be found in Appendix B.
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A T-odd asymmetry, Ay, is defined as the difference in the number of decays involving
positive and negative values of sin 2®:
[(sin2® > 0) — I'(sin2® < 0)

Ay = . 5.18
Y7 T(sin2® > 0) + [(sin 2® < 0) (5.18)

Similarly Ay is defined as

4 = I["(sign(cos 6y cos B2) sin @ > 0) — I'(sign(cos b, cos ) sin < 0) (5.19)
Y~ T(sign(cos 6; cos ) sin @ > 0) + ['(sign(cos f; cos ) sin ® < 0) '

The advantages of triple product asymmetries in this form are that it is possible to
observe CP violation without the need for the observation of the B? decay time or the

initial flavour of the BY meson.

5.3.2. Fit Method

In order to measure the triple product asymmetries in B?— ¢¢ decays, two independent
datasets were created for the case of each triple product, giving four in total. For each
triple product, the U(V) > 0 dataset and U(V') < 0 dataset were fitted simultaneously
to the K™K~ K+ K~ invariant mass to extract the asymmetry. The PDF used for fitting

was of the form

P(m)= Y f’G(m)+ fPG(m), (5.20)
ie{+,—}
where
1
2B = (A + 1), (5.21)
758 = %(1 — A (5.22)

A superscript S(B) indicates a signal (background) component and N is the total number
of events in the dataset. The functions G(m) and G(m) represent the same double
Gaussian and exponential functions that were used in Section 5.2.2. The parameters
found in the functions forming the PDF in equation 5.20 are listed in Table 5.10, along

with how each parameter was treated in the fit.
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Function | Parameter | Type Value
S(B)
ff(B) Avon Free
NSB) Free
m Bo Free
G(m) oo Free
oB0o Fixed | 29.5 MeV/c?
£ Fixed |  0.215
G(m) QOBKG Free

Table 5.10.: Summary of the parameters contained in the functions of equation 5.20 with
associated fit treatment for the fit to obtain the triple product asymmetries.
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Figure 5.7.: Distributions of the U and V observables for the B? — ¢¢ data in the mass
range 5286.6 < M (BY) < 5446.6 MeV/c?. The distribution for the background
taken from the mass sidebands and normalized to the same mass range is shown
in red.

5.3.3. Results

The measured distributions of the U and V observables for B? — ¢¢ decays are shown in
Figure 5.7 for the mass range 5286.6 < M (B?) < 5446.6MeV/c>.

The fits to the invariant mass of the individual datasets used to extract the triple
product asymmetries are shown in Figure 5.8. The triple product asymmetries were

found from the simultaneous fits measured found to be

Ay = —0.055 + 0.036, (5.23)
Ay = 0.010 = 0.036. (5.24)
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Figure 5.8.: Distributions of the K™K~ KK~ invariant mass for the regions a) U > 0, b)
U<0,c)V>0,d) V <0 for the B; — ¢¢ decay mode. The fit is overlaid.

5.3.4. Systematic Uncertainties

The main sources of systematic uncertainty for the case of the triple product asymmetries
are the decay time and angular acceptances, as found for the measurements of the

polarisation amplitudes. The effect of the mass model is also known to be significant.

5.3.4.1. Angular Acceptance Uncertainty

In order to quantify the effect on the triple product uncertainties due to the angular
acceptance, simplified simulations were generated with and without the effects of angular

acceptance. The parameters used to generate the simplified simulations are shown in

Table 5.11. A fit was made to the U and V distributions, with 1000 datasets being
generated from each fit, giving 4000 datasets in total. The difference between the Ay
and Ay parameters with and without the effect of angular acceptance was calculated for
the case of Ay and Ay separately and the mean of a Gaussian fit to the distributions
was determined. This procedure was repeated for three different values of ¢** as no

measurement of this parameter had been performed at the time. The biases are given for
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Parameter Value
e 0.346
A, 0.320
Ay |? 0.334
91 (rad) 0.01
dy (rad) 2.63
Amg (pst) 17.8

¢ (rad) | {0,1.57-1.57}

Table 5.11.: Physics parameters used in the generation of simplified simulations used to
determine the systematic uncertainty in triple product asymmetry measurements.

the three different values of ¢*%° in Table 5.12. The largest average value of the bias was

¢** value (rad) | AAy | AAy
0.0 0.001 | 0.000

1.57 0.007 | 0.010

-1.57 -0.018 | -0.008
Average 0.009 | 0.006

Table 5.12.: Biases on triple products due to angular acceptance corrections. The Average
magnitude of the biases is also provided.

then taken as the systematic uncertainty for both asymmetries.

5.3.4.2. Effect of Time Acceptance

The same simplified simulation datasets created with and without the effect of the
efficiency as a function of B? decay time that were used to calculate the systematic
uncertainties in Section 5.2.5.3 were also used to calculate the systematic uncertainty on
the triple product asymmetries. The difference between fitted results with and without
the effects of the efficiency as a function of B? decay time is shown in Table 5.13, where
three different generation values of ¢**° have been compared. The largest value was taken

as the systematic uncertainty.
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¢**° Gen. Value | AAy | AAy

0.0 rad -0.006 | 0.003
0.5 rad 0.003 | -0.014
-0.5 rad 0.002 | -0.002

Syst. uncertainty | 0.006 | 0.014

Table 5.13.: Systematic uncertainties as a result of time acceptance for triple product asym-
metries.

5.3.4.3. Mass Model and Calibration Uncertainty

The triple product asymmetries are calculated from mass fits. Therefore it is important
to assess the effects of using different models to parametrise the four-kaon invariant mass.
The alternative model used was a single Gaussian to describe the B — ¢¢ signal and a
flat function to describe the combinatoric background. Using this alternative function
shifted the Ay and Ay parameters by 0.003 and 0.005, respectively.

The momenta of the kaon tracks used to calculate the four-kaon invariant mass are
uncalibrated if used directly from the reconstruction. The reason calibration is necessary
is mainly due to the uncertainty in the magnetic field strength. If the magnetic field
is wrong by a factor, (1 + «), the momenta of the final state tracks must be scaled by
a factor of (1 4+ «). Under the assumptions that the final state tracks originate from
a decay that is far above threshold and o << 1, the correction shifts the mass of the

resonance according to [0]

AmKKKK = - m}?}?KK (525)
= mirrr = (1+ )mE s (5.26)

where m ki represents the shifted reconstructed mass and mie ., the correct recon-
structed mass. The « factor was found on a run-by-run basis from J/ip — putpu~ decays.
The mass calibration was found to shift the Ay parameter by 0.003, which is negligible
compared with other systematic contributions, but was found to have no effect on the

Ay parameter. Therefore no systematic uncertainty was assigned.
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5.4. Final Results and Summary

The most accurate measurements of the polarisation amplitudes, strong phase difference,
and triple product asymmetries in the BY — ¢¢ decay have been presented based on
1.0fb™" of LHCb data collected during 2011. These have been measured to be

|Ao]> = 0.365 4 0.022 (stat) = 0.012 (syst)

|AL]> = 0.291 £ 0.024 (stat) &= 0.010 (syst),

cos 0] =—0.844 £ 0.068 (stat) £ 0.029 (syst) ,
(stat) (syst)
(stat) (syst)

Ay =—0.055 £ 0.036 (stat) + 0.018 (syst
Ay = 0.010 £ 0.036 (stat) + 0.018 (syst

I

The systematic uncertainties for the polarisation amplitudes and strong phase difference
are summarised in Table 5.14. The corresponding uncertainties on the triple product
asymmetries are summarised in Table 5.15. The dominant contributions to the systematic

uncertainties consistently arise from the B? decay-time acceptance and angular acceptance.

Source |[Aol* | |ALI? | JA)]? | cosd

S-wave component 0.007 | 0.005 | 0.012 | 0.001
Decay time acceptance | 0.006 | 0.006 | 0.002 | 0.007
Angular acceptance | 0.007 | 0.006 | 0.006 | 0.028
Trigger category 0.003 | 0.002 | 0.001 | 0.004
Background model 0.001 - 0.001 | 0.003
Total 0.012 | 0.010 | 0.014 | 0.029

Table 5.14.: Summary of the systematic uncertainties on the measured polarisation amplitudes
and the strong phase difference.

The measured polarisation amplitudes are in agreement with the CDF measurement
and the predictions of QCD factorisation shown in Section 1.4.2.2. The T-violating
triple product asymmetries are found to be consistent with CP conservation but with
large uncertainties. All parameters in Table 5.14 have been measured with a statistical

uncertainty of around half the values reported in the previous CDF measurement [27].
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Source Ay Ay | Final uncertainty
Angular acceptance | 0.009 | 0.006 0.009
Decay time acceptance | 0.006 | 0.014 0.014
Fit model 0.004 | 0.005 0.005
Total 0.018

Table 5.15.: Summary of the systematic uncertainties on the triple product asymmetries Ay
and Ay. The total uncertainty is the quadratic sum of the larger of the two

components.
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Chapter 6.

First Measurement of the CP-Violating
Phase in Bg—> ¢ Decays

“Sed fugit interea, fugit inreparabile tempus.”

— Virgil

This Chapter explains in detail the decay time dependent measurement of the CP-
violating phase in B? — ¢¢ decays. The polarisation fractions and strong phase differences

were also measured. The measurement was published in Physical Review Letters during
2013 [65).

6.1. Dataset

The measurements were performed using approximately 1fb~' of LHCb data collected
during 2011, The analysis used the multi-variate selection, defined in Table 4.4. The
nominal trigger requirements were imposed. This consisted of the signal candidate
causing the event to be triggered (TOS) for the hadron trigger at the L0 stage or the
event passing independently of the signal candidate (TIS) on any LO trigger line. The
TOS requirement was imposed on the HLT1 trigger selecting all tracks from L0. At the
HLT2 stage, the TOS requirement was imposed on the topological BDT triggers or the

inclusive ¢ trigger.

ISamples were produced with version 29r2 of the DaVinci application and made use of version 12 of
the reconstruction.

105
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Figure 6.1.: Invariant K* K~ K+ K~ mass distribution for selected B? — ¢¢ candidates. A fit
of a double Gaussian signal component together with an exponential background
(dotted line) is superimposed.

Simulated events used for the purposes of acceptance corrections were created under
the same conditions as the data itself. The parameters used to simulate the distributions

of helicity angles and decay time are shown in Table 4.3.

To determine the signal yield an unbinned maximum likelihood fit was performed with
the same model as used in Section 5. The width of the first Gaussian is measured from
data to be 12.9 + 0.5 MeV/c?. The relative fraction, fa, and width, opo 5, of the second
Gaussian were fixed to 0.215 and 29.5 MeV/c? respectively, where values were obtained
from simulation. The background was described by an exponential function, with decay
constant, agkg. Figure 6.1 shows the four-kaon invariant mass distribution for selected
events. A signal yield of 880 4 31 events was found when fitting the PDF described above
to the data. A goodness-of-fit test based on the point-to-point dissimilarity method [(1],
yielded a p-value of 0.39, indicating that the fit result is in good agreement with the data

distribution.

6.2. Angular and Time-Dependent Decay Rates

In contrast to the measurement presented in Section 5, where the presence of an S-

wave component was treated as a systematic uncertainty, the decay time dependent
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measurement was performed accounting for such a contribution directly in the angular
fit. As has been discussed in Section 5.2.5.1, accounting for the full S-wave contribution

in the angular fit extends equation 5.1 to

d‘T
d cos 6;d cos O5,dddt

15
X F(t,61,82,®> = ZKz<t>fz(91,92,(I)), (61)
=1

where the time-dependent functions, K;(t), can be written as [62]
K;(t) = Nie "'[c; cos(Amyt) + d; sin(Amyt) + a; cosh(2ATt) + b; sinh(LATt)]. (6.2)

The angular (f;(61,0,, ®)) and decay time-dependent functions are given for the 15 terms
in Table 6.1, where the parameters have been defined in Section 5. The full derivation of

these functions is given in Appendix A.

6.2.1. S-wave Coupling

In previous discussions on the subject of the S-wave, the difference between the S-wave
and P-wave line-shapes in terms of the invariant mass has been ignored. Clearly, if
two resonances are far apart, then the interference between them must be small as a

consequence.

The polarisation amplitudes and strong phases contain a dependence on the KTK~
invariant mass, u = mg+k-. All P-wave amplitudes contain the same dependence on p.
The effect of using a finite myg+x- range, [, pn], can be incorporated through making
the substitutions [00]

Hh

’A’L(ILL)|2 - ’A’L<u)‘2du for i € {H7J-70>S> SS}, (63)
A > [ A A ) for i) (64)

The p-dependence in amplitudes can be parametrised by two normalised complex func-

tions, g(p) and h(u), for the P-wave and S-wave amplitudes, respectively, such that

i) =aig(p) for i € {], 1.0}, (6.5)
A1) =a;h(p) for j € {5,55). (6.6)
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( N; @; b; & d; fi
1 | Al? 1 — cos ¢°5° 0 sin %% 4 cos? 6, cos? 0,
2 |Ay|? 1 — cos ¢* 0 sin ¢*** sin? 0; sin? 0y (14 cos 2®)
3 |A |2 1 cos %% 0 — sin @%5% sin? 0 sin? 0(1— cos 20)
41 |A[|AL 0 — cos 07 sin ¢*%° sin 0y — €08 0 cos ¢55% —2sin? #; sin? A sin 2P
5| [Ayl|Aol cos(da1) — c0s(02,1) cos ¢*** 0 cos(0y 1) sin ¢*** /2 sin 26, sin 26 cos ®
6 | |Aol|AL] 0 — €08 09 sin ¢°%° sin 0y — €08 09 COS 555 2 sin 20; sin 20, sin ®
7| [Ass? 1 — o8 ¢°F 0 sin ¢ :
8 | Agl? 1 cos %% 0 — sin ¢°%° 3(cos 0y + cos 0;)?
9 | |As||Ass] 0 —sin(ds—0gg) sin ¢*** | cos(dss—0s) | — sin(dgs—ds) cos ¢*** %MAOOm 01 + cos 0s)
10 | |Ao]|Ass| cos dgg — €08 0gg COS P55° 0 cos dgg sin ¢>*% m cos 0, cos 0
11 | |Ay||Ass| | cos(d2,1—0gs) | — cos(da,1—0gs) cos ¢*** 0 cos(021—0gs) sin ¢*** ,\ sin 6 sin 6, cos @
12 | |AL||Ass] 0 —c0s(0y — dg5) sin ¢*** | sin(da—0gs) | — cos(da—dgs) cos P*** f\ sin #; sin 05 sin ®
13| |Apl|As] 0 sin dg sin ¢**° cos 0g sin dg cos ¢*%° /\hw cos 61 cos 6
X (cos 01 + cos bs)
141 |Ay[|As] 0 —sin(dy,; — dg) sin ¢*** | cos(dz1—ds) | —sin(da,1 — ds) cos > % sin 0y sin by
X (cos 0y + cos 03) cos D
15| |AL||As| | sin(dy—ds) | sin(dy — dg) cos 6 0 sin(d, — g)singe | TR snfusinds
X (cos 01 + cos 0y) sin

Table 6.1.: Coeflicients of the time-dependent terms and angular functions used in equation 5.1. Amplitudes are defined at ¢t = 0.
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where a; denote real coefficients and

Hh ) Hh )
[ loan = [ P =1 (6.7)
10 i

We can also parametrise the interference between the normalised S-wave and P-wave

amplitudes as

h
,/W g (h(p)dp = Cspe’s?, (6.8)
23]
where Cgp is a real number in the range [0, 1] and can be viewed as an effective coupling
parameter between the P-wave and S-wave line shapes. The form of g(u) is known to
be a Breit-Wigner with width and mean denoted by I'y and p, respectively. In the
calculation of the Csp factor, PDG values of the width and mean of the ¢ resonance were
used. The form of the S-wave line-shape is known to have a small py-dependence close to
the ¢ mass. It is for this reason that a flat model is used to describe the S-wave [(0].

The explicit functional forms of the line-shapes used were

T,/2 1
o) =\ Ry T (6.9)
h(p) = \/AIM’ (6.10)

AN = tan™! —2('% ) — tan™! —2('ul — M¢),
1 Ly

Ap = pp — . (6.12)

where

(6.11)

From these line-shapes, it is straightforward to derive

_ r pn — phg + 0 /2
Cop-e 0sr = | _—2 _In : . 6.13
5P 2AUAN Ty — pg + il /2 (6.13)

From equation 6.13, the real and imaginary components were computed to obtain

Csp = (111(2)2 + 772, (614)

Osp = —arg(In Z + in), (6.15)
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where
[ = pg)? 4 (T /2)?
7= \/ (11— 1) + (o2 (616)
n = arg(un — po +104/2) — arg(pu — py +il'/2). (6.17)

Therefore, for a ¢ mass window of 30 MeV/c? centred on the nominal ¢ mass, the
derivation described in this section led to a Csp parameter of 0.45 that was multiplied
by the interference terms between the ¢ fy S-wave and the other amplitudes. The factor

multiplied by the P-wave and f,fy interferences was thus 0.452.

| term.

An additional factor of 0.45% was also needed on part of the diagonal | A,(t)
From the derivation of this term, it can be seen that the two cases of ¢ fy and fy¢ S-wave

should be treated separately. In this case, the term in the PDF is of the form

(As()g(pa)h(p2) cos Oy + A(t)g(p2)h(p1) cos bz) x (As(t)g(pn)h(p2) cos b,

+ Ay (1)g(2)h(p1) cos B3)" = | As(t)g (1) h(pa) | cos? 01 + | Ay (t)g () () ? cos® b
+ [As ()P [g () ™ ()] [P
+ [As (01 [g(2) ()] [P (12

(
)
2)] cos 6y cos by

(
*(p1)] cos 6y cos Oy (6.18)

where j; denotes the invariant mass of the 7" resonance. It can be seen in the last two
terms of equation 6.18 that the masses are allowed to differ. Therefore, it is in these last

two terms that a factor of 0.45? was required after integration over p; and ps.

6.3. Identification of BY Flavour at Production

It is important to be able to determine the initial flavour of the B? meson as this allows
access a larger amount of terms sensitive to CP violation. Figure 6.2 describes the
principles behind the different flavour tagging algorithms applicable to the BY — ¢¢
decay. These may be separated in to two categories, opposite-side (OS) tagging, described

in detail in Section 6.3.1, and same-side kaon tagging, described in detail in Section 6.3.2.
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Figure 6.2.: Diagram of the principles behind the flavour tagging algorithms.

6.3.1. Opposite-Side Flavour Tagging

The principle behind opposite-side flavour tagging is to identify the flavour of the hadron
that results from the b(b)-quark produced in association with the signal b(b)-quark.
In order to determine the flavour of the opposite-side b-quark, the OS flavour-tagging
algorithms use the charge of the lepton in semi-leptonic decays, the charge of the kaon from
the b — ¢ — s decay chain or the charge of the inclusive secondary vertex reconstructed

from the b-hadron decay products [67].

6.3.1.1. Single-Particle OS Tagging Algorithms

The OS tagging algorithms exploiting the charge of a particle in the decay of an opposite-
side b-quark identify such particles using the general properties of B decays. These are
that in general particles from B decays will have a large impact parameter significance
(IP/orp) with respect to the primary vertex and large transverse momentum, pr. To
reject particles coming from other primary interactions, impact parameter significance
selections are also imposed with respect to such pile-up primary vertices (I PPV /otY).
Particle identification information from the calorimeters, RICH detectors, and muon
stations are also used in the form of differences in the likelihoods of the different mass
hypotheses, denoted by DLLg,, DLL,,, DLL., and DLL,,,. The selection requirements

for the OS muon, electron and kaon tagging algorithms are given in Table 6.2. If multiple
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Min. pr Min. p Min. PID Min.
Tagger

[GeV/(] [GeV/(] (IP/orp) requirements (IPFY oY)
" 1.2 2.0 - DLL,, > 2.5 3.0
e 1.0 2.0 2.0 DLL., > 4.0 3.0

DLLg, > 6.5
K . : : N i .
0.8 5.9 4.0 DLLy, > 3.5 4.7

Table 6.2.: Selection requirements used to isolate particles used for single-particle OS flavour
tagging [07].

candidates are found from the same single-particle flavour-tagging algorithm, then the
candidate with the highest transverse momentum is used to infer the flavour of the signal

B? meson.

6.3.1.2. Vertex Charge OS Tagging Algorithm

The initial vertex constructed by the algorithm, combines two tracks with pr > 0.15 GeV/¢
and [P/orp > 2.5 and assumes a pion mass hypothesis. A good quality vertex fit is
imposed and combinations compatible with the K? mass are rejected to reduce the
large K? background. For each candidate, the probability of originating from a B decay
is estimated from the vertex fit quality and kinematic information. The candidate
with the highest probability is used. Tracks that are compatible with originating from
the vertex, but not from the primary vertex, are added to form the final inclusive
vertex. The inclusive vertex is then required to have total momentum > 10 GeV/¢, total
pr > 1.5 GeéV/c, invariant mass > 0.5 GeV/c?, and the sum IP/orp > 10.0. The charge

of the inclusive vertex, () is then calculated as

Zi Qz‘pT;‘i

Q[V - PEE
Zz‘pTi

(6.19)

where (; is the charge of the i’ track, pr, is the transverse momentum of the i** track

and xk = 0.4 optimises the tagging power.
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6.3.2. Same-Side Kaon Flavour Tagging

When a signal B? meson is formed, there is an associated s-quark that 50% of the time
forms a charged kaon, the flavour of which will allow for the identification of the flavour

of the signal B? meson. This principle is exploited by the same-side kaon tagger [05].

In order to select the charged kaon associated with the fragmentation of the B?
meson, a minimum set of criteria is imposed that is the same as for the OS K tagger,
defined in Table 6.2. Tracks associated to the signal candidate are excluded. Tagging
tracks are required to be outside a conical volume around the B candidate and decay
products, defined by a minimum polar angle. As the fragmentation kaon is often located
close to the signal BY meson in phase space, requirements on the maximum difference
in pseudo-rapidity and the angle between the tagging track and the B? momentum are
imposed. In addition, a maximum value of the impact parameter significance is imposed
with respect to the BY production vertex, to ensure the tagging particle arises from the

fragmentation.

As in the case of single-particle OS taggers, in the event of multiple particles satisfying
requirements, the one with the highest pr is used to determine the flavour of the signal

B? meson.

6.3.3. Mistag Probabilities and Combination of Different
Flavour-Tagging Algorithms

For all flavour-tagging algorithms, there is a probability for the associated tag to be
incorrect. This can be estimated on an event-by-event basis from the properties of
the event and of the algorithm itself. The estimation of this so-called mistag rate is
performed using a neural network that uses the signal B? transverse momentum, the
number of pile-up vertices, the number of tracks preselected as tagging particles, and
the kinematics of the tagging particles®. For the case of opposite-side flavour-tagging
algorithms, the neural network is trained using simulated B™ — J/) K™ events, whereas
for the same-side kaon flavour-tagging algorithm, the neural network is trained using

simulated BY — D, 7" events.

2For the case of the inclusive vertex algorithm, the kinematics of the tracks associated to the vertex
are used as inputs to the neural network.
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In a large number of events, it is the case that more than one flavour-tagging algorithm
provides a decision. The mistag rate must then be re-computed to reflect this. The
combined probability that the B? meson contains a b-quark, P(b), is calculated as

Py =22, (6.20)

where

p) =] (1 J; di di(1 - m)) : (6.21)

o0 =TT (5% +aa-m). (6.22)

In equations 6.21 and 6.22, d; and n; represent the decision and mistag probability of the

it" flavour tagging algorithm, respectively. The combined decision and mistag rate are

_1, it P(b) > P(b)

d= (6.23)

+1, otherwise

)= 11— P(iz), it P(b) > P(b) (6.24)
1 — P(b). otherwise

The method for combining the information from multiple flavour-tagging algorithms
has been used not only to combine the different OS flavour-tagging responses, but also,

where necessary to combine the information from the OS and SS kaon algorithms.

6.3.4. Calibration of Flavour-Tagging Algorithms

The mistag probability found as the output of the neural network requires calibration
to be accurate with respect to the data. The calibration is performed using decays
that are self-tagged, thus giving a data-driven method of measuring the mistag fraction.
The relation between the measured mistag probability, w, and the calculated mistag

probability, n, is given by

w=po+pr- (M= <n>), (6.25)
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where py and p; are calibration parameters found from fits to the control channels, and

< n. > is the average mistag rate in the data sample being considered.

In the case of the OS flavour-tagging algorithms, the control channel used is BT —
J/KT, as the charge of the kaon allows for the flavour of the B meson to be known and
hence the mistag fraction to be measured. The measured mistag rate versus predicted
mistag rate in BT — J/A) KT decays is shown in Figure 6.3, along with a corresponding

fit to find the calibration parameters.

For the case of the SS kaon flavour-tagging algorithm, the B? — D_ 7" decay mode
has been used to determine the calibration parameters. The use of a B? decay mode
to determine the calibration parameters is challenging due to the fast oscillations of B?
mesons. The challenges of such a method are that the decay time resolution must be
known accurately in addition to the knowledge of the efficiency as a function of BY decay

time, as the measured mistag rate is evaluated from a fit to the decay time of the form
1
A(t) = (1 —2w) exp(—§ (Amyo,)?) cos(Amyt)/ cosh(ALt/2), (6.26)

where o; is the decay-time resolution. The advantage of this method is that the calibration
parameters may be obtained from an unbinned fit in equation 6.26 in addition to the
binned fit method used to determine the calibration parameters of the OS taggers. The
measured mistag rate versus predicted mistag rate in B? — D7t decays is shown in

Figure 6.3, along with corresponding fits to find the calibration parameters.

The use of OS and SS kaon flavour tagging algorithms has required that four distinct
datasets be fitted simultaneously. These correspond to untagged events, events tagged
solely by the OS tagging algorithms, events tagged solely by the SSK tagging algorithm
and events where both types of tagging algorithm provided a decision. In the case of
a combined decision, a combined mistag probability is provided through the method
described in Section 6.3.3. This combined mistag probability was calculated using
calibrated OS and SSK mistag probabilities.

Systematic uncertainties on the OS tagging algorithm mainly arise due to differences
in the calibration parameters obtained from different run periods and also from differences
in the calibration parameters depending on the flavour of the signal B meson. Systematic
uncertainties on the SS kaon tagging algorithm calibration parameters mainly consist
of uncertainties of the decay time resolution and the difference between the results of

the binned and unbinned fit to determine the calibration parameters. Table 6.3 shows
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Figure 6.3.: Predicted mistag rate versus measured mistag rate in the Bt — J/p K™ decay
(left) and BY — Dy n™ (right), used to determine the calibration parameters for
the OS and SS flavour tagging algorithms, respectively [67,6%]. The solid lines
show fits to the data points using equation 6.25, while the dotted line shows the
result of an unbinned fit to determine the calibration parameters.

the calibration parameters applied to the B — ¢¢ data. Uncertainties contain both
statistical and systematic errors. The effect on the time-dependent B — ¢¢ analysis
from the uncertainty on the calibration parameters is accounted for directly during fitting

with the use of Gaussian constraints.

Dataset Do D1 < MNe >
OS tagged | 0.392 £ 0.008 | 1.035+£ 0.023 | 0.391
SSK tagged | 0.350 £0.017 | 0.51£0.16 0.324
Both tagged | 0.0 £ 0.025 1.0 0.0

Table 6.3.: Summary of the calibration parameters defined in equation 6.25 for the different
tagging categories [15].

6.4. Decay Time Resolution

The sensitivity on ¢*** is greatly improved through the precise measurement of the BY
decay time. The difference between the decay time calculated from the reconstructed
momentum and the exact decay time of truth-matched events from simulation is shown in

Figure 6.4. The result of a double Gaussian fit to the decay time residuals distribution
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Figure 6.4.: Difference between reconstructed decay time and the exact decay time of truth-
matched events from simulation. Also plotted is the result of a double Gaussian
fit.

yielded widths of o7 = 30.0+£0.4fs and o9 = 61.74 1.0 fs for the first and second Gaussian,
respectively. The fraction of the first Gaussian was found to be 0.727 4+ 0.015. In fitting
for ¢**°, the important quantity is the error on ¢,. This can be related to the time
dilution (D) through

1

o(sin ¢) o D (6.27)

where for a given resolution function R(d;), D; is defined through [69]

Di(v) = % /0 " R(8,) cos(—v)dd, (6.28)

where v is the oscillation frequency of the amplitude and ¢, is the error on the decay

time. For a sum of Gaussian resolution functions, D; reduces to [70)]

D, =) _ fjexp(—Amlo},/2), (6.29)
J

where f; is the fraction of the j Gaussian, Am, is the B? oscillation frequency and
0. is the width of the j Gaussian. Therefore, equating dilutions, the equivalent single

Gaussian resolution applied during fitting was 39.7 fs.
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6.5. Decay Time Acceptance

As has been explained in Section 5, the detector reconstruction, trigger and offline
requirements introduce acceptance effects on the proper time of the B? meson. The
acceptance correction was then calculated by taking the ratio of fully selected, simulated
events with those from generator level. The B? decay time acceptance was accounted for
directly in fitting through the direct use of the histogram shown in Figure 6.5. It can be
seen in Figure 6.5 that systematic fluctuations appear at around 2.5 ps and 3.5ps. In

order to account for this, a fit was made to the time acceptance of the form

~a(l —ct)

e(t) = tOER (6.30)

where a, b, ¢, d and e are parameters to be fitted. The parameters that go in to the
fit are displayed in Table 6.4. The fit is also displayed in Figure 6.5. The difference
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Figure 6.5.: Time acceptance including effects from the detector, trigger and selection for
simulated BY — ¢¢ decays. The nominal fit used the histogram directly. The
fitted time acceptance was used to determine the systematic uncertainty.

between the fitted acceptance and the histogram was taken as the systematic uncertainty

due to the time acceptance.
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Parameter Value
a 1.94+£0.15
b 4.20 £0.07
c 0 (fixed)
d 1.51£0.03
e 1.81+0.14

Table 6.4.: Fit result for the nominal parametrisation of the proper time acceptance in the
BY — ¢¢ decay.
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Figure 6.6.: Angular acceptance for the cos 6, (top-left), cosfs (top-right), and ® (bottom)
helicity angles obtained from fully selected simulated events.

6.6. Angular Acceptance

The multi-variate selection requirements used for the decay-time dependent measurement
introduce efficiencies that depend on the helicity angles. These efficiencies, calculated
from fully-selected simulated events are shown in Figure 6.6, where the drop in efficiency

as cos 6 o approaches £1 is explained by the kinematic cuts imposed on the kaon tracks.
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The method of the angular acceptance weights, used to correct for angular acceptances,
was the same as used in the decay time integrated analysis detailed in Section 5.2.3.
The weights used to describe the acceptance in Figure 6.6 are given in Table 6.5. The
efficiencies shown in Figure 6.6 appear relatively flat, therefore no large deviations from
1 are observed for the cases of the orthogonal angular functions (fi, f2, f3, fr and fg),
and no large deviations from zero are observed for the case of the functions describing

interferences.

Angular Term Weights
fi 0.971 £+ 0.007
f 1.021 + 0.007
f3 1.024 4+ 0.005
fa 0.002 4 0.009
fs —0.021 £ 0.009
fe 0.013 £ 0.007
fr 1.001 £ 0.005
fs 0.982 4+ 0.009
fo —0.021 £0.021
fio 0.011 £ 0.012
fi 0.008 £+ 0.013
1o —0.013+0.011
fi3 —0.016 £ 0.021
fia 0.016 £ 0.017
fis —0.016 £0.013

Table 6.5.: Normalisation weights used for angular acceptance systematic uncertainties for
the BY— ¢¢ decay.

6.7. Fit Details and Ingredients

The ,Plot method, discussed in Section 3.4, was used to initially assign s-weights to the
data, based on the fit to the four-kaon invariant mass, described in Section 6.1. This then
enabled the fit to be performed to the distributions of decay time and helicity angles
using only the signal component. The PDF, P(¢,0;,6,, ®), used in the fitting of the data
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was then of the form
P(t,el,eg,q)) == G(t) ®F(t,91,¢92,®), (631)

where F'(t, 01,05, ®) contains the decay time-dependent angular distribution of the B? —
¢¢ decay, described in Section 6.2, and G(t) is a Gaussian function describing the time

resolution that was convolved with the decay time-dependent angular distribution.

6.7.1. Parameters and External Inputs

In addition to the external inputs described in Section 6.3 related to the calibration of
the flavour tagging, the values of the B%-BY mixing frequency and physical eigenstate
decay rates are also needed due to the small size of the dataset. The physical eigenstate
decay rates, parametrised by ['y and Al'y, were constrained to the LHCb measurements
obtained from the B?— J/i) ¢ decay of [17]

I, = 0.663 #+ 0.005(stat) & 0.006(syst) ps ™, (6.32)
AT, = 0.100 & 0.016(stat) £ 0.003(syst) ps . (6.33)

The constraint was applied taking in to account the correlation between I'y and AT’ of
p(Ts, AT,) = —0.30. The value of the B%-B? mixing frequency was constrained to an
LHCb measurement in BY — D77 decays of [71]

Am, = 17.725 + 0.041(stat) % 0.026(syst) ps ™. (6.34)

The parameters found in the functions forming the PDF in equation 6.31 are sum-

marised in Table 6.6, along with how each parameter was treated in the fit. The terms of

F(t,01,0,,®) involving | Agg|? were neglected in nominal results as the size of the dataset
was considered too small to reliably determine the associated parameters. The effect of

neglecting such a contribution was thus treated as a systematic uncertainty.
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Function Parameter Type Value
o Free
| A|? Free
|AL|? Free
| A2 Constrained 1— 4> — |ALP
|As|? Free
01 Free
0o Free
F(t, 01,05, D) % frree
Ly, ATl Constrained | LHCb measurement [17]
Amg Constrained | LHCb measurement [71]
pdS, pPs Constrained | LHCb measurement [17]
n©S Fixed LHCb measurement [15)]
paK pPSK | Constrained | LHCb measurement [15)]
3K Fixed LHCDb measurement [15]
poOTH Constrained | LHCb measurement [15]
pBOTH  pBOTH Fixed LHCb measurement [15]
G(t) of) Fixed 401fs

Table 6.6.: Summary of the parameters contained in the functions of equation 6.31 with
associated fit treatment.

6.8. Fit Results

The fit results to s-weighted distributions of the helicity angles and B? decay time are
shown in Table 6.7 for parameters that are either left free or are constrained. A point
estimate is not provided for the ¢ parameter as in Figure 6.8, the likelihood is only
parabolic to between 1o and 20. Therefore, a confidence region is quoted instead of a
point estimate. In Table 6.7, the 68 % confidence level is quoted for ¢***. This contains
statistical uncertainties only. The s-weighted distributions of the helicity angles and the
BY decay time are shown in Figure 6.7. Fit components corresponding to the CP-even,
CP-odd and S-wave terms in the B?— ¢¢ PDF are overlaid. It is worth reminding that
the choice of which ¢ meson is used to determine ¢; and which is used to determine
0, was randomised, hence any structure seen in one projection that is not in the other
is purely a result of statistical fluctuations. This randomisation has no impact on the

physics parameters due to the symmetry of the PDF in the cos 8, and cos 5 observables.
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The likelihood profile for the CP-violating weak phase ¢***, shown in Figure 6.8, is not

Table 6.7.:

Parameter Fitted Value
¢** (rad) 68% CL | (—2.37,—0.92)
|AL|? 0.358 +0.046
| Aol? 0.329 +0.033
|As? 0.016%5:07
ds (rad) 0.6570-82
9y (rad) 2.194+0.44
o (rad) —1.474+0.48
L, (ps™!) 0.660 4+ 0.008
AT, (ps7) 0.106 +0.017
Amg (ps™t) 17.74 £ 0.05
pQ> 0.001 4+ 0.008
s 1.000 £ 0.023
paSK 0.001 +0.017
pPSK 0.989 +0.159
peOTH 0.002 4+ 0.025

Raw fit results to the s-weighted dataset. Note that the value of the predicted
mistag rate in the dataset has been pre-calibrated, therefore the central values of
the calibration parameters are quoted relative to perfect calibration, i.e. pg =0
and p; = 1.

parabolic. This is due to the relatively small number of events used to determine this

parameter.

6.9. Systematic Uncertainties

The dominant sources of systematic uncertainty include the angular and B? decay time

acceptances, in addition to the knowledge of the S-wave. The uncertainties due to the

external inputs, described in Section 6.7 were accounted for directly in the fit with the use

of Gaussian constraints. This therefore increases the statistical uncertainties accordingly.
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Figure 6.7.: Fit projections and s-weighted data distributions for the BY — ¢¢ (a) decay time,
(b) helicity angle ® and the cosine of the helicity angles (c) cosf; and (d) cos 6.
The data are marked as points, while the solid lines represent the projections of
the best fit. The CP-even P-wave, the CP-odd P-wave and S-wave components
are shown by the long dashed, short dashed and dotted lines, respectively.

6.9.1. Angular Acceptance

Two sources of uncertainty were considered relating to the angular acceptance. These are
the statistical uncertainty on the normalisation weights, arising from the limited number
of simulated events used to determine the acceptance weights given in Table 6.5, and

also the kinematic disagreement between data and simulated distributions.

The method of accounting for the uncertainty on the angular acceptance weights
was identical to that used in the decay time-integrated measurement, described in
Section 5.2.5.2. With this method, angular acceptance weights were picked at random
from Gaussian distributions each having a width equal to the decorrelated error. The
decorrelated variation was then added to the central values of the acceptance weights
and a fit was made to 10000 simulated events. This was repeated 1000 times and the
width of a Gaussian fit to the distribution of the bias on each parameter was taken to be

the systematic uncertainty for that parameter.
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Figure 6.8.: Negative Aln likelihood scan of ¢**°. Only the statistical uncertainty is included.

In addition to the statistical uncertainty on acceptance weights, differences are known
to exist in the kinematic distributions of particles between data and simulation. The
full comparison between data and simulation is given in Appendix E. From the full
comparison, it can be seen that the four largest differences between data and simulation
are from the maximum kaon pr, the B? pr, the BY 7 and the maximum track x* per NDF
distributions. To account for these differences, acceptance weights were recalculated using
re-weighted simulated events and further fits to the data performed. The recalculated
weights are shown in Table 6.8. The largest difference in the central values shown in

Table 6.9 are taken as systematic uncertainties.

A summary of the systematic uncertainties is given in Table 6.9.

6.9.2. Decay Time Acceptance

The difference between the fit result obtained using the decay time acceptance in the
form of a histogram and the fit result from the decay time acceptance in the form of the
parametrisation given in equation 6.30 was used to determine the systematic uncertainty.
The reason for this can be seen in Figure 6.5, where structures are seen at ~ 2.5ps
and ~ 3.5 ps. The systematic uncertainties due to decay time acceptance are shown in
Table 6.10.
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Angular Term Weights (K Weights (B?  Weights (B? Weights
pr) pr) 1) (Track x?)
fi 0.977 0.969 0.970 0.958
f 1.016 1.023 1.019 1.028
f3 1.020 1.025 1.023 1.037
fa —0.003 0.001 0.002 0.006
s —0.028 —0.022 —0.021 —0.026
Je 0.012 0.012 0.013 0.012
Jr 0.999 1.000 1.001 1.002
I3 0.988 0.983 0.987 0.975
Jo —0.018 —0.023 —0.020 —0.018
Jio 0.011 0.009 0.010 0.021
Ji 0.008 0.010 0.010 0.017
Ji2 —0.011 —0.012 —0.013 —0.021
Ji3 —0.019 —0.018 —0.018 —0.014
J14 0.014 0.013 0.013 0.012
Jis —0.021 —0.021 —0.015 —0.019

Table 6.8.: Angular acceptance weights used for angular acceptance systematic uncertainties
due to kinematic re-weighting.

6.9.3. S-wave

As discussed in Section 6.2.1, the S-wave and the P-wave components are described by
differing parametrisations in terms of my+k-. Therefore, the distributions in mg+x-
provide a first order estimate of the total S-wave present. Figure 6.9 shows the result of
a background-subtracted fit to the mg+x- distribution where a Flatté function [72] has
been used to model the S-wave mg+k- distribution and a relativistic Breit-Wigner [73]
of width fixed to Gy = 4.26 MeV/c? [10], convoluted with a Gaussian resolution function
has been used to model the P-wave my+k- distribution. The choice of a Flatté function
assumes that the S-wave originates from an fy resonance. Therefore, ¢ fy and f; fy are
used to refer to the contributions from the Ag and Ags amplitudes, respectively. The

Flatté function [72] is given by

1 2
F(m +K-) = " s 6.35
( s ) | (mfco - m%(JrKf) — UMy, (gKFKK + gﬂ'Fﬂ’ﬂ') | ( )
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Parameter Diff. (K lgiff' Doiff' Doiff' Sr}izie:iir;l;?rt‘t; Sr}lfcsztteig?rﬁ;
pr) (Bs pr)  (Byn) (B n) (RW) (stat)
¢*** (rad) 0.01 0.00 0.00 0.02 0.02 0.02
| Aol? 0.004 0.001 0.000 0.007 0.007 0.002
|AL]? 0.003 0.000 0.000 0.004 0.004 0.003
| As|? 0.0001 0.0000 0.0000 0.0004 0.0004 0.0004
dy (rad) 0.03 0.00 0.01 0.01 0.03 0.05
01 (rad) 0.01 0.00 0.00 0.02 0.02 0.04
ds (rad) 0.03 0.01 0.01 0.02 0.03 0.06

Table 6.9.: Systematic uncertainties due to the recalculation of acceptance weights with re-
weighted (RW) simulation and due to the statistical uncertainties on the angular

acceptance weights.

Parameter | Uncertainty

¢** (rad) 0.09
| Ag|? 0.003
|AL|? 0.005
|Ag|? 0.001

s (rad) 0.02

91 (rad) 0.02

ds (rad) 0.05

Table 6.10.: Systematic uncertainties due to time acceptance for the decay time-dependent

measurement of B — ¢¢.

where PKK(THT) =

[M3cs /4 — M |s My, is the mass of the fo meson, and my(r) is

the kaon(pion) mass. The kaon(pion) couplings, g (), were fixed to the LHCb measured

values [

|. The relativistic Breit-Wigner function |

| is given by

Mg+ K- m¢G

B(mKJrKf) = 2

m?2 _ —4Am?2
where G = Gy—=¢ ELK s

mK+K_

mi f4m%(

(m¢

— 2 )2+ MG

(6.36)

, Gy is the natural ¢ width, and m, is the mass

of the ¢ meson. The fit yields a 2.0 + 1.1% S-wave fraction including both ¢fy and fy fo

S-wave components. The fit parameters of the line-shapes are given in Table 6.11.
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Parameter Value
Breit-Wigner mean m, (MeV/¢?)  1019.7 £0.1
Mass resolution o, ( MeV/c?) 1.1+0.2
Flatté mean my, (MeV/c?) 980 (fixed)
Flatté coupling gx (MeV) 597 (fixed)
Flatté coupling g, (MeV) 199 (fixed)

Table 6.11.: Fitted parameters of the P-wave and S-wave line-shapes.
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Figure 6.9.: m%<+K_ versus m%<+K_ distribution for B? — ¢¢ events (left) and fit projections
on to m%{ﬂ(, (right). The total fit is shown in red, the ¢ fy component is shown
in green and the fyfo component is shown in blue.

The shapes of the fitted S-wave components are shown in Figure 6.10. In the nominal
result, an s-weighted fit was chosen with only the B? — ¢ f, component contributing.
This was chosen as the fits to mg+x- invariant mass indicate that a total of around 2 %
S-wave was expected. It is physically expected that |Ag| ~ |Asg|?, which would therefore

mean a negligible contribution from the Agg amplitude.

Table 6.12 shows the results of fits to the dataset allowing successively larger numbers
of S-wave parameters to float in the fit. As can be seen from Table 6.12, the B? — f fo
S-wave component fits to large values but with large statistical uncertainties. However
this does not affect the P-wave parameters to a large degree. Figure 6.11 shows the
likelihood scan of the ¢*%% parameter for the three different levels of S-wave. In all cases,
the addition of S-wave terms causes small effects on P-wave physics parameters. The
difference between the physics parameters for the case of the nominal fit and the fit with

the full S-wave component free was included as a systematic uncertainty.
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Figure 6.10.: Fitted shapes of the P-wave (red), ¢fy S-wave (green) and fyfy S-wave (blue).
Note the scale of the z-axis is arbitrary.

6.9.4. Mass Model

The systematic effect of the mass model was taken in to account by using an alternative
s-weighting based on a single Gaussian model compared to the double Gaussian described
in Section 6.1. The single Gaussian was found to have a width of (15.5 & 0.5) MeV/c?
and a mean of (5364.6 & 0.6) MeV/c?. The fit used in the calculation of s-weights for
systematic uncertainties is shown in Figure 6.12. The difference between the fitted
parameters in the s-weighted fit for these s-weights and those of the nominal s-weights
are taken as systematic uncertainties. The effect on the physics parameters used as

systematic uncertainties is given in Table 6.13.
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Parameter o¢ fit | ¢¢ and ¢ fy fit | @, ¢ fy and fy fo fit
¢*% (rad) | (—2.35,—1.00) | (—2.37,—0.92) (—2.14, —0.76)
| A2 0.335+0.028 | 0.329 +0.033 0.342 + 0.031
|A, |2 0.355+0.040 | 0.358 + 0.046 0.343 + 0.044
|Ag|? 0 (fixed) 0.01675:52 0.00810052
|Ass|2 0 (fixed) 0 (fixed) 0.090 + 0.055

8, (rad) 2.12 4 0.39 2.19 + 0.44 2.08 4 0.43

5, (rad) ~1.59+0.40 | —1.4740.48 —1.43 +0.46

ds (rad) 0 (fixed) 0.65+9-82 0.437995
Sss (rad) 0 (fixed) 0 (fixed) —2.43 +0.49
T, (ps™) 0.660 + 0.008 | 0.660 %+ 0.008 0.660 % 0.008
AT, (ps™') | 0.105=+0.016 | 0.106 &= 0.017 0.107 +0.016
Amg (ps7') | 17.734+0.05 | 17.7440.05 17.73 4 0.05

Table 6.12.: Comparison of the different s-weighted fit results allowing various components of
the S-wave to float in the fit.

-A In Likelihood

wW
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2
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Figure 6.11.: Likelihood scan for the ¢*%% parameter obtained from the P-wave only fit (red
solid), the P-wave in addition to the BY — ¢ fo component (green dashed) and

the P-wave in addition to all S-wave (blue dotted).
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Figure 6.12.: Single Gaussian signal mass fit used to generate s-weights for the mass model
systematic uncertainty.

Parameter | Uncertainty

¢*** (rad) 0.02
| Ao|? 0.004
|AL|? 0.002
|Ag|? 0.003

dy (rad) 0.01

91 (rad) 0.02

ds (rad) 0.10

Table 6.13.: Systematic uncertainties due to the signal model used for s-weight generation.

6.9.5. Peaking Background

The major source of background expected for the B?— ¢¢ decay is that of the B — ¢K*°
decay, in the case that a pion is mis-identified as a kaon being reflected in to the B?
mass peak. In order to quantify how many candidates we would expect to find in our
data, 1.5 million BY — ¢K*° simulated events were reconstructed and selected in an
identical way to the data itself. Table 6.14 shows the amount of simulated events that

pass each stage of the selection. The distributions in KTK~ and K*K~K*K™ invariant
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Figure 6.13.: Distributions of myg+x-x+x- (left) and mp+ - versus my+ - (right) distri-
butions for B — ¢K*® MC events passing all selection stages.

masses for the events that pass all selection stages are shown in Figure 6.13, where it

can be seen that mis-identified events peak at just below the B? mass. The branching

Selection stage # Simulated events passed
Generation 1,500, 000
Stripping and reconstruction 6612
Pre-selection and trigger 117
Final cuts 51

Table 6.14.: Number of BY — ¢K*° simulated events passing each selection stage.

ratio of B® — ¢K*® has been previously measured to be (9.8 + 0.6) x 107° [10]. The
number of B® — ¢K*(892) decays expected to be produced in 1.0 fb~' of pp collision
data inside the LHCb detector in the K K K7 final state is given through

Npo_prcs0 =2 X Ly X 00 x fy x B(B® = ¢K**) x B(¢ — KK) x B(K* — K),
(6.37)

where f; is the probability for a b-quark to produce a B° meson, Ly is the integrated
i
The values used are shown in Table 6.15. When these are input into equation 6.37,
this gave rise to 192069 events produced in the Kt K~K* 7~ final state inside the LHCb

acceptance. Scaling the mis-identified simulated events according to the number expected

luminosity and o2¢ is the cross section of hadrons produced in the LHCb acceptance.
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in 1.0fb™! yields approximately 6 events in the dataset or 0.7 % of the signal yield. This

is then taken to be a negligible number, hence no systematic uncertainty is assigned.

Parameter Value
o (75.3 +5.4 £13.0) ub [75]
fa 0.399 £+ 0.011 [10]
B(B° — ¢K*Y) (9.8 4+0.6) x 1075 [10]
B(p — KTK") 0.489 4 0.005 [10]
B(K* — Kr) 0.667 [10]

Table 6.15.: Reference values used in equation 6.37.

6.9.6. Decay Time Resolution

It has been previously found in time-dependent studies of the BY — J/) ¢ decay that
simulated events provide a time resolution that is 5 fs smaller than resolutions obtained
from data-driven methods. Therefore, the differences between the results obtained with
the nominal time resolution and a resolution increased by 5 fs were taken as systematic

uncertainties. This results in uncertainties of o(¢**) = 0.01rad and o(]Ag|*) = 0.0001.

6.9.7. Fit Bias

The negative log-likelihood (NLL) method contains an inherent bias that arises when
the dataset size is not sufficiently large enough to obtain a Gaussian likelihood. Biases
are accounted for in the systematic uncertainties through the use of simplified simulation
studies. For these studies, datasets of the same size as the signal, with the same tagging
efficiencies as the data are used. For the case of tagged events, an average mistag rate of
0.374 was used. The same physics parameters as the nominal s-weighted fit result are
used to generate simulated datasets. In total, one thousand simulations are performed.
The mean values of the Gaussian fits to the pull distributions are used to assign the
systematic uncertainty. The pull distributions obtained from the simplified simulations

are given in Figure 6.14. The resulting uncertainties are given in Table 6.16.
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Figure 6.14.: Pull distributions from simplified simulations used to obtain the systematic
uncertainty related to fit bias of the NLL method.
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Parameter | Uncertainty
55 0.02
| Ag|? 0.006
|AL|? 0.006
| A2 0.003
o (rad) 0.06
91 (rad) 0.01
ds (rad) 0.21

Table 6.16.: Systematic uncertainties due to fit bias.

6.10. Feldman Cousins Coverage Correction

In the case that low numbers of events are used in the NLL method to make measurements,
log-likelihoods are not parabolic which may give rise to so-called under-coverage. The
method of Feldman and Cousins that corrects for this under-coverage has been explained
in Section 3.2. The basic principle of the Feldman Cousins method relies on the creation
of toys at each point in a data likelihood scan. When toy datasets are generated for
the scanned parameter at that point, a distribution of the difference in log likelihoods
(DLL) is calculated between the fit with the parameter of interest fixed and free. The
confidence level value was then calculated from the fraction of DLLs that fall below the
DLL found from data.

The toys generated for the Feldman Cousins scan are fitted in the same way as the
data in the nominal result. A scan was performed at 20 points in the 20 window around
the central value, with 500 toy datasets generated at each point. In the scan, three

confidence levels were computed:
1. The Feldman Cousins scan as described previously (shown as red solid line in plots).

2. The confidence level from the data itself, calculated as the error function of the

DLL found in data (shown as green dotted line in plots).

3. The theoretical confidence level, calculated in the same way as the CL from data
with the exception that the DLL is assumed to be Gaussian around the measured
central value with same width as the parabolic error measured in data (shown as

blue dashed line in plots).

The result of the Feldman Cousins scan is shown in Figure 6.15. The Feldman
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Figure 6.15.: Result of the ¢**° Feldman Cousins scan. The Feldman Cousins scan is shown
by the red solid line. The CL curve found from the error function of the data
likelihood scan is shown by the green dotted line and the CL found as the error
function of a parabolic likelihood curve is shown by the blue dashed line.

Cousins scan is found to agree with the data quite well on the left side of the central
value, while under-coverage is seen on the right side. The difference between the
Feldman Cousins scan and the data confidence level, shown in Figure 6.15, was used to
determine the coverage correction for the upper and lower limits of the 68 % CL. As the
overall systematic uncertainty on ¢** is small in relation to the statistical precision, the
systematic uncertainty was added in quadrature to the upper and lower uncertainties of
¢°**. This gives a coverage corrected 68 % CL of [-2.46, —0.76] rad.

6.11. Final Results and Summary

The first decay time-dependent measurement in the B? — ¢¢ decay has been performed.
This constitutes the first decay time-dependent measurement of a b — sss transition

in the B? system. Results are summarised in Table 6.17. The CP-violating phase is

found to have a 68 % confidence level of [—2.46, —0.76] rad. This does not contain the
SM prediction, though the measurement is highly limited by statistical uncertainties.
The probability of the SM hypothesis is found to be 16 %. Polarisation amplitudes are
found to be consistent with those reported in Chapter 5, though the effect of allowing
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Parameter Value Ostat. Tsyst.
¢** (rad) (68 % CL) [—2.46, —0.76]

| Ap|? 0.329 0.033 0.017
|AL|? 0.358 0.046 0.018
|Ag|? 0.016 o3, 0.009
9 (rad) 2.19 0.44 0.12
dy (rad) —1.47 0.48 0.10
dg (rad) 0.65 o 0.33

Table 6.17.: Main fit results with statistical and systematic uncertainties. A 68 % statistical
confidence interval is quoted for ¢5%.

Mass Angular Sim. re- Fit Time  Time S-
model acc. weighting bias res. acc.  wave

»**% (rad) | 0.02 0.02 0.02 0.02 0.01 0.09 020 | 0.22
| Aol? 0.004  0.002 0.007  0.006  0.000  0.003 0.013 | 0.017
| AL 2 0.002  0.003 0.004  0.006  0.000  0.005 0.015 | 0.018
|As|? 0.003  0.0004 0.0004 0.003 0.0001 0.001 0.008 | 0.009

Parameter Total

dy (rad) 0.01 0.05 0.03 0.06 0.00 0.02 0.04 | 0.10
9 (rad) 0.02 0.04 0.02 0.01 0.00 0.02 0.11 | 0.12
ds (rad) 0.10 0.06 0.03 0.21 0.00 0.06 0.22 | 0.33

Table 6.18.: Summary of systematic uncertainties.

¢*%% to differ from zero causes the central values of the polarisation amplitudes to differ

and the uncertainties to be larger than those reported in Chapter 5.

Systematic uncertainties are summarised in Table 6.18. The dominant sources of
systematic uncertainties are found to be from decay time and angular acceptances, in
addition to the knowledge of the S-wave. However, the dominant sources of uncertainty

still remain significantly less than the statistical uncertainties.
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Chapter 7.

Implications and Future Prospects

“We know what we are, but we know not what we may be.”

— William Shakespeare

The measurements made with BY — ¢¢ events have in all cases been dominated
by statistical uncertainties. The relatively suppressed branching ratio combined with
detector efficiencies limit the dataset sizes available for measurements. The B? — ¢¢
decay is considered to be a golden mode for measuring CP violation in the upgraded LHCb
detector, which will provide a much larger dataset size for more precise measurements.
It is therefore the purpose of this Chapter to describe the upgraded LHCb detector and
the corresponding improvements in detector performance, in addition to expectations of

the precision of measurements made with the upgraded detector.

The LHCDb detector has been performing remarkably well in the challenging envi-
ronment of proton-proton collisions. However improvements to the detector have been

planned and are due to be implemented in the long shutdown commencing in 2018.

The purpose of the Upgrade is to allow the LHCb detector to operate at a higher

2

luminosity of 2 x 103 cm~2s~! and an average number of visible interactions per crossing,

p, of 5 [76]. This will allow for an annual integrated luminosity of 5fb™' and greatly

improves on the design luminosity of the current LHCb detector of 2 x 1032 cm2s7!.

139
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Figure 7.1.: Primary vertex resolution in the x (left) and z (right) directions. The red and
black points show the performance of the upgraded VELO and current VELO,
respectively [77].

7.1. Upgrade Components

The major focal points of the Upgrade are centred on the trigger system, in addition to
the tracking stations, RICH detectors and vertex locator. All sub-detectors will have
readout electronics upgraded, in order to cope with the requirement of a 40 MHz readout

rate, corresponding to the LHC bunch crossing rate.

7.1.1. Vertex Locator

In order to cope with the higher occupancies associated with the luminosity of collisions in
the upgrade and allow for a 40 MHz readout rate, a redesigned VErtex LOcator (VELO)
is required. This redesign includes new readout architecture and silicon pixel sensors

replacing the silicon strip sensors in the current VELO.

The upgraded VELO will replace the silicon strip sensors described in Section 2.3.2
with 12 silicon sensors in each L-shaped half station. The VELO will be comprised of 52
half-stations. Each silicon sensor will consist of a 256 x 256 array of pixels, with each
pixel having an area of 55 x 55 um?. The performance offered by this design is shown in
Figure 7.1 in terms of primary vertex resolution, where a clear improvement is seen for
the case of the upgraded VELO.
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Figure 7.2.: Comparison of layouts in a tracking station between the current LHCb detector
(left) and upgraded LHCb detector (right).

7.1.2. Tracking Stations

The luminosities provided in the LHCb upgrade give rise to occupancies that are much
greater than 25 % for the regions of the current outer tracker that are located closest to
the LHC beam axis. In order to remove this limitation, it is proposed that the current
inner tracker and part of the outer tracker are replaced with a new scintillating fibre
tracker, as depicted in Figure 7.2. The central principle of a scintillating fibre tracker
involves the collection of photons produced by a charged particle traversing the fibre
through the use of silicon photo-multipliers. Layers will be arranged at the same stereo
angle rotation as found in the current trackers and will provide a spatial hit resolution
of 60-100 um. This will be achieved with the scintillating fibres having a diameter of
250 um and with spatial position of the fibres known to within 6 pm.

7.1.3. RICH Detectors

The overall structure of the RICH detectors is to remain the same as for current data
taking, however some major changes are required in order to read out the detector at

40 MHz in the higher luminosities of the Upgrade environment.

The Hybrid Photon Detectors (HPDs), described in Section 2.4.1, must be replaced by
Multi-anode Photo Multiplier Tubes (MaPMTs), which are able to be read out at 40 MHz.

In addition, the aerogel radiator, which is expected to produce poor performance at the
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Figure 7.3.: PID performance in terms of kaon efficiency versus pion mid-identification rate
for the current RICH sub-detector geometry compared to the optimised Upgrade
geometry (left), and performance of the optimised Upgrade geometry in different
beam conditions (right) [75].

luminosities of the upgraded LHCb experiment, will be removed. As the Cherenkov rings
produced by interactions in the aerogel radiator have a larger radius than those produced
in RICH 1 gas, the optical layout of the RICH 1 detector will be re-optimised to direct
the Cherenkov photons on to a smaller total area of MaPMTs.

The particle identification (PID) performance of the current RICH detector is com-
pared to that proposed for the Upgrade in Figure 7.3. In the comparisons, three different
values of the luminosity are considered, corresponding to 4 x 103*cm 257! (Lumid4),
1x10* em™2?s™! (Lumil0), and 2 x 103 em™2s™! (Lumi20). Plots are created by changing
the value of the DLL, variable in simulated B? — ¢¢ events. It can be clearly seen in
the plots that the upgraded LHCb detector offers better performance, especially in the

luminosities of the Upgrade environment, described by Lumi20.

7.1.4. Trigger

In the current LHCD detector, the size of the Event Filter Farm (EFF), that processes
the accepted LO candidates, limits the LO accept rate to 1 MHz. This in turn has a
substantial impact on the trigger efficiency in hadronic B decays. The B? — ¢¢ Low
Level Trigger (LLT) efficiency as a function of LLT accept rate is shown in Figure 7.4. A
substantial part of the motivation for the LHCb Upgrade is to increase this efficiency
through the enlargement of the EFF. It can be seen from Figure 7.4 that substantial
increases in B?— ¢¢ efficiency will be gained from an increase in EFF size and hence an

increase in LL'T accept rate.
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Figure 7.4.: LLT efficiency as a function of LLT accept rate for the case of BY — ¢¢, B — ¢y
and B® — K*Ouyu decays in upgrade conditions [79].

It is foreseen in the upgraded High Level Trigger (HLT), that the output of the first
level of the HLT will be stored in a buffer that will allow for the full event reconstruction in
the second level to be performed at a later time. This will then allow for a reconstruction
to be performed that is very similar to that used in the final analyses, as improved

calibrations of the particle identification and tracking can be incorporated.

The upgraded LHCb trigger is expected to use an EFF that is ten times the size of
the current EFF. Initially, the EFF will be increased in size by a factor of five. Assuming
an average HLT processing time of 20 ms per event, this would allow the output rate of
the LLT to increase to 5 MHz. However, as the luminosity will also increase by a factor
of five to 2 x 1033 ecm~2s7 !, the selection requirements present in the LLT will remain
roughly the same as 2011 conditions, which will mean a similar total trigger efficiency in
the B?— ¢¢ decay of ~ 29% [79]. When the size of the EFF is then doubled so that
there is a factor ten increase with respect to 2011 conditions, the trigger selections will

be able to be loosened, providing a trigger efficiency of ~ 50 % [79].
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Figure 7.5.: Comparison of the distribution of the number of visible primary vertices for
u = 3 and 4 as validation of the Poisson re-weighting.

7.2. Upgrade Performance

The simulation of the upgraded LHCb detector allows for the full reconstruction to be
tested with every sub-detector included. Simulated event samples have been generated
with two different beam configurations with an average number of proton-proton interac-
tions per bunch crossing, v, of 3.8 and 7.6. This corresponds to luminosities of 1 x 1033
and 2 x 10 ecm~2s7!, respectively. This then allows performance plots to be given as a
function of the average number of visible proton-proton interactions per bunch crossing,
. This is achieved through Poisson re-weighting according to the number of visible
primary vertices in a given event. The validation of this procedure is given in Figure 7.5,
where a Poisson distribution is seen for the number of visible primary vertices centred
on the required value of . The average number of visible proton-proton interactions
per bunch crossing is related to the average number of proton-proton interactions by the
ratio of the difference in the total and elastic cross sections to the total cross section.

This gives p ~ 0.7v.

The performance of the upgraded LHCDb detector is compared to the current LHCb
detector in terms of overall efficiencies in Section 7.2.1, efficiencies as a function of helicity
angles and BY decay time in Section 7.2.2, and B? decay time and vertex resolution in
Section 7.2.3.
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7.2.1. Efficiency Comparison

Reconstruction and selection efficiencies directly affect the overall size of the datasets
used to make measurements. It is therefore important to verify that the upgraded LHCb

detector does not suffer losses in efficiency when compared to the current LHCb detector.

Future analyses of the B — ¢¢ decay will use looser pre-selections than those
applied to the dataset used in the measurement of the CP-violating phase, given in
Table 4.4. Therefore for the purposes of selection efficiencies and distributions describing

the performance in this Section, a looser selection has been used and is shown in Table 7.1.

Requirement Preselection value
| Mg+k-K+K- — MgffG [MeV/c?] < 300

K IP y? > 2.5

K pr [MeV/(] > 400

| Mgk~ — MSPC| [MeV/c?] < 25

¢ vertex y? per NDF <15

o' pr x ¢* pr [(GeV/c)?] > 2

B? vertex x? per NDF <15

DOCA 2 <40

cosOprpa > 0.99

Table 7.1.: Preselections applied to BY — ¢¢ simulated events to determine Upgrade effi-
ciencies and performance, where IP and DOCA stand for impact parameter and
distance of closest approach, respectively, and #p;r4 is the angle between the BY
momentum and the direction of the primary vertex to the decay vertex.

Table 7.2 shows the reconstruction efficiencies and the combined pre-selection and
reconstruction efficiencies for the upgraded LHCb detector compared to the current
configuration. Note that the effect of the trigger is not included since the trigger selections
are not yet finalised. The upgraded LHCb detector is found to have significantly better
reconstruction efficiency. The efficiency of the pre-selection has also been applied and is
found to be better in the upgraded LHCb detector. The improved impact parameter
resolution offered by the upgraded VELO is the main reason for the latter.
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Detector configuration

Reconstruction Eff. (%)

Combined Eff. (%)

Upgraded LHCb detector, v = 3.8
Upgraded LHCb detector, v = 7.6
Current LHCb detector

22.53 £0.09
21.53 £0.09
17.35 £ 0.04

20.68 = 0.09
19.42 £ 0.09
13.86 £ 0.03

Table 7.2.: Reconstruction efficiencies and reconstruction efficiencies combined with pre-
selection efficiencies for BY — ¢¢ candidates in the case of the upgraded LHCb
detector in two beam conditions, corresponding to v = 3.8 and 7.6, compared

with the current LHCDb detector configuration.
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Figure 7.6.: Comparison between the upgraded and current LHCb detector of the efficiency
as a function of the #; (left) and ® (right) helicity angles for p = 3.

7.2.2. Comparison of Acceptances

The detector geometry and selection requirements determine the variation of the efficiency
as functions of the different decay angles. The angular acceptance of the different detector
options is compared in Figure 7.6 for the 6 helicity angle, where a similar dependency
is seen for the case of the current detector and the Upgrade configuration. The same
comparison is made for the ® helicity angle, where again a similar dependency can be

seen.

A comparison of the decay time acceptance is presented in Figure 7.7. The reduced
efficiencies at small decay times occur due to the requirements on the kaon impact
parameter and related variables. The acceptance has a negative slope for large decay

times in the case of the current LHCb detector. This is a known effect and is understood
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Figure 7.7.: Comparison between the upgraded and current LHCb detector of the efficiency
as a function of the B? decay time for y = 3.

to be related to the geometry of the VELO. The decay time acceptance is observed to be
flatter for the upgraded LHCb detector, although the statistical uncertainties become
quite large for decay times greater than 5ps. In addition, it can be seen that the decrease
in efficiency at small decay times is less severe for the upgraded LHCb detector. This is

expected due to the improved IP resolution in the upgraded VELO.

7.2.3. Comparison of Resolutions

The decay time is measured through 7 = mL/p where m is the mass of the B? meson, L
is the length the B? meson travelled before decaying and p is the BY momentum. The
accuracy of the decay time is then determined through the accuracy of the decay vertex
position and the accuracy of the momentum measurement. Figure 7.8 compares the
difference between the true and reconstructed BY decay times, where an improvement
can be seen for the case of the upgraded LHCD detector. Figures 7.9 and 7.10 compare
the differences in the true and reconstructed values of the B? decay vertex position on

the z-axis and the B? pr, respectively.

In order to compare numerically the decay time resolution between the upgraded
LHCb detector and the current detector, the histograms shown in Figure 7.8 have been

fitted with the same double Gaussian model as used in Section 6.4. In addition, the same
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Figure 7.8.: Comparison between the upgraded and current LHCb detector of the Bg decay
time resolution for y = 3.
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Figure 7.9.: Comparison between the upgraded and current LHCb detector of the B? decay
vertex resolution in the x-axis for p = 3.

fits have been performed for the upgraded LHCb detector for 4 = 4 and 6. The results
of the fits are shown in Table 7.3 along with the equivalent single Gaussian resolution.

In all cases, the effective single Gaussian resolution is found to be significantly better in
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Figure 7.10.: Comparison between the upgraded and current LHCb detector of the B? pr

resolution for p = 3.

Detector configuration o1( fs) oq (fs) f o°ft (fs)
Upgraded LHCb detector, p =3 | 29.3+0.6 | 55.7+ 1.9 | 0.76 +0.03 36.4
Upgraded LHCD detector, p =4 | 29.4+0.6 | 56.5+ 1.9 | 0.76 + 0.03 36.6
Upgraded LHCb detector, u =6 | 29.9 £ 0.5 | 58.9 £ 2.0 | 0.78 £ 0.03 37.1

Current LHCb detector, p =3 | 34.34+0.9 | 69.6 +2.4 | 0.67 £ 0.03 46.8

Table 7.3.: Fit results to the double Gaussian decay time resolution model, where o1 and o9
denote the width of the first and second Gaussian functions, f denotes the fraction
of the first Gaussian, and o denotes the effective single Gaussian resolution.

the case of the upgraded LHCb detector, though a small degradation in performance can

be seen as the number of interactions per bunch crossing increases.



150 Implications and Future Prospects

7.3. Expected Precision of Upgrade Measurements

The current LHCb detector has collected 3fb™" of data during 2011 and 2012, which
has been termed Run 1. The data that will be collected from 2015 until the next long
shutdown is termed Run 2, and is expected to add an additional 5fb~" of data. After the
upgrade of the LHCD detector, it is anticipated that 5fb™' per year is added, which will
result in 23fb~! of data collected by the end of Run 3 and 46 fb™! of data collected by
the end of Run 4 in 2028 [80,81]. It is possible that LHCb will continue to run beyond
2028 until the ATLAS and CMS collaborations have each recorded 3000 fb™*. After such
a run has finished, the LHCb experiment could collect as much as 100fb™" of data.

Figure 7.11 shows the expected sensitivity in terms of statistical precision of the
CP-violating phase in B? — ¢¢ decays as a function of LHC run. The value of the
uncertainty assigned to LHC Run 1 has been obtained with preliminary studies using all
data collected during 2011 and 2012. It should be noted that the preliminary study of
the complete LHC Run 1 dataset uses the pre-selection of Table 7.1, giving an increased
selection efficiency with respect to the selections described in Chapter 4. The values of
the uncertainty assigned for LHC runs 2-5 have been obtained from direct extrapolation
of the Run 1 uncertainty, taking in to account the improved efficiencies of the LLT
after the LHCb Upgrade has taken place [30]. It can be seen from Figure 7.11 that an
upgraded LHCb experiment is capable of measuring the phase with greater precision

than the current theoretical uncertainties.
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Figure 7.11.: Evolution of the experimental uncertainty on the C'P-violating phase with LHC
era. Shown for comparison is the expected theoretical uncertainty [22].
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Chapter 8.

Summary, Conclusions and Outlook

“I hope that I may always desire more than I can accomplish.”

— Michelangelo

The work presented in this dissertation is comprised of measurements of RICH
subdetector performance during 2011 and 2012 data-taking, measurements of 1" violation
and CP violation in the BY — ¢¢ decay with 2011 data, in addition to the studies of
potential performance in the upgraded LHCb detector.

The effect seen during late 2011 and 2012 data-taking, in which central bands of
high occupancy were seen in RICH HPD images, has been extensively studied. The
aforementioned studies indicated certain hardware settings relating to the detection of
the Cherekov photons on the silicon chips was sub-optimal. After modification of the

settings, performance returned to that seen during 2011 operation.

The most accurate measurements of 7' violation and polarisation amplitudes in the
B?— ¢¢ decay have been presented [(0]. Results of studies of the polarisation amplitudes

and strong phase difference were found to be

|Ao|?> = 0.365 4 0.022 (stat) 4 0.012 (syst) ,
|AL]? = 0.291 £ 0.024 (stat) & 0.010 (syst)
cos 0 =—0.844 £ 0.068 (stat) £ 0.029 (syst) ,
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Figure 8.1.: Comparison of the LHCb polarisation fractions (solid green) [60] with the CDF
measurement (solid yellow) [27], the perturbative QCD prediction of Ali et al.
(medium hatched red) [21], the QCDF prediction of Datta et al. (small hatched
green) [29], and the QCDF prediction of Cheng et al. (large hatched blue) [30].

which show good agreement with those measured by the CDF collaboration [27], though
statistical uncertainties were reduced to almost half of the uncertainties reported by the
CDF collaboration. Results were also found to be consistent with the predictions of
QCD factorisation, though the uncertainties on the predictions of QCD factorisation are
considerably larger than the experimental uncertainties. Figure 8.1 shows the polarisation
fractions measured in the reported research compared to the values measured by the

CDF collaboration, along with theoretical predictions.
The T-odd triple product asymmetries were measured to be

Ay =—0.055 + 0.036 (stat) + 0.018 (syst),
Ay = 0.010 + 0.036 (stat) = 0.018 (syst) .

Results are found to be consistent with those reported by the CDF collaboration, with

significantly reduced uncertainties. No significant evidence of T" violation was seen.

The first direct measurement of the CP-violating phase, ¢***, in B?— ¢¢ decays was
performed and yielded a 68 % CL of

»*** (68 % CL) = [—2.46, —0.76]. (8.1)
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The central value was therefore found to be far from the naive SM expectation, but with
large uncertainties such that no evidence of CP violation can be claimed. The p-value of
the SM hypothesis was found to be 16 %. The result was published in Physical Review
Letters [65].

The measurement of the CP-violating phase was performed using 1.0fb™" of proton-
proton collisions recorded with the LHCb experiment in 2011. An update of the analysis is
underway, incorporating data taken in 2012, which will reduce the statistical uncertainties

significantly.

The upgraded LHCDb experiment can be expected to outperform the current detector,
in almost every measure. Decay time resolution is expected to be significantly improved,
along with reconstruction efficiencies and also trigger efficiencies. This is remarkable

given the increasingly difficult environment provided by the upgrade luminosities.

The 50 b~ of data collected at the upgrade will provide the largest sample of BY— ¢¢
decays in existence and will allow ¢**° to be measured to a precision of below 0.02rad,

which is comparable to the theoretical uncertainties.
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“After climbing a great hill, one only finds that there are many more hills to climb.”
— Nelson Mandela
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Appendix A.

Detailed Angular Formulae Derivation

A.1. Form of the Amplitude

The general matrix element for a pseudo-scalar to vector vector (P — V'V') decay may

be written as

Myi~ Y (D, 01 MI(Qa, b2, Aol Mp| B | My, [ 61, M5 Moo b2, Ao), (A1)

A1,A2

where \; and ©; describe the spins and phase space of the i*" ¢ meson, respectively, and
|\;] < 1. The decay angles of the K™K~ pairs resulting from the decay of the i*® ¢
meson are denoted QF. From conservation of spin A\; = \y. Since the ¢ — KTK~ decay
is a spin 1 — 00 transition, the polarisations of the two ¢ mesons will be correlated. The

matrix element can then be written as

My~ Y a7 Dig(0) D (), (A.2)
i€{—1,0,1}
where O‘fff = (B o(d1)ad(¢a). Since the individual aﬁ ), terms may not be

experimentally distinguishable, it is the effective terms that can be related to measurable

observables. The a parameters are defined through

; dr(2J + 1 ~
Wi x = (—><J7M7>\17>\2|M|J,M>, (A.3)

Ps
= O‘A{)\Q x V2J+1,
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where J and M are quantum numbers describing the total angular momentum and the
projection onto the z-axis, respectively. The D functions describe angular distributions,
while the a terms contain the decay time dependence and physics involved in the decay.

The D functions may be related to spherical harmonics, Y, (¢, ®), through

47
D*l —
mo (20 +1)

Y™ (6, ®). (A4)

The D functions that appear in the matrix element are then evaluated as

1 ‘
Dill()(Ql)Dillo(Qg) = 5 sin 91 sin 026714), (A5)
D5 (21)D* 1 4(Q) = cos 0y cos 0, (A.6)
1 .
Di10(Q1)D24(Q) = 5 sinfy sin by, e'?, (A7)

where 01, 6, and ® are the helicity angles shown in Figure 1.7 and the coordinate system
has been chosen such that ®; = 0 = &; + &, = A® = &. Considering the real and
imaginary parts of the D functions separately, we can write the amplitude for the P-wave
terms (AF~V2v¢)as

AP—wave =3 (Fiff + Ffff)
V2

(Fiff - Ffff

V2

sin 64 sin 65 cos O

+13 sin 64 sin #, sin ®

+3E517 cos 6, cos b, (A.8)

where F(e_f 7];7 4 are helicity amplitudes. In this formalism, we can add S-wave terms
through observation of the spin structure of the decay and consider the cases individually,
i.e P-wave: 0 — 1(— 00) + 1(— 00);

S-wave: 0 — 1(— 00) + 0(— 00) and 0 — 0(— 00) + 0(— 00). In the rest of this
Chapter, f, will be used to denote spin-0 KK~ pairs. For the case of BY — ¢ f,, spin
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conservation forces Ay = Ay = 0. The matrix element may therefore be written as

M)y 61, (A = 0)[(Qa, fol M| BOY(QF | My, |61, 0)(25] My, | fo, 0)
(1, fol(Qa, B, (Ao = 0)| M| BOYQE| My, | fo, 0) (5| M, |69, 0),

(A.9)
= ago(B)ago(@1)ano(fo) Do () D5 p(Q2) + ago(By)ano(fo)ano(¢2) Do () D ().
(A.10)

Similarly, the equivalent expression for BY — f; fo may be written as
M) 0o (BD)aBo(fo)abo(fo) Do (1) D55 (). (A1)

The two extra D functions evaluate to

D) D8 (Qs) = cos 0y + cos s, (A.12)
Dgo(€u)Dgo(€2) = 1, (A.13)

for the case of the B? — ¢fy (denoted with a subscript S) and BY — fofy (denoted
with a subscript SS) terms respectively. This leads to S-wave terms in the amplitude
(AS—wave) of the form

AS—wave _ \/gFgff (COS 01 + cos 92) + F;gf. <A14)

The well known transformation from the helicity basis to the linear amplitude basis is

given by

Ao(t) = o) = 3FH (A.15)
of "+ F 4 P

V2 V2o

eff eff eff eff
oy’ —a” F— F%
Ap(t) = N 3=+ N (A.17)

In order to keep consistent normalization the S-wave polarization amplitudes (Ag &

Aj(t) = (A.16)

Agg) are defined as

Ag(t) = 3FS/T, (A.18)
Ags(t) = 3FS . (A.19)
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This then allows the final amplitude (A) to be written as

Ayt
A(t, 01,05, D) = Ag(t) cos by cos Oy + 10 sin 6 sin 0, cos @

V2
A\L/(;) sin 0y sin 05 sin ® + A\S/?

The differential decay rate may be found through the square of the total amplitude

Ags(t)
T

+1

(cos by + cosby) + (A.20)

leading to the fifteen terms

dr
dtd cos 6;d cos 05,dD

o 4| A(t, 01,605, @) =Y Ki(t) f:(61, 62, ®), (A.21)

where the K;(t) & fi(0;,0,, ®)' are shown in Table A.1.

i K; fi

1 | Ao (t)]? 4 cos? 0y cos® Oy

2 |Aj ()2 sin? 0; sin? 05 (1 + cos 20)

3 |AL(t)]? sin? 6 sin® (1 — cos 20)

41 S(A(0)AL®D) —2sin® 0, sin? , sin 2@

5 | R(A;()Ao(t)) /2 sin 26, sin 260, cos ®

6 | S(A5()AL()) —1/2sin 26, sin 26, sin ®

7 | Ags(t)]? 2

8 |Ag(t)]? 3 (cos 0y + cos 6,)?

9 | R(A%L(t)Ass(t)) 35 (cos 0 + cos fy)

10 | R(Ao(t)A%L4(1)) 8 cos 0y cos 0,

11 | R(A)(t)Ags(t)) 4\[ sin 6, sin 05 cos @

12 | S(AL(t)AL(1)) ‘[ sin 6 sin 6 sin ®

13 | R(Ao(t)A%(1)) \% Ccos 01 cos 05(cos 6 + cos b)

14 | R(A () AL(1)) 4\‘[[ sin 6y sin 0, (cos 01 + cos ) cos P
15 | S(AL(t)AL(L)) 4\‘[[ sin 0; sin Oy (cos 01 + cos 0) sin ®

Table A.1.: Terms found in the total differential decay rate.

IThe factor of 4 in equation A.21 is included as a matter of convenience and is absorbed by the f;
terms. This makes no difference to fitting as the f; terms are normalised to 1 on integration over the
helicity angles.
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A.2. Time Evolution

The Ay(t), Aj(t) and A, (t) terms encode all of the physics of BY mixing. The time

evolution of BY mesons is described by

B0) = 9+ (O1B0) + g~ (D BAO)), (A.22)
B0) = L9~ (IBLU0)) +9+(1)|BA0)), (A.23)
where
g (t) = % (e metTa/2t 4 o~ Gmar T /2)t) (A.24)
g () = % (e (metTa/2t _ o limutTaa/2t) (A.25)

The masses and decay rates of the BY mass eigenstates have been denoted by my ) and
I'r(m), respectively, with a subscript L for the lighter eigenstate and H for the heavier

eigenstate. Therefore, the time dependence of each polarization amplitude is given by

An(t) = (fIBY(t)n = [g4 (1) An + nh§9_<t>Ah], (A.26)

A,(t) = (FIBOE)) = [§g+<t>Ah + nhgg+<t>Ah1, (A.27)

where h € {0,], L,S,5S}, A, = Au(0) = (f|B%) and 1, is the CP eigenvalue of the

final state. The explicit form of the K;(¢) functions may be derived noting two useful

formulae
1 ATt
lg=(t)]* = ée_rst(cosh <TS) + cos Amgt), (A.28)
1 AT
gr(t)g-(t) = ée_rst(— sinh (Tst> + isin Amyt), (A.29)

where Amg; =mpy —myp, I's = ('L +T'y)/2 and Al'y = I', — 'y are the mass and lifetime
difference of the BY mass eigenstates respectively. The individual K;(¢) terms may be
found in a slightly less tedious method, through the observation that the time evolution of
each term can be categorised and derivations recycled, i.e. the forms of single amplitude

type terms are similar as are those of the interference terms. A generalised derivation
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yields for single amplitude type terms

*

[An(®) = [g+(t) An + m%g () An]lg’ (£) A, + nh(%)*g* (t)A))

A, |2 ALt Anf?
| An| e (cosh <T) —|—cosAmst)+Th2L|]%|2| 4

+ M <g> %e_rst(— sinh (%) — ¢ sin Amst)

ATt
e"+*(cosh <TS) — cos Amt)

P 2
A* A Al t
+ (%) OTOefrst(— sinh (T) + isin Amgt). (A.30)

On using the assumptions |}—‘§] =1 and % = 7 equation A.30 simplifies to

G*Fst

| An(t)]* = {([Anl* + 3| Ap|*) cosh
2
ATt

ATgt

) (A = n2[An]?) cos(Amt)

— 2, R(A5 Ap)(cos ¢, sinh ( ) — sin ¢, sin(Amyt))

— 20, (Af Ag) (cos ¢ sin(Amt) + sin ¢, sinh (Agst) )} (A.31)

Two other possibilities remain. These are the real and imaginary components of the

interference between two different types of amplitudes.

Ap(0)AR(E) = g+ (1) An + nhzgg— (t)An][g7 () Ax + nk(j;) 9= (1) A
ApA; ATt A4, ATt

= Thk Eelst(cosh | == | + cos Am,t) + nhnk|€|2—h Belst(cosh | —= ) — cos Amt)
2 2 p 2 2
A4, ATt

+ M h2 ¥ (cos ¢ + i sin ¢g)e T+ (— sinh ( > ) — isin Amgt)
ArA ATt

+ 1 =2 (cos ¢y — i sin ¢y)e T (— sinh ( ) + isin Amgt). (A.32)
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Taking the real part of equation A.32 yields

e—Fst

R(An() A (1) =

[RARAD) + (A, AD)) cosh (Mst)

+ (éR(AhAZ) — nhnk%(zhzZ)) COS(Amﬂf)

+ (R(ARAL) + nuR(A, AL)) (sin b, sin(Am,t) — cos ¢, sinh (Agst) |

+ (S (ANAL) — mS(ARAD) (cos 6, sin(Am, 1) + sin 6, sinh (AZJ) 5
(A.33)

The imaginary part in a similar way yields

estt

S(An(t) AL (1)) =

S ATt
{(S(ARAL) + kS (AR AL)) cosh ( )

+ (S(ARAS) — nhnk%(zhz:)) cos(Amyt)

. _ AT,
+ (S (ARAL) + MpS(ARAL)) (sin s sin(Amgt) — cos ¢g sinh ( 5 t))

+ (mR(An A7) — mR(ARAL)) (cos @ sin(Amt) + sin g, sinh (AI;St) 2
(A.34)

It can be assumed that the complex amplitudes take the form A; = |Ay|e®r e’ where
0y, is a CP-conserving phase and ¢, is a CP-violating phase. Equations A.31, A.33 and
A.34 are the starting points for the evaluation of all time-dependent functions K;(t). A
simplified expression for each of the time dependent functions may be obtained from the
assumption that no CP violation is found in the decay, i.e. Aj, = |Ap|e?®. On noting the

two useful formulae

AT 1
e '+ cosh ( 28t) = §(e_FHt + e Ty, (A.35)
r 1
e '+ sinh ( 2St) = E(e_FHt — e T, (A.36)
(A.37)
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the explicit form of each K;(t) function can be found. For |Ag(t)[?

2
|Ag(t)]? = |A20| [(1+ cos gzﬁs)e_FLt + (1 — cos gzﬁs)e_FHt

+2e7+! sin(Amt) sin ¢,], (A.38)

where the upper (lower) of the & or F signs is for the case of the BY (BY) decay®.
Similarly for |A;(t)|?

AP = A1+ cos )6 4 (1 = cos g)e

+2e 71t sin(Am,t) sin ¢, (A.39)

The CP-odd |A(t)|? term evaluates to

A 2
A20F = 1510 cog e+ (14 cos )T

F2e 1t sin(Amt) sin ¢,). (A.40)
The interference term (A (t)*AL(t)) is found through equation A.34 to be
S(A () AL(t)) = |Ay||AL{Ee " [sin 0y cos(Amst) — cos dy sin(Amst) cos ¢s)

—% cos 6y (et — e sin g}, (A.41)

where §; = 0, — §. The form of J(A|(t)*Ao(t)) is the same as that of equation A.2,

with only the prefactor changing, i.e.
1
R(A(t)"Ao(t)) = §]AHHAO] cos(8y — 61)[(1 4 cos ¢g)e M= + (1 — cos ¢, )e 1!

+2e M sin(Am,t) sin ¢,],  (A.42)

where dy = §; — §p. The interference term (Ao (t)* AL (¢)) is of the same form as that of

equation A.41, with prefactor and strong phase changes, i.e.

S(Ag(t)*AL(t)) = |Ag||AL|{Ee T [sin 0y cos(Amit) — cos b sin(Amyt) cos ¢,]
—% cos a(e Tt — 7T sin g, ). (A.43)

2The expression for B? decays may be found by applying the transformations ¢s — —@, and Ay, <> gy A,
to equations A.31, A.33 and A.34.
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The CP-odd S-wave polarization |Ag(t)|* term is evaluated as

_ AP
2

|AS(t)‘2 [(1 — CO8 ¢s)6_FLt + (1 + cos ¢s)6_FHt

F2e V=t sin( Am,t) sin ¢, (A.44)

and the CP-even S-wave polarization |Ags(t)|* term is evaluated as

|Ags|?
2

|Ass(t)|* = [(1+cosgy)e " + (1 —cosg)e

+2e 71! sin(Am,t) sin ¢,). (A.45)
The interference between the two types of S-wave term yields a time-dependent term

R(As(t)*Ags(t)) = |As| |A55|{ie_rst[cos(555 — dg) cos(Amyt) — sin(dgs — 0g) sin(Amyt) cos ¢g)

(A.46)

The interference between the CP-even S-wave and the P-wave takes the same form as

K;5(t) with only modifications of the prefactor required, i.e.

1
R(Ap(t)Ass(t)") = §|A0HASS| cos(8gs)[(1 + cos ¢s)e L 4+ (1 — cos ¢ )e 1!
+ 2e7 M sin(Am,t) sin @), (A.A4T)
1
(A () Ags(t)) = §|A||||ASS| cos(8y — 81 — 055)[(1 + cos g, )e "L + (1 — cos ¢y )e 1!
+ 2e7 T+t sin(Am,t) sin ¢, (A.48)
The interference between the CP-even S-wave and the CP-odd P-wave yields a term of
the same form as equation A.41, i.e.
S(AL(H)Ags()) = |AL||Ass|{E£e ! [sin(dy — dgg) cos(Amit) — cos(dy — dgg) sin(Amt) cos ¢]

—% cos(6y — B5) (e~ T — e~T1t) sin ..

(A.49)
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The interference between the CP-odd S-wave and the CP-even P-wave terms is of the

same form as found in equation A.46. These equations can then be written as

R(Ao(t)As(t)*) = |As||Ao|{ze ! [cos 65 cos(Amit) + sin §g sin(Amit) cos ¢y

1
+ 2 sin dg(e T — e sin ¢, }, (A.50)
R(A| () As(t)*) = |As||Ay|{e " [cos(6s — 81 — Is) cos(Amist) — sin(da — 6y — dg) sin(Amt) cos ¢s]
- %sin(ég — 6 — 8g) (et — 1L sin ¢, ). (A.51)

The final term is that of the interference between the CP-odd S-wave and the CP-odd

P-wave. This is evaluated with the assistance of equation A.34 to be

S(AL(H)As()") = %|ALHAS| sin(dy — 65)[(1 — cos gs)e 1 + (1 + cos ¢, )e 1t

T 2e "t sin(Am,t) sin ¢,)]. (A.52)
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Appendix B.

T-odd Triple Products in P— V'V

Decays

Scalar triple products of three momentum or spin vectors are odd under time reversal.
Observation of non-zero triple product asymmetries can either be due to the presence of
CP-violating phases or a CP-conserving phase in association with final-state interactions.
T-odd triple products in B — ¢¢ decays are defined through [25]

sin® = (’le X fLQ) 'ﬁl; (Bl)
sm(Q(I))/Q = (ﬁl . ﬁz)(fll X ﬁg) . ﬁl; (B2)

where 7; (i = 1,2) is a unit vector perpendicular to the ¢; decay plane, p; is a unit vector
in the direction of the ¢; momentum in the BY rest frame, and ® is the angle between

the two ¢ decay planes in the BY rest frame, shown in Figure 1.7.

The U and V observables introduced in Section 1.4.2.2, and used to measure the
triple product asymmetries in Section 5 correspond to the T-odd triple products defined
in equations B.1 and B.2.

From the full decay time dependent terms, shown in Table A.1, it can be seen that after
integrating over B? decay time and the cos ) » helicity angles, the resulting differential

decay distribution is of the form [28]

dr
3™ |AGT? + 2| AT sin® @ + 2|Aﬁ1|2 cos®> & — ZS(ALA‘*‘)TI sin 29, (B.3)

where a superscript TI denotes a decay time integrated amplitude. If an asymmetry,

Ay (B?) is constructed based on the sin2® triple product of equation B.2, this then
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corresponds to

Jo(dr/d®)dd + [7/*(dr/dD)dP — [;7,(dT/dD)d® — [T, (dT /dD)dP

Ay(BY) = =2
v(5s) 27(dT/d®)dD
(B.4)
On the insertion of equation B.3, this evaluates to
4 S(A AF TI
Au(BY) = Sl (B.5)

< AT + [T+ AT

It can be seen from Table A.1 that another interference term is present, namely
S(AL AT An asymmetry, Ay (BY), may be constructed based on the sin® triple
product of equation B.1, assigning a factor of —1 for regions in which cos 6, cos 8y < 0.
This is allowed as cos 64 cos 5 is a T-even quantity, therefore the resulting triple product

is still T-odd. The asymmetry is then found to be

22 J(AL A

0y —
A = S AT AR+ AT

(B.6)

In the measurement of triple product asymmetries in B? decays, the initial flavour of
the B? meson is not taken in to account. This then means that the overall asymmetry is

the average of the contributions from B? and BY decays, which is given by

S (Au(BY) + Ap(BY) =

™

2 S(ALAN™ . S(ALA))
A0 AT+ AL (A A2 4 AL
(B.7)
V2 ( (AL AT (A, AT )

+ = — —
A0 AP+ IATE - A2 + (A (AL

(Av(BY) + Av(BY) = -

Es
(B.8)
If the overall decay rate of BY — ¢¢ is the same as BY — ¢¢, then the asymmetries,

Ay and Ay, are simply proportional to (A A} + ZLZH)TI and S(AL A5 + AL A)™,

respectively.

In the derivation presented in Appendix A, it has been assumed that the CP-violating

weak phase is the same for all polarisations. If this assumption is not enforced, the
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asymmetries may be found to be of the form [28]

/0 " S(ALDAT () + AL ()t = 2]AL]|A)|cos(o. — &)
(sin(@1 — &) — sin(¢. + @) (ATL/2I,)) + O[(AT,/2L,), (B.9)
/0 (AL (AL + AL (OA()dE = 2| A, || Ao| cos(5, — &)

(sin(dL — @) — sin(¢1 + ¢o) (AL, /2L)) + O[(AT, /2T )], (B.10)

where ¢;i € {0, L, ||} denotes polarisation-dependent CP-violating weak phases. It can
be seen from equations B.9 and B.10 that the asymmetries are only theoretically non-zero
in the presence of CP violation, though CP violation can be hidden with certain values
of the strong phases. If there is no difference in the CP-violating phase obtained from

different polarisations, then the triple product asymmetries are suppressed by factors of
AT, /21.

It has been pointed-out in the work of Datta et al. [32] that fake triple product
asymmetries can be complementary to the true triple product asymmetries in the
identification of New Physics. Fake triple product asymmetries are constructed from the
difference in the interference terms between B?— ¢¢ and B? — ¢¢ decays, and so are
proportional to (A, A* — A, A;)™ for i € {0,]|}. As the difference is required rather
than the sum, tagging of the initial flavour of the B? meson is necessary, which will limit
the power of such measurements experimentally. Phenomenologically, the fake triple

products may be evaluated as [28]

/0 T S(AL (DA () — AL (A (1))t =
2|A L[| Ay|(sin(dL — &) cos(dr — dy)(T's/Amy)?
—cos(6, — &) cos(py + ¢y)(Ls/Amy) + O[(Ts/Ams)?], (B.11)

| st - Aoy -
2| AL || Ao|(sin(61 — o) cos(¢L — o) (T's/Amy)?
—cos(d, — dg) cos(d) + ¢o)(Ts/Amy) + O[(T,/Am,)?], (B.12)

where it can be seen that the fast B%-BY oscillations will suppress fake triple product
asymmetries. The fake triple product asymmetries, while suppressed in BY decays and

experimentally more challenging to measure, contain a different dependence on the
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CP-conserving strong phases, and hence provide more experimental information on

parameters that can be affected by the presence of NP.
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Appendix C.

Calculation of the Bg Mixing Box
Diagram

The theoretical prediction of the B? mixing box diagram makes extensive use of effective
field theory to separate long distance and short distance QCD effects through the three
scales relevant for BY mixing, consisting of the masses of the top quark (m;), the mass of
the W= bosons, and the mass of the bottom quark (m,). The sizes of the scales relative
to the QCD scale (Agep) obey my ~ my >> my, >> Agep. The defining relation of
the effective field theory is [23]

e (=i [ w10 = e (=i [dongiw) g+ o (2 )

Mheavy

(C.1)

where f is the final state, i the initial state and HS// () refers to the effective Hamiltonian.

In the case of B%-BY mixing, we take the final state to be BY and the initial state to

be ES, the light mass scale myjgn: ~ my and the heavy mass scale mpeqpy = mw ~ my.

The effective Hamiltonian at leading order relevant for BY mixing is an effective 4-quark
coupling

ap=2 _ G 2 ~|AB|=2

T = HISPIZ2 = 12 VaVi) CIAP=2 (my, my, 1)@ () + hec., (C.2)

where C281=2(m,, my,, 1) is the Wilson coefficient and Q(jt) = 57,bs7"b at scale . The

Wilson coefficients are perturbative in QCD, i.e. CIABI=2 = ClABI=2(0) 4 %C"AB|:2(1),

and are found through matching the effective theory to the SM box diagram. At next-to-

leading order (NLO), the effective Hamiltonian must be supplemented by an additional
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term (HPCP), corresponding to the gluons that must dress the box diagram. In this case,

the SM amplitude becomes

“M=-MO_ pD
_ Gk
T 4q2 4

(C.3)

where < Q >M™= (B%Q(u)|B%™. Loop calculations in quantum field theories such
as the Standard Model contain divergences that must be handled in order to make
reasonable predictions. Divergences in quantum field theories can be separated into short
distance effects, known as ultra-violet (UV) divergences, long distance effects, known as
infra-red (IR) divergences and colinear divergences. UV divergences are handled within
the framework of a renormalisation, such as the MS scheme [33]. IR divergences can
only be handled through cancellation between real and virtual Feynman diagrams. In
such cases, IR safe observables must be measured in order to have sensible theoretical
predictions. The renormalised operator, (), is related to the bare operator Qya.e, through
Q = Zo(1) ' Qvare, where Zél(,u) serves the same purpose as a counterterm in the

renormalisation of the coupling constant or the fermion mass.

The box diagram describing B%-B? mixing is known to contain both IR and UV diver-
gences. The effective theory diagram contains the same IR divergences and dependence
on the light mass scales. At one-loop, the IR sensitive diagrams are those in which there
is a virtual correction to a vertex. As other diagrams are finite, light masses may be
neglected. The IR structure of M is contained in (@), therefore perturbative methods
are meaningful for C!*5=2 but not for (Q). This means that (Q) must be calculated
using non-perturbative methods. The factorisation into short distance coefficients and

long distance operators is known as the Operator Product Expansion (OPE).

The amplitude for the box diagram (at leading order), including all three quark

flavours, may be written as

* * 0
M(O) = Z jb‘/jsvkbvksM](k)<Q>(0)7 (C'4)
j,k=u,c,t
~ m2
where V;; are elements of the CKM matrix and M;g) = —ngm%VS(xj, xy) with z; = p
CKM unitarity gives the relation V; Vs = —V;Vis — V3 Vos. This allows the amplitude
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to be rewritten as (setting x,, = 0)

SE QO (VWi (Sl ) — §(0.2) — 8(2,0) + 5(0.0)

~4r?

+ (ViVes)(S(ze, z) — S(0, 3.) — S(ze,0) + 5(0,0))

+ 2V Vi) (ViVer) (S, w0) = S(0,0) = S(a,0) + 5(0,0)))
G}

 4q2

~MO

(Q)O ((VigVas)2S (1) + (V3 Vea)2S () + 2(VisVis) (Vi Vi) S (1, 7))
(C.5)

where the symmetric functions S are related to the Inami-Lim [31] functions, S, through

S(xj,x) = S(xj, 2) — S(x;,0) — S(0,21) + 5(0,0). (C.6)

The last two terms in equation C.5 may be neglected as x, ~ 1074, S(z.) ~ O(z.)
and S(z.) ~ O(x., x;). This is known as Glashow-Iliopoulos-Maiani (GIM) supression.

Therefore, the leading order Wilson coefficient is matched as
C‘AB|:27(O)<mt7mW) = m%VS({Et) (C7)

The renormalisation scale, p, is present in equation C.7 as there is an implicit dependence
on the renormalisation scale in m; = m;(u), even though there is no explicit dependence.
As long as p ~ O(mw,m;), there are no large differences in scales in the Wilson
coefficients and therefore no large logarithms to spoil convergence. At next-to-leading
order (NLO), logarithms of the form In (ﬁ) are present in CABI=2() " The large

logarithm In (::—;/) present in M) is split between the Wilson coefficient and the matrix

element operator through

In (7;”—:’) ~In (mLW) +1n (%) . (C.8)

The scale at which equation C.3 is evaluated is known as the matching scale. Clearly,
the scale has to be the same for both the Wilson coefficients and the matrix element

operators. Therefore, a common choice is to use the renormalisation group (RG) equation

|AB\:2(

to relate C'2BI1=2(m,, my, pew) to C myg, mw, ip) such that the large logarithms,

ol In <“;‘;V> are summed to all orders in perturbation theory. This RG improvement
then promotes the LO result to a leading log (LL) result. As a consequence that physical

quantities should not depend on the renormalisation scale, the following relation must
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hold

dnC  dInQ
dlnpg  dlnpg’

(C.9)

Renormalisation group evolution leads to the relation between the Wilson coefficients at

the two scales, s and py, of

71

B

C'AB|:2’(O)(mt,mw,ub) = (M) ' ClAB|Z2’(O)(mt,mw,Mtw), (C.10)
O‘S(/“?)

where v; = 4 is first term of the expansion of the anomalous dimension, vq, corresponding

to @, defined by

_dnQ

and By = 2(11 — 2N;/3) is the first term in the expansion of the QCD beta function,
defined by

1 dog

_ 2 3 4
o dln,u - 50045 + 61055 + O(as)' (Cl2)

8=

Equation C.10 is usually written to separate the scales! as
CIAB=2O) (my, muy, ) = npbs () C'*P=2 O (my, myyr, ), (C.13)

where ng and bg(j) can be evaluated in the context of naive dimensional regularisation

in the MS scheme as 0.55 and 1.5, respectively [23]. Equation C.2 then becomes
G2
HIABIZ2 = i (Vi Vio) P (0o (1) Qi) + (C.14)

The hadronic matrix element is usually parametrised as

~

0 50 _2 > o Bao
(BIQUa)IBY = My iy s (C15)

where B o is a bag factor and fpo is the decay constant of the BY meson. This parametri-

sation is chosen to not only make the scale cancellation explicit, but also to ensure

IThis is possible to all orders in a.
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B A
oy (igb) is close to unity. The factor fpoy/Bpo is obtained from lattice gauge theory to be

270 £ 45 MeV [23].

Putting everything together results in

(BYHAP=BY) G : m\
Mz = 2Mpy :127I:QUBMBQBBQfJ_%gm%VS m—%tv (V; V)2 (C.16)
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Appendix D.

Theory of the Eg—> ¢ 1,01, Amplitude

The methods of factorisation have been introduced in Appendix C in order to compute the
SM box diagram contributing to BY%-BY mixing. The same framework can be used to make
predictions of the SM contributions to the B?— ¢¢ physics parameters from penguin
diagrams. Note that factorisation can refer to the separation of scales in the operator
product expansion and also to the factorisation of hadronic matrix elements, known as
QCD factorisation (QCDF). In analogy with equation C.2, the effective Hamiltonian
describing the B? — ¢¢ decay can be written as

G
HeI = 7; >N Y CiQithe, (D.1)
10

p=u,c 1=3,...,

where C; are the Wilson coefficients!, elements of the CKM matrix, V},;, enter through
Ap = VbV

e Gr is the Fermi constant and the operators, (); are given by [22]

Q3 = (Sb)v_a(5s)v_a, Qs = (5ibj)v_a(5;8;)v_a,

Q5 = (8b)v_a(55)v+a, Qs = (85:b;)v_a(5;8i)v+a,

Q7 = (Eb)V—ASGS(ES)v+A, Qs = (§ibj)V—A§€s(SgSz)v+A,

Qg = (Eb)VAges(Es)VA, Q1o = (gibj)VAges(ngi)VAa (D.2)

where 7, j are colour indices, es represents the strange quark charge, and (pq)y_a =
Pvu(1 £ 7v5)q for quark fields, p and ¢, and Dirac matrices, v, and 5. Note that other

contributions to the effective Hamiltonian are present for different final states of B decays.

!The numbering scheme of the Wilson coefficients and operators is chosen to be consistent with the
numbering scheme of the general B decay effective Hamiltonian in the literature.
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The operators @3, 04, @5 and Qg correspond to gluonic penguins diagrams, while the
operators Q7, s, Q9 and Q19 correspond to the electroweak penguin diagrams [25],
which take the form shown in Figure 1.6. To calculate amplitudes for the BY — ¢r¢;
decay from the Hamiltonian, the operators in equation D.2 can be computed from
QCD factorisation [36]. This involves splitting the operator in to two parts (¢1|.J,|B2)
and (¢o|J#|0), where J, = 5y,(1 — v5)b and J* = 5y*s, and ¢, refers to the ¢ meson
containing the spectator quark from the B? decay. The matrix element (¢;].J,|BY) can
be written in terms of form factors (ng_)(b, 117’1]52_”ZS and FQBQ_’QS) defined through [22]

B,

5 £1 -
; 2qqu + (mpo +my) F1(q%) (51 - 1(129(1”)

2 2
E1 - m o m
~ By —11— (<pBg +por ) — Bq—¢q> 7 (D.3)

mpg + Mg

(¢1]57"75b| BYY = 2myFo(q?)

where () denotes the polarisation of the ¢y meson, pgo and pyi2) denotes the 4-
momenta of the B? and ¢1(2) mesons, respectively, mpo and mg are the masses of the
B? and ¢ mesons, and q = PBo — Pg1 1s the momentum transfer. The matrix element
(9| J*|0) can be written in terms of the decay constant (f;) defined through

<¢2|§’YMS|O> = —if¢m¢€gu. (D4)
This allows the factorised matrix element to be written as
=0 0
(GLLl(b)v_a(5)v|BY) = imb Fy" % (m2) f,, (D.5)

where the assumption that the ¢ meson is much lighter than the B? meson is used. The
complete BY — ¢r¢; amplitude, A(B°— ¢r¢;) takes the form [22]

A(BY— ¢ror) = (brou|H7T|BY) = IZA (é1c]T5| BY), (D.6)

p=u,c

where

7; :(ag + Cli + a5)(§b)v,,4 &® (58){/

5@+ ay + ) (D)4 ® (55)y- (D.7)

In equation D.7, the ® symbol indicates that the operator is calculated in factorised

form. Bartsch et al. [22] have shown that the coefficients for the BY — ¢1¢; amplitudes

180



can be evaluated as

ag = Cs + % (1 + CZ:S Vy + Oi\zas H¢¢) : (D.8)
ab = Cy+ % (1 + CZ:S Vj+ C’;\zas H¢¢,) + SWF—]O\;ngQ, (D.9)
as = Cs + % (1 + OZ:S (V) + OFT?S(—H;QS)) : (D.10)
ab = C;7 + % (1 + Cj: (=V)) + CFT?(—H@)) + OEE—WWPg;fW, (D.11)
ay = Co + ?\}0 (1 + Cj: V, + C?J_CO‘S H¢¢> + O‘QE—WWPg;fW, (D.12)
afy = Cio + % (1 + Cj:s v, C"X;c = H¢¢,> + ;WL]V\ZP;’;;EW, (D.13)

where a, and agy are the coupling constants of the QCD and EW interactions, respec-
tively, and Cr = 4/3 is the colour factor from QCD for 3 colours (/V.). The coupling
constants and Wilson coefficients are renormalised to scale, . Note that scalar penguin
corrections to equations D.8 to D.13 are ignored for simplicity. The hadronic quantities,
Vdgl), Hg(;, P, ng’QEW, ¢ and prw, in equations D.8 to D.13 correspond to

° Vdf/): Gluonic vertex corrections between the quarks in the ¢; meson and the external

quark lines except for the spectator s-quark.

° Hé);)): Gluonic corrections between the spectator quark and the quarks of the ¢,

meson, known as hard spectator scattering.

° Pj; .. Gluonic penguin corrections to the effective vertex of twist n, where the twist

is the difference between the dimension of the operator and the spin.
° Pg’f W. Electroweak penguin corrections to the effective vertex of twist n.

Equation D.6 then evaluates to

= G 0 1
.A(B(S)—> ¢L¢L) = 2@72>\pszgFfs—>¢(m¢)f¢ (CL3 + CLZ + a5 — 5(0}7) + a9 + CLIfO))
=Gy (D.14)

V2
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The decay time-dependent CP asymmetry is defined in analogy with equation 1.48 as

['(BY = ¢rér) — D(BY = ¢roL)
T(BY = ¢r61) + (B = dréL)

= Sy sin(Amst), (D.15)

where Amg is the BY oscillation frequency and no direct CP violation is assumed. The

coefficient, Sy, is given by

_ 239
where
¢ = My, A(BY— ér¢r) (D7)

N | M| A(B?— ¢ror)’

with Mj, denoting the B%-BY mixing amplitude. In terms of the coefficients of the
B%— ¢1¢r amplitude in equation D.14, the CP violation parameter S, is given by [22]

a¢ — a¥
Sy = 2NN ( p > : (D.18)
where A\ and 7 are parameters of the CKM matrix in the Wolfenstein parametrisation.
The value of |a® — a"| can be computed in QCDF as the leading contributions from
diagrams in which the spectator 3-quark annihilates cancel®>. Bartsch et al. therefore
evaluate this as |a® — a“| = 0.0570 0%, where the largest contributions to the uncertainty

arise from the renormalisation scale and charm quark mass.

As has been explained in Section 1.4.2.1, annihilation contributions play a significant
role in the determination of |a¢|, which is then found from measurements of the B — ¢ ¢,

branching ratio, and can be evaluated as

B(B = ¢ror)\"? (1.53 ps\ '/
[ =0.1 ’ : — 1
|a’] = 0.177 GeV < 15106 - ) (D.19)
where 7po is the B? lifetime. The SM upper limit can then be written as
- BB ¢r6.)\
< 2)\? o — au] < \? s D.2
Se <2071 @ S T : (D.20)

2Such penguin annihilation diagrams are difficult to calculate numerically in the framework of QCDF.
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where the value of S, is found to be positive in the SM. Bartsch et al. therefore
evaluated the upper limit using the QCDF value of B(B? — ¢¢)?°PF = 15.5-1075 [22],
arriving at Sy < 0.020. However, this number can be updated using the value of the
CDF measurement of the branching ratio, B(B? — ¢r¢r )" = (2.32 £0.84) - 107° [27],
in combination with the value of the longitudinal polarisation fraction presented in

Chapter 5, |Ag|* = 0.365 & 0.025, to give an upper limit of S, < 0.016.
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Appendix E.

Comparisons Between Data and Monte

Carlo

To check the agreement between data and simulation the jPlot [51] technique is used to
create background-unfolded distributions for the momentum, pr and 7 of the reconstructed
B? meson in addition to the minimum kaon pr in each event. These are compared to
the corresponding distributions from simulation in Figs E.1 - E.5 for the multi-variate

selection used in the decay time-dependent analysis of the B?— ¢¢ decay.
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