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Abstract

The identity of dark matter remains one of the big open questions in par-
ticle physics; while much is known about its distribution throughout the Uni-
verse, very little is understood about its particle nature. In particular, a small but
non-zero coupling to the Standard Model (SM) sector has not yet been ruled out.
WIMP-type dark matter (DM), with weak-scale mass and couplings, may there-
fore be produced in proton collisions with the Large Hadron Collider (LHC), and
detected by the ATLAS experiment.

Several collider searches are presented, which utilise the mono-X+Emiss
T topol-

ogy, wherein DM (the presence of which is inferred through the observation of
missing transverse energy) is produced in association with some object X . The
mono-jet process has the largest cross section, however mono-boson analyses, the
focus of this thesis, have other advantages. The mono-Z(`+`−) channel benefits
from the straightforward identification of charged leptons within the detector and
removal of the multi-jet background, while the mono-W/Z(jj) channel is able
to utilise the growing collection of electroweak boson identification techniques
which exploit the two-prong substructure of a large-radius jet.

This thesis describes two ATLAS analyses that seek to constrain both Effec-
tive Field Theory (EFT) models and simplified models of DM. The ATLAS mono-
Z(``) analysis uses 20.3 fb−1 of data produced at

√
s = 8 TeV and selects events

with a leptonically-decayingZ boson produced back-to-back with a large amount
of Emiss

T . A count-and-count method finds that no excess above the SM predic-
tion is observed, and so constraints are calculated for the suppression scale Λ of
the EFTs, and for the quark-DM-mediator coupling of a simplified model with a
scalar mediator exchanged in the t-channel. The ATLAS mono-W/Z(jj) analysis
uses the first 3.2 fb−1 of data produced at

√
s = 13 TeV, and selects events with a

single large-radius jet produced in association with Emiss
T . A profile likelihood fit

of the SM background estimation and data is used to extract a limit on the sig-
nal strength for a vector mediator s-channel simplified model, and converted to
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a limit on the suppression scale Λ for a ZZχχ̄ contact operator.
A reinterpretation of Run I results from ATLAS for three common simplified

models is also presented, including a comparison of the results from the mono-
jet, mono-Z(`+`−) and mono-W/Z(jj) channels. Limits on the model coupling
strengths are discussed. The strongest constraints are obtained with the mono-jet
channel, however the leptonic mono-Z channel is able to remove the large multi-
jet background to attain limits that are weaker by only a factor of a few.

It is essential that the reconstruction of objects within the ATLAS detector,
along with their energy measurement and calibration, is well understood and
that the performance is optimised. Along with a general discussion of the rele-
vant objects in the detector (leptons, jets and Emiss

T ), the in situ measurement of
corrections to the energy scale of hadronically-decaying tau leptons is described.
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Preface

This preface contains a summary for each chapter in this thesis including details
of the resulting publications, and detailing the contributions from collaborators
and supervisors.

• Chapter 1 is a general introduction. Chapters 2 and 3 are a review of the SM
of Particle Physics and the evidence for DM, and of the EFT and simplified
models of DM studied in this thesis. Chapter 4 is a description of the ATLAS
detector and the reconstruction of physics objects.

• Chapter 5 describes work performed by the author in collaboration with
F. Nuti and supervised by Prof. E. Barberio. The chapter includes a short
description of the Tau Energy Scale (TES) as calculated by other members
of the Tau Working Group within ATLAS, to provide context for the work
done by the author. The author contributed to all aspects of the TES in situ
correction derivation as described in the chapter. This work was included
in the published paper of ref. [1].

• Chapter 6 is a description of the ATLAS mono-Z(``) analysis, where the
author was one of several analysers contributing to the work, and is based
on ref. [2] (an ATLAS-internal note) and the published paper ref. [3]. The
author’s contribution was in the simplified model interpretation: prelimi-
nary studies of the t-channel DM model, the generation of signal samples,
the calculation of coupling constraints, the extension of the parameter space
and developing the presentation of the results. The author also contributed
to the development of the event selection software. Other analysis details
are provided to give a full overview of the analysis.

• Chapter 7 describes the reinterpretation of Run I ATLAS mono-X constraints
in a simplified model context, and presents constraints on three models ob-
tained with three alternative channels. The work was published in ref. [4],
on which this chapter is heavily based. The author of this thesis was the lead
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author of that work, and developed the main concepts presented, as well as
all the coded software used for signal sample generation, event selection
and calculating constraints. Co-authors M. McDonald, J. Gramling and T.
Jacques developed the mono-jet and mono-W/Z(jj) reinterpretations and
comparison with direct detection and relic density constraints, while the
author was responsible for the mono-Z(``) reinterpretation, and provided
input on all channels. All authors contributed to the writing and editing of
the paper.

• Chapter 8 is a description of the ATLAS mono-W/Z(jj) analysis, where the
author was one of several analysers, and is based on refs. [5, 6]. The author
contributed to the early testing and development of the analysis and the
software framework, preparing SM background samples, and (most signif-
icantly) in the study and development of the 1-lepton control regions. In
addition, the author provided feedback during all stages of the analysis.
Details of the analysis performed by other collaborators are included in the
chapter for context.

• Chapter 9 contains a summary of the thesis and concluding remarks.

Where work described in the thesis has been performed by other people, this
is also acknowledged in each chapter.
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Chapter 1

Introduction

The Standard Model (SM) of Particle Physics describes the known fundamental
particles and the strong, weak and electromagnetic forces that mediate their in-
teractions — the melding of theoretical ideas and experimental measurements
by many physicists over many years has created one of the most comprehensive
high-precision and highly-tested theories in existence. However, despite the dis-
covery of the Higgs boson in 2012 [7, 8], it is also known to be incomplete. In
addition to the missing description of the gravitational force, several important
questions within the field of particle physics remain unanswered. One of the most
significant of these is the existence of dark matter (DM), an unknown material
that permeates our Universe with five times the abundance of well-understood
matter, and which does not exist within the SM theory.

While examining the Coma cluster in 1933, Fritz Zwicky was one of the first to
use the virial theorem to infer the existence of unseen matter, which he referred to
as dunkle Materie [9]. Much evidence exists to indicate the presence of DM and its
gravitational interactions, however it has not yet been observed in any purpose-
built detector, suggesting it may not have any further interactions with the matter
of the SM. Nonetheless, a small but non-zero coupling to SM particles has not yet
been ruled out; interestingly, if such a coupling has a weak scale strength and
the DM mass is in the GeV–TeV range, the resulting DM (known as a Weakly
Interacting Massive Particle (WIMP)) has a calculated relic abundance which ap-
proximately matches that observed in the Universe today — an intriguing hint at
DM’s true nature, perhaps?

Myriad theoretical models of DM exist in the literature, and in an attempt to
constrain as many of them as possible with generic experimental analyses, the
Effective Field Theory (EFT) framework is commonly utilised. Models of this
type include a single WIMP and hide the underlying physics of its interaction
with the SM behind a suppression scale (see refs. [10–13] for some examples).
While this framework is appropriate for low-energy interactions in DM-nucleon
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scattering experiments, its validity has been called into question in the context
of high-energy collider experiments such as those at the Large Hadron Collider
(LHC) at CERN, Switzerland (see ref. [14] and others). As a result, simplified
models, which explicitly include a single mediating particle that couples to the
dark and SM sectors, have emerged as a powerful tool for the interpretation of
collider, direct and indirect detection signals of DM. The increased parameter
space that results from the additional degree of freedom makes it challenging
to scan as wide a range of models as can be done with EFT models. However,
constraints calculated within the context of a simplified model are valid across
a comparatively broader energy range. A benchmark set of simplified models,
with a mediator exchanged in either the s- or t-channels, have been identified by
the experimental DM community for inclusion in collider searches [15].

The ATLAS detector, one of the four main experiments collecting data from
the proton-proton collisions performed at the LHC, is able to search for DM hy-
pothesised to couple to the SM (and quarks in particular), wherein a particle-
antiparticle pair of DM particles may be produced from the collision of a pair of
protons. However, as DM particles are expected to escape the detector without
being observed, an additional object produced in the interaction is required to act
as a probe; missing transverse momentum (denoted Emiss

T ), a result of invisible
particles and conserved momentum in the transverse plane, is the observable at-
tributed to the DM. This topology gives rise to the mono-X + Emiss

T signal, where
X is commonly a quark or gluon (which hadronise to produce a jet as described
later in this thesis), a photon or a W or Z boson. These channels form the basis of
the generic mono-X DM searches at ATLAS and CMS, in the context of both EFT
and, more recently, simplified model frameworks.

To reach the high-precision measurements required for these mono-X anal-
yses, along with the many others which make up the scientific program of the
ATLAS Collaboration, all aspects of the working detector must be well under-
stood, and studies of performance carried out regularly to ensure the detection
and reconstruction of particles is accomplished as effectively and efficiently as
possible. This is particularly important in the context of the the high-energy and
high-rate proton-proton collisions provided by the LHC. Most particles only de-
posit a certain percentage of their energy in the detector, and so an important step
is calibration of the measured energy so that the true energy is recovered. Partic-
ipation in such studies is required by all members of the ATLAS Collaboration.

Of course, not all analyses with ATLAS data are necessarily performed within
the Collaboration, and model-independent limits are commonly released with
mono-X results. These limits can then be reinterpreted by theorists (see refs. [16–
44] for some of the available examples) with the DM model of their choice, to
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further constrain the enormous parameter space available within the plethora of
DM models.

This thesis describes a set of simplified models and constraints on their cou-
plings to the SM obtained with the mono-boson search channels. Within the AT-
LAS Collaborations, the author was the first to include a t-channel simplified
model in an exotics mono-X analysis, was at the forefront of the push for both s-
and t-channel models to be a standard inclusion in addition to EFT models, and
advocated for Run I EFT results to be recast as simplified model constraints. The
author helped publish several documents promoting and describing simplified
models for the ATLAS and CMS Collaborations [15, 45, 46], which includes a re-
port proposing the benchmark set of simplified models since included in Run II
studies.

This thesis begins with a general introduction to the relevant particles and
forces of the SM, and a summary of the astrophysical evidence for DM, in chap-
ter 2. Chapter 3 provides an overview of the EFT and simplified models of DM
studied in the thesis. Chapter 4 introduces the ATLAS detector and the recon-
struction of detected particles and their energies, while chapter 5 provides detail
on the calibration of hadronically-decaying taus and an in situ correction to the
resulting Tau Energy Scale. The Run I ATLAS mono-Z(→ `+`−) analysis is de-
scribed in chapter 6, while an external reinterpretation of a collection of Run I
ATLAS mono-X analyses in the simplified model framework is the subject of
chapter 7. Chapter 8 describes one of the first public ATLAS mono-X analyses of
Run II, using hadronically-decayingW and Z bosons, and the thesis is concluded
in chapter 9.
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Chapter 2

The Standard Model and evidence
for dark matter

The Standard Model (SM) of Particle Physics is one of the most robust and rig-
orously tested theories in physics. However, despite its success in describing the
most fundamental particles and forces that we understand, we know that as a
fully comprehensive description of all phenomena in our Universe, it remains in-
complete. One significant gap is an explanation of dark matter (DM); although
there is an abundance of astrophysical evidence for DM, the SM provides no suit-
able candidate.

This chapter shall proceed as follows. Section 2.1 will briefly describe the
particles and forces of the SM, and comment on the not-yet understood aspects
of particle physics that are missing. Section 2.2 will describe the evidence for
DM, introduce the Weakly Interacting Massive Particle (WIMP) model of DM
and discuss the various methods employed in attempts to uncover its nature.

2.1 The Standard Model

The SM is a gauge theory and can be expressed as a combination of its symmetry
groups: SU(3)c×SU(2)L×U(1)Y . SU(3)c is the gauge group of quantum chromo-
dynamics (QCD), the theory of the strong interactions, and has eight generators
leading to the eight massless gluons descibed below. SU(2)L × U(1)Y is the elec-
troweak (EW) sector, which unifies the weak and electromagnetic (EM) forces,
and has four generators leading to the bosons W±, Z and γ. However, spon-
taneous electroweak symmetry breaking (EWSB) is needed to give mass to the
(previously massless) W and Z bosons without violating local gauge invariance.

The forces can be described by bosons coupling to charges that must be con-
served in an interaction, these are the colour charge (of strong interactions), the
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Figure 2.1: The fermions and bosons that make up the Standard Model of Particle
Physics. Taken from ref. [47].

electric charge Q (of EM interactions), and the third component of weak isospin1

I3 (of weak interactions). The EW unification leads to an additional quantum
number which is always conserved, known as weak hypercharge and defined by

YW = 2(Q− I3) . (2.1)

The particles of the SM are often described by three of their quantum numbers,
the number of colour states under QCD, whether it transforms as a doublet or
singlet under SU(2), and the weak hypercharge.

2.1.1 Particles and Forces

The particles of the SM are considered to be either fermions (matter particles) or
bosons (the carriers of force that mediate the interactions between them), and are
listed in fig. 2.1, which shows their mass, spin and electric and colour charges. A
very brief overview is provided below; all quoted masses are taken from ref. [48].
Note that unless otherwise stated, each particle has its own distinct antiparticle

1Weak isospin is the gauge symmetry of the weak interaction which connects quark and lepton
doublets of left-handed particles in all generations.
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under charge conjugation (changing the sign of all quantum numbers such as
electric charge, lepton and baryon numbers).

Fermions

The fermions, displayed on the left-hand side of fig. 2.1, all have spin-1/2 and are
divided into quarks and leptons. They are further split into three generations
with similar properties but of increasing mass.

The quarks are classified as being up-type (with electric charge of +2/3) or
down-type (with charge of -1/3). They all carry colour charge, so are considered
‘red’, ‘green’ or ‘blue’. The three up-type quarks are called up, charm and top,
with masses of 2.3+0.7

−0.5 MeV, 1.275± 0.025 GeV and 173.21± 0.51(stat)± 0.71(syst)
GeV respectively. The three down-type quarks are called down, strange and bottom,
and have masses 4.8+0.5

−0.3 MeV, 95 ± 5 MeV and 4.18 ± 0.03 GeV respectively. The
left-handed quarks2 are grouped as doublets of up- and down-type with I3 equal
to ±1

2
respectively; the right-handed quarks remain as singlets with zero I3. The

first-generation quarks and their quantum numbers are therefore

QL =

(
u

d′

)

L

∼ (3, 2,
1

3
) , uR ∼ (3, 1,

4

3
) , dR ∼ (3, 1,−2

3
) (2.2)

The second- and third-generation quarks have identical forms. Note that the
down-type quarks in this representation are weak eigenstates rather than mass
eigenstates, where the Cabibbo-Kobayashi-Maskawa (CKM) matrix parametrizes
the rotation. Due to the confining nature of QCD interactions, quarks exist only
in colour-singlet hadrons, as either a colour-anticolour pair (a meson) or as a
red+blue+green quark triplet (a baryon).

The leptons are classified as either electrically charged or neutral. The charged
leptons are the electron (e), the muon (µ), and the tau (τ ), and have masses of
0.510998928 ± 0.000000011 MeV, 105.6583715 ± 0.0000035 MeV, and 1776.82 ±
0.16 MeV respectively. They have an electric charge of -1, and a corresponding
anti-particle with positive charge. The neutral leptons are the neutrinos and there
exists one corresponding to each charged lepton, known as the electron neutrino
(νe), muon neutrino (νµ) and tau neutrino (ντ ). In the SM the neutrinos are mass-
less, however the observation of neutrino oscillations indicates that at least two
do have mass, and so upper bounds on the mass are generally given instead. It is
not yet clear whether neutrinos have distinct antiparticles.

The left-handed leptons are grouped as doublets of a neutrino and a charged

2The spinor representation ψ of a fermion can be decomposed into left- and right-handed
components according to ψ = ψL + ψR = PLψ + PRψ, where PL/R = 1

2 (1 ∓ γ5) are the chirality
projection operators and 1 is the 4× 4 unitary matrix.

7



Chapter 2 The Standard Model and evidence for dark matter

lepton, with I3 = ±1/2 respectively. Right-handed charged leptons have I3 = 0;
right-handed neutrinos do not exist in the SM. The first-generation leptons and
their quantum numbers are written below, the heavier generations take the same
form.

EL =

(
νe
e

)

L

∼ (1, 2,−1) , eR ∼ (1, 1,−2) (2.3)

The ‘normal’ matter that we are familiar with (protons, neutrons and elec-
trons) is constituted from the first generation of quarks and leptons, as the later,
heavier generations will always decay to the lighter generations. Notably, the tau
lepton is heavy enough to decay not just to lighter leptons, but also to hadrons.

Bosons

The bosons of the SM carry the known forces, and are all of integer spin; they are
displayed on the right-hand side of fig. 2.1.

The photon γ is the mediator of the EM force, and couples to the fermions
with non-zero electric charge, but carries no charge itself. It is spin-1, massless,
and is its own antiparticle.

The W± and Z0 bosons mediate the weak force and couple to all fermions,
they are also spin-1 bosons. W+ and W− are a particle-antiparticle pair with elec-
tric charge ±1, and I3 = ±1, respectively. As a result, they can change fermion
flavour (and generation, though this is relatively suppressed) through their ab-
sorption or emission. TheW -boson mass is 80.385± 0.015 GeV. The Z0 has a mass
of 91.1876± 0.0021 GeV, and is its own antiparticle, carries no electric charge, and
has I3 = 0; it therefore couples via the weak force to all fermions (including the
neutrinos) without altering their value of I3.

The gluon is the mediator of the strong force and couples to fermions carrying
colour charge. It also carries a c− c̄ ′ charge (such as red-antigreen; there are eight
such combinations), and thus can interact with itself through three-gluon and
four-gluon vertices. The strong force is restricted to very short short-distance
scales. The gluon is massless, spin-1, and electrically neutral.

The Higgs boson is the most recently discovered boson (announced by the
ATLAS and CMS Collaborations in 2012) and is the first observed scalar (spin-0)
boson. It is the boson of the Brout-Englert-Higgs mechanism, and transmits mass
to the weak bosons via spontaneous EWSB. The fermion masses are generated
by Yukawa couplings to the Higgs field. The Higgs boson carries no electric or
colour charge, and has a mass of 125.7 ± 0.4 GeV.
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Chapter 2 The Standard Model and evidence for dark matter

2.1.2 Phenomena unexplained by the Standard Model

As extensive and comprehensive as the SM has proved itself to be, it does not yet
explain all observed phenomena of the world around us. Some (but not all) of
the most significant gaps are listed below.

• The confirmed observation of neutrino oscillations, in which neutrinos known
to be of one flavour (say, a νµ) are later measured to be of a different flavour
(say, a ντ ), indicates that neutrino flavours are a superposition of mass eigen-
states, which become out of phase as they propagate [49]. These eigenstates
are related through the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix
(analogous to the CKM matrix for quarks), and imply that at least two of the
three known neutrinos must be massive. This is in stark contradiction to the
SM, in which all neutrinos are massless.

• Inflation is expected to have erased any pre-existing matter-antimatter asym-
metry, but today we observe an abundance of matter and almost no anti-
matter in our Universe. For this to have arisen, CP (charge-parity) violation
is required to a degree that cannot be explained by the SM.

• While general relativity provides a unified description of gravity as a ge-
ometric property of spacetime, there is no quantum theory of gravity, and
it is not yet known how to unify gravity with the three other fundamental
forces into a single framework. Additionally, the question of why grav-
ity is O(1032) times weaker than the weak force is unexplained by the SM.
This is sometimes known as the hierarchy problem in particle physics, and
can also be formulated as our lack of understanding for why the important
scales of particle physics, namely the EW scale (∼246 GeV), the scale where
the weak and strong forces become equally strong (∼1016 GeV), and where
gravity joins them (∼1019 GeV, also known as the Planck scale), span such
an enormous range.

• Finally, the SM does not provide an adequate explanation for the bulk of
matter that makes up our Universe, known as dark matter (DM). The only
viable candidate, the neutrino, as an electrically neutral, weakly-interacting
and massive particle, has been shown to provide only a small fraction of
what is required by our current understanding of the distribution of DM
in the Universe.3 Baryonic matter, that described by the SM, is dominated
by the mysterious DM, which is approximately five times more abundant.

3Additionally, SM neutrinos would be hot DM (moving at relativistic speeds), which we know
to be inconsistent with cosmological observations which suggest that DM is cold.
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Moreover, the energy-density of the Universe is dominated by dark energy
(∼70%), which is also completely unexplained by the SM.

It is clear that the SM, while an extremely comprehensive and well-described
theory of the known particles and forces, does not fully describe our Universe,
and so there is on-going work in many areas. The open question that is studied
in later chapters is that of the nature of DM, and what we can discover or rule out
of its properties through the use of high-energy collider physics.

First, however, we describe in the next section some of the experimental evi-
dence for DM.

2.2 Evidence for Dark Matter

This section outlines some of the more compelling pieces of astrophysical ev-
idence for the existence of DM, discusses the favoured possibility of a weakly
interacting massive particle, and provides short summaries of the three main ex-
perimental methods we use to search for a DM candidate.

2.2.1 Astrophysical evidence for dark matter

Galaxy rotation curves The angular velocity of material orbiting a galaxy can be
predicted by the amount of mass contained within. If the galaxy consists just of
baryonic matter (that is, the visible stars and gas), the brightness of that galaxy
would indicate its total mass, and therefore the angular velocity of an orbiting star
could be predicted. However, the observed velocities for objects more than a few
kpc4 from the galactic centre are usually much greater than those predicted from
just the visible, luminous matter, indicating the presence of an enormous halo
of invisible, or ‘dark’, matter. An example of this is displayed in fig. 2.2 for the
galaxy NGC 6503, showing the circular velocities of observed stars as a function
of radius from the galactic centre; the contributions from the disk and gas are
shown in dashed and dotted lines respectively, but an additional contribution
from a DM halo, shown as the dot-dashed line, is required to match the observed
data.

Gravitational lensing The presence of DM and its distribution in the Uni-
verse can be inferred by its effect on gravitational lensing, the observed bending
of light from distant galaxies or clusters by mass which serves to distort the im-
ages of those sources. In particular, we can observe lensing effects where no bary-
onic matter is present, or stronger lensing than the visible matter would predict,

4One kpc is equal to 3.086× 1019 metres.
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Fig. 1. Galactic rotation curve for NGC 6503 showing disk and gas contribution plus

the dark matter halo contribution needed to match the data.

to much larger distances than could be probed by rotation curves: the DM is seen
in galaxies out to 200 kpc from the centers of galaxies, in agreement with N-body
simulations. On even larger Mpc scales, there is evidence for DM in filaments (the
cosmic web).

2.3 Hot Gas in Clusters

Another piece of gravitational evidence for dark matter is the hot gas in clusters.
Figure 3 illustrates the Coma Cluster. The left panel is in the optical, while
the right panel is emission in the x-ray (observed by ROSAT)(Briel & Henry
1997). [Note that these two images are not on the same scale.] The X-ray image
indicates the presence of hot gas. The existence of this gas in the cluster can only
be explained by a large dark matter component that provides the potential well

Figure 2.2: The rotational velocities of stars in galaxy NGC 6503, indicating the
presence of a large DM halo. Taken from ref. [50].

leading us to conclude there must be present an additional amount of massive,
invisible matter. Examples are displayed in fig. 2.3, showing the distorted im-
ages of far-away galaxies lensed by the Abell 2218 galaxy cluster (a), and the
almost complete Einstein Ring formed by a distant blue galaxy strongly lensed
by a closer galaxy LRD 3-757, a result of their alignment with respect to Earth (b).
DM distributions can be partially mapped by studying their gravitational lensing
effects; as a result of these efforts, DM is believed to extend out to 200 kpc from
galaxy centres, considerably further than can be observed with rotation curves.

The Bullet Cluster The galaxy cluster 1E 0657-56, also known as the Bullet
Cluster, was formed following the collision of two large galaxy clusters, and is
shown in fig. 2.4. This image, from the Chandra X-ray observatory, shows the
stellar matter in white/orange and the hot gas (which makes up the bulk of bary-
onic matter in the cluster) in pink; the overall mass distribution, obtained through
analysis of gravitational lensing, is shown in blue. The centres of mass of the
colliding galaxy clusters are clearly offset from the baryonic matter, indicating
a large amount of invisible matter is present that is separate from the stellar or
gaseous components. From this, the DM distributions are inferred.

The baryonic matter of the clusters was able to interact during the collision
and slowed down as a result. On the other hand, the DM distributions are still
reasonably spherical and appear to have passed right through each other, sug-
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(a) (b)

Figure 2.3: (a) The galaxy cluster Abell 2218 acting as a gravitational lens for
more distant galaxies, distorting and multiply-imaging them, as photographed
by the Hubble Space Telescope in 1999. Image credit: NASA/ESA. (b) Luminous
red galaxy LRD 3-757 strongly lensing a distant blue galaxy to create an almost
complete Einstein Ring, as observed by the Hubble Space Telescope’s Wide Field
Camera 3. Image credit: ESA/Hubble.

gesting the DM doesn’t interact significantly with either itself or baryonic matter,
other than gravitationally. This is in contrast to what is predicted by theories of
modified gravity that have been proposed as an alternative to DM, in which the
apparent additional ‘mass’ in the galaxies would interact, rather than pass unim-
peded. Observations of the Bullet Cluster are therefore considered as evidence
not just the presence of DM, but of its particle nature.

Structure formation Large-scale simulations of gravitationally-interacting sys-
tems, known as N -body simulations, can be used to study the possible processes
by which formation of structures occured in the Universe. These simulations tend
to see agreement with observations only when DM is included in the modeling,
providing further evidence for DM. In addition, whether or not the DM was rel-
ativistic at the time of structure formation (the point where the energy density of
matter overtook that of radiation) greatly affects the way in which the formation
proceeds in the simulation, as either a ‘top-down’ or ‘bottom-up’ process. The
best agreement between simulation and observation of large-scale structures is
obtained with non-relativistic DM (referred to as Cold Dark Matter (CDM)). This
model, coupled with the assumption that the energy-density of our Universe is
dominated by dark energy in the form of a cosmological constant Λ, gives the
standard model of cosmology, known as the ΛCDM model.

Cosmic Microwave Background While previous examples demonstrate con-
vincing evidence for the existence of DM, we need to look to the Cosmic Mi-
crowave Background (CMB) for precision information about its relative abun-
dance. The CMB is thermal radiation from the early Universe, produced approx-
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Figure 2.4: A composite image of the Bullet Cluster, from the Chandra X-
ray observatory, showing the Hubble optical observation of the galaxies in
white/orange, the X-ray observation of the hot gas in pink, and the dark mat-
ter distribution in blue as inferred by gravitational lens mapping. Image credit:
NASA/CXC/SAO.

imately 380,000 years after the Big Bang, when electrons and protons combined
to form hydrogen atoms and the Universe became electrically neutral (known as
recombination). The photons were then able to propagate freely, carrying informa-
tion about the state of matter at that time. The CMB, shown in fig. 2.7 as measured
by the Planck collaboration in 2013, displays the spectrum of a black body with a
temperature of ∼2.7255K, with deviations from local isotropy at a level of 10−4K
and globally at 10−5K, matching the prediction of a thermal distribution result-
ing from quantum fluctuations before the period of inflation. The temperature
fluctuations can be parameterised in terms of spherical harmonics,

δT

T
(θ, φ) =

+∞∑

`=2

∑̀

m=−`
a`mY`m(θφ) (2.4)

where Y`m are the spherical harmonics for multipole moments `. The power spec-
trum is written as a function of the complex harmonic coefficients [51]:

C` =
1

2`+ 1

∑̀

m=−`
〈|a`m|2〉 . (2.5)

The theory of inflation says that the fluctuations in temperature are Gaussian,
meaning that the coefficients also have Gaussian distributions with a mean of
zero and a variance given by C`. In this case, the power spectrum fully charac-
terises the statistics of the CMB. A more meaningful quantity is the total power
in multipole `, given by `(` + 1)C`/2π; this leads to the power spectrum plotted
in fig. 2.6, showing the temperature fluctuations at different angular scales, with
large scales on the left of the spectrum and small scales on the right. A cosmo-
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Figure 2.5: The anisotropies of the CMB, measured by the Planck satellite. Tem-
perature variations from -300µK (blue) to 300µK (red) are shown. Taken from
ref. [54].

logical theory (the ΛCDM model) incorporating both baryonic and dark matter,
dark energy and the curvature of the Universe, can be fitted to the data to extract
six parameters of that theory, including information about the DM density. That
density, as quoted in ref. [52], is measured to be

ΩDMh
2 = 0.1196± 0.0031 (2.6)

at 68% confidence level (where h is the dimensionless Hubble parameter, h =

H0/100km−1 s Mpc). This is consistent within uncertainties with the value pre-
viously measured by WMAP, of ΩDMh

2 = 0.1120 ± 0.0056 [53]. Following this
measurement, the current best estimates for contributions to the energy-density
of the Universe are 68.3% dark energy, 26.7% DM and only 4.9% baryonic matter.

2.2.2 Relic density calculations

We pause here to mention relic density, and relate this to the observed abundance
of DM in the Universe. We start with the assumption that DM and SM parti-
cles can interact according to χ

(—)
χ ↔ ff̄ (where χ here represents the DM particle

and f represents a SM fermion) with some interaction strength, and proceed as
follows. In the early Universe, DM particles were in thermal equilibrium, that
is, pair-annihilation of DM particles was balanced by pair-production processes
from the ambient energy of the system, meaning that the DM abundance was ap-
proximately constant. As the Universe expanded and cooled, the thermal bath
became unable to replace the annihilating DM particles. The strength of the in-
teraction then determines how much further annihilation occured before the par-
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Figure 2.6: The power spectrum of the CMB, showing data measured by the
Planck experiment (red) and the best-fit cosmological model (green), from which
parameters including the DM density can be extracted. Taken from ref. [52, 54].

ticles could no longer interact, at which point the amount of DM was fixed. This
remaining amount is known as the relic density or relic abundance, and the de-
coupling process is called freeze-out. Weaker interactions imply the freeze-out
occured earlier, leading to a larger relic abundance. In the ΛCDM model of cos-
mology, the decoupling occured when DM was non-relativistic.

The relic density of some particle χ is given by [55]

Ωχh
2
0 '

1.07× 109GeV−1

MPl
· mχ

TF
√
g∗F
· 1

a+ 3bTF/mχ

, (2.7)

where h0 is the dimensionless Hubble parameter, MPl is the Planck mass, TF is
the freeze-out temperature, g∗F is the number of relativistic degrees of freedom at
freeze-out, and a and b are the first coefficients of the expansion in powers of v2

of 〈σv〉, the thermal average of annihilation cross section times particle velocity:

〈σv〉 = a+ b〈v2〉+O(〈v4〉) . (2.8)

It was demonstrated in ref. [56] that in the case of self-annihilating Majorana
fermion DM with a mass >10 GeV, the density can be approximately fit with the
function

Ωχh
2
0 =

2.0 + 0.3 log10(1027〈σν〉)
1027〈σν〉 , (2.9)

leading to the following requirement for any model with Majorana fermion DM
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that is desired to produce the correct relic abundance, and taking ΩDMh
2 ∼ 0.11:

〈σν〉 ' 2.2× 10−26cm3s−1 . (2.10)

For Dirac fermion DM, half the relic abundance of χ is replaced by χ̄, and so 〈σν〉
is doubled. Note that for masses below 10 GeV there is a strong dependence of
〈σν〉 on mass, reaching a maximum (in the Majorana case) of 5.2 × 10−26 cm3s−1.

This approximation becomes particularly significant in the next section, where
we discuss one of the more popular types of DM particle.

2.3 The Weakly Interacting Massive Particle

In general, a candidate for DM should satisfy:

• stability on cosomological time scales (to ensure it hasn’t decayed away by
the present day),

• mass and abundance parameters (to give the observed relic density, see
sec. 2.2.1),

• no EM interactions,

• no strong interactions, and

• weak interactions, if they exist, should be small.

Historically, the neutrino was the only SM candidate, however it is classed
as hot dark matter (it would have been relativistic during structure formation),
and has been shown to be able to contribute only a very small amount to the
observed relic density. A more interesting candidate is a sterile neutrino, such
as the right-handed neutrino, that has some small mixing with the SM neutrino,
and has been proposed as a possible explanation for the flux of 3.5 keV X-rays
observed in galaxy clusters (see refs. [57–62] and others). The Search for Hidden
Particles (SHiP) experiment to search for sterile neutrinos of mass <2 GeV with
the Super Proton Synchrotron (SPS) at CERN has recently been approved [63].

The axion, originally proposed as a solution to the strong CP problem, is a
third candidate with a mass restricted to below 0.01 eV (see for e.g. ref. [64] for
a review). This may be detected through its conversion to a photon in a strong
magnetic field; constraints on the axio-photon coupling have been derived with
Axion Dark Matter eXperiment (ADMX), CERN Axion Solar Telescope (CAST)
and other experiments [65–68].
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If we make the assumption that a DM candidate can interact with the SM
through the weak force, several experimental strategies to search for such a can-
didate then open up. A DM particle of this type is known as a Weakly Interacting
Massive Particle (WIMP), and is the candidate of interest to us for the remainder
of this thesis. The assumption of some kind of interaction between the dark and
SM sectors is not completely unfounded; the relative amounts of baryonic matter
and DM are surprisingly similar in our Universe (DM is approximately 5 times
more abundant), which would be very unlikely if the two types of matter were
produced entirely independently, whereas a weak interaction could allow some
kind of common production mechanism.

WIMP candidates tend to have masses around the weak scale (O(GeV) to
O(TeV)), and cross sections at the EW scale. It can be shown that freeze-out for
such a candidate occurs at TF ∼ mχ/20, meaning the WIMP is non-relativisitic
at this time, consistent with the ΛCDM model of cosmology. In addition, the cal-
culated relic density of a WIMP, via eq. 2.9, naturally matches the observed relic
density—a phenomenon referred to as the WIMP miracle. This is considered as
further motivation for allowing DM to interact weakly in our models.

2.3.1 Searching for WIMPs

Popular Beyond the Standard Model (BSM) theories already produce one or more
WIMP-like DM candidates, such as the Lightest Supersymmetric Particle (LSP)
in Supersymmetry (SUSY) (often the neutralino), or the Lightest Kaluza-Klein
Particle (LKP) in models of extra dimensions. These BSM theories are generally
fully-realised and complete, addressing not just the problem of DM but many
of the other open questions in fundamental physics, some of which are listed in
sec. 2.1.2 earlier. They have many new particles and a rich phenomenology, but
also many free parameters, making it unfeasible to comprehensively search all
of the possible available phase space. Nonetheless, searches for SUSY comprise
a significant portion of the BSM searches in the ATLAS and CMS collaborations
(see refs. [69–75] for example).

An alternative to these top-down models is to build instead from the bottom
up, by adding just one or two new particles or interactions to build a minimal
extension to the SM, with the aim of addressing only the DM question. We estab-
lish the generic properties common to a range of minimal models, and attempt to
search for new physics within this structure. Such an approach is not usually in-
tended to stand alone, but instead is considered a toy model; it is anticipated that
a more comprehensive BSM model will include the physics of this toy model,
and that such new physics is able to be studied in isolation from the other phe-
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Figure 2.7: Some models of new physics with a DM candidate. Adapted from T.
Tait, Lepton Photon 2013 [76].

nomenology of the broader model. In such a way, the observations and limits one
can study and obtain with the toy model would be transferrable either directly,
or with minor, easily understood variations, to the more comprehensive model.

Fig. 2.7, adapted from T. Tait, attempts to demonstrate the two opposite ap-
proaches. Minimally-extended models are in the top left corner (an Effective Field
Theory (EFT), to be discussed in chapter 3, adds a single DM particle and a new-
physics scale to the SM), and comprehensive BSM models such as the Minimal
Supersymmetric Simplified Model (MSSM) are in the lower right corner. Toy
models with increasing degrees of complexity are shown in between. Simplified
models, which add a second additional particle to the SM, will be discussed in
much more detail in the next chapter.

Simple interactions between a WIMP and the SM sector can proceed in three
complementary ways, shown in fig. 2.8. Explicitly this figure shows an EFT cou-
pling, however the central interaction can also be interpreted as encompassing all
possible resolved interactions. The three processes are DM annihilation (left to
right), scattering off a SM particle (bottom to top), and DM pair-production (right
to left). These lead to three independent classes of experiments: indirect detec-
tion (looking for SM products of the DM annihilation), direct detection (looking
for the recoil of a nucleus), and collider production (where the presence of dark
matter can be inferred from missing energy). Ideally, constraints from one process
can be translated into constraints on the other two. The three classes of experi-
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Figure 2.8: Three independent classes of experiment that look for the same un-
derlying interaction in three possible processes. Based on ref. [77].

ment are discussed in further detail below.

2.3.2 Experimental approaches

Direct detection

If DM and SM fermions can interact, χf → χf scattering processes are expected
to occur, which we constrain (given some further assumptions) by searching for
small nuclear recoils within a large-volume detector. These interactions are com-
monly treated in the EFT regime (that is, as an effective 4-Fermi interaction),
as the energy transfer involved for WIMP masses at the GeV scale is generally
within an order of magnitude of 10 keV; for the underlying physics to be impor-
tant, it would need to be at a scale smaller than this. Once standard assump-
tions are made about the expected WIMP flux (such as the DM local density,
the circular velocity and the escape velocity [78]), the calculated scattering rate
depends main on just the WIMP mass and the scattering cross section with nu-
cleons. The interactions can be separated into two classes: spin-dependent and
spin-independent. Spin-dependent interactions get their name because the DM
couples to the nucleon spin, J , and so only valence nucleons will contribute to
the scattering. An example is the axial-vector coupling to quarks, which in an
EFT context (described further in chapter 3) is written as

Lint =
1

Λ
(χ̄γ5γ

µχ)(q̄γ5γµq) , (2.11)
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where Λ is the scale at which the EFT breaks down. The differential DM-nucleus
cross section is then

dσ

d|~q|2 =
8G2

F

(2J + 1)v2
S(|~q|,∆q(p),∆q(n)) , (2.12)

where J is nuclear spin, v is the DM velocity, the ∆q(p/n) are experimentally-
determined constants relating to couplings to protons and neutrons, S is a nuclear-
dependent form factor and GF is the Fermi coupling constant. Fig. 2.9(a) shows
an upper limit on the spin-dependent WIMP-proton scattering cross section, as-
suming that WIMPs couple only to protons. An equivalent plot exists for the
WIMP-neutron cross section, but is not shown here.

Since only the valence nucleons are relevant to these interactions, there is no
significant experimental gain from using a heavier target marterial. This is in
contrast to the second class of spin-independent scattering, which can arise from
scalar, vector and tensor EFT operators. We use the scalar interaction as an ex-
ample, where the interaction Lagrangian and differential scattering cross section
are

Lint =
1

Λ
(χ̄χ)(q̄q) , (2.13)

and

dσ

d|~q|2 =
G2
F

v2
CscalF (Er)

2 (2.14)

respectively. F (Er) is a nuclear form factor and Cscal is a constant given by

Cscal =
1

πG2
F

[Zfp + (A− Z)fn]2 . (2.15)

Here Z is the atomic number, A is the mass number and fp/n are the effective
couplings to protons and neutrons. In this case, there are coherent contributions
from all nucleons, giving a clear dependence on nuclear mass. The upper limits
on the spin-independent scattering cross section are shown in fig. 2.9(b), taken
from ref. [79] and adapted from ref. [80]. Interestingly, there have been on-going
claims of a signal in the region mχ < 100 GeV by the DAMA/LIBRA [81], Co-
GeNT [82], CRESST-II [83] and CDMS-II [84] experiments. This is in conflict with
exclusion limits from the XENON100 [85], LUX [86] and SuperCDMS [87] exper-
iments, and is yet to be resolved.
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liquid argon, or the upgrades of the PandaX liquid xenon
experiment [45]: it first aims at a 500 kg detector, followed
by an even larger stage.

The next phase of the XENON program is cur-
rently being installed underground at LNGS (Italy): the
XENON1T detector [46] is a dual-phase TPC with a tar-
get mass of 2.0 t of liquid xenon (dimensions: ⇠1 m height
and diameter, total mass: 3.3 t), instrumented by 248 low
background photomultipliers [47]. The background goal
is <1 event for a 1 t⇥ 2 y exposure and will be achieved by
careful selection of low-background materials, shielding
by a 9.6 m diameter water shield operated as muon veto
as well as by liquid xenon, and by using the charge-to-
light ratio for discrimination. Detector commissioning is
planned for the second half of 2015, the sensitivity goal
of 2 ⇥ 10�47 cm2 for m� ⇠ 50 GeV/c2 can be achieved af-
ter 2 years of operation. All major detector components
of XENON1T are designed such that an upgrade to a to-
tal xenon mass of ⇠7 t is straightforward. This phase,
XENONnT, will increase the sensitivity by almost another
factor of 10.

3.2 Spin-dependent Interactions

If the WIMP couples to the unpaired nuclear spins of the
target nucleus via an axial-vector current, the cross sec-
tion does not simply scale with A2 as for coherent spin-
independent interactions, but depends on a factor �2 =

J/(J+1) (aphS pi+anhS ni)2, see Eq. (6). This factor is non-
zero only for nuclei with an odd number of protons or neu-
trons, and is maximal for 19F (�2 = 0.86), followed by 7Li
(�2 = 0.11), which both have unpaired proton-spins. Some
of the experiments described in Section 3.1 contain iso-
topes which are sensitive to spin-dependent interactions,
even though to a lesser extent than 19F. These are 23Na
and 127I (unpaired protons) as present in DAMA/LIBRA,
29Si and 73Ge (unpaired neutrons) in CDMS, and 129Xe
and 131Xe (unpaired neutrons) in XENON.

The parameter space of spin-dependent WIMP-proton
couplings (assuming that an = 0 in Eq. (6)) is therefore
dominated by experiments using targets which contain
19F, see Figure 3 (top). The tightest constraints on the
cross section come from COUPP [48], a bubble cham-
ber filled with CF3I, as well as SIMPLE [49] and PI-
CASSO [50]. These consist of superheated droplets of
C2CIF5 and C4F10, respectively, embedded in a gel. The
droplets work as “mini” bubble chambers, where incident
radiation causes the formation of bubbles, which are de-
tected acoustically and – in case of COUPP – also opti-
cally. The advantage of this technology is that the detec-
tors can be made almost insensitive to ER background ra-
diation by choosing the right detector parameters (temper-
ature and pressure), while the characteristics of the sound
signal can be used to partially discriminate between NRs
and ↵-particles [51]. In order to keep this forefront po-
sition also in the future, PICASSO and COUPP recently
merged to form the PICO collaboration, aiming towards a
ton-scale bubble chamber, operated with either a CF3I or a
C3F8 target.

Figure 3. Results on spin-dependent WIMP-nucleon scatter-
ing cross sections, presented assuming that WIMPs would cou-
ple only to proton- or to neutron-spins. (Top) The proton-
only case is dominated by results from experiments which em-
ploy a target containing 19F (COUPP [48], SIMPLE [49], PI-
CASSO [50]). The new results from the directional DRIFT de-
tector [52] and from indirect WIMP searches by IceCube [53] are
also shown. (Bottom) The best limit on neutron-only couplings
is from XENON100 [54] using 129Xe and 131Xe as target nuclei.
Figures adapted from [54], see more references there.

An interesting new result comes from the DRIFT-IId
detector. While all projects discussed so far measure only
the energy of an interaction, as well as the particle type and
multiplicity in some cases, DRIFT also detects the direc-
tion of the recoil in a low-pressure gas TPC. This allows
the distinction of WIMP-induced recoils, whose direction
is expected to be correlated with the rotation of the Earth,
from backgrounds. The detector was filled with a gas mix-
ture of CS2:CF4:O2 at a pressure ratio 30:10:1, searching
for spin-dependent WIMP interactions with 19F. No event
was observed in a background-free run observing 33 g of
fluorine gas over 46 d [52].

About 50% of the naturally abundant xenon isotopes
are the neutron-odd 129Xe and 131Xe, which are sensi-
tive targets for spin-dependent neutron-only interactions

(a)
Figure 1. Results on spin-independent (scalar) WIMP-nucleon interactions as derived from direct detection experiments. The results
from DAMA/LIBRA [16, 21] and CDMS-Si [19] (closed contours, see text), which could be interpreted as being induced by interactions
of light-mass WIMP dark matter, are challenged by the exclusion limits (at 90% CL, lines) from many other experiments. The parameter
space is currently dominated by the dual-phase liquid xenon time projection chambers (TPCs) XENON100 [11] and LUX [12]. Some
results discussed in the text are not plotted to increase the readability of the plot.

3 Status direct WIMP Searches

In this Section we present the current status of direct
searches for WIMP dark matter. The discussion is sep-
arated into spin-independent (scalar) and spin-dependent
(axial-vector) interactions. No convincing sign of WIMP
dark matter has been observed so far.

3.1 Spin-independent Interactions

The current situation concerning spin-independent WIMP-
nucleon interactions is summarized in Figure 1. The
most sensitive exclusion limits from 6 GeV/c2 up to
>10 TeV/c2 still come from the liquid xenon experiments
XENON100 [11] and LUX [12]. At lower WIMP masses,
the best limits are new results from SuperCDMS (3.5–
6 GeV/c2) [13] and CRESST-II (below 3.5 GeV/c2) [14].
A few more competitive results from new players in the
field have been added as well and will be discussed be-
low, however, the most striking di↵erence compared to the
status of 2013 [15] is that the number of “anomalies” has
been reduced.

Out of the previously reported four anomalies from
DAMA/LIBRA [16], CoGeNT [17], CRESST-II [18]
and CDMS-Si (silicon detectors of the CDMS-II exper-
iment) [19], which could all be interpreted as possible
hints for the detection of WIMPs with masses around
10 GeV/c2, only DAMA/LIBRA and CDMS-Si remain.

Low-mass region, scintillators and cryogenic detectors

The DAMA/LIBRA experiment running at the Gran Sasso
National Laboratory (LNGS) in Italy searches for a dark
matter-induced annual modulation [20] of the background
rate in a massive high-purity NaI(Tl) scintillator target.
The collaboration observed such a signal over now 14 an-
nual cycles at 9.3� significance, exploiting a cumula-
tive exposure of 1.33 t⇥ y [16]. The measured phase is
is agreement with the expectation of a standard galac-
tic WIMP halo. If this observation is interpreted as be-
ing due to WIMP scatters [21], it leads to two preferred
regions in the spin-independent parameter space, around
10 GeV/c2 and 70 GeV/c2 for interactions with Na or I,
respectively. Even though the NaI-crystals are of unprece-
dented radio-purity, the DAMA/LIBRA background is sig-
nificantly higher compared to other experiments, and there
is no discrimination between ER and NR signals.

The preferred region derived from data taken with
the silicon detectors of the CDMS-II experiment [19],
acquired 2007/8 at the Soudan mine (USA), also cov-
ers low WIMP masses, however, at considerably lower
cross sections compared to DAMA/LIBRA. Three events
were observed in this measurement, with an expectation
of ⇠0.5 background events for the 140 kg⇥d exposure. A
profile likelihood analysis yields only a small probabil-
ity of 0.2% for the background-only hypothesis and ob-
tains the highest likelihood for a 8.6 GeV/c2 WIMP at
�n = 1.9 ⇥ 10�41 cm2. Both hints for a WIMP signal are
in conflict with various other results.

(b)

Figure 2.9: Upper limits on spin-dependent (left) and spin-independent (right)
scattering cross sections of DM and nucleons, from direct detection experiments.
Note the additional limits from the IceCube neutrino detector, based on indirect
detection observations. Taken from ref. [79] (fig. (b) adapted from ref. [80]).

Indirect detection

As described above, indirect detection searches are based on the idea that DM
may be able to annihilate to SM particles, such as photons (gamma-rays), neutri-
nos or positrons (to name but a few). These resultant particles could then be ob-
served, either here on Earth (at the IceCube neutrino detector in Antarctica [88],
Super-Kamiokande [89] in Japan, or the Fermi-LAT gamma-ray observatory in
orbit [90], for example) or in space (perhaps by the Alpha Magnetic Spectrom-
eter (AMS) on the International Space Station [91]). Pair-annihilation would be
more likely where there is a higher density of DM, which occurs when the DM
clump together gravitationally, in the centre of our galaxy, in other galaxy clus-
ters, or even in our own Sun or in the Earth. Observations are enormously com-
plicated by the fact that there are many varied astrophysical backgrounds, some
of which we understand and can model well, but many of which we do not.
However, some signatures are particularly indicative of DM annihilation; one of
these smoking gun signatures is the observation of a mono-energetic line in the
photon spectrum in a certain direction in the sky, expected to arise from the an-
nihilation process χχ̄ → γγ. The non-observation of such predicted signatures
would of course lead to constraints on models of DM, such as those shown in
fig. 2.10, from the Fermi-LAT analysis of 25 dwarf spheroidal galaxies [92], de-
picting upper limits on the WIMP annihilation cross section assuming different
SM final states. A similar logic can also constrain alternative models of unstable
or meta-stable DM, that decay partially or in full to SM final states. Interestingly,
as the DM is expected to accumulate in locations like the Sun through interac-
tions with normal matter within the Sun as it passes through the DM halo, thus
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FIG. 5. Constraints on the dark matter annihilation cross section at 95% CL derived from a

combined analysis of 15 dwarf spheroidal galaxies assuming an NFW dark matter distribution

(solid line). In each panel bands represent the expected sensitivity as calculated by repeating

the combined analysis on 300 randomly-selected sets of blank fields at high Galactic latitudes in

the LAT data. The dashed line shows the median expected sensitivity while the bands represent

the 68% and 95% quantiles. For each set of random locations, nominal J-factors are randomized

in accord with their measurement uncertainties. Thus, the positions and widths of the expected

sensitivity bands reflect the range of statistical fluctuations expected both from the LAT data and

from the stellar kinematics of the dwarf galaxies. The most significant excess in the observed limits

occurs for the bb̄ channel between 10 GeV and 25 GeV with TS = 8.7 (global p-value of p ⇡ 0.08).

36

Figure 2.10: 95% C.L. upper limits on the WIMP annihilation cross section, as-
suming annihilation to different final states. Take. from Fermi-LAT, ref. [92].

losing energy and becoming trapped in the gravitational well, indirect detection
limits can also be converted into limits on the DM-SM scattering cross section.
An example of such limits from the IceCube neutrino detector are also included
in fig. 2.9(a). A few intriguing hints have been observed in recent years, such as
the excess in γ-rays at 1–10 GeV energies coming from the galactic centre and ob-
served by Fermi-LAT (see refs. [93–99] for example), speculated to be the possible
result of DM self-annihilating to a mixture of bb̄ and `+`− final states, but which
may still be explained by astrophysical sources [100–103].

Collider searches

The pair-annihilation process described earlier can be reversed to represent the
conversion of colliding SM particles, such as two quarks within colliding pro-
tons, into a pair of DM particles. However, these resulting particles would es-
cape any apparatus designed to detect the products of such collisions, due to
their extremely-weakly interacting nature. Hence, the qq̄ → χχ̄ process is basi-
cally unobservable, unless there is at least one additional visible particle in the
final state. Then, assuming the geometry of the collision is known, and follow-
ing the law of conservation of momentum, the presence of DM can be inferred
from the missing energy of the collision. (Of course, neutrinos are also generally
invisible to detectors, and these purely SM processes comprise a significant back-
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ground to the DM-production process.) This idea forms the basis of the several
mono-X searches at the Large Hadron Collider (LHC), and is the focus of later
chapters.

The next chapter delves further into the models of DM that we consider in
detail in this thesis.
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Chapter 3

Contact operators and simplified
models

As has been noted, there are a plethora of possibilities for dark matter (DM) and
its interactions with the Standard Model (SM). To be able to make a meaningful
statement about DM, an analysis needs to choose a particular model, or class
of models with similar behaviour, and be able to constrain that model. Several
different models of DM will be considered in the searches discussed in this thesis,
and these are introduced and discussed in this chapter.

Each model contains a DM particle which is assumed to be a Weakly Inter-
acting Massive Particle (WIMP), as introduced in sec. 2.3.1. So as to narrow the
scope of this work, the particle is chosen to be a fermion (most commonly a Dirac
fermion), and is denoted χ.

This chapter will proceed as follows. Section 3.1 will describe the Effective
Field Theory (EFT) class of DM models, as well as the associated problems with
their implementation at high-energy colliders such as the Large Hadron Collider
(LHC). Section 3.2 will introduce an alternative type of EFT in which the DM
couples directly to a SM boson, and section 3.3 will describe the class of simplified
models that are the focus of much of this thesis.

3.1 Contact operators for ff̄χχ̄ interactions

This section reviews the use of EFT operators to build a minimal model of DM
coupled to SM fermions; such models are studied and have limits placed upon
them by the ATLAS analyses descibed in later chapters. The simplest EFT model
of ff̄χχ̄ interactions is determined by just the DM particle type (whether it is a
scalar, or a fermion, and so on), its mass, and the nature (scalar, vector, etc) and
scale of the underlying interaction—all other physics is assumed to be hidden at
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q

q̄

χ

χ̄

Figure 3.1: An EFT, or contact operator, that couples quarks to DM particles
where the underlying interaction is assumed to be inaccessible at collider ener-
gies.

higher, inaccessible, energies. An example is depicted in fig. 3.1, it shows a pair of
quarks coupled to a pair of DM particles, with a hidden underlying interaction.

This approach to EFT models is explored in detail in ref. [10], and a compre-
hensive list of operators can be found there. Originally, predominantly theorists
were analysing these models using model-independent results from the collider
experiments [10, 104–107]; the experimentalists have since begun constraining
these models as well (see refs. [108–110] for some early examples).

The following subsections describe the EFT models relevant to the analyses
included in this thesis, the issues of validity that have arisen in recent years, and
the current iteration technique used by some analyses to recover a valid result.

3.1.1 Free parameters

The simple EFT model is based on some assumptions [10]:

• that the DM particle is the only new particle accessible at the relevant en-
ergy scale (here, this is the collider energy scale), and any other new parti-
cles are far too heavy to be produced on-shell in an interaction, so that the
interaction can be treated as a contact interaction,

• that the DM particle is a singlet under the SM, therefore there can be no
tree-level couplings to SM bosons, and

• that the DM is odd under some Z2 symmetry, so it must be produced in
pairs; this is also desirable since if a single DM particle could couple to the
SM, it could then plausibly decay and would no longer be stable.

While not one of the original assumptions made in ref. [10], as noted in the
introduction to this chapter we shall only consider the case of Dirac fermion DM.
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Name Operator

D1 mq
Λ3 χ̄χq̄q

D2 imq
Λ3 χ̄γ

5χq̄q

D3 imq
Λ3 χ̄χq̄γ

5q

D4 mq
Λ3 χ̄γ

5χq̄γ5q

D5 1
Λ2 χ̄γ

µχq̄γµq

D6 1
Λ2 χ̄γ

µγ5χq̄γµq

D7 1
Λ2 χ̄γ

µχq̄γµγ
5q

D8 1
Λ2 χ̄γ

µγ5χq̄γµγ
5q

Name Operator

D9 1
Λ2 χ̄σ

µνχq̄σµνq

D10 i
Λ2 ε

αβ
µν χ̄σ

µνχq̄σαβq

D11 αs
4Λ4 χ̄χGµνG

µν

D12 iαs
4Λ4 χ̄γ

5χGµνG
µν

D13 iαs
4Λ4 χ̄χGµνG̃

µν

D14 αs
4Λ4 χ̄γ

5χGµνG̃
µν

Table 3.1: The set of EFT operators coupling a DM bilinear to the SM. Based on
[10].

The lowest dimensional operator coupling DM to the SM actually couples to
the Higgs bilinear |H|2, and induces a χ−χ−h0 interaction following electroweak
symmetry breaking (EWSB). While this is studied in refs. [111–113], it is not con-
sidered further here.

The next simplest set of operators couple a fermion bilinear of the form fΓf̄ ,
where Γ ∈ {1, γ5, γµ, γµγ5, σµν}, to a DM bilinear χΓ′χ̄. Both quarks and leptons
are valid alternatives, however the lepton case is less relevant to the pp collider
physics of interest here. These are listed in the first ten rows of table 3.1; also
shown are the operators coupling to a pair of colour field strengths GµνG

µν , in-
cluded for completeness but not a focus of this thesis.

In the case of Majorana DM, the vector and tensor bilinears vanish (see ref. [114]
for the equivalent list of operators); the remaining operators are directly related
to the Dirac cases for the purposes of study at a collider, as there is no kinematic
variation and the cross section simply undergoes a rescaling. If, instead, DM is a
scalar particle (either real or complex), an equivalent list to table 3.1 is also found
in ref. [10]. Such models have been studied elsewhere (see ref. [115] for a recent
example) and will not be discussed further here.

It is possible to group the 14 Dirac EFT operators listed in table 3.1 further in
the context of mono-X collider searches, as demonstrated by fig. 3.2, taken from
ref. [116], showing the Emiss

T and leading jet pT of mono-jet events for each of the
operators and a single DM mass. The first four operators demonstrate similar
kinematic behaviours after cross section normalisation, as do the next four, and
so on.1 Note that this is not true generally, and in fact certain variables, such

1Ref. [117] points out that the jet pT spectra for the D5 and D8 operators are the same within
uncertainties at next-to-leading-order (NLO) + parton-shower level.
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Chapter 8. Mono-jet Dark Matter Interpretation 136
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Figure 8.2: Emiss
T (left) and leading jet pT (right) distributions for EFT operators coupling to fermionic

DM (top), scalar DM (middle), and the set of representative operators (bottom). A DM mass of 100GeV
is shown in all cases. These kinematic distributions reveal there are four types of fermionic operators
and three types of scalar operators, for a total of six types of kinematically distinct operators overall
(as there is one overlap between the two types of DM). Operators of the same type are given the same
colour in order to be more visible, but di↵erent line styles, as all 14 (6) operators are plotted in the top
(middle).

Figure 3.2: Kinematic distributions of the 14 EFT operators in a mono-jet study.
Taken from ref. [116].

as the azimuthal angle difference in 2j+Emiss
T events, may be used to determine

the underlying structure of the interaction (see, for e.g., ref. [117]). However,
for the mono-X analyses discussed in this thesis, it is generally assumed that
a set of representative operators can be chosen, where the remaining operators
demonstrate the same kinematic behaviour and are related simply by a scaling
of the cross section. The representative set of operators commonly chosen are
the D1, D5, D9 and D11 operators. Thus, the first degree of freedom of an EFT
mode studied in the mono-X collider context is the choice between these four
operators.

The second degree of freedom is the mass of the DM particle. In the context
of a collider search, we want this to be light enough such that it can be pair-
produced—at the LHC, this means not more than O(TeV). Below this mass, for
a given choice of operator, the mass of the DM, mχ, is the main determinant
of the kinematics of the interaction. It can also be shown that for mχ . O(1
GeV), the DM particle is effectively massless relative to the scale of the interaction
and so the kinematic behaviour ceases to vary as the mass decreases (while, of
course, the cross section continues to change). As a result, collider searches can
be sensitive down to masses one or two orders of magnitude lower, that is, down
to the MeV scale.2 This leads us to one of the advantages of collider searches over
direct detection experiments—while the latter become considerably less sensitive
to masses . 1–10 GeV (see the sharp upturn in the curves in fig. 2.9) due to the
smaller momentum transfer, collider searches don’t vary much in sensitivity in

2DM masses below this range stop being classed as a WIMP, marking a very loosely-defined
cut-off for WIMP seaches. Collider searches also lose sensitivity for low mass DM, as large low-
momentum backgrounds dominate and a smaller amount of Emiss

T is less useful as a handle to
select interesting events. However, see ref. [118] for an example of using lower energy colliders
to probe low-mass WIMP DM.
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this mass range.

The final degree of freedom in the EFT model is the suppression scale, denoted
Λ. Because this is just a scaling of the cross section, it doesn’t change the kinematic
behaviour of the model, and therefore a scan over this parameter is not generally
necessary. Instead, common practice in an analysis is to constrain this parameter
as a function of the DM mass and operator type. In the simple case where the
underlying physics ‘hidden’ by the contact interaction is the s-channel exchange
of a heavy mediating particle (explored further in sec. 3.3 on simplified models),
where that mediator has a mass of Mmed and couples to quarks and the DM pair
with strengths of gq and gχ respectively, the suppression scale can be directly
related to these parameters according to Λ ≡Mmed/

√
gqgχ.

Use in collider mono-X studies

As described in chapter 1, the search method at a collider that is the focus of
this thesis is based on a mono-X + Emiss

T topology, where the invisible DM par-
ticles are balanced against some visible object X in the transverse plane. Since
the underlying physics of the contact interaction is too heavy to appear at col-
lider energies, processes where the visible object is produced through this hidden
physics are greatly suppressed, and we only need consider emission of the visible
object from one of the initial state partons, as once the DM particles are produced
they are assumed to be stable.

Fig. 3.3 shows the tree-level Feynman diagrams of the relevant processes. The
upper diagram shows emission of a SM gauge boson; the photon can be de-
tected while the electroweak (EW) bosons decay either hadronically or leptoni-
cally, leading to different final states, and the gluon produces a jet3 visible in the
detector. The lower diagrams indicate processes which are only relevant to the
mono-jet search channel, where one of the incoming partons is a gluon.

These mono-X + Emiss
T topologies will be discussed in further detail in later

chapters.

Relation to direct and indirect detection

As noted previously, EFT models of DM are useful for comparing limits directly
across experimental search channels; see the discussion in sec. 2.3.1 and fig. 2.8.
The relevant expressions for converting a collider limit on the suppression scale to
an equivalent limit on the DM-nucleon scattering cross section (studied in direct
detection experiments) are taken from refs. [10, 109]:

3The details of a hadronic jet within a detector will be discussed in greater detail in chapter 4.
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Figure 3.3: The possible tree-level processes producing a mono-X + Emiss
T topol-

ogy at a hadron collider. Diagrams (b) and (c) are only relevant for the mono-jet
channel.
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(3.1)

where µχ is the reduced mass of the DM-nucleon system. Here, D1, D5 and D9
are spin-independent operators in the language of direct detection, while D8 and
D9 are spin-dependent.

Similarly, we can convert suppression scale limits to limits on the χχ̄ annihi-
lation cross section that is relevant to indirect detection experiments [105]:
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where vrel is the relative velocity of the annihilating WIMPs.

3.1.2 Question of validity

The validity of EFT use in collider studies has recently been subject to consider-
able scrutiny. This is because, while the required assumption of small momentum
transfer (such that any underlying physics is far out of the realm of accessibility)
is reasonable in direct detection experiments, the much larger momentum trans-
fers now being obtained at the LHC mean it is necessary to test whether that
assumption also holds true in such circumstances. In particular, the reporting of
a limit on the suppression scale Λ that is well below the transferred momentum
of some portion of LHC events (even if the scale used to generate events for the
studied model is large) has been called into question. This question was the fo-
cus of refs. [14, 119, 120], and we follow below a quantitative example taken from
ref. [119] to demonstrate the problem and one solution proposed therein.

To proceed, a choice needs to be made about the underlying model, since
whether or not there is a problem can depend on such hidden physics. Unfor-
tunately, this of course negates the use of an EFT in the first place, however it
is necessary to demonstrate the dangers of the EFT approach which—if used
unthinkingly—can lead to invalid limits when reinterpreted in the context of a
more complex model where the underlying physics is now accessible. (Sec. 3.3.4
will discuss this in further detail.) In this example, the interaction is assumed
to proceed through the s-channel, via a mediator of mass Mmed, with couplings
to quarks and DM of gq and gχ respectively. Matching of the high-energy and
low-energy models implies that

Λ =
Mmed√
gqgχ

. (3.3)

The low-energy treatment is valid provided that the transferred momentum, Qtr,
is less than Mmed, leading to

Λ >
Qtr√
gqgχ

. (3.4)

Commonly it is assumed that the couplings gq and gχ will have a strength of
O(1), however a hard upper limit of gq, gχ < 4π exists due to the requirement
that the theory remain perturbative. These two possible cases give the following
requirement for Qtr:

Qtr .





Λ (gq, gχ ∼ 1)

4πΛ (gq, gχ ∼ 4π)
(3.5)
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Figure 4: 25%, 50% and 75% contours for the ratio Rtot
L , compared to the experimental limits from AT-

LAS [4] (blue line). Also indicated are the contours of Rtot
L in the extreme case when setting the couplingspgqgc = 4p (dashed lines). Results are shown for different operators: D5 (left panel) and D11 (right panel).

4. Implications of the limited validity of EFT in DM searches at LHC

Figure 4 shows the experimental limits obtained from the ATLAS monojet analysis [4] in the
plane (L, mDM), for the opearators D5 and D11. The contours of Rtot

L for 25%, 50% and 75% are
superimposed. The experimental limits are placed in a region where only about 30% of the events
can be expected to fulfill the EFT conditions. Especially the limit on the gluon operator D11 seems
questionnable. For comparison, dashed lines show the contours of Rtot

L for the case of pgqgc = 4p ,
presenting the limiting case for which the theory is still considered perturbative.

In Fig.5 we show the new limits for the operators D5 and D11, for the conditions Qtr <

L,2L,4pL, corresponding different choices of the UV couplings: pgqgc = 1,2,4p , respectively.
The ATLAS bound reported is the 90%CL observed limit. The functions Rtot

L used are taken from
the fitting functions described in [1], which include both quark and gluon jets, and the same cuts
as the “Signal Region 3” used by ATLAS. As expected, the weaker is the condition on Qtr, the
more the new limits approach the ATLAS bound. In the case of extreme couplings pgqgc = 4p ,
while for D5 the new limit is indistinguishable from the ATLAS one, for D11 the bound at large
DM masses still need to be corrected. In general, for couplings of order one, the limits which are
safe from the EFT point of view are appreciably weaker than those reported. We encourage the
experimental collaborations to take this point into account when publishing their limits.

5. Conclusions

Following Ref. [7], we have studied the quantity Rtot
L (see Eq.(2.1), which quantifies the error

made when using EFT to describe processes with very high momentum transfer. Our criterion
indicates up to what cutoff energy scale the EFT is valid, depending on the DM mass and cou-
plings. We have performed the analysis for the full list of EFT operators, connecting fermion DM
particles and quarks or gluons, used by the ATLAS and CMS collaborations and originated from
the exchange of heavy mediators in the s-channel. We have also extended our analysis to the case
of

p
s = 14 TeV. Furthermore, we have validated our analytical results by performing numerical

6

Figure 3.4: The lower limit from the 8 TeV mono-jet analysis on the EFT suppres-
sion scale Λ for the D5 operator (left) and D11 operator (right), shown in blue,
and compared with lines of constant Rtot

Λ , defined in eq. 3.6. Taken from ref. [119].

The work of ref. [119] tests this criterion on an event-by-event basis to see how
many events used in a toy analysis (which approximates the ATLAS mono-jet
analysis) satisfy the validity constraint. The authors measure the ratio of

Rtot
Λ ≡

σ|Qtr<Λ

σ
, (3.6)

where the condition of eq. 3.5 is satisfied.

For a full description of this work (including the analytical and numerical
methods and comparison), see ref. [119]. Fig. 3.4, taken from that work, demon-
strates how validity is affected for the D5 and D11 operators: the plots show lines
of constant Rtot

Λ (at 25%, 50% and 75%) as a function of mχ and Λ, and compare
these with the limits on Λ from the ATLAS analysis [11]; note that the ATLAS
limits are independent of assumptions about the underlying physics, but could
be interpreted in the context of a s-channel mediator. Notably, the ATLAS limit
on the D5 operator lies in a region where less than 50% of events used to obtain
that limit (within the toy analysis) are actually valid under the assumption of an
s-channel mediator with couplings of O(1). In the D11 case it is considerably
worse, with about 10% of events satisfying validity constraints. In both cases, the
validity can be rescued by relaxing the assumption on the coupling strengths; the
extreme case of gq, gχ < 4π is shown as the dashed lines in the plots, and all events
are valid in this case for both the D5 and D11 operators, up to mχ ∼ O(TeV).

These examples serve to demonstrate that the EFT model of DM should not
be used unquestioningly, but that the assumption of validity should always be
checked. Unfortunately, doing so in a meaningful way will generally require
making assumptions about the underlying physics. Two alternative directions
can be taken from here:
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• a rescaling of the limit on Λ that takes into account the fraction of valid
events, as described below, or

• moving instead toward simplified models of DM, where the underlying
physics is made explicit, thereby increasing the number of degrees of free-
dom of the model, but also ensuring its validity.

A fuller description of simplified models will be given in sec. 3.3.

Rescaling procedure

The rescaling method proposed by refs. [119, 121] is based on the idea that if a
certain percentage of events used to obtain a limit on the suppression scale Λ of
an EFT are invalid, we can remove those events and recalculate a limit on Λ. Of
course, removing events will then serve to weaken the limit, and so an iterative
procedure is required.

A new limit, Λi, is calculated from the initial limit Λinit by including only the
fraction Ri

v of valid events, according to

Λi = [Ri
v]

1/(2(d−4))Λinit (3.7)

where d is the operator dimension, equal to 7 for D1 and D11, and 6 for D5 and
D9. Eq. 3.4 is then retested, yielding a new value of Ri

v, and eq. 3.7 is reprocessed
with Λi as the new Λinit. This process is repeated until there is no change—either
the fraction of valid events has stabilised to Ri

v = 1, or no events are left and Ri
v =

0. In this latter case there is no meaningful limit on Λ.

The next section describes an alternative type of EFT, in which the contact
interaction couples DM particles directly to SM gauge bosons.

3.2 Contact operators coupling to bosons

An alternative and less-commonly studied EFT is one that couples DM to SM
bosons rather than fermions. Such an operator is depicted in fig. 3.5, where a
contact interaction couples a DM pair to a Z boson. These EFTs are interesting
when they couple to an EW boson as they are then best studied in mono-boson
channels, rather than the standard mono-jet channel.

This section briefly describes the derivation of such models, closely following
the description in ref. [122].

Since χ is a SM singlet, the coupling to a SM boson must be a higher-dimensional
operator, beginning at dimension-7. However, EWSB implies that dimension-5
descendent operators must also arise; these originate from
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2

which lead to a non-vanishing scattering rate with nu-
cleons at small momentum transfer. We will typically
consider one interaction type to dominate at a time, and
will thus keep one ⇤ finite while the rest are sent to in-
finity and decoupled. These operators are normalized so
as to be consistent with minimal flavor violation.

Interactions with Z Bosons

One may also construct an EFT in which the dark mat-
ter interacts directly with pairs of electroweak bosons.
Given our assumption that � is a SM gauge singlet, all
such interactions are higher dimensional operators. Such
operators begin at dimension 7, though through elec-
troweak symmetry breaking they also imply e↵ectively
dimension 5 descendant operators as well.

The dimension 5 terms originate from,

1

⇤3
5

�̄� (DµH)†DµH (2)

where DµH is the ordinary covariant derivative acting
on the SM Higgs doublet. Expanding out the covariant
derivative and replacing H by its vacuum expectation
value, we arrive at

m2
W

⇤3
5

�̄� W+µW�
µ +

m2
Z

2⇤3
5

�̄� ZµZµ . (3)

It is worth noting that while the overall size of both cou-
plings may be varied by shifting v2/⇤3

5, the ratio of the
couplings to pairs of W and Z bosons are fixed with re-
spect to one other. At higher order, this operator also
results in couplings to pairs of photons and to Z� through
loops of W bosons.

At dimension 7, there are also couplings to the kinetic
terms of the electroweak bosons,

L =
1

⇤3
7

�̄�
X

i

kiF
µ⌫
i F i

µ⌫ (4)

where Fi, i = 1, 2, 3 are the field strengths for the SM
U(1), SU(2), and SU(3) gauge groups. The couplings of
dark matter to pairs of SM gauge bosons are given by:

ggg =
k3

⇤3
7

(5)

gWW =
2k2

s2
w⇤

3
7

(6)

gZZ =
1

4s2
w⇤

3
7

✓
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◆
(7)
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FIG. 1: Representative diagrams for production of dark mat-
ter pairs (��̄) associated with a Z boson in theories where
dark matter interacts with quarks (top) or directly with Z
boson pairs (bottom).

TABLE I: Production cross sections (in fb) for pair produc-
tion of WIMPs in association with a Z boson, pp ! Z��̄ !
`+`���̄, in theories where the dark matter interacts primarily
with quarks, for ⇤i = 1 TeV and

p
s = 7 TeV.

m� (GeV) D1 D5 D8 D9
[⇥10�8]

 10 0.94 0.56 0.55 7.9
100 0.59 0.51 0.42 6.9
200 0.28 0.40 0.27 5.2
400 0.05 0.20 0.09 2.4
1000 3 ⇥ 10�4 0.01 0.002 0.1

where sw and cw are the sine and cosine of the weak mix-
ing angle, respectively. For these kinetic operators, the
over-all size can be though of as controlled by k2/⇤

3
7, but

there is still freedom to adjust the relative importance of
various pairs by adjusting k1/k2.

DARK MATTER PRODUCTION IN
ASSOCIATION WITH A Z BOSON

The process of interest is pair-production of dark mat-
ter particles in conjunction with one Z boson. Represen-
tative Feynman diagrams are shown in Figure 1, for both
the case of interactions with quarks as well as dark mat-
ter which interacts directly with weak bosons. In order
to match on to the existing ATLAS ZZ measurement,
we consider pp collisions at

p
s = 7 TeV. Cross sections

for each of the quark operators of Eq. (1) are presented
for various dark matter masses and the corresponding ⇤
set equal to 1 TeV in Table I. These cross sections scale
as / 1/⇤6

D1 for operator D1, and as / 1/⇤4 for D5, D8,

Figure 3.5: The ZZχχ̄ EFT operator, which couples the DM directly to a Z boson.
Taken from ref. [122].

1

Λ3
5

χχ̄(DµH)†(DµH) (3.8)

where Λ5 is the suppression scale for this dimension-5 operator, and DµH is the
covariant derivative acting on the SM Higgs doublet. When this is expanded, and
H replaced by its vacuum expectation value, the operator becomes

m2
W

Λ3
5

χ̄χW+µW−
µ +

m2
Z

2Λ3
5

χ̄χZµZµ . (3.9)

Such an expression implies that the ratio of couplings to W and Z is fixed.
At dimension-7, coupling to the kinetic terms of the EW bosons is given by

1

Λ3
7

χ̄χ
∑

i=1,2,3

kiF
µν
i F i

µν (3.10)

where Λ7 is the suppression scale for the dimension-7 operator and the Fi are the
field strengths for the SM gauge groups (U(1), SU(2) and SU(3)). The couplings
of χ̄χ to SM gauge bosons are

ggg =
k3

Λ3
7

gWW =
2k2

sin2 θwΛ3
7

gZZ =
1

4 sin2 θwΛ3
7

(
k1 sin2 θw
cos2 θw

+
k2 cos2 θw

sin2 θw

)

gγγ =
1

4 cos2 θw

k1 + k2

Λ3
7

gZγ =
1

2 sin θw cos θwΛ3
7

(
k2

sin2 θw
− k1

cos2 θw

)

(3.11)

The relative contributions from each coupling type is adjusted by tuning k1/k2.
As the mono-Z channel will feature heavily in later chapters of this thesis,
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we emphasise the case with a Z boson in the final state, referred to as the ZZχχ̄
operator. As well as the dimension-5 operator in eq. 3.9, both the ZZ and Zγ

dimension-7 operators contribute, and these can mix to a degree that is one of the
free parameters of the model. Cases of maximal and minimal mixing are defined
by requiring either k1 = k2, or k1 = cos2 θw/ sin2 θwk2 (where the exchange of a γ
becomes negligible).

3.3 Simplified models of dark matter

Simplified models of DM can be thought of as the step above EFT models in com-
plexity. They include one or more additional degrees of freedom by opening up
the EFT operators, generally in quite simple ways, with the inclusion of at least
one mediating particle. While the advantage of this procedure is that the validity
problems associated with EFTs may disappear since the the new model is often
renormalisable, the disadvantage is that the theory has lost some of the model-
independence that was so attractive about the EFT formalism. Thus, while it may
be preferable to use simplified models in circumstances where the validity of an
EFT model is questionable, they should by no means be considered a replace-
ment of the EFTs, which are good at hiding considerably more complex physics
(such as multiple renormalisable interactions at higher energy scales) that should
not be discounted. Additionally, the simplified models do not necessarily satisfy
renormalisability or unitarity [37].

3.3.1 Free parameters

First, we discuss in more detail the free parameters of a basic simplified model
(containing a single mediating particle), where we shall stick to the assumption
of a Dirac fermion DM particle, denoted χ. While simplified models can of course
be developed for DM of other natures (say, as a scalar or vector particle), that has
been studied elsewhere; see refs. [123–126] for some examples.

The contact interaction shown in fig. 3.6(a) can be opened up in two ways,
with exchange of a mediating particle in either the s- or t-channel, shown in
figs. 3.6(b) and (c) respectively; both of these can be treated as a contact oper-
ator in the heavy-mediator limit. The choice of channel will partially restrict
allowed aspects of the mediator, as it fixes the couplings of the mediator to ei-
ther quark-quark-mediator and mediator-DM-DM, or to quark-mediator-DM. In
the former case, the mediator is required to be a SM singlet, electrically neutral
and uncoloured, while in the latter case, the t-channel mediator is necessarily
electrically charged (+2/3 if coupling to u-type quarks, -1/3 if coupling to d-type
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Figure 3.6: A contact interaction (a) can open up in the s-channel (b) or t-channel
(c). A vector s-channel mediator and scalar t-channel mediator are shown here to
reflect choices discussed in the text.

quarks) and must carry colour. Moreover, an additional choice can be made about
whether the mediator couples to the left-handed (LH) quark SU(2) doublet or
the right-handed (RH) quark singlet (or both), as in each case, the SU(2) gauge
structure should be matched by the mediator. Both choices have appeared in the
literature, see refs. [127] and [41] for examples. Importantly, the charge of the t-
channel mediator under the SM gauge structures means that it is able to radiate
SM bosons, which is significant for the mono-X + Emiss

T topology.

The spin-structure of the mediator is also fixed by spin conservation; while it
is angular momentum that is in reality being conserved, the parity of the number
of half-integer spin particles on each side of the interaction must be maintained.
In each three-particle interaction that has arisen thus far (quark-quark-mediator,
mediator-DM-DM, quark-mediator-DM), the quark and DM are both spin-1/2
fermions, and so the mediator must have integer-spin. Commonly it is chosen to
be scalar4 (spin-0) or vector (spin-1), however other options (a spin-2 tensor, or
something even more exotic) do exist in the literature.

The mass of the mediator is another free parameter, though this is also sub-
ject to some constraints. An s-channel vector mediator with axial couplings (de-

4A spin-0 mediator exchanged in the s-channel will undergo mixing with the other spin-0
particle of the SM, the Higgs boson. See for e.g. refs. [105, 128] for comments on this.
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mediator mediator couplings mediator DM

channel type (< 4π) mass mass

s-channel
(SM singlet)

scalar

scalar

Mmed (GeV)

mχ (GeV)

pseudo-
scalar

vector
vector

axial-vector Mmed >
gχmχ/

√
4π

other Mmed (GeV)

t-channel
(charged,
coloured, an
SU(2)
doublet if
coupled to
LH quarks)

scalar

scalar

Mmed > mχ

pseudo-
scalar

vector
vector

axial-vector

other

Table 3.2: The parameter space for the basic set of s- and t-channel simplified
models.

scribed below) to quarks and DM should have a mass such thatMmed > gχmχ/
√

4π

to avoid violating unitarity [35–37]. A t-channel mediator should be heavier than
the DM mass, to ensure that DM is the lightest stable particle and hence produces
an appropriate relic density.

The next simplified model parameters are the couplings that govern the strength
of the interactions. For the s-channel case, the mediator couplings to the quark-
pair and the DM-pair are labeled gq and gχ respectively. The t-channel case has
just a single coupling, labeled gqχ. The interactions may be chiral, leading us to
distinguish between scalar (1) and pseudo-scalar (γ5) couplings, and vector (γµ)
and axial-vector (γµγ5) couplings. All couplings have a ‘hard’ upper limit of 4π

to ensure the theory remains perturbative, though stronger limits may apply.

The final free parameter of each simplified model is, of course, the DM mass.
Like the EFT case, this needs to be small enough to be pair-produced in a collider
for a meaningful analysis, and once it drops below O(1 GeV), it is effectively
massless and the kinematic behaviour of the model stabilises.

A summary of the simplified model choices and parameters is shown in ta-
ble 3.2.
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There is clearly a large parameter space available within the simplified model
framework, and such models have been prevalent within the theory community,
who have been reinterpreting model-independent limits from collider-based ex-
periments for some time [17–44]. Similarly to the case of EFT models, the experi-
mental community has been a little slower in adopting this strategy, particularly
due to the preferred use of the more generic EFT framework, before the EFTs
were demonstrated to be of questionable validity in certain cases. As such, the
use of simplified models within experimental analyses (such as the ATLAS and
CMS mono-X groups) has only begun to occur recently—the inclusion of a ver-
sion of the t-channel simplified model with a scalar mediator in the ATLAS Run
I mono-Z(→ `+`−) analysis, described in chapter 6 of this thesis, was one of the
first instances, while the vector s-channel model was included as a reinterpreta-
tion of the ATLAS and CMS mono-jet Run I analyses [12, 115].

3.3.2 Recommended simplified models

In an attempt to standardise the approach across experimental analyses, and to
facilitate cross-checking of models and comparison of results, a Dark Matter Fo-
rum was formed in 2014. This group was comprised of analysts from the ATLAS
and CMS Exotics groups as well as DM theorists, and aimed to ‘propose a prior-
itized, compact set of benchmark simplified models’ for use by both ATLAS and
CMS for Run II searches. The resulting report is found at ref. [15]; the author was
responsible for the section within that work on the t-channel model with a scalar
mediator.

The first half of the report is devoted to a set of five simplified models: the s-
channel scalar, pseudo-scalar, vector and axial-vector mediator models, and the t-
channel scalar mediator model. (Other models, such as two-Higgs-doublet mod-
els leading to a mono-Higgs signature, or EFT models coupling directly to SM
EW bosons (such as that discussed in sec. 3.2), are also discussed in the report.)
Currently, the sections on the s-channel scalar and pseudo-scalar mediator mod-
els acknowledge, but do not address, the implicit mixing with the Higgs boson
required to remain SU(2) gauge invariant, and as a result they are not considered
further here. The remaining three models are the predominant simplified models
studied in chapters 6, 7 and 8 of this thesis, and we discuss them in greater detail
below.

The first model to be discussed in detail is the s-channel vector mediator
model, denoted from hereon as sV . The interaction Lagrangian is given by
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LsV = −ξµ
[∑

q

gq q̄γ
µq + gχχ̄γµχ

]
(3.12)

where ξµ is the vector mediator and the sum is over all quarks. A simplifying
assumption, that gq is the same for all quarks, is made to ensure maximal flavour
symmetry. A similar model with axial-vector couplings to the SM and dark sec-
tors is denoted the sA model, with an interaction Lagrangian given by

LsA = −ξµ
[∑

q

gq q̄γ
µγ5q + gχχ̄γµγ5χ

]
. (3.13)

As noted in sec. 3.3.1, this model has restrictions on the mediator mass to avoid
violating perturbative unitarity.

The sV and sA models (described by eqs. 3.12 and 3.13) are studied in chap-
ter 7; the sV model is included in the analysis of chapter 8.

The final simplified model that is studied in this thesis is the t-channel scalar
mediator model, denoted tS, with interaction Lagrangian

LtS =
∑

i

(
gLqχφ

i
LQ̄

i
L + gu,Rqχ φ

i
u,Rū

i
R + gd,Rqχ φ

i
d,Rd̄

i
R

)
χ+ h.c. , (3.14)

where φiL are the mediator doublets under SU(2) that couple to the LH quark
doublets, the φiu,R and φid,R are singlets that couple to the RH quarks, and the sum
is over the three generations. The mediators have the same quantum numbers as
the quarks, that is,

φiL =

(
φiu,L
φid,L

)
∼ (3, 2,

1

3
) , φu,R ∼ (3, 1,

4

3
) , φd,R ∼ (3, 1,−2

3
) , (3.15)

and are all set to have equal mass. The couplings gLqχ, gu,Rqχ and gd,Rqχ can be used
to turn on and off the different couplings, though generally the couplings are as-
sumed to be equal across quark generations. Several versions of this model are
common in the literature, examples are seen in refs. [41] (where either all cou-
plings are allowed, or gLqχ, gu,Rqχ = 0, within i = 1,2) and [127] (where gu,Rqχ , gd,Rqχ
= 0). The latter reference also sets χ to be Majorana, a decision motivated by
the emergence of this simplified model within Supersymmetry (SUSY), where
the DM fermion is a neutralino, the scalar mediator is a squark doublet, and the
necessary gluino is heavy and therefore decoupled. This model, with a single me-
diator doublet, is included as the work of the author in the Run I ATLAS mono-
Z(→ `+`−) analysis, the focus of chapter 6. The model as written in eq. 3.14,
with gu,Rqχ , gd,Rqχ = 0, is one of the models studied in chapter 7. In all variants, the
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Figure 3.7: The possible tree-level processes producing a mono-X + Emiss
T topol-

ogy at a hadron collider, for an s-channel simplified model. The lower diagrams
are only relevant for the mono-jet channel.

collider phenomenology is the same (excepting the inclusion of additional pro-
duction modes if, say, third generation quarks are coupled or not), and only a
cross section rescaling is required.

Use in collider mono-X studies

Similarly to the EFT case described in sec. 3.1.1, in both s and t-channel models an
initial state parton can produce the visible object X necessary to mono-X + Emiss

T

collider searches. Additional mono-jet processes, with a gluon in the initial state,
are also present in both simplified model types. However, as noted above, the
t-channel mediator is also able to radiate a visible particle, leading to additional
diagrams in this case.

Figs. 3.7 and 3.8 show the available tree-level processes; in both cases, the
lower diagrams are relevant only to the mono-jet channel.

3.3.3 The mediator width

In each of the models described above, the width of the mediator is important,
as it can lead to a resonant enhancement in the cross section in the case where it
is small, and can impact the kinematic behaviour of the decay products. While
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Figure 3.8: The possible tree-level processes producing a mono-X + Emiss
T topol-

ogy at a hadron collider, for an t-channel simplified model. The lower diagrams
are only relevant for the mono-jet channel.

the minimum natural width of a mediating particle is determined by its mass and
couplings to all possible decay products5, models with a fixed width have also
been used in some analyses. Common choices are Γ = Mmed/8π, which would
arise when a single quark couples to a mediator with a strength of gq = 1, and
Mmed/3, chosen to ensure the mediator remains a narrow resonance [105, 129].

The natural width of the s-channel vector mediator model is given by

ΓsV =
g2
χMmed

12π

(
1 +

2m2
χ

M2
med

)(
1− 4m2

χ

M2
med

) 1
2

Θ(Mmed − 2mχ)

+
∑

q

g2
qMmed

4π

(
1 +

2m2
q

M2
med

)(
1

4m2
q

M2
med

) 1
2

Θ(Mmed − 2mq) ,

(3.16)

while the width for the axial-vector model is

5Note that ‘minimum’ here refers to the fact that if a toy model is embedded within a more
complex theory, the mediator may have couplings to further particles, thereby increasing its
width.
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(3.17)

The width of the t-channel scalar mediator model, with couplings to LH quarks,
is given by

ΓtS =
∑

q

g2
qχMmed

16π

(
1− m2

q

M2
med

− m2
χ

M2
med

)

×
√(

1− m2
q

M2
med

+
m2
χ

M2
med

)2

− 4
m2
χ

M2
med

Θ(Mmed −mq −mχ) . (3.18)

The quadratic dependence of the width on the couplings gq, gχ and gqχ is ev-
ident, and makes clear that large couplings, while they may be smaller than the
perturbative limit of 4π, can lead to a width of comparable or even larger mag-
nitude to the mediator mass, begging the question of how meaningful the mod-
eling of such a resonance as a particle can be. In later chapters, we will restrict
ourselves to widths that satisfy Γ < Mmed.

The cross section of the collider production process pp → χ̄χ + X , through
mediator exchange in the s-channel, is related to the simplified model parameters
through a Breit-Wigner propagator term [105]:

σ(pp→ χ̄χ+X) ∼ g2
qg

2
χ

(Q2
tr −M2

med)2 + Γ2/4
E2 , (3.19)

where E is of order the partonic centre-of-mass energy and Qtr is the transferred
momentum. When Mmed and Qtr are of the same order, a resonance effect is ob-
served in the cross section, and the mediator width (as well as the mass) is im-
portant in determining the broadness of this resonance. The width can also affect
the kinematic behaviour of the process.

In the case of a very light mediator mass (i.e. Mmed � Qtr), eq. 3.19 simplifies
to

σ ∼ g2
qg

2
χ

Q4
tr
. (3.20)

In this case, the mediator will always be off-shell, and its mass and width do not
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have a significant impact on the interaction. The DM mass determines a lower
bound on Qtr (by requiring that there is enough energy to pair-produce the DM
pair); the couplings limit the strength of the interaction, but do not affect the
kinematic behaviour. The fact that the cross section, and hence the limits one
might obtain on the couplings, are reasonably independent of the mediator mass
can be contrasted to the case of direct detection searches, where the scattering
cross section goes like [105]

σ(χN → χN) ∼ g2
qg

2
χ

M4
med

µ2
χN , (3.21)

indicating the limits will strengthen as Mmed get smaller.
Alternatively, in the case of a heavy mediator (i.e. Mmed � Qtr), eq. 3.19 sim-

plifies to

σ ∼ g2
qg

2
χ

M4
med

∼ 1

Λ4
. (3.22)

Here, there is no longer a dependence on Qtr and the cross section falls off as the
mediator mass increases. Again, the mediator is far off-shell in such interactions,
and neither its mass nor width will affect the kinematics. In this heavy mediator
limit, the limits should match those obtained by the EFT approximation; compar-
ing the two model types is explored further in the following subsection.

3.3.4 Comparison with EFT models

As eq. 3.19 shows, the simplified model cross section can undergo resonant en-
hancement when the mediator goes on-shell, which the EFT regime does not al-
low. This is demonstrated by fig. 3.9(a), taken from ref. [129], that plots a limit on
Λ ≡Mmed/

√
gqgχ for the axial-vector mediator model by recasting limits from the

CMS mono-jet analysis [12], and shows three distinct regions. Region II is where
the resonant enhancement, and its dependence on mediator width, can be seen.
In this region, the EFT limit is too conservative relative to the true obtainable up-
per limit on Λ. Far more problematic is region III, where the simplified model
cross section is smaller than that in the EFT model, leading to a weaker limit than
that resulting from the EFT implementation and again demonstrating the danger
of using an EFT to approximate a simplified model.

In region I, the simplified model enters the heavy-mediator limit, where the
limit on Λ is independent ofMmed, and is expected to align with the limit obtained
within an EFT framework. This is explicitly demonstrated by fig. 3.9(b), taken
from ref. [115], which shows the lower limit on Λ (here labeled M?) as a function
of mediator mass for two DM masses of 50 and 400 GeV in blue and orange
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Figure 3. Left panel: The 90% CL limit on ⇤ as a function of mmed for our axial-vector simplified

model with mDM = 250 GeV. Right panel: The ratio of the inclusive cross-sections in the EFT

to the simplified model. In both panels, three distinct regions of parameter space are marked: In

Region I, the EFT and simplified model calculation agree at the level of 20% or better; in Region

II, the simplified model cross-section is larger than the EFT cross-section owing to a resonant

enhancement; and in Region III, the simplified model cross-section is smaller than the EFT cross-

section. In the left panel we consider two mediator widths �. The grey shaded regions indicate

that the boundary between the regions is weakly dependent on �.

comparison between the monojet limits and direct detection searches is more interesting

in this case (we consider this further in section 4).

If the axial-vector mediator is suitably heavy (to be quantified more carefully below) it

can be integrated out to obtain the e↵ective axial-vector contact operator in eq. (2.2). In

this case, the contact interaction scale is related to the parameters entering the Lagrangian

eq. (3.1) by

⇤ ⌘ mmedp
gq g�

. (3.2)

In fact, even when we study the e↵ects beyond the EFT framework, we will still use this

as our definition of ⇤.

Now that we have completed the definition of the simplified model, we examine the

di↵erences between the EFT and simplified model. We first consider the specific case with

mDM = 250 GeV in the left panel of fig. 3, which shows the limit on ⇤ as a function of

mmed. Three distinct regions of parameter space can clearly be seen: we define Region I

to be the region where the EFT and simplified model limits on ⇤ agree at the level of 20%

or better (this region was studied in [45] for the scalar interaction). The measure of 20%

corresponds to the uncertainty on the signal cross-sections in CMS monojet analysis and it

is used by us to determine the validity of the EFT approach [13]. This is the region where

the EFT limit on ⇤ can be applied to the simplified model and requires mmed & 3 TeV. In

Region II, the limit on ⇤ in the simplified model is larger than the EFT limit owing to a

resonant enhancement. Finally, we define Region III to be the region where the limit on ⇤

in the simplified model is smaller than the EFT limit.
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Fig. 11 (a) Observed 95% CL limits on the suppression scale M∗ as a function of the mediator mass Mmed, assuming a
Z′-like boson in a simplified model and a DM mass of 50 GeV and 400 GeV. The width of the mediator is varied between
Mmed/3 and Mmed/8π. The corresponding limits from EFT models are shown as dashed lines; contour lines indicating a
range of values of the product of the coupling constants (

√
gq gχ) are also shown. (b) Observed 95% CL upper limits on the

product of couplings of the simplified model vertex in the plane of mediator and WIMP mass (Mmed versus mχ). Values
leading to the correct relic abundance [26] are shown by the black solid line.

references therein for further discussions and explanations). The annihilation rate that corresponds to the
thermal relic density measured by WMAP [26] and PLANCK [25] satellites is also shown for comparison in
the figure.

Finally, Fig. 12 also demonstrates the impact of the EFT validity and the truncation procedure explained
above on the quoted upper limits for the WIMP–nucleon scattering and WIMP annihilation cross sections.
The effect depends strongly on the operator and the values for the couplings considered. In general, the
limits remain valid for WIMP masses up to O(100) GeV. The variation of the coupling strengths considered
leads to changes in the quoted cross-section limits of up to one order of magnitude.

8.3 Associated production of a light gravitino and a squark or gluino

The results are also expressed in terms of 95% CL limits on the cross section for the associated production
of a gravitino and a gluino or a squark. As already discussed, a SUSY simplified model is used in which the
gluino and squark decays lead to a gravitino and a gluon or a quark, respectively, producing a monojet-like
signature in the final state. Squark and gluino masses up to 2.6 TeV are considered. The acceptance and
efficiency A × ϵ for the SUSY signal depends on the mass of the squark or gluino in the final state and
also on the relation between squark and gluino masses. As an example, in the case of squarks and gluinos
degenerate in mass (mg̃ = mq̃), the signal A× ϵ for the SR7 (SR9) selection criteria is in the range 25%–45%
(10%–35%) for squark and gluino masses of about 1–2 TeV.

The systematic uncertainties on the SUSY signal yields are determined as in the case of the ADD and
WIMP models. The uncertainties related to the jet and Emiss

T scales and resolutions introduce uncertainties
in the signal yields which vary between 2% and 16% for different selections and squark and gluino masses.
The uncertainties on the proton beam energy introduce uncertainties on the signal yields which vary between
2% and 6% with increasing squark and gluino masses. The uncertainties related to the modelling of initial-
and final-state gluon radiation translate into a 10% to 15% uncertainty on the signal yields, depending on
the selection and the squark and gluino masses. The uncertainties due to PDF result in uncertainties on
the signal yields which vary between 5% and 60% for squark and gluino masses increasing from 50 GeV
and 2.6 TeV. Finally, the variations of the renormalization and factorization scales introduce a 15% to 35%
uncertainty on the signal yields with increasing squark and gluino masses.

Figure 13 presents, for the SR7 and SR9 selections and in the case of degenerate squarks and gluinos,
σ ×A × ϵ as a function of the squark/gluino mass for different gravitino masses. For comparison, the model-
independent 95% CL limits are shown. For each SUSY point considered in the gravitino–squark/gluino
mass plane, observed and expected 95% CL limits are computed using the same procedure as in the case

(b)

Figure 3.9: The resonant mediator effect in the s-channel mediator model. Taken
from refs. [129] (left) and [115] (right).

respectively. The green dashed lines show the EFT model limits, which precisely
match the simplified model limits.

The relationship between the EFT and simplified model formalisms of DM are
made clear by eq. 3.22 in the heavy mediator limit, and in fact it can be shown that
the s-channel vector and axial-vector mediator models contract to become the D5
and D8 models respectively (refer to table 3.1). The t-channel scalar mediator
model contracts to an effective operator of the form (qχ)(q̄χ̄), however this can
be Fierz transformed to the form (q̄Γq)(χ̄Γχ), where Γ is a combination of γµ and
γµγ5; that is, it becomes a combination of the D5 and D8 operators. We therefore
expect that in the heavy mediator limit, all three simplified models will behave
very similarly to the D5 representative operator.

A further point of difference, and another advantage of the simplified model
approach, is that alternative search channels become available. A di-jet search
for the s-channel mediator is such an example, since if the mediator is produced
through quark pair-annihilation, it should also decay back to a quark pair, mani-
festing in the detector as two jets. Experimental limits on the coupling of quarks
to the hypothetical Z ′ (a new vector particle) can therefore be reinterpreted as a
limit on gq. Fig. 3.10, taken from ref. [130], shows these limits as a function of
mediator mass. We note that the large di-jet cross section might indicate that the
di-jet channel is the better approach for searching for the s-channel simplified
models; however, in the case where gq is smaller than gχ, the di-jet analysis limits
can be evaded, and the mono-X searches for pp → χχ̄ + X events will provide
stronger limits. The multiple search channels are therefore complementary, and
address different regions of phase space.

The models discussed in this chapter are all included in the mono-X + Emiss
T

44



Chapter 3 Contact operators and simplified models

[GeV]
BZM

500 1000 1500 2000 2500

Bg

0.5

1

1.5

2

2.5 UA2 CMS 5/fb

CDF Run I CMS 20/fb

CDF 1.1/fb ATLAS 1/fb

CMS 0.13/fb ATLAS 13/fb

CMS 4/fb ATLAS 20.3/fb

A
ll 

bu
t A

T
LA

S
 1

3/
fb

+
20

.3
/fb

 e
xt

ra
ct

ed
 fr

om
 a

rx
iv

:1
30

6.
26

29

ATLAS 

Figure 3.10: Upper limits on the coupling gq from multiple di-jet searches for a Z ′

particle. Taken from ref. [130].

analyses discussed in later chapters of this thesis. However, the experiment that
can collect the data to perform such studies has not yet been introduced, and is
the subject of the next chapter.
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Chapter 4

Detection and reconstruction

This section will briefly describe the operation of the Large Hadron Collider
(LHC), the main components of the ATLAS detector, and the reconstruction of
physics objects relevant to analyses, namely, electrons, photons, muons, taus, jets
and missing transverse energy.

4.1 The Large Hadron Collider

The LHC, situated at CERN in Geneva, Switzerland, is the largest and most pow-
erful particle accelerator in the world. It is a circular collider 27km around, run-
ning as deep as 175m underground under the border between Switzerland and
France. It is designed to collide bunches of protons or lead (Pb) ions at interac-
tion points within the four main experiments (ATLAS, CMS, LHCb and ALICE)
situated around the ring.

The LHC began operating in November of 2009 (following a delay in 2008
caused by a damaging magnet quench), colliding proton bunches at a centre-of-
mass energy of 7 TeV (3.5 TeV for each proton beam) and increasing to 8 TeV in
2012. Most of the analysis described in this thesis is performed with 8 TeV data
from Run I, which ended in January 2013. Following two years of upgrades to the
LHC and detectors (the long shutdown), the LHC begin delivering physics data in
mid-2015 at a centre-of-mass energy of 13 TeV. The final analysis within this thesis
was performed using the preliminary data obtained during the first six months
of Run II. The LHC has not yet reached its design energy of 14 TeV.

The LHC can be divided into eight octants, four of these are used for acceler-
ation of the protons and ions (through use of radiofrequency (RF) cavities), beam
cleaning and the beam dump, while the others are the locations for the beam
collisions and the four main experiments1: A Large Ion Collider Experiment (AL-

1In addition to the four experiments described in the text, the TOTEM (TOTal Elastic and diffrac-
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Figure 4.1: The CERN accelerator complex. Taken from ref. [131].

ICE) studies the heavy ion collisions, the LHCb experiment specialises in b-quark
physics, and A Toroidal LHC ApparatuS (ATLAS) and the Compact Muon Solenoid
(CMS) experiments are general-purpose detectors, which together provided evi-
dence for the detection of the Higgs boson in 2012. The ATLAS detector shall be
described in further detail in sec. 4.2.

The LHC complex is shown in fig. 4.1. Proton bunches begin in the linear ac-
celerator (LINAC) where they reach energies up to 50 MeV, then are injected into
the Proton Synchrotron (PS) booster followed by the Super Proton Synchrotron
(SPS), reaching energies of 25 GeV and 450 GeV respectively. The final step is into
the LHC ring, where the protons are accelerated by RF cavities up to the desired
energy (4 TeV in Run I, 6.5 TeV in Run II).

While the high energy of colliding protons is extremely important in studying
potential new physics, also important, and necessary for the statistical approach
each analysis must take, is the luminosity provided by the collider: a higher lu-
minosity means more events and a greater statistical power. The luminosity, L, is

tive cross section Measurement), LHCf (LHC forward) and MoEDAL (Monopole and Exotics Detector at
the LHC) experiments are also located around the LHC ring.
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Figure 4.2: The total integrated luminosity recorded by the ATLAS detector in
Runs I (left) and II (right). Taken from refs. [132] and [133].

related to the bunch parameters by

L =
fcrossingNbunch 1Nbunch 2

A (4.1)

where fcrossing is the frequency of bunch crossings, the Ns are bunch sizes and A
is the cross sectional area of the beam overlap.

The number of protons per bunch (Nbunch in eq. 4.1) was increased during Run
I from 1.2× 1011 in 2010 to 1.7× 1011 in 2012, while the bunch spacing (1/fcrossing)
has been reduced from 50ns to 25ns in Run II. Fig. 4.2 shows the total integrated
luminosity (L =

∫
L dt) collected by the ATLAS detector for the 7 and 8 TeV runs

in 2011/2012 (left) and the 13 TeV run in 2015 (right).

Unfortunately, while more protons per bunch will increase the likelihood of
a hard collision between two protons, it also increases the likelihood of multiple
interactions between protons in the two crossing bunches, meaning that a detec-
tor will record data from multiple interaction points in each event. The number
of interactions per bunch crossing is known as in-time pileup, and is shown in
fig. 4.3 for Run I (left) and Run II (right), as measured by the ATLAS detector.
Out-of-time pileup is similarly problematic, and arises when signals from previ-
ous bunch crossings remain in the detector; for example, the liquid argon (LAr)
calorimeters (described in sec. 4.2.2) are sensitive to signals from the preceding
12 bunch crossings during 50ns bunch spacing operation, which increases to 24
during 25ns operation [134, 135].

The ATLAS detector is described in the next section.
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Figure 4.3: The in-time pileup measured by the ATLAS detector in Runs I (left)
and II (right). Taken from refs. [132] and [133].

4.2 The ATLAS detector

At 46m long, 25m in diameter and weighing close to 7000 tonnes, the cylindrically-
shaped ATLAS detector is the largest detector on the LHC ring. This section pro-
vides a brief description of the main components of the ATLAS detector, and is
heavily based on refs. [134, 136].

ATLAS uses a right-handed coordinate system with its origin at the nominal
interaction point (IP) in the centre of the detector and the z-axis along the beam
pipe. The x-axis points from the IP to the centre of the LHC ring, and the y-axis
points upward. Cylindrical coordinates (r, φ) are used in the transverse plane, φ
being the azimuthal angle around the beam pipe. The polar angle θ is measured
with respect to the LHC beam-line. The pseudorapidity η is an approximation
for rapidity y in the high energy limit, and is defined in terms of the polar angle
θ by η = − ln tan(θ/2). Transverse momentum and energy are defined as pT =

p× sin(θ) and ET = E × sin(θ), respectively.
The entire ATLAS detector is shown in fig. 4.4, and can be broken down into

three main detectors: the inner detector (used for particle identification and track-
ing), the calorimeters (used for energy measurement) and the muon spectrometer
(for identification and energy measurement of muons). All components are ap-
proximately symmetric about the IP. Specific details for each of the main detector
components are given below.

4.2.1 The Inner Detector

The inner detector (ID) is the innermost detector within ATLAS, and is depicted
in fig. 4.5. It is 7.024m long and 2.3m in diameter, and sits within a 2T magnetic
field provided by a solenoid surrounding the detector. As noted above, it is used
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2008 JINST 3 S08003

Figure 1.1: Cut-away view of the ATLAS detector. The dimensions of the detector are 25 m in
height and 44 m in length. The overall weight of the detector is approximately 7000 tonnes.

The ATLAS detector is nominally forward-backward symmetric with respect to the interac-
tion point. The magnet configuration comprises a thin superconducting solenoid surrounding the
inner-detector cavity, and three large superconducting toroids (one barrel and two end-caps) ar-
ranged with an eight-fold azimuthal symmetry around the calorimeters. This fundamental choice
has driven the design of the rest of the detector.

The inner detector is immersed in a 2 T solenoidal field. Pattern recognition, momentum
and vertex measurements, and electron identification are achieved with a combination of discrete,
high-resolution semiconductor pixel and strip detectors in the inner part of the tracking volume,
and straw-tube tracking detectors with the capability to generate and detect transition radiation in
its outer part.

High granularity liquid-argon (LAr) electromagnetic sampling calorimeters, with excellent
performance in terms of energy and position resolution, cover the pseudorapidity range |h | < 3.2.
The hadronic calorimetry in the range |h | < 1.7 is provided by a scintillator-tile calorimeter, which
is separated into a large barrel and two smaller extended barrel cylinders, one on either side of
the central barrel. In the end-caps (|h | > 1.5), LAr technology is also used for the hadronic
calorimeters, matching the outer |h | limits of end-cap electromagnetic calorimeters. The LAr
forward calorimeters provide both electromagnetic and hadronic energy measurements, and extend
the pseudorapidity coverage to |h | = 4.9.

The calorimeter is surrounded by the muon spectrometer. The air-core toroid system, with a
long barrel and two inserted end-cap magnets, generates strong bending power in a large volume
within a light and open structure. Multiple-scattering effects are thereby minimised, and excellent
muon momentum resolution is achieved with three layers of high precision tracking chambers.

– 4 –

Figure 4.4: The ATLAS detector. Taken from ref. [134].

predominantly for the tracking of particles out to a pseudorapidity, |η|, of 2.5,
and is designed to reconstruct particle tracks and vertices with good momentum
resolution. Additionally, the ID can also be used to identify electrons with pT ∈
[500 MeV, 150 GeV] with |η| < 2.0.

The ID has three layers, the pixel detector, semiconductor tracker and transition
radiation tracker.

The pixel detector contains three layers of high-precision, high-granularity
semiconductor modules (1744 in total), which each contain close to 50,000 pixels,
with 46,080 independent read-out channels per module, and 80.4 million chan-
nels in total. It provides excellent resolution in each layer, 10µm in the transverse
plane and 115µm in the axial (barrel) or radial (endcaps) plane.

Between Runs I and II, a significant upgrade to the pixel detector was made,
with the installation of the Insertable B-Layer (IBL) [137, 138]. This was inserted
within the innermost layer (the B-layer) of the original pixel detector, following
the resizing of the beam pipe, and was designed to handle the planned increase
in instantaneous luminosity of the LHC after Run II, which is expected to reach
more than twice the peak luminosity of 1 × 1034 cm−2 s−1 for which the pixel
detector was designed. The IBL is a hybrid silicon pixel detector constructed of
14 tilted, overlapping staves at 〈r〉 = 3.3cm from the centre of the beam pipe, and
extends out to |η| = 3.0. Its 12 million pixels are ∼60% of the size of those in the
original pixel detector, providing improved resolution. As a result of the IBL,
the tracking capability of the ID is signficantly improved, particularly for vertex
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2008 JINST 3 S08003

Figure 1.2: Cut-away view of the ATLAS inner detector.

The layout of the Inner Detector (ID) is illustrated in figure 1.2 and detailed in chapter 4. Its
basic parameters are summarised in table 1.2 (also see intrinsic accuracies in table 4.1). The ID is
immersed in a 2 T magnetic field generated by the central solenoid, which extends over a length of
5.3 m with a diameter of 2.5 m. The precision tracking detectors (pixels and SCT) cover the region
|h | < 2.5. In the barrel region, they are arranged on concentric cylinders around the beam axis
while in the end-cap regions they are located on disks perpendicular to the beam axis. The highest
granularity is achieved around the vertex region using silicon pixel detectors. The pixel layers are
segmented in R�f and z with typically three pixel layers crossed by each track. All pixel sensors
are identical and have a minimum pixel size in R�f ⇥ z of 50⇥400 µm2. The intrinsic accuracies
in the barrel are 10 µm (R�f ) and 115 µm (z) and in the disks are 10 µm (R�f ) and 115 µm (R).
The pixel detector has approximately 80.4 million readout channels. For the SCT, eight strip layers
(four space points) are crossed by each track. In the barrel region, this detector uses small-angle
(40 mrad) stereo strips to measure both coordinates, with one set of strips in each layer parallel to
the beam direction, measuring R�f . They consist of two 6.4 cm long daisy-chained sensors with
a strip pitch of 80 µm. In the end-cap region, the detectors have a set of strips running radially and
a set of stereo strips at an angle of 40 mrad. The mean pitch of the strips is also approximately
80 µm. The intrinsic accuracies per module in the barrel are 17 µm (R�f ) and 580 µm (z) and in
the disks are 17 µm (R�f ) and 580 µm (R). The total number of readout channels in the SCT is
approximately 6.3 million.

A large number of hits (typically 36 per track) is provided by the 4 mm diameter straw tubes
of the TRT, which enables track-following up to |h | = 2.0. The TRT only provides R�f informa-
tion, for which it has an intrinsic accuracy of 130 µm per straw. In the barrel region, the straws are
parallel to the beam axis and are 144 cm long, with their wires divided into two halves, approxi-
mately at h = 0. In the end-cap region, the 37 cm long straws are arranged radially in wheels. The
total number of TRT readout channels is approximately 351,000.
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Figure 4.5: The inner detector of ATLAS. Taken from ref. [134].

reconstruction and tagging of b-hadrons.

The semiconductor tracker (SCT) contains layers of silicon microstrips, ar-
ranged such that any particle will travel through at least four layers in either the
barrel or the endcap. It provides a per-layer resolution of 17µm in the transverse
plane, and 580µm in the axial and radial planes.

The transition radiation tracker (TRT) is made up of polyimide straw tubes,
4mm in diameter, that each contain a gas mixture of Xe, CO2 and O2. The gas is
ionised as charged particles pass through, and the resulting electrons then move
toward a central, positively charged anode wire. The time taken to reach the
anode is used to determine the radial distance to the ionisation point within the
straw. Electrons can also emit X-rays as they transition between the gas mixture
and the straw, produce ionising photons which show as larger signal amplitudes
than the minimum-ionising charged particles. Electrons with pT < 150 GeV can be
identified this way, however other particles with pT > 150 GeV can also produce
this signal and so the identification ability is lost. All charged tracks satisfying
|η| < 2.0 and pT > MeV cross at least 36 straws, except in the transition region
between the barrel and endcap (0.8 < |η| < 1.0), where they cross at least 22.
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Figure 1.3: Cut-away view of the ATLAS calorimeter system.

Calorimeters must provide good containment for electromagnetic and hadronic showers, and
must also limit punch-through into the muon system. Hence, calorimeter depth is an important
design consideration. The total thickness of the EM calorimeter is > 22 radiation lengths (X0)
in the barrel and > 24 X0 in the end-caps. The approximate 9.7 interaction lengths (l ) of active
calorimeter in the barrel (10 l in the end-caps) are adequate to provide good resolution for high-
energy jets (see table 1.1). The total thickness, including 1.3 l from the outer support, is 11 l
at h = 0 and has been shown both by measurements and simulations to be sufficient to reduce
punch-through well below the irreducible level of prompt or decay muons. Together with the large
h-coverage, this thickness will also ensure a good Emiss

T measurement, which is important for many
physics signatures and in particular for SUSY particle searches.

1.3.1 LAr electromagnetic calorimeter

The EM calorimeter is divided into a barrel part (|h | < 1.475) and two end-cap components
(1.375 < |h | < 3.2), each housed in their own cryostat. The position of the central solenoid in
front of the EM calorimeter demands optimisation of the material in order to achieve the de-
sired calorimeter performance. As a consequence, the central solenoid and the LAr calorimeter
share a common vacuum vessel, thereby eliminating two vacuum walls. The barrel calorimeter
consists of two identical half-barrels, separated by a small gap (4 mm) at z = 0. Each end-cap
calorimeter is mechanically divided into two coaxial wheels: an outer wheel covering the region
1.375 < |h | < 2.5, and an inner wheel covering the region 2.5 < |h | < 3.2. The EM calorimeter is
a lead-LAr detector with accordion-shaped kapton electrodes and lead absorber plates over its full
coverage. The accordion geometry provides complete f symmetry without azimuthal cracks. The
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Figure 4.6: The calorimeter system of ATLAS. Taken from ref. [134].

4.2.2 The Calorimeter

The calorimeter system of ATLAS, shown in fig. 4.6, is designed to measure the
energy of particles as they pass into the detector and are stopped. Only neutri-
nos and muons are able to pass through relatively unaffected, these are known
as minimally ionising particles (MIPs). The calorimeter system extends out to |η|
= 4.9, and is separated into the inner electromagnetic (EM) calorimeter (for EM
showers seeded by electrons or photons) and the outer hadronic calorimeter (for
showers seeded by hadrons). In both systems, sampling calorimetry is used, in
which particles pass through alternate layers of absorbing and active material; the
former layers are designed to force an interaction in order to produce a shower,
while the latter layers measure the amount of energy in the shower. While some
energy is generally lost in the absorbing layers, this can be quantified and cali-
brated for.

The EM calorimeter, as noted above, measures the energy of electrons and
photons, which cannot be treated independently; electrons can radiate photons,
while photons can produce electron-positron pairs, undergo Compton scattering
with electrons, and be converted to electrons through the photoelectric effect. The
low-energy electrons that are ultimately produced in an electron/photon shower
will form ions and so are absorbed, ending the showering process. Given a suffi-
ciently deep calorimeter, most of the energy of such a shower can be contained.
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The radiation length of a material, denoted X0, is the average distance an
electron travels in the material to reduce its energy by a factor of e through EM
interactions. Generally, more than 20 radiation lengths are needed to fully contain
an EM shower. The absorbing material in the EM calorimeter is lead, which has
a relatively short radiation length of X0 = 0.561cm. The active material is liquid
argon (LAr), chosen for its uniform nature, stability and radiation-hardness. The
LAr is ionised as particles pass through, and the electrons drift to a set of copper
electrodes. A signal shaper, optimised for the 25ns bunch spacing, is applied to
shorten the readout time.

The absorbing and active layers are arranged in a distinct accordian geometry
(seen in fig. 4.7(a)), which provides full coverage in the φ dimension. In the barrel
region (|η| < 1.475), the ElectroMagnetic Barrel (EMB) has three layers: strip cells
of size 0.0031 × 0.098 in η × φ-space (which is needed to discriminate photons
from π0 decays), a second layer of cells with size 0.025 × 0.0245 (where most of
the energy is captured, and providing good resolution in both dimensions), and
a third, coarser-granularity layer of 0.05 × 0.0245 cells (where less precision is
needed). In the endcap region (1.375 < |η| < 3.2), the ElectroMagnetic EndCap
(EMEC) is constructed from two coaxial wheels with a similar structure to the
EMB. The region between the barrel and endcap (1.375 < |η| < 1.52), known as
the crack region, contains a considerable amount of inactive material required for
access to the ID, leading to losses in energy and performance. This region is often
removed in physics analyses.

The hadronic calorimeter is used to measure the decay of hadrons, however a
hadronic shower is not strictly contained within the hadronic calorimeter; neutral
pions, for example, which are produced in ∼30% of events, are most likely to
decay to a pair of photons, which deposit their energy in the EM calorimeter.
Hadronic jets in general are quite complicated objects, producing charged and
neutral mesons and baryons, as well as invisible processes almost 30% of the
time. As a result, a considerable amount of the hadronic energy is undetectable,
and, to complicate matters further, the fraction of energy that is observed tends
to depend on the energy of the process, requiring a significant calibration effort.

The nuclear interaction length of a material, λI (the hadronic equivalent to
the EM radiation length), is the distance travelled by a particle before it under-
goes a hadronic interaction, that is, a strong interaction with the nucleus. Due to
the much smaller cross section of the nucleus compared to the surrounding elec-
tron cloud, λI tends to be much larger the X0 (a factor of 5–30 times longer) for
the same material. Calorimeters normally require about 10 nuclear interaction
lengths to contain a hadronic shower, however it becomes impossible to fully
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Figure 5.4: Sketch of a barrel module where the different layers are clearly visible with the ganging
of electrodes in f . The granularity in h and f of the cells of each of the three layers and of the
trigger towers is also shown.

5.2.2 Barrel geometry

The barrel electromagnetic calorimeter [107] is made of two half-barrels, centred around the z-
axis. One half-barrel covers the region with z > 0 (0 < h < 1.475) and the other one the region
with z < 0 (�1.475 < h < 0). The length of each half-barrel is 3.2 m, their inner and outer
diameters are 2.8 m and 4 m respectively, and each half-barrel weighs 57 tonnes. As mentioned
above, the barrel calorimeter is complemented with a liquid-argon presampler detector, placed in
front of its inner surface, over the full h-range.

A half-barrel is made of 1024 accordion-shaped absorbers, interleaved with readout elec-
trodes. The electrodes are positioned in the middle of the gap by honeycomb spacers. The size
of the drift gap on each side of the electrode is 2.1 mm, which corresponds to a total drift time
of about 450 ns for an operating voltage of 2000 V. Once assembled, a half-barrel presents no
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supplies which power the readout are mounted in an external steel box, which has the cross-section
of the support girder and which also contains the external connections for power and other services
for the electronics (see section 5.6.3.1). Finally, the calorimeter is equipped with three calibration
systems: charge injection, laser and a 137Cs radioactive source. These systems test the optical
and digitised signals at various stages and are used to set the PMT gains to a uniformity of ±3%
(see section 5.6.2).

5.3.1.2 Mechanical structure
Photomultiplier

Wavelength-shifting fibre

Scintillator Steel

Source

tubes

Figure 5.9: Schematic showing how the mechan-
ical assembly and the optical readout of the tile
calorimeter are integrated together. The vari-
ous components of the optical readout, namely
the tiles, the fibres and the photomultipliers, are
shown.

The mechanical structure of the tile calorime-
ter is designed as a self-supporting, segmented
structure comprising 64 modules, each sub-
tending 5.625 degrees in azimuth, for each of
the three sections of the calorimeter [112]. The
module sub-assembly is shown in figure 5.10.
Each module contains a precision-machined
strong-back steel girder, the edges of which
are used to establish a module-to-module gap
of 1.5 mm at the inner radius. To maximise
the use of radial space, the girder provides both
the volume in which the tile calorimeter read-
out electronics are contained and the flux return
for the solenoid field. The readout fibres, suit-
ably bundled, penetrate the edges of the gird-
ers through machined holes, into which plas-
tic rings have been precisely mounted. These
rings are matched to the position of photomul-
tipliers. The fundamental element of the ab-
sorber structure consists of a 5 mm thick mas-
ter plate, onto which 4 mm thick spacer plates
are glued in a staggered fashion to form the
pockets in which the scintillator tiles are lo-
cated [113]. The master plate was fabricated
by high-precision die stamping to obtain the dimensional tolerances required to meet the specifica-
tion for the module-to-module gap. At the module edges, the spacer plates are aligned into recessed
slots, in which the readout fibres run. Holes in the master and spacer plates allow the insertion of
stainless-steel tubes for the radioactive source calibration system.

Each module is constructed by gluing the structures described above into sub-modules on a
custom stacking fixture. These are then bolted onto the girder to form modules, with care being
taken to ensure that the azimuthal alignment meets the specifications. The calorimeter is assembled
by mounting and bolting modules to each other in sequence. Shims are inserted at the inner and
outer radius load-bearing surfaces to control the overall geometry and yield a nominal module-
to-module azimuthal gap of 1.5 mm and a radial envelope which is generally within 5 mm of the
nominal one [112, 114].
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Figure 4.7: The accordian geometry of the EM calorimeter system (left), and a tile
calorimeter module (right) of the ATLAS detector. Taken from ref. [134].

contain very high-energy showers.
The active material in the barrel (|η| < 0.9) and extended barrel (0.8< |η| < 1.7)

of the ATLAS hadronic calorimeter is plastic scintillating tiles, while steel (λI =
16.8cm) is employed as the absorbing material. As a hadron interacts, photons are
produced in the tiles at a rate proportional to the energy deposited, and collected
with wavelength-shifting fibres in each cell. The cells are grouped together in
η to form a module, and read out through photomultiplier tubes (PMTs)—see
fig. 4.7(b). Similarly to the EM calorimeter, the tile calorimeter has three layers,
but with a coarser granularity as hadronic showers are less compact than EM
showers; the first layer has cells of 0.1 × π/32 in η × φ-space, for example.

The Hadronic EndCap (HEC) calorimeter uses LAr and copper as the active
and absorbing materials, and is arranged in two wheels each of two layers; the
first layer has 24 copper plates per module, while the second has just 16. The cells
have size of ∼ 0.1 × 0.1 in η × φ-space in the range 1.5 < |η| < 2.5, and 0.2 × 0.2
in 2.5 < |η| < 3.2.

A special Forward Calorimeter (FCal) covers the region 3.1< |η| < 4.9. The ex-
treme, high-energy particle flux in this region means the calorimeter needs to be
radiation-hard, with a short radiation length so as to stop the high-energy parti-
cles. It consists of three layers; the first is an EM calorimeter, with LAr and copper
(which has X0 = 1.44cm and λI = 15.3cm, as well as the conductivity needed to
effectively cool the material) as the active and absorbing materials. The two fol-
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lowing layers are hadronic calorimeters, which employ LAr and tungsten (λI =
9.94cm) as the respective materials. In total, the FCal has 27.6 radiation lengths
and 9.94 nuclear interaction lengths of calorimeter.

4.2.3 The Muon Spectrometer

The muon spectrometer (MS), which extends to |η| < 2.7, measures the momenta
of muons by bending their trajectories through the use of a toroidal magnet sys-
tem, and measuring the curvature. The magnetic field is produced by the large
barrel toroid magnet (|η| < 1.4, ∼0.5 T) and smaller endcap magnets in the ends
of the barrel toroid (1.6 < |η| < 2.7, ∼1.0 T); the magnetic field in the transition
region (1.4 < |η| < 1.6) is a combination of the two fields.

There are two sub-detectors in each of the barrel and endcap, as shown in
fig. 4.8. In both cases, one of the sub-detectors is used for fast, low-precision mea-
surement (which can be employed by the trigger), and the other for slower but
high-precision momentum measurement. The fast sub-detector uses Resistive
Plate Chambers (RPCs) in the barrel (|η| < 1.05), with a resolution of 10mm ×
10mm in z×φ-space, and Thin Gap Chambers (TGCs) in the endcap (1.05 < |η| <
2.4), with a resolution of 2–6mm×3–7mm in r × φ-space.The high-precision sub-
detectors use Monitored Drift Tubes (MDTs) in both the barrel and endcap (η <
2.7) with a resolution of 35µm in the z or r dimensions.

The innermost module of the inner layer of the endcap has an additional set
of Cathode Strip Chambers (CSCs), covering the smaller region of 2.0 < |η| < 2.7
in which there is an increased particle flux. These provide a spatial resolution of
40µm but have a much shorter collection time than the MDTs, which would be
overwhelmed if they were used in this high-flux region.

4.2.4 Trigger

The ATLAS trigger system has three levels, known as L1, L2 and Event Filter (EF),
which are designed to reduce the event rate so as to record only interesting events.
The frequency of collisions is 20 MHz, which needs to be reduced to nearer 200
Hz. While the trigger process is performed, a complete read-out of the detector
is stored in a storage buffer, and discarded if it fails to pass the complete trigger
chain.

The L1 trigger looks for high-pT muons, electrons, photons, jets or hadronic
taus, large missing transverse momentum (Emiss

T ), or large total transverse en-
ergy. It takes data from the trigger chambers in the MS and reduced-granularity
calorimeter information which is then compared by the central trigger proces-
sor against the trigger menu (a list of all desired combinations of triggers). Pre-
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Figure 1.4: Cut-away view of the ATLAS muon system.

1.4 Muon system

The conceptual layout of the muon spectrometer is shown in figure 1.4 and the main parameters
of the muon chambers are listed in table 1.4 (see also chapter 6). It is based on the magnetic
deflection of muon tracks in the large superconducting air-core toroid magnets, instrumented with
separate trigger and high-precision tracking chambers. Over the range |h | < 1.4, magnetic bending
is provided by the large barrel toroid. For 1.6 < |h | < 2.7, muon tracks are bent by two smaller
end-cap magnets inserted into both ends of the barrel toroid. Over 1.4 < |h | < 1.6, usually referred
to as the transition region, magnetic deflection is provided by a combination of barrel and end-cap
fields. This magnet configuration provides a field which is mostly orthogonal to the muon trajec-
tories, while minimising the degradation of resolution due to multiple scattering. The anticipated
high level of particle flux has had a major impact on the choice and design of the spectrome-
ter instrumentation, affecting performance parameters such as rate capability, granularity, ageing
properties, and radiation hardness.

In the barrel region, tracks are measured in chambers arranged in three cylindrical layers
around the beam axis; in the transition and end-cap regions, the chambers are installed in planes
perpendicular to the beam, also in three layers.
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Figure 4.8: The muon system of the ATLAS detector. Taken from ref. [134].

scaling of menu items may be used at this point as it is useful for increasing sen-
sitivity to low pT events without being overwhelmed by di-jet events, however
this is not often used in physics analyses where high-pT objects are the most inter-
esting. The L1 trigger takes ∼2.5µs to make a decision, thereby reducing the rate
to 75kHz. It defines regions of interest (RoIs) (regions in (η, φ) that contain inter-
esting features) and passes this information, along with the trigger menu option
that was satisfied, to the L2 trigger.

The L2 trigger is seeded by the RoIs information, and matches the full granu-
larity and precision data in each region (∼ 2% of the total event data) to informa-
tion from the ID, before testing the event against a second trigger menu. It takes
approximately 40ms to make a decision for each event, and reduces the rate to
3.5kHz. The EF uses an offline analysis procedure, including object calibrations,
alignment corrections and so on, to make a final decision for each event. The
processing time is much greater, at close to 4s, which reduces the rate to ∼200Hz.

The L2 and EF levels are referred to together as the High Level Trigger (HLT).
Events passing the HLT are recorded to disk in RAW data format.
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4.2.5 Event Simulation

The Monte Carlo (MC) simulation of events is an integral part of any analysis; it is
used for generating possible new physics signals, checking our understanding of
Standard Model (SM) processes, estimating the predicted background processes
of an analysis, and estimating the calibration of various object parameters. To
simulate such events, we need to generate the underlying, hard scattering pro-
cess, propagate the resulting physical processes (decay, hadronisation, scattering
and so on) to the final-state particles, and simulate the interaction of those parti-
cles with the materials of the detector to be able to compare the simulated events
with the recorded data. A brief description of the simulation process is below,
following closely the details in ref. [139].

The first step is to simulate the interaction of the two initial state partons,
known as the hard process, calculated with a matrix element corresponding to
one or more Feynman diagrams that describe the process. Spin interactions and
interference effects are taken into account here, so the angular distributions of
final state particles are affected by the number of partons specified in the hard
process.

Higher-order quantum chromodynamics (QCD) effects are taking into account
in the next stage, the hadron shower, where all partons (including those in the
initial state) can split or radiate gluons, a process which may happen multiple
times. This is followed by hadronisation, where coloured objects are combined
into colourless hadrons, often producing short-lived resonances which then de-
cay. Finally, the partons of the initial protons that were not involved in the hard
process are allowed to interact, this is known as the underlying event.

The distribution of parton momenta within the proton is modeled with a Par-
ton Distribution Function (PDF), the choice of which is a parameter of an analysis,
and different PDFs are preferred for different processes. For example, the leading
order (LO) PDFs CTEQ6L1 [140] and MSTW2008LO [141] are popular for the sig-
nal generation of new physics processes, while the next-to-leading-order (NLO)
PDF CT10NLO [142] is more commonly used for SM background generation. In
addition to the PDF, a specific tune (an adjustment of the underlying event model
as well as the generator showering model) is often used to improve the agreement
with data; a list of ATLAS tunes can be found at ref. [143].

Some generators, such as PYTHIA [144, 145], are able to perform all the genera-
tion steps listed above, however in the analyses described in this thesis, separate,
specialist, generators are chosen to handle the matrix element calculation and
parton showering separately. For example, the MADGRAPH generator [146] pro-
duces Feynman diagrams for a given process, as well as source code to compute
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the corresponding matrix elements, and can do this to arbitrary orders of quan-
tum electrodynamics (QED), QCD and new physics (NP) (although the number
of diagrams increases rapidly with each increase in order, leading to a signifi-
cant decrease in speed). The source code is then used to simulate events, where
the parameters of SM and NP particles can be changed at will. Other generators
used in this thesis include SHERPA [147], POWHEG [148–151], POWHEGBOX [152],
ALPGEN [153], ACERMC [154, 155], MC@NLO [156, 157], HERWIG [158], JIMMY [159]
and GG2WW [160]. QED radiative corrections are usually implemented using PHOTOS

[161, 162], and tau decays with TAUOLA [163]. The output of event simula-
tion is referred to as being at truth-level or generator-level, as it does not yet take
into account the detector reconstruction of the events (and is in fact detector-
independent).

All particles that are long-lived enough to reach the detector material before
decaying (if they are not stable) are next propagated through a simulation of the
ATLAS detector [164]. For full simulation of the detector, the GEANT4 [165] model
is used, providing the best treatment of interactions by stepping the relativistic
particles through the different materials in the detector and calculating all scat-
tering, energy loss, charge deposition processes and so on. However, this method
is computationally expensive, and often a faster, more approximate simulation is
employed, known as Atlfast-II (AFII) [166], which simplifies the treatment of the
ATLAS calorimeters.

To approximate the effect of pileup, a set of minimum bias events are overlaid,
produced with a special PYTHIA8 LHC tune [164].

The final set of simulated events are recorded in Raw Digital Object (RDO)
format, retaining the truth-level information.The RAW and RDO formats are very
large and therefore not very user-friendly, so they are restricted to the first two
tiers of the Worldwide LHC Computing Grid (WLCG) (known as ‘the Grid’ for
short), Tier 0 and Tier 1. The information is instead converted to Event Sum-
mary Data (ESD) and Analysis Object Data (AOD) formats, where most of the
information is discarded and only that needed to reconstruct interesting objects
is retained. In Run I, the preferred format was known as Derived3 Physics Data
(D3PD), wherein some analysis selections were applied to reduce the dataset
size, and the format was flattened from objects to types. In Run II, this was re-
placed with the xAOD format, similar to the AOD format but directly readable in
ROOT [167].

59



Chapter 4 Detection and reconstruction

4.3 Object reconstruction

The reconstruction of objects within the ATLAS detector will now be briefly de-
scribed.

4.3.1 Electrons and photons

Electrons and photons are reconstructed from their tracks in the ID and the en-
ergy they deposit in the EM calorimeter. A cluster in the calorimeter is defined
with a fixed size of 3×5 cells in the middle layer of the calorimeter, and the total
energies of the three calorimeter layers in this window are summed. The win-
dow is then shifted until the total transverse energy is maximised; this is known
as the sliding-window algorithm [168]. If the maximum ET is greater than 2.5 GeV,
the region is considered a seed, and is compared against tracks that have been
reconstructed in the ID.

Electrons and photons can be distinguished by their signatures in the tracker,
where a photon is neutral and so leaves no track, but the electron is charged and
so is visible. If the cluster is matched to a track pointing to the IP, the cluster
is tagged as an electron, while if there is no matching track in the detector, the
cluster is tagged as an unconverted photon. If there is a matching track leading
to a secondary vertex, rather than the IP, the cluster is tagged as a converted
photon. Next, the clusters are rebuilt with 3×7 (5×5) central-layer cells in the
barrel (endcap) for electrons and converted photons, and 3×5 (5×5) cells in the
barrel (endcap) for unconverted photons.

While photons are relatively straightforward to identify, electrons have larger
backgrounds (alternative particles which can mimic the electron signature of a
collimated, contained signature in the EM calorimeter); in particular, jets will al-
ways be a non-negligible background to electrons as they have such a large cross
section. For Run I data and simulation, three sets of criteria are available which
balance the likelihood of including a fake electron coming from a jet against in-
cluding as many real electrons as possible, labeled loose++, medium++ and tight++,
with increasing purity and decreasing efficiency (see ref. [169, 170] for further
details). The definitions are inclusive, so medium++ electrons satisfy all loose++
criteria, and tight++ electrons satisfy medium++ and loose++ definitions. All three
electron identification definitions are used in the Run I analysis described later in
this thesis.

The loose, medium and tight electron identification criteria were updated for
Run II, using a likelihood-based method, and can be found in ref. [171]. Only loose
electrons, which have an efficiency of∼95% for electrons with ET ' 40 GeV [172],
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are relevant for the Run II analysis described in this thesis.

Finally, once the electrons and photons have been reconstructed and identi-
fied, their energies are calibrated, and the electron cluster energy and track mo-
mentum measurements are combined, improving the resolution at low energies.
Details of the calibration can be found in ref. [173].

4.3.2 Muons

The reconstruction of muons uses information from the ID and MS, and occa-
sionally the calorimeter if the MS is not available. Hits in the layers of the MS are
combined to create local track segments, which are combined in turn to build up
a global MS track. A track in the ID is also constructed (satisfying certain quality
constraints) which is then matched to a MS track.

Four types of muons are defined:

• ComBined (CB) muons result from a good match between tracks in the ID
and MS, which are then combined to improve the resolution;

• Segment Tagged (ST) muons have a clear ID track that is matched only to
track segments of the MS, and are useful for increasing the range of accep-
tance;

• Stand Alone (SA) muons can exist in the range 2.5< |η| < 2.7 where there is
no ID coverage, they therefore have a track in the MS which is not matched
to any in the ID; and

• Calorimeter Tagged (CaloTag) muons have an ID track matched to an en-
ergy deposit in the calorimeter but no MS track, and are used when there is
a gap in the MS, such as for |η| < 0.1.

Different algorithms exist to combine the ID and MS information; so-called STA-
tistical COmbination (STACO) muons [174] are used in this thesis.

In Run II, inclusive loose, medium and tight identification criteria were defined
for muons (see ref. [175]). Loose muons are used in this thesis, which include all
the muon types described above, though CaloTag and ST muons are restricted to
|η| < 0.1.

Once identified, the muon pT scale and resolution are calibrated, by comparing
di-muon invariant mass distributions against the well-understood J/ψ, Υ and Z

peaks; see ref. [176] for further details.
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4.3.3 Jets

Jets are reconstructed in the ATLAS detector predominantly using information
from the calorimeters. Clustering in the calorimeter is based not on a sliding-
window algorithm (as was used to identify electrons and photons in the EM
calorimeter), but on topological clustering (creating so-called topo-clusters) which
groups cells based on the significance of their neighbouring cells.2 The topo-
clusters are seeded by cells with a large signal-to-noise ratio Γ ≡ |Ecell/σnoise,cell| >
4, where σnoise is the width of noise and includes contributions from pileup. Neigh-
bouring cells are then iteratively added to the cluster if they satisfy Γ > 2, and the
first ring of cells with 2 > Γ > 0 is included to define the edge of the cluster.
Sub-clusters are split if there are local maximum cells with more than 500 MeV of
energy, where cells belonging to more than one sub-cluster are weighted for each
depending on their energy and distance to the local maxima. The topo-cluster en-
ergy is the sum of all the constituent cell energies, the mass is set to zero, and the
position is obtained by weighting the η and φ of the contributing cells according
to their (absolute) energies.

The sampling fraction of the calorimeter is used to estimate the actual en-
ergy of the particle shower, and the topo-clusters are then considered as recon-
structed at the EM scale; these are sometimes known as EM topo-clusters, and
can go straight into a jet-finding algorithm as described below. However, while
this energy scale is appropriate for EM processes, hadronic processes require a
further level of calibration to account for the high level of variability in the de-
cay products they produce, and the energy they deposit in the calorimeter. The
common scheme is called Local Hadronic Calibration (LC)3, which classifies the
topo-clusters as mainly electromagnetic or hadronic, and a calibration factor is
applied to each cell depending on the cluster energy and the cell energy, where
the factors are derived from single charged or neutral pion simulations. Specifi-
cally, weights are applied to correct for the non-compensation of the calorimeter
material, and energy deposited outside the reconstructed clusters and in non-
sensitive regions [177]. The resulting clusters are often called LC topo-clusters.

The calibrated topo-clusters are then used as inputs (‘pseudoparticles’) to the
chosen jet-finding algorithm. A general sequential recombination algorithm uses
distances dij between pseudoparticles i and j, where

dij = min(k2p
T,i, k

2p
T,j)

∆2
ij

R2
. (4.2)

2This leads to clusters with variable numbers of cells, which is appropriate for jets since
hadronic clusters have a more varied energy response compared to EM jets (formed by the energy
deposits of electrons and photons).

3Note that this is also often written as local cluster weighting (LCW).
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Here kT,i is the transverse momentum of object i, ∆ij ≡ (yi− yj)2 + (φi−φj)2, and
R is a radius parameter. p is a parameter used to determine the relative power of
the momentum and distance scales. An ordered list of all the distances dij and the
adapted transverse momenta k2p

T,i is created; if the smallest element is one of the
dij , the pseudoparticles i and j are added together to form a new pseudoparticle,
and the process is repeated. If the smallest element is instead one of the k2p

T,i,
pseudoparticle i is removed, and considered a jet.

The jet algorithms used within this thesis are the anti-kT algorithm [178], where
p = -1, the Cambridge-Aachen (C/A) algorithm [179], where p = 0, and the inclu-
sive kT algorithm [180], where p = 1; each case produces an infra-red and collinear
safe result. The radius parameter for narrow anti-kT jets (generally arising from
QCD processes) is commonly set toR = 0.4 or 0.6, while for large-radius jets (com-
monly used for identification of hadronically-decaying electroweak (EW) bosons,
appearing in chapters 7 and 8 of this thesis) it is R = 1.0 or 1.2; the C/A algorithm
is typically used for large-radius jets with R = 1.0 or 1.2.

The reconstructed jets are further calibrated with the Jet Energy Scale (JES),
which is an extensive and constantly-evolving process, derived predominantly
with simulation. The jet energy responseR is defined by

R =

〈
Ereco

Etruth

〉
, (4.3)

whereEreco is the energy of a jet reconstructed from calorimeter clusters andEtruth

is the energy of a so-called truth jet, where the stable hadronised decay products
are input as the jet constituents. Following corrections for pileup and jet origin
(specifically, the jet should be pointing back to the IP), the inverse of the average
response, as a function of energy and η, is applied as a correction factor. Fol-
lowing this step, jets are considered as EM+JES- or LC+JES-calibrated. To reduce
the possible bias from a purely MC-derived JES, a residual correction has been
obtained from in situ measurements, and is applied to jets in data. For further
details, see for e.g. refs. [181–185].

Finally, the Jet Energy Resolution (JER) (the width of the response function of
eq. 4.3) is given by

σ

E
=

√√√√
〈(

Ereco − Etruth

Etruth

)2
〉
−
〈
Ereco − Etruth

Etruth

〉2

(4.4)

Large-radius jets

Large-radius jets often undergo some form of grooming, designed to remove the
soft components of a jet and thereby reducing the effects of pileup and the under-
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lying event. There are three main categories [186]:

• trimming: the elements of a jet are reclustered (often with a different clus-
tering algorithm) with a smaller radius parameterRsubjet, and the subjets are
removed (‘trimmed’) if they carry less than some fraction fcut of the original
jet pT [187];

• pruning: similar to trimming, the jet elements are reclustered, where the
second element of each pair-wise clustering is discarded if the separation
∆Rij is greater than Rcut × 2mj/pT,j , or if the pT fraction of the softer subjet
with respect to the pT of the pair is smaller than a parameter Zcut [188, 189];

• split-filtering: the last step of the C/A clustering of a large-R jets is reversed
to produce two subjets, if these satisfy the momentum balance requirement
√
y12 ≡ min(pT,1, pT,2)∆R12/m12 >

√
ymin the jet proceeds to the filtering

stage4, otherwise the de-clustering process continues with the highest-mass
subjet and iterates. To filter, the elements of the surviving jet are reclustered
with Rsubjet = min(0.3, ∆R12), and any radiation outside the three hardest
subjets is discarded [190].

Track jets

An alternative to calorimeter jets, track jets are reconstructed using charged-particle
tracks left in the ID as input to the desired jet-finding algorithm. The tracks are
required to satisfy pT > 500 MeV and have at least one and six hits in the pixel
and SCT sub-detectors respectively, while impact parameter requirements are im-
posed to ensure the tracks originate at the primary vertex so as to reduce the
contribution from pileup.

b-jets

The identification of jets resulting from the decay of b-quarks, usually referred to
as b-jets, is commonly used in ATLAS analyses, particularly for the identification
of top-quarks which decay to a b-quark at least 90% of the time. The resulting
b-quark itself decays via emission of a W boson to produce a lighter quark, most
often a c-quark, with the decay of the W leading to a so-called semi-leptonic or
fully-hadronic object. Compared to jets originating from light quarks or gluons,

4Note that a mass-drop requirement, µ12 ≡ max(m1,m2)/m12 < µfrac, is sometimes included
to give the mass-drop filtering algorithm, and is used in the analysis of chapter 7. This was
dropped for Run II analyses, and demonstrated in ref. [186] to be redundant.
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b-jets produce a different shower profile, and their fast decay can lead to a sec-
ondary displaced vertex, meaning they can be identified with some degree of
certainty (often with multivariate analysis (MVA) techniques).

In Run I, the most common b-tagging algorithm was the MV1 tagging algo-
rithm [191, 192], performed on anti-kT, R = 0.4, LC-topo jets. Working points
defined by the b-tagging efficiency were defined, and calibrated in a di-lepton
control region [192]. In early Run II, the preferred b-tagging algorithm was the
MV2c20 tagger [191–193], performed on anti-kT, R = 0.2, track jets rather than
calorimeter jets, and taking advantage of improvements in track reconstruction [193–
195].

4.3.4 Tau leptons

The tau is the heaviest of the leptons, and will decay before reaching the ac-
tive parts of the ATLAS detector, meaning it can only be identified by its de-
cay products. If it decays leptonically, we observe one of the lighter charged
leptons, which cannot be distinguished from those produced directly via other
processes. Leptonically-decaying tau leptons must therefore be included (usu-
ally as a background) in any analysis involving electrons or muons. The heavy
mass of the tau (1.777 GeV [48]) means that it can also decay hadronically, which
it does approximately 65% of the time. Taus usually decay to a particular mix of
charged and neutral hadrons, and so methods have been developed to identify
the hadronically-decaying tau. This identification, and in particular the calibra-
tion of the energy scale of hadronic taus, is the topic of chapter 5.

As with the other charged leptons described above, three working points for
tau leptons are defined, labeled loose, medium and tight, based on a boosted de-
cision tree (BDT) algorithm designed to reject electrons and jets. See ref. [1] for
further details.

4.3.5 Missing transverse momentum

Missing transverse momentum, sometimes referred to as missing transverse en-
ergy and denotedEmiss

T , is a way to measure the balance of momentum of an event
in the transverse plane (the x − y plane), since the initial transverse momentum
of the incoming protons is close to zero. If all products of the collision were ob-
servable, the Emiss

T would also be close to zero, however ‘true’ Emiss
T comes from

invisible products (such as the SM neutrino, or more exotic new particles such as
dark matter (DM)), and ‘fake’ Emiss

T from mismeasured energies of other visible
objects.
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The following paragraphs describe the calorimeter-basedEmiss
T commonly used

in Run I analyses (known as RefFinal), and are based on refs. [196, 197]. The
minor changes implemented for Emiss

T calculations in Run II are described at the
end of this section, and are based on ref. [198].

Missing transverse momentum is defined as the negative vector sum of the
~pT of visible objects in the detector, and is denoted ~Emiss

T , however it is common
to refer to the magnitude, Emiss

T . The total Emiss
T is a combination of the x- and

y-components, according to

Emiss
T =

√
(Emiss

x )2 + (Emiss
y )2 ,

φmiss = arctan(Emiss
y /Emiss

x ) . (4.5)

Most objects deposit their energy in the ATLAS calorimeter, with the signifi-
cant exception of muons (as they are MIPs), and so the Emiss

T is calculated from a
combination of the calorimeter and muon terms:

Emiss
i = Emiss, calo

i + Emiss, µ
i (4.6)

where i = x, y. The muon term is calculated from muons observed in the MS,
according to

Emiss, µ
i = −

∑

muons

pµi (4.7)

where i = x, y, and the muons are required to be within |η| < 2.7. Only combined
muons are considered in the region of tracker coverage (|η| < 2.5), to suppress
contributions from fake muons.

The calorimeter term, Emiss, calo
i , consists of contributions from reconstructed

objects (described below), according to

Emiss, calo
i = Emiss, e

i +Emiss, γ
i +Emiss, τhad

i +E
miss, jets
i +Emiss, µ, calo

i +Emiss, SoftTerm
i , (4.8)

where τhad is a hadronically-decaying tau, and SoftTerm refers to topo-clusters
not already associated to any reconstructed object. In the case of overlapping
objects, the order of priority is left to right in eq. 4.8, meaning (for example) that
a calorimeter cell which is associated to both an electron and a jet will only be
considered as part of the electron. Each term is calculated from the negative sum
of cell energies in the reconstructed objects, according to
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Emiss, term
x = −

N term
cell∑

i=1

Ei sin(θi) cos(φi)

Emiss, term
y = −

N term
cell∑

i=1

Ei sin(θi) sin(φi)
(4.9)

where Ei, θi and φi are the energy, polar angle and azimuthal angle of each cell.
Notably, the energies are calibrated according to the reconstructed object with
which each cell is associated. See ref. [196] for details of the constituent objects.

Emiss
T in Run II

In Run II, the change in the Emiss
T calculation that is relevant to this thesis is in

the SoftTerm, which, rather than being measured in the calorimeter, is instead
measured from tracks in the ID, and so is known as the track-based soft term
(TST) [198]. Such a change is driven by the fact that tracks can be matched to the
primary vertex, thus reducing the sensitivity of the SoftTerm to pileup.

Tracks in the ID are required to satisfy pT > 0.4 GeV, |η| < 2.5, and additional
quality requirements [184]. They should pass requirements on the number of hits
in the ID, and resulting vertices are required to pass cuts on the impact param-
eters (|d0|, |z0| < 1.5cm). The tracks that contribute to the SoftTerm must not al-
ready be matched to a reconstructed object, be matched to the primary vertex, and
survive overlap removal cuts with calorimeter clusters: tracks are removed if they
are within ∆R < 0.05 of an e/γ cluster, or ∆R < 0.2 of a tau, or ghost-associated to
a jet [199, 200]; ID tracks associated to a combined or segment-tagged muon are
replaced with the combined ID+MS fit. Additionally, tracks with a momentum
uncertainty of greater than 40% are removed.

Removing the muon contribution

In some cases, the pT of muons is summed back into the Emiss
T , effectively re-

moving it from the calculation and making muons a source of missing transverse
momentum. This type ofEmiss

T is denoted in this thesis asEmiss
T, no µ, and is important

to the analysis described in chapter 8.

Such an approach may be taken for a few reasons. The Emiss
T -based trigger is

purely calorimeter-based and therefore does not include the contribution from
muons, so analyses which use this trigger may set a cut on Emiss

T, no µ to ensure
they define a signal region where the trigger is fully efficient. Additionally, data-
driven background estimations in control regions refined by one or two muons
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(such as W → µν and Z → µµ) become simpler when muons are no longer in-
cluded in the Emiss

T calculation; see sec. 8.4.

Track-based Emiss
T

An alternative to the calorimeter-based Emiss
T definition described above is the

use of track-based Emiss
T , denoted ~p miss

T . This is calculated fully from tracks in the
ID, which must satisfy constraints such as those for the TST. When large Emiss

T is
required in an analysis (such as the mono-X analyses which are the main topic
of this thesis), track-based Emiss

T is useful for reducing fake Emiss
T , particularly that

which arises through mismeasurement of a jet in a di-jet event. Requiring that
the track-based Emiss

T is relatively large, aligned with the calorimeter-based Emiss
T ,

and not aligned with a jet, are all effective ‘anti-QCD’ selections.
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Corrections to the Tau Energy Scale

The tau lepton, denoted τ , is the heaviest lepton in the Standard Model (SM) with
a mass of 1.777 GeV [48], and features in many ATLAS analyses, such as mea-
surements of SM processes [201–205] and searches for the Higgs boson [206], or
new physics searches including Supersymmetry [207–209], extended Higgs sec-
tors [210–212], heavy bosons [213], leptoquarks [214], etc. Good performance of
the ATLAS detector is required both to identify tau leptons and reduce the tau
energy scale uncertainties and resolution, and to do this well over a large energy
range (pT ∼ 15 GeV – few TeV). The tau has a relatively short decay length of
87µm, and therefore generally decays before reaching the active regions of the
ATLAS detector. As a result, while the lighter charged leptons are observed di-
rectly within the detector, the tau is observed instead through its decay products;
more specifically, the visible decay products, since at least one neutrino is always
produced in tau decay but is invisible to the detector. The tau decays leptoni-
cally approximately 35% of the time (however the electron or muon cannot be
distinguished from those arising in direct production processes), and to hadrons
the rest of the time. Of the hadronic decays, 72% include a single charged pion (a
charged track, from a 1-prong tau), 22% contain three charged pions (from a 3-prong
tau), and the majority of the remaining decays produce charged kaons. Up to one
additional neutral pion is produced in 78% of hadronic decays. The dominant
decay modes are listed in table 5.1. The visible decay products of the hadronic
tau decay are referred to as τhad, and manifest in the detector as a jet.

Topoclusters that are reconstructed into hadronic taus are calibrated at the
Local Hadronic Calibration (LC) scale, described in sec. 4.3.3. While this does a
reasonable job for narrow jets produced by far more common quantum chromo-
dynamics (QCD) processes (in conjunction with the Jet Energy Scale (JES)), it is
not optimised or sufficient for the specific behaviour of hadronic taus: the partic-
ular mix of charged hadrons produced in the decay, and a more collimated decay
requiring a narrower cone size (∆R = 0.2). (It also does not correct for the under-
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Type Process Branching fraction [%]

leptonic
τ+ → e+νeν̄τ 17.8

τ+ → µ+νµν̄τ 17.4

hadronic (1-prong)

τ+ → π+ν̄ 10.8

τ+ → π+π0ν̄ 25.5

τ+ → π+π0π0ν̄ 9.3

τ+ → π+π0π0π0ν̄ 1.1

hadronic (3-prong)
τ+ → π+π+π−ν̄ 9.0

τ+ → π+π+π−π0ν̄ 2.7

Table 5.1: The dominant decay modes of the tau. Note that processes with oppo-
site charge are implied. Rare decay modes (with five charged pions, or to kaons)
are not shown. Adapted from ref. [48].

lying event or for pileup contributions.) A further calibration, known as the Tau
Energy Scale (TES), is therefore desirable, which takes advantage of these aspects
of hadronic taus. The TES is derived from simulation, and is designed to calibrate
the energy of the reconstructed tau to within a few percent of the true energy scale
(i.e. the energy of the tau at generator-level), and thereby also improve the energy
resolution. To ensure there is no bias introduced from a purely simulation-based
calibration, uncertainties on the modeling can be obtained by studying the dif-
ference between data and simulation using an in situ method with Z → τlepτhad

events. This method can also provide small data-driven corrections to the TES.

Work on the TES calibration was performed by other members of the ATLAS
Tau Working Group, and is discussed in broad detail in sec. 5.1, to provide context
for the work of the author on the in situ study of corrections to the TES, discussed
in finer detail in sec. 5.2.

5.1 The Tau Energy Scale

This section describes work performed by other members of the ATLAS Tau
Working Group, and is included to provide context for the following section on
corrections to the TES. It follows closely the description given in ref. [1].

Calculation of the TES uses simulated events of Z → ττ ,W → τν and Z ′ → ττ

processes simulated with PYTHIA8 [145]. Reconstructed τhad candidates are re-
quired to satisfy ET > 15 GeV and |η| < 2.4, ∆R(other jets) > 0.5, and be matched
to a true τhad with Etrue

T,vis > 10 GeV. Additionally, they must meet medium tau iden-
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Figure 5.1: τhad energy response curves as a function of the reconstructed τhad

energy Eτ
LC for hadronic tau decays with (a) one and (b) more than one associ-

ated tracks. Each curve corresponds to a region of absolute pseudorapidity. The
region where markers are shown corresponds approximately to a transverse en-
ergy Eτ

T,LC > 15 GeV. For very low and very high energies, the response curves
are assumed to be constant. Taken from ref. [1].

tification criteria.

For each reconstructed tau, the ratio of the reconstructed energy at the LC
scale Eτ

LC to the true visible energy Etrue
vis is calculated. The reconstructed taus

are then binned according to the number of charged tracks (1 or more than 1),
intervals of pseudorapidity (|η| < 0.3, 0.3 < |η| < 0.8, 0.8 < |η| < 1.3, 1.3 < |η| <
1.6, and 1.6 < |η| < 2.4), and intervals of Etrue

vis . In each bin, the distribution of the
Eτ

LC/E
true
vis ratio is fitted with a Gaussian and the mean value is calculated from

this. The mean values, as a function of the average Eτ
LC in each bin, are then

fitted with an empirically-derived functional form; this is known as a response
curve, and is a preliminary form of the TES calibration. These response curves
are shown in fig. 5.1.

Further corrections are then calculated and applied. The first addresses a
pseudorapidity bias, introduced by underestimated reconstructed cluster ener-
gies in poorly instrumented regions of the ATLAS detector. This bias is found
to be non-negligible only in the transition region of the detector, where the cor-
rection is smaller than 0.01. The final pseudorapidity correction is implemented
with ηreco = ηLC − ηbias. The second correction addresses the effect of pileup con-
tributions to the reconstructed energy, which are not taken into account by the
LC scale. In each event, the number of reconstructed proton-proton interaction
vertices, nvtx, is obtained, and a proportional amount of energy is subtracted; the
energy subtracted per vertex is derived for different regions of |ηreco| and number
of associated tracks, and is within the range of 90–420 MeV (increasing with |η|).
Overall, these additional pseudorapidity and pileup corrections adjust the TES
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Figure 5.2: Energy resolution for hadronically decaying tau leptons, separately
for (a) one and (b) three associated tracks and for different pseudorapidity re-
gions. The resolution shown is the standard deviation of a Gaussian function fit
to the distribution of (Ereco−Etrue

vis )/Etrue
vis in a given range ofEtrue

vis and |ηtrue
vis |. Taken

from ref. [1].

by less than 2%.

Once the further corrections are applied, the energy resolution is determined,
defined by σ(Ereco −Etrue

vis )/Etrue
vis (where σ is the standard deviation of a Gaussian

fit to the variable in brackets), and again binned according to number of associ-
ated tracks and pseudorapidity. For true visible energies above a few hundred
GeV the resolution is approximately 5%, and increases to 20–25% for very low
Etrue

vis . Plots of the resolution, as a function of Etrue
vis , are shown in fig. 5.2.

5.2 Corrections to the Tau Energy Scale

As described above, the TES calibration is derived purely with simulation, to
obtain agreement between the true energy scale (at generator-level) and the re-
constructed energy. Therefore, in addition to uncertainties on the absolute TES,
uncertainties on the modeling are also necessary, to check for any bias that may
have been introduced in the simulation-based TES.

Systematic uncertainties on the TES are calculated with two methods. The
deconvolution method, described briefly in ref. [1] and following an almost iden-
tical method to ref. [215], allows estimation of uncertainties on both the absolute
TES by looking at differences between the true and reconstructed visible ener-
gies, as well as the modeling by comparing simulation directly with data. The in
situ method, described in this section, looks just at the modeling, using a tag-and-
probe study of a highly pure sample of hadronically-decaying taus inZ → τlepτhad

events. Both methods also provide small data-driven corrections to the TES.

The remainder of this chapter describes work performed by the author in col-

72



Chapter 5 Corrections to the Tau Energy Scale

laboration with another student, unless otherwise stated.

The visible mass of a Z boson decaying to a leptonic tau (that is, a tau that de-
cays to an electron or muon) and a hadronic tau (which produces a jet of hadrons)
is given by

mvis =
√
|plep + pτhad |2

'
√

2p
lep
T pτhad

T (cosh(∆η)− cos(∆φ)))

(5.1)

where plep is the momentum of the lepton from the decay of the leptonic tau, pτhad

is the momentum of the visible decay products of the other hadronic tau, and ∆η

and ∆φ are the differences in pseudorapidity and azimuthal angle between them.
The in situ method of obtaining corrections to the TES is based on the idea that

a small linear change in the pT of the hadronic tau will shift the visible mass of
the Z in a corresponding small linear fashion. That is, if we shift the pT of all τhad

in a sample of Z → τlepτhad events according to

pτT′ = (1 + α)pτT , (5.2)

this leads to a change in the peak position of the distribution of the visible mass
of the Z boson, as

mvis′ '
√

2p
lep
T (1 + α)pτ

had-vis

T (cosh(∆η)− cos(∆φ)))

' (1 +
1

2
α)mvis

(5.3)

for small values of α. A comparison of the peak postion in data and in simulation
is therefore a simple way to estimate what the small correction to the tau pT, α,
should be.

5.2.1 Data and simulation

The data used in this study were collected with the ATLAS detector during 2012.
The total integrated luminosity during this time is equal to 20.3 fb−1, collected at
a centre-of-mass energy of the colliding protons of

√
s = 8 TeV.

The simulation of the Z → τlepτhad signal and expected SM backgrounds is
performed in steps, from matrix element (ME) generation (using ALPGEN [153],
HERWIG [216, 217], MC@NLO [156] or ACERMC [154, 155]), simulation of parton
fragmentation and hadronisation (using PYTHIA6 [144] or HERWIG), underlying
event (UE) modeling (using PYTHIA6 or JIMMY [159]), to simulation of the inter-
action of particles produced in the collisions with the detector material (using
GEANT4 [165]). The Parton Distribution Function (PDF) used in the generation
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comes from either CTEQ6L1 [140] or CT10 [142]. The UE simulation is tuned
(using PERUGIA2011C [218], AUET2 [219] or AUET2B [143] tunes) based on stud-
ies of collision data. Recommendations from the ATLAS collaboration, based on
specific performance studies for each process, are used to choose the best pro-
grams at each step of the generation. In each case, tau decays are modeled by
TAUOLA [163, 220], and radiative corrections to particle decays are included by
PHOTOS [221]. Corrections based on the pileup conditions (in-time and out-of-
time) are implemented following minimum bias collision simulations performed
with PYTHIA8 [222].

The details of simulation for each of the signal and background samples are
listed in table 5.2. In each case, the simulation is scaled according to the total
luminosity obtained in data, and the next-to-leading-order (NLO) cross section,
to obtain the number of events expected in each process.

We note here that an alternative signal sample was tested, using an embed-
ding method (see ref. [223] for details of the embedding procedure). This method
takes Z → µµ events from data, and creates a Z → ττ sample by replacing the
muons with simulated taus at the level of reconstructed tracks and calorimeter
cells. However, the resulting systematic uncertainties from this procedure, par-
ticularly those arising from both the muon isolation and the removal of the muon
energy in the calorimeter, were larger than those obtained through pure simula-
tion of Z → ττ events, and so this alternative signal sample is not used.

5.2.2 Object and event selection

First we describe the selection of physics objects and events, where the objective
is to obtain a highly pure sample of signal events (Z → τlepτhad). While theo-
retically the leptonic tau is just as likely to decay to an electron as to a muon (a
consequence of lepton universality), we include only events where the leptonic
tau decays to a muon and muon neutrino, and veto events containing an electron.
This is because electrons are more likely to be reconstructed as a τhad than muons,
and because the uncertainty on the electron energy reconstruction is larger than
that of the muon.

Events are preselected with a single-muon trigger; at Event Filter (EF) level,
events must contain an isolated muon with pµT > 24 GeV (which fires the so-
called EF mu24i tight trigger) or a muon with pµT > 36 GeV with no isolation
requirement (which fires the EF mu36 tight trigger) [224, 225].

Offline, objects identified as muons are produced by the combined STACO
reconstruction algorithm, see sec. 4.3.2. A muon candidate (the ‘tag’ of our tag-
and-probe method) must satisfy pµT >26 GeV and |ηµ| < 2.5, to ensure it lies in
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Process
ME Parton shower,

PDF TuneGenerator UE

Z ALPGEN PYTHIA6 CTEQ6L1 PERUGIA2011C

γ∗ → `+`− ALPGEN
HERWIG +

CTEQ6L1 AUET2JIMMY

W ALPGEN PYTHIA6 CTEQ6L1 PERUGIA2011C

W+W− ALPGEN
HERWIG +

CTEQ6L1 AUET2JIMMY

W±Z HERWIG HERWIG CTEQ6L1 AUET2

ZZ HERWIG HERWIG CTEQ6L1 AUET2

tt̄ MC@NLO
HERWIG +

CT10 AUET2JIMMY

single-top
MC@NLO

HERWIG +
CT10 AUET2(s-channel) JIMMY

single-top
MC@NLO

HERWIG +
CT10 AUET2(W±-channel) JIMMY

single-top
ACERMC PYTHIA6 CTEQ6L1 AUET2B(t-channel)

Table 5.2: The signal and background samples considered in this analysis, and the
various programs and associated parameters used to simulate them at matrix ele-
ment level and to model the parton showering and hadronisation and underlying
event.
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the plateau of the muon trigger efficiency curve. To satisfy track quality require-
ments, the muon track should have a minimum distance from the primary vertex
in the z direction of less than 10 mm. Finally, the muon must be isolated as this
is the strongest discriminator against QCD multijet events: the summed pT and
summed ET of tracks in the EM and hadronic calorimeters within a cone of ∆R =
0.4 and 0.2 of the muon, but not associated to the muon, known as pTCone40 and
ETCone20 respectively, must not be greater than 6% of pµT.

Reconstructed hadronic taus (the ‘probe’) must satisfy pτhad
T > 20 GeV and

|ητhad| < 2.5. As the study is of minor corrections to the energy calibration, the
TES should already have been applied to the energy of reconstructed hadronic
taus. To reduce contamination from jets, the tau candidates should satisfy medium
identification requirements, by passing the JetBDTSigMedium flag [1], have ei-
ther one or three associated tracks, and have an electric charge of ±1. If more
than one hadronic tau candidate is identified, that with the largest pT is selected.
An event is vetoed if the tau candidate is also consistent with being a muon of
pT > 4 GeV, or a medium electron with pT > 15 GeV.

Selected events require that the reconstructed primary vertex have at least
four associated tracks. To reject events originating from cosmic ray backgrounds,
non-collision backgrounds or calorimeter noise, events should satisfy data qual-
ity requirements which ensure that each sub-system of the ATLAS detector was
working properly when the data were collected [226]. Each event should con-
tain exactly one muon and at least one hadronically-decaying tau candidate; the
muon and tau are required to have charges of opposite sign. The muon and tau
are required to be relatively close in pseudorapidity, such that |ητhad − ηµ| < 1.5.

The main background to the Z → τlepτhad signal comes from W (→ µν)+jets
events, where a jet is misidentified as a hadronic tau. We implement three ad-
ditional selection criteria to reduce this background as much as possible. Firstly,
we require that pτhad

T − pµT > -15 GeV, motivated by the expectation that the vis-
ible hadronic tau (produced in association with a single neutrino) will have a
larger transverse momentum than the muon (produced with two neutrinos); this
serves to reduce the W+jets background, as the lepton from the W decay is often
produced with a higher pT than the misidentified jet. The transverse mass of a
leptonically-decaying W boson is defined as

mT =
√

2pµT · Emiss
T (1− cos ∆φ(µ,Emiss

T )) , (5.4)

this variable peaks at around 80 GeV for W+jets events. To further reduce this
background, we require that mT < 50 GeV. Finally, we impose
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cos ∆φ(τhad, E
miss
T ) + cos ∆φ(µ,Emiss

T ) > −0.5 . (5.5)

This variable peaks at zero for signal events, as the neutrinos tend to point in the
direction of the Z decay products, but is consistently less than zero for W+jets,
where the neutrino instead points away from the lepton candidates. Studies
showed that a cut tighter than -0.3 created an artificial shift in the visible mass
peak towards a lower value.

The distributions of the latter four variables discussed above are shown in
fig. 5.3. In each case, all selections except that affecting the variable shown are
applied. The distributions of the visible mass mvis following all selections are
shown in figs. 5.4(a) and (b) for the 1-track and 3-track cases respectively.

5.2.3 Background estimation

The dominant backgrounds in this analysis are W+jets events and the multijet
background from QCD processes, followed by Z+jets events, with minor con-
tributions from tt̄, single-top and diboson (W+W−, W±Z, ZZ) events. With
the exception of the diboson events, most background events contain at least
one so-called non-prompt µ or τhad (hereon referred to as non-prompt backgrounds),
which is either a misidentified object, or produced through hadron decay or in-
teraction with matter. While a non-prompt lepton is unlikely to be selected, the
high production rate means non-prompt backgrounds are non-negligible. Non-
prompt leptons are poorly modeled by simulation; background processes with
one non-prompt lepton are therefore normalised with a data-driven scale factor
(while keeping the distribution shape from simulation), while those with two
non-prompt leptons (prevalent in the multijet background) are estimated with a
purely data-driven method.

To estimate these backgrounds we use the OS − SS method, which arises
from the fact that there is no charge correlation between the µ and τhad in the
non-prompt backgrounds, whereas prompt backgrounds (where the µ and τhad

are produced directly in the primary interaction, or through the decay of a W ,
Z, H or τ ) generally produce leptons of opposite-sign. We can therefore use the
same-sign (SS) region to isolate the non-prompt backgrounds.

The OS−SS method is based around a data-driven estimation of the multijet
background. We begin with a SS control region (CR) which is defined with the
same selection as the signal region (SR) except that the µ and τhad are required
to have charge of the same sign. We subtract the contribution from backgrounds
containing at least one prompt lepton, where these are estimated from simula-
tion but normalised with a data-driven scale factor (the derivation of which is
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Figure 5.3: The distributions of four variables used to select Z → τlepτhad signal
events and to reduce the main background W (→ µν)+jets. In each case, all cuts
except that affecting the shown variable are applied.
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Figure 5.4: The mvis distributions, comparing simulation and data, for τhad with
(a) one and (b) three associated tracks.

described below), to leave the multijet contribution:

N
multijet
SS = Ndata

SS −
∑

i

kiSS ·N i
SS (5.6)

where the sum is over SS backgrounds with at least one prompt lepton, and kiSS
is the SS scale factor for the appropriate background.

The multijet background is then estimated in the SR by multiplying N
multijet
SS

by a scale factor rQCD, designed to convert the number of events in the SS CR to
events in the opposite-sign (OS) SR. This scale factor is not exactly 1, due to the
different relative fractions in the OS and SS cases of qq̄, qq′, qq̄′, qg and gg in the
final state—charge correlation in the resulting fake µ and τhad is expected when
they arise from jets in qq̄, qq′ and qq̄′ events. rQCD is calculated in a CR defined
withEmiss

T > 20 GeV,mT < 30 GeV, one (non-isolated) muon, and one hadronic tau
(satisfying a looser tau ID than in the SR). Background contributions fromW+jets,
Z+jets and top events make up about 25% of the distribution; these are estimated
from simulation and subtracted. The ratio of OS to SS events is obtained for the
case where the muon isolation matches what is required in the SR, this defines
rQCD and is measured to be 1.11 ± 0.08.

The total OS background is the sum of the multijet background (scaled from
SS to OS) and the OS contribution from backgrounds with at least one prompt
lepton; as noted above, the latter are estimated from simulation but normalised
with a data-driven scale factor. That is,
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N
bkg
OS = rQCD ·Nmultijet

SS +
∑

i

kiOS ·N i
OS

= rQCD ·Ndata
SS +

∑

i

(
kiOS ·N i

OS − rQCD · kiSS ·N i
SS

) (5.7)

where the summed term is often shorted to N i
OS−SS .

The scale factors in eq. 5.7, used to normalise the W+jets, Z+jets and top back-
grounds, have been derived by other members of the ATLAS Collaboration, as
follows:

• W (→ µν)+jets A CR is defined by requiring Emiss
T > 20 GeV and mT >

70 GeV as well as a muon and hadronic tau, to obtain a sample with high
W+jets purity. Since the τhad misidentification rate is different for jets from
hadronisation of a quark (dominant in the OS final state) and gluon (dom-
inant in the SS final state), the OS and SS scale factors are measured sepa-
rately. These are displayed in table 5.3.

• Z(→ µµ)+jets This background contribution is split into two parts, de-
pending on whether a muon or a jet is misreconstructed as a τhad. In the
former case, OS and SS CRs are defined by selecting events with an invari-
ant mass of the muon and hadronic tau in the range 80 < mµ,τ

inv < 100 GeV;
data and simulation are found to agree within statistical uncertainties in
both regions and so the scale factors are set to 1. In the latter case, a CR is
defined by the presence of two opposite-sign same-flavour leptons plus a
hadronic tau. Since there is no charge correlation between the single recon-
structed muon and the τhad, no difference between the OS and SS cases is
expected, so a single scale factor is derived, and is shown in table 5.3.

• top A CR is defined with Emiss
T > 20 GeV, mT > 50 GeV, and at least two jets

with pT > 30 GeV where the highest-pT jet is consistent with having come
from a b-quark. The resulting OS and SS scale factors are listed in table 5.3.

Finally, diboson events make the smallest contribution to the total background,
and consist of almost all prompt leptons. They are well-modeled by simulation,
and therefore no scale factors are required.

The values of the scale factors are summarised in table 5.3.

5.2.4 Estimators of α

Once the selection is performed to obtain a highly-pure sample of the Z → τlepτhad

signal, and background contributions are estimated, we are able to compare the
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Scale factor Calculated value

rQCD 1.11 ± 0.08

k
W+jets
OS 0.80 ± 0.05

k
W+jets
SS 0.93 ± 0.08

kZ→µµOS 1

kZ→µµSS 1

kZ→µµ+jets 0.56 ± 0.03

k
top
OS 0.84 ± 0.16

k
top
SS 0.95 ± 0.22

Table 5.3: The scale factors for OS and SS non-prompt backgrounds.

simulation against data to determine if a further correction to the transverse mo-
mentum of the τhad is required. We can shift the visible mass peak by shifting
the pT of the hadronic taus, and look for good agreement with the data, but first
we need to define exactly what ‘good agreement’ means in this context. That is,
we need to determine the best way to quantitatively compare the distributions in
simulation and data.

Several methods are proposed, which can be roughly separated into ‘statisti-
cal’ and ‘function-peak’ categories. The ‘statistical’ options are to use either the
median or mean of the visible mass distribution, over the range 45–90 GeV (the
region where the Z → τ+τ− signal dominates over the background). A ‘function-
peak’ option instead fits a function to the distribution in this same range and
takes the position of the function’s peak as the estimator. Ideally, assuming all
Z → τ+τ− decay products and their energies were detected and measurable, the
mass peak would have a Breit-Wigner form with a width equal to that of the Z.
However, the undetectable neutrinos and the finite resolution of the lepton and
tau energies serve to broaden the visible mass peak, while its shape is biased by
the event selection criteria; therefore, no obvious parameterisable function exists
to fit the asymmetric shape. We instead test the following set of fitting functions:

• convolved Gaussian and Breit-Wigner: a symmetric distribution used to
model a resonance with a non-zero decay width and resolution uncertainty,

• bifurcated Gaussian: a Gaussian distribution with different widths on ei-
ther side of the peak, used to model asymmetric distributions with a non-
zero resolution uncertainty,

• bifurcated Gaussian and Landau: sums a bifurcated Gaussian with a Lan-
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dau function which acts on one of the distribution tails,

• Crystal Ball: a Gaussian peak with a falling power-law tail on one side,
used to model non-Gaussian detector responses,

• bifurcated Crystal Ball: a bifurcated Gaussian peak and power-law tails
on both sides, similar to the Crystal Ball function but allowing for more
asymmetry, and

• 5th order polynomial: not justified for any physical reason, however con-
tains enough degrees of freedom to properly model the distribution without
over-fitting.

Each function is fitted to the mvis distribution using the RooFit package [227], and
the position of the peak taken as the estimator in each case.

As noted above, the best estimator should be robust against changes in the
background, and should certainly not depend on such changes. Since the contri-
bution to the mvis distribution from the background is not flat in the range 45–90
GeV, statistical estimators such as the mean and median will be more strongly
affected as α is varied and the distribution shifts. One way to demonstrate the
sensitivity to background is to vary the value of α only for the background sim-
ulated samples, and not for the Z → τlepτhad signal, and to see how the estimator
varies with respect to the baseline case where α = 0. An example of this is shown
in fig. 5.5. The mediator of the distribution is the most problematic estimator,
showing a large dependence on the behaviour of the background, and the mean
estimator also shows a strong sensitivity to background. The fitted functions
shown perform better, which is expected as their position should be mostly de-
termined by the dominant peak in the (unchanged) signal sample, however some
small dependence still remains. Following this study, the mean and median are
no longer considered as potential candidates for the estimator.

If we label the estimator in each method as est (i.e. the median, the mean or
the peak position), we can compare simulation against data with a variable diff,
according to

diff = estdata − estsim . (5.8)

Ideally, this variable should be robust against variations in the background esti-
mation and not strongly affected by systematic variations. Additionally, it would
be linear in α, so one could then take as the final TES correction the value of α
where diff = 0. We find, however, that the peak position of the summed bifur-
cated Gaussian and Landau function does not scale linearly with α, as the shift is
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Impact of the background on the estimators 
value 

• I evaluated the estimator 
variations when the only the TES 
of the background is shifted 
between (-5% ,5%)  

• The fits to the data are repeated 
using bkg templates with TES 
shifted.  

• The means and the medians of 
the samples created summing 
Ztautau with TES=0 and bkg with 
TES varied are calculated. 
 

• The voigtian fit estimator is the 
least affected by the background 
variation while the median is the 
most. But both methods show 
differences TES values dependent 
from the selection 

Values of the estimators as a function of the bkg TES 
shift. The variation of the mean w.r.t. to the TES=0 
estimator is shown 

Figure 5.5: The variation of each estimator when only hadronic taus in the back-
ground samples have a TES correction applied, relative to the α = 0 case.

absorbed into other fit parameters, and in fact this estimator gives two solutions
for a match between simulation and data; it is therefore discarded as a candidate.

At this point we pause to consider an alternative to fitting the data and the
total simulation (that is, the signal + background), the shape of which is a cen-
tral asymmetric peak dominated by signal but visibly skewed by the presence of
background processes (as clearly seen in fig. 5.4). As the Z → τlepτhad process is
most interesting to us, a better option may be to compare the Z → τlepτhad signal
against data with the background subtracted (‘data - background’).

To compare the two scenarios, we look at the shape of the distributions through
use of the statistical higher moments, the standard deviation (the spread or width),
the skewness (a measure of the asymmetry) and the kurtosis (the ‘sharpness’ of
a distribution). These are plotted in fig. 5.6 as a function of α, where the red line
corresponds to the unaltered data, the yellow line to the total simulation (signal
+ background), the green line to data - background, and the blue line to the sim-
ulated Z → τlepτhad signal. Note that these plots are over the mvis range 50–90
GeV, which is slightly reduced from the total studied range 45–90 GeV. We also
studied the effect of extending this range to 40–100 GeV, and saw a slight effect
from statistical fluctuations in the background-dominated tails, however overall
the behaviour was the same.

As expected, the shape of the mvis peak is affected by the presence of back-
ground; comparing, for example, the blue signal and the yellow total simulation,
they show similar changes as a result of α but have quite different measures of
the moments. However, the points of intersection—a rough indicator of the final
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(a) (b)

(c)

Figure 5.6: The higher moments ((a) standard deviation, (b) skewness, (c) kurto-
sis) of the data (red line), simulation (yellow line), data - background (green line)
and Z → τlepτhad signal (blue line), for mvis ∈ [50, 90] GeV.
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value of α—of theZ → τlepτhad and data - background, and of total simulation and
data, align reasonably well in each moment plot (and, to a lesser degree, across
moments), suggesting that either choice of exactly what comparison to make will
give similar results for the optimal correction to the TES. In other words, the pro-
posed method of fitting the peak with a function that appropriately fits the shape
as well as the peak position, is robust against the behaviour of the backgrounds.
From hereon, we choose to compare the Z → τlepτhad signal against data - back-
ground, so eq. 5.8 becomes

diff = estdata-bkg − estZ→τlepτhad . (5.9)

The functions are fitted to the visible mass distribution, these are shown in
fig. 5.7, where the top row shows the fits to the Z → τlepτhad signal and the bottom
row shows the fits to data - background.

The difference variable defined in eq. 5.9 is shown in fig. 5.8, for the τhad hav-
ing one or three associated charged tracks, and the inclusive case. The pT of the
hadronic taus has been shifted according to eq. 5.2 with α (labeled in the figure
as ‘TEC shift’) varied from -5% to 5% in steps of 1%. The final value of the TES
correction is obtained by calculating where a linear fit of all the points crosses
the x-axis. (A study was performed to determine whether it was better to find
this intersection using a linear fit of all points between α = -10% and α = 5%, or a
point-by-point interpolation; the difference in the final TES correction was found
to be insignificant.) All estimators show similar behaviour and predict reason-
ably close corrections to the TES, which is taken as a sign of the robustness of
this method. This is especially true for the case of one associated track; the case
of three associated tracks case has less agreement among the estimators, due to
smaller statistics.

The bifurcated Gaussian fit shows good agreement with the distribution in
the sides of the peak (see figs. 5.7(b) and (g)), however the peak itself shows a
slight negative bias in both the signal and data - background distributions. The
same is true for the bifurcated Crystal Ball function (figs. 5.7(d) and (i)), which
we can see in fig. 5.8 as these two estimators give linear distributions that are
positively biased relative to the alternative estimators. Therefore, both estimators
are discarded.

The convolution of a Gaussian and a Breit-Wigner (figs. 5.7(a) and (f)), and the
Crystal Ball function (figs. 5.7(c) and (h)), both estimate the peak postion better,
however neither fits the extreme ends of the distribution particularly well, and
both slightly overestimate the height of the peak compared to the distribution
they are fitting.
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Chapter 5 Corrections to the Tau Energy Scale1.5. TEC EXTRACTION PROCEDURE 21

(a) (b)

(c)

Figure 1.7: Di↵erence of the fitted peak position of the Mvis distribution for data-background
and simulated Z ! ⌧+⌧� as a function of TEC value in simulation for 1-track (b) and 3-tracks (c)
⌧had.

(a) One associated track

1.5. TEC EXTRACTION PROCEDURE 21

(a) (b)

(c)

Figure 1.7: Di↵erence of the fitted peak position of the Mvis distribution for data-background
and simulated Z ! ⌧+⌧� as a function of TEC value in simulation for 1-track (b) and 3-tracks (c)
⌧had.

(b) Three associated tracks

1.5. TEC EXTRACTION PROCEDURE 21

(a) (b)

(c)

Figure 1.7: Di↵erence of the fitted peak position of the Mvis distribution for data-background
and simulated Z ! ⌧+⌧� as a function of TEC value in simulation for 1-track (b) and 3-tracks (c)
⌧had.

(c) Inclusive

Figure 5.8: The difference in each estimator of data-background and Z → τlepτhad

signal, as a function of the TES correction shift (called α in the text), for τhad can-
didates with one (a) and three (b) associated tracks, and inclusive (c).
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Chapter 5 Corrections to the Tau Energy Scale

The 5th order polynomial does the best job of fitting the distributions both
in the peak position and in the sides of the distribution (see figs. 5.7(e) and (j)),
confirmed by a χ2 test normalised to the number of degrees of freedom in the fit.

Each of the three unbiased fits give similar results for the preferred TES correc-
tion, with the result from the polynomial fit lying between the other two. There-
fore, the peak position of the polynomial is considered to be the best estimator,
and is used to obtain the final result for the TES correction.

5.2.5 Statistical uncertainties: the toys method

The statistical uncertainty from data on the TES correction is determined as fol-
lows. Each bin of the observed visible mass distribution is treated as a Gaussian
distribution centred on the number of recorded events in that bin, Nbin, and with
a width of the Poissonian uncertainty,

√
Nbin. A new visible mass distribution

is created by randomly drawing from each bin in turn, and this is performed
1000 times to produce 1000 ‘pseudo-experiments’. A new value of α is obtained
from each pseudo-experiment, and the obtained α values build up a distribution
of approximately Gaussian shape; see fig. 5.9(a). The standard deviation of this
distribution is taken as the statistical uncertainty arising from data.

The procedure for the statistical uncertainty in simulation is very similar, but
instead the uncertainty in each bin of the visible mass distribution is taken from
the statistical uncertainties of each estimated background contribution, added in
quadrature. The distribution of α values is shown in fig. 5.9(b).

The final statistical uncertainties in the one- and three-associated track cases
are found to be 1.3% and 1.4% respectively.

5.2.6 Systematic uncertainties

Systematic uncertainties in this analysis arise from several different sources. In
each case, a pseudo-experiment is generated where the affected variable is varied
up or down within its uncertainty, and the resulting variation in the value of the
TES correction is measured. These uncertainties, divided according to the num-
ber of charged tracks associated to the τhad, are listed in table 5.4. The sources
are described below; note that the uncertainties on each variable, with the ex-
ception of the fitting procedure, were obtained by other members of the ATLAS
Collaboration.

Uncertainties on the scale factors used in the background estimation are listed
in table 5.3, and the resulting systematic uncertainties on α are listed in the first
six rows of table 5.4. The dominant scale factor uncertainty is due to rQCD, which
is used to scale the relatively large SS background and which appears multiple
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Chapter 5 Corrections to the Tau Energy Scale

(a) (b)

Figure 5.9: The distributions of the TES correction α obtained from 1000 pseudo-
experiments generated from (a) data and (b) simulation.

times in eq. 5.7; this contributes uncertainties on α of ∼0.3 and ∼0.1 in the one-
and three-associated tracks respectively.

The muon trigger efficiency is measured with a tag-and-probe method using
Z → µµ events; a scale factor is obtained and used to correct the simulated trig-
ger efficiency and bring it in line with that observed in data. The muon ID (isola-
tion) scale factor similarly corrects the muon reconstruction (isolation) efficiency
in simulation to that observed in data, and is measured (along with the associated
uncertainty) in J/ψ → µµ and Z → µµ events. Muon momenta in simulation are
corrected in both scale and resolution, according to

pcorr.
T = psim.

T · s · (1 + ∆p1G(0, 1) + pT ·∆p2G(0, 1)) (5.10)

where s is a scale correction, ∆p1,2 are momentumum resolution parameters and
G(0, 1) is a random draw from a Gaussian distribution with standard deviation
equal to 1. The scale and resolution parameters and associated uncertainties are
measured in Z → µµ events in data and simulation. See refs. [176] and [228]
for further detail on systematics associated to the muon. The muon resolution
contributes the largest uncertainty to α of ∼0.3 in the three-track case, the one-
track case has contributions of ∼0.1 from both resolution and trigger scale factor
uncertainties.

The Emiss
T also has scale and resolution corrections applied, which are consid-

erably more complicated to obtain due to the nature of its piecemeal construction.
All reconstructed objects in an event which contribute to the Emiss

T (through their
negatively-inverted transverse momenta) have their own scale and resolution
corrections applied, and the jets and additional SoftTerm contribution are consid-
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Source
Uncertainty [%]

1 track 3 tracks

rQCD 0.28 0.09

kWOS 0.01 0.04

kWSS 0.02 0.06

kZ→``+jets < 0.01 0.01

k
top
OS 0.03 0.06

k
top
SS 0.01 < 0.01

Muon trigger scale factor 0.12 0.06

Muon ID scale factor < 0.01 < 0.01

Muon isolation scale factor 0.01 < 0.01

Muon resolution 0.11 0.32

Emiss
T resolution 0.19 0.25

Emiss
T scale 0.07 0.1

Fit procedure 0.5 0.5

Total 0.6 0.7

Table 5.4: The contribution to the systematic uncertainty from each source, sepa-
rated according to number of associated tracks.

erably affected by pileup, requiring an additional correction. The reconstruction
performance for events with true Emiss

T is measured in events with W → `ν in the
final state. The resulting scale and resolution uncertainties on the TES correction
are dominated by the Emiss

T resolution, which contributes ∼0.2.

The fitting procedure described in sec. 5.2.4 makes the largest contribution to
the systematic uncertainty, of 0.5 in both the one- and three-associated track cases.
Specifically, uncertainties were derived from changing the range of the fit (mvis ∈
[45, 90], [50, 85] and [40, 95] GeV were all tested), from comparing data against
simulation or Z → τlepτhad against data - background, and from the difference
between α obtained with the initial sample and from the toys average.

We checked the systematic uncertainty due to signal mismodeling by the gen-
erator by generating Z → τlepτhad samples with JIMMY performing the parton
shower and underlying event processes rather than PYTHIA6, and comparing the
resulting TES correction. This was compatible with our final result, within the
statistical uncertainty of the new signal sample. We performed a similar process
with the W (→ `ν)+jets background, and again found a compatible result within
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Tau ID Region Recommended TES correction

medium

|ητ | < 2.5 α = -0.6% ± 0.9% (stat) ± 0.6% (syst)

|ητ | < 0.8 α = -0.4% ± 1.5% (stat) ± 0.8% (syst)

0.8 < |ητ | < 2.5 α = -0.7% ± 1.2% (stat) ± 0.6% (syst)

1 track (|ητ | < 2.5) α = -0.8% ± 1.3% (stat) ± 0.6% (syst)

3 tracks (|ητ | < 2.5) α = -1.1% ± 1.4% (stat) ± 0.7% (syst)

tight |ητ | < 2.5 α = -1.1% ± 1.0% (stat) ± 0.6% (syst)

Table 5.5: The recommended TES corrections, split according to tau ID, number
of associated tracks and |ητ |.

the statistical uncertainty. Therefore, no generator systematic is included in the
total uncertainty.

As noted at the beginning of this chapter, the method described here can only
account for differences between data and simulation, and not for differences be-
tween the reconstructed and true visible energy of the hadronic tau; the uncer-
tainties described above are not sufficient as an uncertainty on the absolute TES.
However, the alternative deconvolution method, mentioned in sec. 5.2, does ac-
count for the additional uncertainties (arising from the non-closure and pileup),
and so we take these directly from that analysis and sum them in quadrature with
the uncertainties measured in the in situ analysis, to obtain the final estimated un-
certainty.

5.2.7 TES correction recommendations

The preliminary set of recommendations were divided according to detector re-
gion and number of associated tracks in the case of medium tau ID. A recommen-
dation was also obtained for the case of tight tau ID, but only as an inclusive
case due to the reduced statistics. These recommendations are summarised in
table 5.5.

The final recommendations, as listed in ref. [1], are presented as inclusive in |η|
but separated according to number of associated tracks. These recommendations
are chosen to be positive and to be applied to the momentum of hadronic taus
in data, in order to obtain agreement between data and simulation. The TES
corrections are α = 0.8% ± 1.3% (stat) ± 0.6% (syst) for τhad with one associated
track, and α = 1.1% ± 1.4% (stat) ± 0.7% (syst) for τhad with three associated
tracks.
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Chapter 6

The ATLAS mono-Z (leptonic)
analysis

This chapter provides detail on the ATLAS mono-Z(→ `+`−) + Emiss
T analysis,

which was performed using the 20.3 fb−1 of data collected by the ATLAS detector
at a centre-of-mass energy of 8 TeV in Run I. The chapter is based on the published
result of ref. [3], and follows closely the ATLAS-internal support note of ref. [2].

The work was performed by the ATLAS mono-Z analysis team, of which the
author was a member in the later stages in the analysis. The author worked pri-
marily on the interpretation of the result in the simplified model framework, dis-
cussed in detail in sec. 6.8; all other work described here is provided for context
of the analysis.

Several models of dark matter (DM) are included in this analysis:

• the Effective Field Theory (EFT) models (discussed in detail in sec. 3.1) that
couple the DM fermions with Standard Model (SM) quarks via a contact in-
teraction, included here as a generic DM model and for comparison against
and combination with the mono-jet channel, where the strongest results for
these models are obtained;

• theZZχχ̄ EFT models, including the dimension-5, and minimal- and maximal-
mixing dimension-7 operators (see sec. 3.2). Such models are best studied in
the mono-Z channel, driving the importance of this channel in DM collider
searches;

• the Majorana DM variant of the tS simplified model discussed in sec. 3.3.2.
This was the first study of a t-channel simplified model within an ATLAS
mono-X analysis, and its inclusion here was based on the study in ref. [127]
of such a model in the leptonic mono-Z channel.
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For each model, an upper limit on the cross section for the mono-Z process is
obtained, and in the case of the simplified model, converted to a limit on the DM-
mediator-quark coupling, gqχ. This is also compared with the lower coupling
limit calculated from the relic density measurement, and is described in the last
section of this chapter.

Each model produces a mono-Z signal through emission of a Z boson, ei-
ther from one of the incoming quarks or, in the case of the tS model, from the
SU(2) doublet mediator. The specific signal studied in this analysis consists of
two DM particles manifesting in the detector as missing transverse momentum,
back-to-back with a boosted Z boson decaying to two charged leptons, either
e+e− or µ+µ−. The advantage of using charged leptons in the signal, compared
to jets, is that they are comparatively easy to reconstruct in the detector, with
well-measured and calibrated momenta (see sec. 4.3 for the details on lepton re-
construction). In addition, a jet veto can be used to remove the large multi-jet
background. However, the smaller cross section of the mono-Z process (com-
pared to the mono-jet) is a disadvantage; a full comparison between these mono-
X channels is the subject of the next chapter in this thesis.

This chapter will proceed as follows. The recorded data, simulated SM back-
ground and simulated signal samples will be detailed in sec. 6.1, and the object
definitions and event selection discussed in secs. 6.2 and 6.3 respectively. The esti-
mation of the SM backgrounds is explained in sec. 6.4, along with the uncertainty
estimations in sec. 6.5. A brief overview of the resulting model-independent lim-
its is provided in sec. 6.6, considered in the EFT context in sec. 6.7, and a more
complete discussion of the tS simplified model and its constraints is the topic of
sec. 6.8.

6.1 Data and simulated samples

6.1.1 Data sample

The mono-Z analysis was performed with the full ATLAS 2012 dataset, recorded
during collisions with a centre-of-mass energy of 8 TeV. In total, 22.8 fb−1 of data
was recorded, however a fraction of that was collected under imperfect condi-
tions (when, for example, one or more of the subdetectors was not operating
correctly1, or the event record was corrupted). A list of all useable data samples
from each data-taking period is known as a Good Runs List (GRL). The standard

1This being said, small temporary failures in the detector occur quite frequently, affecting only
a minor section of the subdetector, and can be accounted for by including such dead regions into
the simulation; only more significant failures will render the data unuseable.
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GRL for physics analyses at the end of Run I was used in this analysis, known as
the ALL GOOD GRL2, containing a total integrated luminosity of 20.3 fb−1.

6.1.2 Signal samples

As discussed in sec. 3.1, the D1, D5, D9 and D11 operators can be used as repre-
sentatives of the remaining EFT operators: in a collider mono-X context, the D1
operator behaves kinematically similarly to the D2, D3 and D4 operators (which
are velocity-suppressed in direct detection experiments), and so on. This can be
seen in figs. 6.1(a)–(c), which show the normalised Emiss

T distribution for each op-
erator (for a DM mass of 200 GeV), along with the dominant irreducible SM back-
ground, ZZ → `+`−νν̄. The D1, D5 and D9 EFT operators are therefore chosen
for study in this analysis.

Fig. 6.1(d) shows the Emiss
T distribution for the three ZZχχ̄ operators; note

that the minimal- and maximal-mixing dimension-7 operators have the same nor-
malised shape. Fig. (e) compares the tS model (in pink, labeled mη) with the EFT
operators, and is clearly most similar to the D5 operator, as expected. Much more
detail on the tS model and its behaviour will be provided at the end of this chap-
ter, in sec. 6.8.

Four representative DM masses were chosen for each model, with an addi-
tional mass included in the ZZχχ̄ operator case as a stronger dependence on the
DM mass was observed for the cross section. These are listed in tables 6.1, 6.2
and 6.3. Each EFT operator was generated with a suppression scale value of Λ

= 1 TeV, which does not affect the kinematic behaviour, only the cross section.
The mediator mass and coupling parameters in the case of the tS model were a
little more complicated. A range of mediator masses was chosen for each DM
mass, as the model behaviour is dependent on this explicit mediator mass. Each
(mχ, Mmed) sample was generated with a single coupling value, gqχ, chosen in
each case such that the model would contribute a density approximately equal to
that of the observed relic density today, based on details in ref. [127]. However,
after further work done in this area (in particular, see the following chapter) we
recognise that this is a fairly arbitrary choice.

The EFT DM signal samples were generated with MADGRAPH5 [146] for the
matrix element calculation and PYTHIA6.426 [144] for showering and hadroni-
sation. The MSTW2008LO Parton Distribution Function (PDF) [141] and AU2

2https://twiki.cern.ch/twiki/bin/viewauth/AtlasProtected/
GoodRunListsForAnalysis∗

∗Note that this URL is accessible only to members of the ATLAS Collaboration; it is included
here for completeness, and for possible use as a reference for such ATLAS members. The same
applies to similar links throughout this thesis.
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Figure 56: Comparison of kinematic distributions (at truth level) for the UV complete toy model (with
m⌘ = 700 GeV) and the D1, D5 and D9 distributions, for m� = 200 GeV. Note the similarity between the
toy model and the D5 operator, particularly in the Emiss

T distribution.

(e)

Figure 6.1: The Emiss
T shape of all EFT operators for a DM mass of 200 GeV, com-

pared against the main background of this analysis, ZZ → `+`−νν̄ (a)–(d). Fig.
(e) shows the tS model (in pink, labeled mη), with a clearly similar shape to the
D5 operator. Taken from ref. [2].
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Chapter 6 The ATLAS mono-Z (leptonic) analysis

Model Parameters Cross section [fb]

D1 mχ = 10 GeV, Λ = 1 TeV 9.85×10−7

D1 mχ = 200 GeV, Λ = 1 TeV 3.52×10−7

D1 mχ = 400 GeV, Λ = 1 TeV 8.37×10−8

D1 mχ = 1000 GeV, Λ = 1 TeV 1.01×10−9

D5 mχ = 10 GeV, Λ = 1 TeV 7.12×100

D5 mχ = 200 GeV, Λ = 1 TeV 5.59×100

D5 mχ = 400 GeV, Λ = 1 TeV 3.12×100

D5 mχ = 1000 GeV, Λ = 1 TeV 2.49×10−1

D9 mχ = 10 GeV, Λ = 1 TeV 1.24×10+2

D9 mχ = 200 GeV, Λ = 1 TeV 8.92×10+1

D9 mχ = 400 GeV, Λ = 1 TeV 4.75×10+1

D9 mχ = 1000 GeV, Λ = 1 TeV 3.41×100

Table 6.1: The EFT signal samples generated for study in the ATLAS mono-Z →
`+`− analysis, their parameters and resulting cross sections for the process pp →
Zχχ̄.
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Model Parameters Cross section [fb]

ZZχχ dim-5 mχ = 10 GeV, Λ = 1 TeV 1.94×10−5

ZZχχ dim-5 mχ = 50 GeV, Λ = 1 TeV 1.22×10−5

ZZχχ dim-5 mχ = 200 GeV, Λ = 1 TeV 2.44×10−6

ZZχχ dim-5 mχ = 400 GeV, Λ = 1 TeV 4.10×10−7

ZZχχ dim-5 mχ = 1000 GeV, Λ = 1 TeV 2.97×10−9

ZZχχ dim-7 (max γ) mχ = 10 GeV, Λ = 1 TeV 3.09×100

ZZχχ dim-7 (max γ) mχ = 200 GeV, Λ = 1 TeV 1.99×100

ZZχχ dim-7 (max γ) mχ = 400 GeV, Λ = 1 TeV 8.27×10−1

ZZχχ dim-7 (max γ) mχ = 1000 GeV, Λ = 1 TeV 2.26×10−2

ZZχχ dim-7 (min γ) mχ = 10 GeV, Λ = 1 TeV 2.42×10−1

ZZχχ dim-7 (min γ) mχ = 200 GeV, Λ = 1 TeV 1.56×10−1

ZZχχ dim-7 (min γ) mχ = 400 GeV, Λ = 1 TeV 6.54×10−2

ZZχχ dim-7 (min γ) mχ = 1000 GeV, Λ = 1 TeV 1.85×10−3

Table 6.2: The ZZχχ EFT signal samples generated, their parameters and the
resulting cross sections for the process pp→ Zχχ̄.
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Model Parameters Cross section [fb]

tS (Maj) mχ = 10 GeV, Mη = 200 GeV, gqχ = 2 4.51×101

tS (Maj) mχ = 10 GeV, Mη = 500 GeV, gqχ = 3 2.58×101

tS (Maj) mχ = 10 GeV, Mη = 700 GeV, gqχ = 4 3.18×101

tS (Maj) mχ = 10 GeV, Mη = 1000 GeV, gqχ = 6 5.44×101

tS (Maj) mχ = 200 GeV, Mη = 500 GeV, gqχ = 2 1.2×100

tS (Maj) mχ = 200 GeV, Mη = 700 GeV, gqχ = 2 5.9×10−1

tS (Maj) mχ = 200 GeV, Mη = 1000 GeV, gqχ = 2 2.5×10−1

tS (Maj) mχ = 400 GeV, Mη = 500 GeV, gqχ = 2 1.7×10−1

tS (Maj) mχ = 400 GeV, Mη = 700 GeV, gqχ = 2 1.1×10−1

tS (Maj) mχ = 400 GeV, Mη = 1000 GeV, gqχ = 2 6×10−2

tS (Maj) mχ = 1000 GeV, Mη = 1200 GeV, gqχ = 2 4.1×10−4

Table 6.3: The t-channel simplified model signal samples generated, and their
parameters. Note the cross sections here include the branching fraction of Z to
charged leptons, that is, for the process pp→ Zχχ̄→ `+`−χχ̄.
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MSTW2008LO tune [229] were used. The tS simplified model samples were gen-
erated later, and used MADGRAPH5 and PYTHIA8 [222]. For each model and every
point in parameter space, 10 000 events were generated.

Comparison of FastSim and FullSim

The detector simulation was performed with Atlfast-II (AFII) [166] (to produce
so-called FastSim samples), a faster, more approximate simulation of the particle
interactions with the detector material than is obtained with GEANT4 [165] (see
sec. 4.2.5). To check that this approximation was acceptable, three EFT model
samples and twoZZχχ̄model samples were also simulated fully with the GEANT4
reconstruction (known as FullSim samples), and their performance at each point
in the event selection (described later in sec. 6.3, and only up to the Emiss

T cut)
compared against that for the FastSim samples. In the electron channel, the ac-
ceptance (that is, the percentage of events passing the selection) of the FullSim
sample was consistently higher by approximately 5% or less, while in the muon
channel the difference was less than 4% but in either direction. Additionally, the
Emiss

T distributions were compared (following selection of events containing ex-
actly two oppositely-charged leptons), which found that the FastSim treatment
produced a Emiss

T distribution with a slightly higher mean than the FullSim treat-
ment, but the difference was less than 1% in the electron channel, and smaller
again in the muon channel.

6.1.3 Background samples

The dominant SM background processes in this analysis are the ZZ → `+`−νν̄

and WZ → `ν`+`− processes, with additional contributions from Z+jets (includ-
ing Z → τ+τ−), W+jets, WW , and top events. The background estimation in
each signal region is described in detail in sec. 6.4, and includes some estima-
tions taken directly from simulation and others from data-driven methods. How-
ever, all background samples were simulated initially, as described below, and
are summarised in table 6.4.

The qq → WZ and qq → ZZ background samples were produced with POWHEGBOX

v1.0 [152]. The gg → WW sample was produced with GG2WW v2 [160], while the
gg → ZZ contribution was included simply by rescaling the qq → ZZ sample by
6%. All used the CT10 PDF and AUET2 CT10 tune.

The Z+jets, W+jets and Wγ + jets SM samples were generated with the lead-
ing order (LO) generator ALPGEN v2.14 [153], using the CTEQ6L1 PDF [140] and
AUET2 CTEQ6L1 tune [219]. The t-channel single top sample was generated with
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ACERMC v2 [154, 155], while the s-channel single top, tt̄, Wt and qq → WW sam-
ples used the MC@NLO v4.03 generator [156, 157]. All used the CT10 PDF [142]
and AUET2 CT10 tune.

The Z+jets sample used PYTHIA6.426 [144] for both showering and the under-
lying event, while qq → WZ and qq → ZZ used PYTHIA8 [145]. All other samples
used HERWIG v6.5.20 [158] for showering, and JIMMY v4.31 [159] for the under-
lying event. QED radiative corrections for all samples were implemented using
PHOTOS v3.0 [161] or PHOTOS++ v3.0 [162], and tau decays were handled with
TAUOLA v1.04 [163]. GEANT4 was used to simulate the interaction between the
truth-level decay products and the detector material.

In all cases, the samples were generated with the in-time pileup conditions
that were expected in data, and reweighting was applied to the average num-
ber of interactions per bunch crossing, denoted µ, to match data (see sec. 4.1) in
the case of discrepancies between data and Monte Carlo (MC) simulation. More
specifically, the in-time pileup depends on the instantaneous luminosity, which
was not constant during all data-taking; different MC samples were generated
with various amounts of pileup, and all were reweighted such that µ was the
same as in data. Additionally, µ was scaled by a factor of 1.18 to account for en-
hancement from minimum bias, following the studies of the ZH → `` + invisible
analysis [230], which has a similar final state.

Finally, several of the cross sections were scaled by a value in each case, called
the k-factor, which corrects the LO cross sections to next-to-leading-order (NLO)
or next-to-next-to-leading-order (NNLO) where possible.

6.2 Trigger and object definitions

Details of the trigger and object definitions used in this analysis are provided
below.

6.2.1 Trigger

All events (data and simulated) are required to pass an initial trigger selection, as
discussed in sec. 4.2.4. While a Emiss

T -based trigger does exist, it only uses Emiss
T

calculated with information from the calorimeter, and as such, muons are not
included in the Emiss

T definition. As muons are important in this analysis (partic-
ularly in the µ+µ− channel), a Emiss

T -based trigger would therefore not be appro-
priate, as consistency between the analysis Emiss

T (which does include the muon
contribution) and the trigger Emiss

T is required to ensure the analysis is performed
with a fully-efficient trigger. Instead, a combination of lepton triggers is utilised.
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Three possible electron triggers are used in the dielectron stream. The first, re-
ferred to as EF e24vhi medium1, requires an electron passing the offline medium++
identification with pT > 24 GeV at Event Filter (EF) level. Additional require-
ments are applied to the hadronic core isolation and track isolation, which can
lead to inefficiency at very high pT. This is compensated for by the second trig-
ger, referred to as EF e60 medium1, which also requires a medium++ electron but
with no isolation requirements, satisfying pT > 60 GeV and so increasing sensitiv-
ity to the high pT range. The third trigger instead increases sensitivity at lower pT,
it requires two electrons, each satisfying the loose++ identification criteria, with
pT at the EF level greater than just 12 GeV. The same hadronic core isolation is
required. This trigger is called EF 2e12Tvh loose1.

Similarly, in the dimuon channel there are three possible triggers used, with pT

thresholds of 24 GeV, 36 GeV and 13 GeV. The first two require the muon satisfy
the criteria for tight identification, while just the first also requires track isolation;
the lowest-threshold trigger requires two muons. These triggers are referred to
as EF mu24i tight, EF mu36 tight and EF 2mu13.

All triggers are unprescaled. To avoid overlap between the two streams, events
which fire both an electron and a muon trigger are vetoed.

6.2.2 Electrons

Two types of electron are defined: signal and veto electrons.
Signal electrons pass the medium++ identification criteria, and satisfy ET > 20

GeV and |η| < 2.47. They must be isolated, which is tested by requiring that the
pT sum of all tracks in the inner detector (ID) within ∆R = 0.2 of the electron track
and satisfying pT > 1 GeV, be less than 10% of the electron transverse energy.
Electrons within ∆R < 0.2 of a selected muon are removed, to avoid including
events where the electron has been produced through radiation from a muon.
Similarly, electrons within ∆R < 0.4 of a selected jet are also removed.

Veto electrons are defined far more loosely, and are used (as described in
sec. 6.3) to veto events containing a third lepton. They pass loose++ identifica-
tion criteria and satisfy pT > 7 GeV.

6.2.3 Muons

STACO combined muons are used, as described in sec. 4.3.2. As with electrons,
both signal and veto muons are defined.

Signal muons must satisfy pT > 20 GeV and |η| < 2.5. To remove cosmic ray
muons, tracks are required to have originated at the primary vertex, using |z0| <
10mm and |d0| < 1mm. Just as for the electron isolation, the pT sum of all ID
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tracks within ∆R = 0.2 of the muon track which satisfy pT > 1 GeV must be less
than 10% of the muon pT. Muons within ∆R < 0.4 of a selected jet are removed.

Veto muons are required to pass a lower cut on the transverse momentum,
pT > 7 GeV.

6.2.4 Jets

Jets are used as a veto object in this analysis. They are reconstructed with the anti-
kT algorithm with a radius parameter of 0.4, and are calibrated to the EM+JES
scale (see sec. 4.3.3). Jets are required to satisfy pT > 25 GeV and |η| < 2.5.

The jet vertex fraction (JVF) is used to characterize the association of a jet to
the primary vertex, and is defined as the pT sum of tracks associated to the jet and
to the primary vertex, divided by the pT sum of all tracks associated to the jet. The
JVF for selected jets with pT < 50 GeV and |η| < 2.4 is required to be greater than
0.5, thereby reducing the number of pileup jets included in the selection.

6.2.5 Missing transverse momentum

The RefFinal Emiss
T definition, as described in sec. 4.3.5, is used in this anal-

ysis, with one minor change: that tau leptons in the Emiss
T are required to pass

the tight definition (this is medium in the default RefFinal definition), but are
only scaled to the Local Hadronic Calibration (LC) scale, not the Tau Energy
Scale (TES) scale. Because the analysis does not identify taus (particularly not
hadronically-decaying taus) but instead treat them as jets, and subsequently se-
lects events based on the Emiss

T and absence of a jet, treating the tau differently
within the analysis and theEmiss

T could introduce a bias. Scaling both jets and tau-
jets to the same scale in the Emiss

T definition is therefore the preferred approach.

6.3 Event selection

The selection of events, and optimisation of that selection, shall be discussed in
this section.

The cuts are designed to select events containing a Z boson that has decayed
leptonically to a pair of electrons or a pair of muons, as well as a large amount
of missing transverse momentum (which ‘hides’ the invisible DM pair in our
signal). The charged lepton pair should be reconstructed into the Z with an in-
variant mass close to the Z mass, and a transverse momentum that is balanced in
magnitude and direction against a significant amount of Emiss

T .
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6.3.1 Quality cuts

Firstly, events are required to satisfy basic quality criteria:

• have at least one reconstructed vertex with ≥ 3 associated tracks satisfying
pT > 400 MeV, to remove the non-collision background,

• reject events where data from the LAr or Tile subdetectors has been flagged
as corrupted, and

• reject events containing any jet with pT > 20 GeV and |η| < 4.5 which has
been characterised as ‘bad’ by the Jet/Emiss

T group of ATLAS, to ensure the
Emiss

T calculation is not biased.

6.3.2 Cut optimisation

We note first that when the optimisation of this analysis was being performed,
the tS simplified model had not yet been included as one of the DM models, and
so was not included in the set of signals studied in this section. However, as
described in chapter 3, it is known to demonstrate similar kinematic behaviour
to the D5 EFT model, with some variation as the mediator mass decreases.

The following variables are physically motivated as described below, and give
continuous distributions requiring optimisation of the selection:

• ∆φ( ~Emiss
T , ~pZT ): motivated as the invisible χ particles (which make up the

bulk of the Emiss
T ) should be travelling back-to-back with the recoiling Z

boson in the transverse plane, so we expect a separation in φ of close to π
radians;

• |pZT − Emiss
T |/pZT : the transverse momenta of the reconstructed Z and the χ

pair are expected to be balanced in magnitude as well as direction, so this
fractional pT difference should be small;

• |ηZ |: the analysis requires transversely-boosted Z bosons, and thus large
Emiss

T , so this variable should not be too large. In addition, it is used in the
Z+jets background estimation procedure (see sec. 6.4) to clearly define the
control region (CR);

• Emiss
T : fig. 6.1 suggests most signal samples have a harderEmiss

T distributions
than the dominant irreducible background3 of ZZ → `+`−νν̄, so a relatively
high lower bound on the Emiss

T is expected.
3Irreducible here indicates that the background has the same final state as our signal (two

same-flavour leptons and missing energy), and so can’t be significantly reduced through selection
cuts alone.
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The first three variables are optimised with the significance, σ, approximated
by

σ ≈ nS√
nB

, (6.1)

an approximation which is valid when the number of background events (nB)
is much greater than the number of signal events (nS) and so the background
uncertainty can be neglected. These variables and their significance at each cut
value are shown in fig. 6.2. However, as the Emiss

T distribution of the backgrounds
falls off much faster than that of the DM signal, this approximation is not valid
for large Emiss

T and the significance is instead approximated by

σ ≈ nS√
nB + ∆nB

, (6.2)

where now the background uncertainty ∆nB is taken into account. A variable
proportional to this significance is shown for the D5 andZZχχ (minimal-interference)
EFT models as a function of the Emiss

T cut in fig. 6.3.
Relatively conservative values are chosen for the final selection cuts for two

reasons. Firstly, there is variation within the different model signals, bounded
by the D5 and the minimum-interference ZZχχ models, so a conservative cut
choice in each case means the same signal region can be defined for all models.
Secondly, the significance is maximised at extreme values of ∆φ( ~Emiss

T , ~p ``T ) and
|p``T − Emiss

T |/p``T , but since these are sensitive to the modeling of the Emiss
T in sim-

ulation, applying the selection at those extremes would make the optimisation
process dependent on the Emiss

T systematic uncertainties.

Further, discrete selections are not optimised, but are motivated on physical
grounds:

• veto events containing a third, more loosely defined lepton, so as to sup-
press the diboson background (WZ → `′ν `+`− and ZZ → `+`− `′+`′−);

• veto events containing a jet, so as to suppress the top-quark pair back-
ground (tt̄→ W+b̄ W−b→ `+ν̄b̄ `−νb).

6.3.3 Final selection

The final event selection is as follows:

• exactly 2 same-flavour, opposite-sign leptons (i.e. an e+e− pair or a µ+µ−

pair),
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Figure 3: Comparison of background and various signal distributions near the signal region of interest.
The lower panes show the significance S/

p
B vs. the cut value. For convenience, the scale of the signal

is normalized to be comparable to the background. All analysis cuts (section 6.2) are applied, except the
one varied on the x-axis.
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Figure 3: Comparison of background and various signal distributions near the signal region of interest.
The lower panes show the significance S/

p
B vs. the cut value. For convenience, the scale of the signal

is normalized to be comparable to the background. All analysis cuts (section 6.2) are applied, except the
one varied on the x-axis.
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Figure 3: Comparison of background and various signal distributions near the signal region of interest.
The lower panes show the significance S/

p
B vs. the cut value. For convenience, the scale of the signal

is normalized to be comparable to the background. All analysis cuts (section 6.2) are applied, except the
one varied on the x-axis.

We find that the significance � is most sensitive to the Emiss
T cut. In fact, since the MC e�ciency of681

the � operators is so much higher than the backgrounds at large Emiss
T , � will increase indefinitely as the682

background MCs fall to zero. Clearly, we cannot make strong claims about the optimization using nSp
nB

683

when the expected background falls so low.684

In figure 3, the distribution of each parameter is shown near the signal region, along with the depen-685

dence of � on the cut value of that parameter. Although � shows a maximum near the extreme values of686

the ��(Emiss
T ,Z) and frac. �pT parameters, the relative widths of these parameters are highly sensitive to687

the Emiss
T modelling in MC. Hence, we choose conservative figures for these cuts, so as not to expose the688

optimization to Emiss
T systematics. Similarly, the significance shows a maximum in ⌘``; we again choose689

a conservative value, as the overall significance is not very sensitive to the exact value. Moreover, the690

significance of the D5 operator is reduced where the other operators show a maximum; the conservative691

value allows us to define a single SR for all operators.692

(c)

Figure 6.2: Comparison of a subset of DM signals and SM background estima-
tions for the continuous variables of interest, optimised with σ ≈ nS/

√
nB which

is shown in the lower panels as a function of the cut value. All analysis cuts (as
listed in sec. 6.3) are applied except for the variable shown in each case. Taken
from ref. [2].

N
ot

re
vi

ew
ed

,f
or

in
te

rn
al

ci
rc

ul
at

io
n

on
ly

March 19, 2014 – 10 : 28 DRAFT 27

 [GeV]TE
100 150 200 250 300 350 400 450 500 550 600

pr
op

or
tio

na
l t

o 
si

g.

0

100

200

300

400

500 10 GeV
200 GeV
400 GeV
1000 GeV

(a) D1

 [GeV]TE
100 150 200 250 300 350 400 450 500 550 600

pr
op

or
tio

na
l t

o 
si

g.

0

20

40

60

80

100

10 GeV
200 GeV
400 GeV
1000 GeV

(b) D5

 [GeV]TE
100 150 200 250 300 350 400 450 500 550 600

pr
op

or
tio

na
l t

o 
si

g.

0

100

200

300

400

500

600

700
10 GeV
200 GeV
400 GeV
1000 GeV

(c) D9

 [GeV]TE
100 150 200 250 300 350 400 450 500 550 600

pr
op

or
tio

na
l t

o 
si

g.

0

200

400

600

800

1000

1200

1400 10 GeV
200 GeV
400 GeV
1000 GeV

(d) ZZ��

 [GeV]TE
100 150 200 250 300 350 400 450 500 550 600

pr
op

or
tio

na
l t

o 
si

g.

0

200

400

600

800

1000

1200

1400

1600

1800 10 GeV
200 GeV
400 GeV
1000 GeV

(e) ZZ��-max. interference

 [GeV]TE
100 150 200 250 300 350 400 450 500 550 600

pr
op

or
tio

na
l t

o 
si

g.

0

200

400

600

800

1000

1200

1400

1600
10 GeV
200 GeV
400 GeV
1000 GeV

(f) ZZ��-min. interference

Figure 4: ↵⇥ nSp
nB+�nB

over a wide range of Emiss
T . The scale of the signal is not normalized to luminosity,

so the plots are only proportional to nSp
nB+�nB

.
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Figure 4: ↵⇥ nSp
nB+�nB

over a wide range of Emiss
T . The scale of the signal is not normalized to luminosity,

so the plots are only proportional to nSp
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.

(b)

Figure 6.3: Comparison of the significance (σ ≈ nS/
√
nB + ∆nB) of the D5 (left)

and minimal-interference ZZχχ (right) models of DM for a varying Emiss
T cut.

Other EFT models were tested and shown to lie within the extreme cases shown
here. Taken from ref. [2].
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• mZ ∈ [76, 106] GeV,

• |ηZ | < 2.5,

• ∆φ( ~Emiss
T , ~pZT ) > 2.5,

• |pZT − Emiss
T |/pZT < 0.5,

• veto events that contain a third veto lepton, as defined in secs. 6.2.2 and 6.2.3,

• veto events containing a veto jet, as defined in sec. 6.2.4, and

• Emiss
T > 150, 250, 350, 450 GeV

where mZ is the invariant mass of the lepton pair, and the four Emiss
T cuts define

four (non-orthogonal) signal regions.
Figs. 6.4 and 6.5 show the relevant kinematic distributions following selection

of exactly two electrons or two muons. With the exception of the top two plots
of fig. 6.4, which depict the Emiss

T distribution, all plots are shown with Emiss
T <

150 GeV; these are known as blinded plots, and are designed to provide informa-
tion on the variables of interest, without comparing the data and simulated back-
grounds in the intended signal regions before the simulated backgrounds have
been properly estimated (as discussed in the following section), to avoid biasing
the analysis.

6.4 Backgrounds

The estimation of number of SM background events entering the signal region
(SR) is an important component of any experimental analysis. While some back-
grounds are well-modeled by MC simulation, others are known to be imperfectly
simulated, as can be shown by the poor agreement with measured data in dedi-
cated CRs designed to be dominated by the background process of interest. This
is often related to whether the distribution of interest, in this case the Emiss

T , is real
(such as that resulting from high-energy neutrinos) in which case it is generally
well-modeled, or fake (such as when a jet’s energy is mismeasured), in which
case it is not.

The dominant background in this analysis is the irreducible ZZ → `+`− νν̄

background, in which the Emiss
T contribution is real and due to the momentum

carried away by the neutrinos. WZ → `ν `+`− events, in which one of the leptons
is not identified, also have a real Emiss

T component. Both of these backgrounds are
estimated with MC, and validated in dedicated 3- and 4-lepton CRs.
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Figure 6: Emiss
T after the Z mass window requirement is applied. Events with exactly two oppositely-

charged, same-flavour leptons are selected.
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Figure 7: Fraction pZ
T di↵erence after requiring the dilepton mass be within the Z mass window re-

quirement and Emiss
T < 150 GeV. Events with exactly two oppositely-charged, same-flavour leptons are

selected.
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Figure 5: Dilepton invariant mass after requiring Emiss
T to be less than 150 GeV. Events with exactly two

oppositely-charged, same-flavour leptons are selected.

8. Veto events with one or more jets that have pT>25 GeV and |⌘| < 2.5.727

Distributions of important variables were made after applying only the lepton selection, exactly two728

opposite-sign same-flavor leptons, the Z mass window requirement, and a maximum Emiss
T cut to ensure729

that we are not looking in the signal region (a low-Emiss
T control region, with Emiss

T < 150 GeV is used).730

Figure 5 shows the invariant mass of the leptons (without the Z mass window requirement, the one731

exception to this cut), figure 6 shows the Emiss
T , figure 7 shows the fractional pT di↵erence, figure 9732

shows the rapidity of the reconstructed Z, figure 8 shows the ⌘ of the reconstructed Z, figure 10 shows733

the jet multiplicity, and figure 11 shows the ��(Emiss
T ,Z).734
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(b) Muon channel.

Figure 8: ⌘Z after requiring the dilepton mass be within the Z mass window requirement and Emiss
T < 150

GeV. Events with exactly two oppositely-charged, same-flavour leptons are selected.
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Figure 9: Z rapidity after requiring the dilepton mass be within the Z mass window requirement and
Emiss

T < 150 GeV. Events with exactly two oppositely-charged, same-flavour leptons are selected.
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Figure 8: ⌘Z after requiring the dilepton mass be within the Z mass window requirement and Emiss
T < 150

GeV. Events with exactly two oppositely-charged, same-flavour leptons are selected.
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Figure 9: Z rapidity after requiring the dilepton mass be within the Z mass window requirement and
Emiss

T < 150 GeV. Events with exactly two oppositely-charged, same-flavour leptons are selected.

Figure 6.4: The Emiss
T (top), lepton pair invariant mass (middle) and η (bottom)

distributions, in events with exactly two oppositely-charged electrons (left) or
muons (right). The Emiss

T distribution is shown following application of the Z
mass window requirement, while the invariant mass and η distributions are for
events with Emiss

T < 150 GeV. Taken from ref. [2].
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Figure 10: Jet multiplicity after requiring the dilepton mass be within the Z mass window requirement
and Emiss

T < 150 GeV. Events with exactly two oppositely-charged, same-flavour leptons are selected.
The jets are selected with pT > 25 GeV and |⌘| < 2.5.
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Figure 11: ��(Emiss
T ,Z) after requiring the dilepton mass be within the Z mass window requirement and

Emiss
T < 150 GeV. Events with exactly two oppositely-charged, same-flavour leptons are selected.
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Figure 10: Jet multiplicity after requiring the dilepton mass be within the Z mass window requirement
and Emiss

T < 150 GeV. Events with exactly two oppositely-charged, same-flavour leptons are selected.
The jets are selected with pT > 25 GeV and |⌘| < 2.5.
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Figure 11: ��(Emiss
T ,Z) after requiring the dilepton mass be within the Z mass window requirement and

Emiss
T < 150 GeV. Events with exactly two oppositely-charged, same-flavour leptons are selected.
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Figure 6: Emiss
T after the Z mass window requirement is applied. Events with exactly two oppositely-

charged, same-flavour leptons are selected.
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Figure 7: Fraction pZ
T di↵erence after requiring the dilepton mass be within the Z mass window re-

quirement and Emiss
T < 150 GeV. Events with exactly two oppositely-charged, same-flavour leptons are

selected.
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Figure 6: Emiss
T after the Z mass window requirement is applied. Events with exactly two oppositely-

charged, same-flavour leptons are selected.
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Figure 7: Fraction pZ
T di↵erence after requiring the dilepton mass be within the Z mass window re-

quirement and Emiss
T < 150 GeV. Events with exactly two oppositely-charged, same-flavour leptons are

selected.
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Figure 10: Jet multiplicity after requiring the dilepton mass be within the Z mass window requirement
and Emiss

T < 150 GeV. Events with exactly two oppositely-charged, same-flavour leptons are selected.
The jets are selected with pT > 25 GeV and |⌘| < 2.5.
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Figure 11: ��(Emiss
T ,Z) after requiring the dilepton mass be within the Z mass window requirement and

Emiss
T < 150 GeV. Events with exactly two oppositely-charged, same-flavour leptons are selected.
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Figure 10: Jet multiplicity after requiring the dilepton mass be within the Z mass window requirement
and Emiss

T < 150 GeV. Events with exactly two oppositely-charged, same-flavour leptons are selected.
The jets are selected with pT > 25 GeV and |⌘| < 2.5.
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Figure 11: ��(Emiss
T ,Z) after requiring the dilepton mass be within the Z mass window requirement and

Emiss
T < 150 GeV. Events with exactly two oppositely-charged, same-flavour leptons are selected.

Figure 6.5: Distributions of ∆φ(Z,Emiss
T ) (top), fractional pT (middle) and jet mul-

tiplicity (bottom), in events with exactly two oppositely-charged electrons (left)
or muons (right). All plots are shown following application of the Z mass win-
dow requirement and Emiss

T < 150 GeV. Taken from ref. [2].
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Chapter 6 The ATLAS mono-Z (leptonic) analysis

The Z+jets, W+jets, WW , top and ττ backgrounds, on the other hand, are
all estimated using data-driven methods. The Z+jets background estimate is per-
formed two ways, using the ABCD method with two uncorrelated kinematic vari-
ables, or fitting a function to the ∆φ(Z,Emiss

T ) distribution in bins of Emiss
T , and

extrapolating from the low-Emiss
T region into the high-Emiss

T SR. The W+jets back-
ground also uses an extrapolation to the high-Emiss

T region, within a CR scaled
to the SR. The WW , top and ττ estimates take advantage of lepton universality,
which says that the number of ee or µµ events from each production mode should
be half that of eµ events.

Each of the background estimation methods is described in further detail in
the following sections.

6.4.1 The Z + jets background

This background comes from a real Z decaying leptonically, and some amount of
fake Emiss

T resulting from the mismeasurement of jet energies. Because the Emiss
T is

not real, it is harder to make an accurate estimate with MC; additionally, the avail-
able MC statistics are limited in the high Emiss

T region (our signal regions), leading
to large statistical uncertainties. Therefore, a data-driven estimate is desirable.

In fact, the Z+jets background contribution is estimated from data in two
ways, both using the low Emiss

T region (where Z+jets dominates) and extrapo-
lating to the signal regions: an ABCD method using the uncorrelated Emiss

T and
ηZ variables, and a fit to a function of Emiss

T and ∆φ(Z,Emiss
T ). The result from the

former method is used as the central value of the background estimate, while the
difference from the result of the latter method is taken as a systematic uncertainty.

The ABCD method

In this method, one SR and three CRs are defined according to cuts on the Emiss
T

and an uncorrelated variable, in this case, the pseudorapidity of the leptonic Z
boson (ηZ); see table 6.5 for the definitions of the regions A, B, C and D. Other
kinematic variables of the Z were tested, however |ηZ | has the smallest correla-
tion, 1.3% in 1.1fb−1 of data. Specifically, |ηZ | is cut at 2.0, while the Emiss

T is cut
at some value X ; ordinarily this would be set to the lower bound of each signal
region (i.e. at 150, 250, 350 and 450 GeV), however the number of Z+jets events
in the regions with Emiss

T > X start to become very small, and large statistics are
desired to estimate this background. Therefore, a set of ‘provisional’ signal re-
gions are defined with X ∈ [30, 80] GeV, the number of Z+jets events in each is
estimated using the ABCD method (described below), and then these are fitted
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Chapter 6 The ATLAS mono-Z (leptonic) analysis

|η``| < 2.5 |η``| > 2.5

Emiss
T > X A C

Emiss
T < X B D

Table 6.5: The four regions used in the ABCD method, where Emiss
T and |η``| are

approximately uncorrelated variables. Multiple values for X are used, and the
resulting distribution of numbers of events in the region A are extrapolated into
the SRs.

as a function of X and extrapolated into the true signal regions, where X= 150,
250, 350 and 450 GeV.

In each region of table 6.5, all other SR cuts are applied, other than the Emiss
T

and |ηZ | cuts and the cuts on the fractional pT and ∆φ(Z,Emiss
T ). The latter two

cuts are not included so as to ensure there are still many events in each of the CRs,
and a selection efficiency of 0.099± 0.001 (which accounts for these two cuts) is
applied to the Z+jets events in the provisional SRs before the extrapolation to the
real SRs is performed.

The number of events in the signal region, region A, is calculated by

n(A) =
n(B)× n(C)

n(D)
. (6.3)

However, this does not yet take into account the purity of Z+jets events in each
of the regions. This purity is denoted α and is the fraction of Z+jets events in the
total background in each region, estimated using MC:

α =
NZ+jets∑

iNi

(6.4)

where i = WW , WZ, ZZ(→ ```′`′, ``νν), Wγ, tt̄, W+jets and Z+jets. The purity in
regions B and D is found to be consistent with 1, however in region C it varies
from 99.8% at X = 40 GeV to 88% at X = 100 GeV. The purity in region A is
therefore exactly the purity of region C, and so the estimated number of Z+jets
events in region A is corrected from eq. 6.3 to

n(A) =
n(B)× n(C)× α

n(D)
. (6.5)

Fig. 6.6, taken from ref. [2], shows the full data set as a function of Emiss
T and

|η``| in the di-muon channel; it also indicates the signal and control regions for X
= 60 GeV, the event count in regions B, C and D, and the estimated number of
Z+jets events in region A calculated according to eq. 6.5.

112



Chapter 6 The ATLAS mono-Z (leptonic) analysis

N
ot

re
vi

ew
ed

,f
or

in
te

rn
al

ci
rc

ul
at

io
n

on
ly

March 19, 2014 – 10 : 28 DRAFT 42

Figure 20: Emiss
T vs ⌘`` in the di-muon channel for 20.3 fb�1 of data. The division of the phase space

into the one signal region (A) and three control regions (B,C,D) is indicated by red lines. Also shown
is the event count in each control region and the estimated count in the signal region, as determined by
equation 4.

Figure 6.6: Emiss
T vs |η``| in the di-muon channel, for 20.3 fb−1 of data. The four

regions of the ABCD method are marked by the red lines (for an arbitrary Emiss
T

cut at 60 GeV). The event count in each CR, as well as the estimate in the SR
following eq. 6.5, are also shown. Taken from ref. [2].

The fitted ∆φmethod

This method takes advantage of the fact that the fake Emiss
T in Z+jets events can

be distinguished from true Emiss
T in the signal or real-Emiss

T backgrounds (such
as ZZ → ``νν), by comparing kinematic distributions that feature this variable.
∆φ(Z,Emiss

T ) is chosen as it is sharply peaked around π in events with real Emiss
T ,

but more spread out in events where the fake Emiss
T has a random component.

In this method, the distribution of ∆φ(Z,Emiss
T ) in low-Emiss

T data events (ex-
pected to be dominated by the Z+jets background) is fitted with a function in
bins of Emiss

T , then extrapolated into the high-Emiss
T signal regions. This method is

validated in MC as described below, and a systematic is determined based on the
presence of other backgrounds within the low-Emiss

T control region. The fitting
function is a Gaussian of the form

f∆φ(x) = A+B exp
(
−(x− π)2

2σ2

)
, (6.6)

where A can be interpreted as the fraction of events with fake Emiss
T in random di-

rections,B as the fraction from mismeasured jets back-to-back with the leptonically-
decaying Z, and σ as the width of the distribution. Fig. 6.7 demonstrates the geo-
metric interpretation of these parameters as they are fitted against the ∆φ( ~Emiss

T , ~pZT )

distribution in bins of low Emiss
T .

The fitting variables are dependent on the Emiss
T range, shown explicitly in
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Figure 12: Demonstration of the Gaussian model fitted against Z+jets Monte Carlo. The geometric
interpretation of the parameters A, B, � are sketched for illustration. The shape is not fixed w.r.t. Emiss

T ,
but we can estimate the dependence of each parameter in order to extrapolate. Here, all analysis cuts are
applied except on ��Z,MET and Emiss

T .

Interpretation of the parameters The geometric interpretation of the parameters (A, B, �) is clear771

from figure 12. We may also motivate the model by considering a physical interpretation of these param-772

eters. The parameter A represents the fraction of events with Emiss
T from mis-measured jets in random773

directions. B represents the fraction from jets produced in opposition to the Z’s momentum. In the pres-774

ence of the frac. pT di↵erence cut, increasing Emiss
T also means increasingly boosted Z’s. Hence, we775

expect A/B to decrease monotonically with Emiss
T . The parameter � is in some sense a characterization776

of the resolution of calorimeter fake-Emiss
T response. Although we expect this aspect to be relatively777

independent of the Emiss
T , it appears to decay from ⇠ 1. This narrowing of the distribution could also be778

attributed to the collimating e↵ect of the highly-boosted Z’s.779

Fitting Method: Emiss
T Dependence The shape of the Z+jets ��Z,MET distribution changes with in-780

creasing Emiss
T . In order to understand this dependence, we fit the model over the ��Z,MET distribution781

for Z+jets MC in bins of Emiss
T . In figure 14, best-fit values of the parameters (A, B, �) are shown for782

each bin. These plots suggest we may promote the parameters to continuous functions of Emiss
T . For783

simplicity, we choose to model each parameter as a decaying exponential:784

A! A(x) = exp[a0 + a1x]
785

B! B(x) = exp[b0 + b1x]
786

�! �(x) = exp[s0 + s1x]

Then we are left with a six-parameter model for the two-dimensional distribution of ��Z,MET vs. Emiss
T :787

fhEmiss
T ,��

i(x, y) = A(x) + B(x) exp
"
� (y � ⇡)2

2�2(x)

#

= exp [a0 + a1x] + exp
"
b0 + b1x � (y � ⇡)2

2 exp[s0 + s1x]2

# (2)

Fitting Method: MC Closure To verify the method we attempt to learn the Z+jets parameters fitting788

on pure Z+jets MC (figure 15). In data, however, other backgrounds will be present. Due to limited789

statistics and the somewhat large number of bins required to capture the model, the fit converges with a790

(a) 20 GeV < Emiss
T < 30 GeV
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Figure 12: Demonstration of the Gaussian model fitted against Z+jets Monte Carlo. The geometric
interpretation of the parameters A, B, � are sketched for illustration. The shape is not fixed w.r.t. Emiss

T ,
but we can estimate the dependence of each parameter in order to extrapolate. Here, all analysis cuts are
applied except on ��Z,MET and Emiss

T .
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from figure 12. We may also motivate the model by considering a physical interpretation of these param-772

eters. The parameter A represents the fraction of events with Emiss
T from mis-measured jets in random773

directions. B represents the fraction from jets produced in opposition to the Z’s momentum. In the pres-774

ence of the frac. pT di↵erence cut, increasing Emiss
T also means increasingly boosted Z’s. Hence, we775

expect A/B to decrease monotonically with Emiss
T . The parameter � is in some sense a characterization776

of the resolution of calorimeter fake-Emiss
T response. Although we expect this aspect to be relatively777

independent of the Emiss
T , it appears to decay from ⇠ 1. This narrowing of the distribution could also be778

attributed to the collimating e↵ect of the highly-boosted Z’s.779

Fitting Method: Emiss
T Dependence The shape of the Z+jets ��Z,MET distribution changes with in-780

creasing Emiss
T . In order to understand this dependence, we fit the model over the ��Z,MET distribution781

for Z+jets MC in bins of Emiss
T . In figure 14, best-fit values of the parameters (A, B, �) are shown for782

each bin. These plots suggest we may promote the parameters to continuous functions of Emiss
T . For783

simplicity, we choose to model each parameter as a decaying exponential:784

A! A(x) = exp[a0 + a1x]
785

B! B(x) = exp[b0 + b1x]
786

�! �(x) = exp[s0 + s1x]

Then we are left with a six-parameter model for the two-dimensional distribution of ��Z,MET vs. Emiss
T :787

fhEmiss
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i(x, y) = A(x) + B(x) exp
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� (y � ⇡)2

2�2(x)

#
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Fitting Method: MC Closure To verify the method we attempt to learn the Z+jets parameters fitting788

on pure Z+jets MC (figure 15). In data, however, other backgrounds will be present. Due to limited789

statistics and the somewhat large number of bins required to capture the model, the fit converges with a790

(b) 40 GeV < Emiss
T < 50 GeV

Figure 6.7: The ∆φ( ~Emiss
T , ~pZT ) distribution in twoEmiss

T bins, with a Gaussian fitted
according to eq. 6.6. All signal region cuts are applied except those on Emiss

T and
∆φ. Taken from ref. [2].
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T -dependence of all three parameters as
exponentials.
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Figure 15: The model fhEmiss
T ,��

i is fitted to MC distributions for Z+jets (left) and all backgrounds (right)
(Z ! ee channel). The model prediction for Z+jets events is shown along with the actual number of MC
events in the SR. In the presence of the combined backgrounds, the model will overestimate the signal
region. The overestimation observed in MC is assigned as a systematic in the data-driven estimate. The
reduced �2 of the fit in MC is high due to the low statistics available and large number of bins required.
Nonetheless, the predicted SR value in both cases is consistent with the Z+jets MC.

Figure 6.8: The Gaussian fit parameters A, B (left) and σ (right) of eq. 6.6 as a
function of the Emiss

T , in the dielectron channel. All three parameters are subse-
quently modeled as exponentials. Taken from ref. [2].
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Figure 16: The model fhEmiss
T ,��

i is fitted to data in the control region (Z ! ee channel). By integrating
the model with parameters measured in data, we form a purely data-driven estimate in the SR. Using
MC, assign as a systematic the bias observed between pure Z+jets and the combined backgrounds. As
expected, the reduced �2 of the fit in data is much improved over MC.
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(a) Montecarlo fit, ee channel
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(b) Montecarlo fit, µµ channel
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(c) Data fit, ee channel
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(d) Data fit, µµ channel

Figure 17: Comparison of the best-fit model in data and pure Z+jets MC, integrated in various bins of
Emiss

T . The violet bars indicate the region used for parameter fitting. Above ⇠ 80 GeV, the MC statistics
become highly unreliable, while the data becomes contaminated by other backgrounds (see figure 13).

Figure 6.9: 3D distribution of data events in the dielectron channel, shown as a
function of Emiss

T and ∆φ(Z,Emiss
T ), and fitted by eq. 6.7 with a reduced χ2 of 1.67.

Taken from ref. [2].

fig. 6.8 for pure Z+jets MC in the di-electron channel. The value of A/B de-
creases for events in bins of greater Emiss

T , since a higher Emiss
T cut implies events

with more boosted Z bosons are selected, due to the inclusion of the fractional
pT cut (|pZT − Emiss

T |/pZT < 0.5); this also decreases the Gaussian width σ. The pa-
rameters A, B and σ are all modeled as exponential functions of Emiss

T of the form
exp(a0 +a1x), and so the fitting function of eq. 6.6 now becomes a function of two
parameters (∆φ( ~Emiss

T , ~pZT ) and Emiss
T ), and takes the form

f∆φ,Emiss
T

(x, y) = exp(a0 + a1y) + exp
(
b0 + b1y −

(x− π)2

2 exp(s0 + s1y)2

)
. (6.7)

The 3D distribution of events in the e+e− channel for all data with 35 GeV
≤ Emiss

T ≤ 60 GeV is shown in fig. 6.9, and the function of eq. 6.9 was fitted with a
reduced χ2 (that is, χ2 divided by the total number of degrees of freedom) of 1.67.
In data, uncertainty in the fitting parameters is considered a statistical uncertainty
as it results from the limited statistics.

The final estimate of background events from Z+jets processes is found by
integrating the fitted function eq. 6.7 over the signal region, according to

∫ π

2.5

∫ ∞

X

f∆φ,Emiss
T

(x, y)dx dy , (6.8)

whereX is the lower bound on theEmiss
T defining each SR. Only SR1 (withEmiss

T >

150 GeV) gives a non-negligible contribution from the Z+jets background. To
estimate the systematic uncertainty that arises from treating the low-Emiss

T control
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region as entirely Z+jets events, and thereby ignoring the (small) contribution
from other background sources, the fitting procedure and background estimation
is performed on MC, where the MC is either a pure Z+jets sample or includes all
backgrounds.

6.4.2 TheW+jets background

The W+jets events that enter the signal region do so when one of the jets is
misidentified as an electron or muon of opposite sign to the true muon produced
by the W decay, and the real and fake leptons are reconstructed into a fake Z bo-
son close to the Z mass. The Emiss

T in this background is real, from the neutrino
produced in W decay, and peaks at half the transverse mass of the W . Because
the likelihood of a jet faking an electron is an order of magnitude greater than the
likelihood of it faking a muon, only the electron case is considered.

For the estimation of this background, a data-driven method is used, whereby
a CR enriched in W+jets events is defined, and scaled to the number of events
expected in the SR, as defined by MC. The Emiss

T distribution is fitted in the low-
Emiss

T region, and extrapolated into the high-Emiss
T SR, to estimate the number of

W+jets events in the SR. This is described in further detail below.
The W+jets CR is defined by inverting the selection criteria for the second

electron, while still requiring that the first electron pass the standard electron
criteria. The second electron is then required to pass the loose++ criteria but fail
the medium++; the isolation requirement is also inverted, that is, the vector pT sum
of all inner-detector tracks within a cone of ∆R = 0.2 of the electron track should
be greater than 10% of the ET of the electron. Finally, the jet overlap removal step
is removed.

In data, these criteria yield approximately 54,000 events. The default electron
selection (i.e. two good electrons) is applied to the W+jets MC (scaled for cross
section), and yields 2,300 events. The normalisation of data events is therefore
defined to be 2300/54000 = 0.043, and is applied to the Emiss

T distribution from
data in the CR, which is depicted in the fig.6.10(a).

Two fitting functions are derived to fit to the data. The first is commonly used
to describe the falling Emiss

T spectrum of a dijet function [231]:

fEmiss
T

(x) = a(1− x)b(x−c+d ln(x)) . (6.9)

However, fitting studies indicated that parameter b had the largest uncertainty
and would return values close to 0, and it was decided to set this equal to 0 for
subsequent fits, which still yields a reasonable reduced χ2. The second function
is a simple power law, given by
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Figure 25: W+jets (left) and signal (right) Monte Carlo after selection inversion.
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Figure 26: Data driven Emiss
T distribution after inverted selection.

Equation 6 has been used to define the falling spectrum of a dijet function [32], and equation 7 is a simple944

power law. In both cases the fitting parameters are defined by the letters a-d, when applicable. In the case945

of the dijet function, parameter “b” is the power of the function associated with forcing the function to946

vanish at the kinematic limit as x approaches 1. While fitting the dijet function to the Emiss
T distribution,947

the “b” parameter that had the most uncertainty and would return values near 0. Thus, that parameter948

was fixed to 0 for subsequent fits. This allowed a better convergence of the fits and gave reasonable �2/n949

d.o. f . This means that this function is not a true representation of the dijet falling spectrum, it is a power950

law with an exponential inspired by the dijet function. However, it is still referred to as the dijet function951

in the rest of the text.952

Figure 27 shows the results when fitting the two functions in equations 6 and 7 in at least four953

di↵erent ranges. These ranges are listed in table 20 with the resulting �2/n d.o. f . The upper bound on954

the range for all fits was set to 300 GeV and was determined by statistics. The minimum was determined955

to partially encompass the range from W and spans from 20 GeV to 70 GeV. The best fit of the function956

was determined by the value of �2/n d.o. f which was closest to one. As is shown in the table, the power957

law has a best fit in the range 50-300 GeV and the djet from 30-300 GeV. The parameters which resulted958

in this best fit were then used to extrapolate the Emiss
T shape at the high end of the spectrum. These959

parameters are also given in table 21.960
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Figure 28: Emiss
T distribution after inverted selection.

Function parameter value
power law a 1.7e+09±0.5e+09

b -4.80 ± 0.07
a 9.7e-04±4e-04

dijet b 0 (fixed)
c -8.39 ±0.22
d -1.54 ±0.03

Table 21: This shows the parameters which result from selecting the range of fitting using the best
�2/n d.o. f . The power law has a best fit in the range 50-300 GeV and the djet from 30-300 GeV. These
functions were then to extrapolate the Emiss

T to 1 TeV. The functions with these parameters are shown in
figure 28.

function integral range [GeV] integral events expected
150-1000 2.47±0.08 0.52±0.02

power law 250-1000 0.35±0.013 0.074±0.003
350-1000 0.097±0.004 0.020±0.0008
450-1000 0.036±0.0015 0.0076±0.0004
150-1000 1.00 ±0.17 0.21±0.04

dijet 250-1000 0.030±0.006 0.0063±0.0013
350-1000 0.0021±0.0005 0.00044±0.0001
450-1000 0.00022±0.00006 0.000046±0.000012

Table 22: Estimated event numbers in the extrapolated ranges listed in the table. This table shows
the integral of the functions plotted in figure 28. The uncertainty is taken to be propagated from the
uncertainties on the fits.

(b)

Figure 6.10: The Emiss
T distribution of data in the W+jets CR, which inverts the

medium++ identification criterion for the second electron in the dielectron chan-
nel (a), and the two fitting functions that were tested (b). While the two functions
agree for Emiss

T < 150 GeV (where most events in the CR lie), they diverge signifi-
cantly in the high-Emiss

T region. Taken from ref. [2].

gEmiss
T

(x) = axb . (6.10)

The two functions are fitted in several ranges of Emiss
T , and the range giving

the best χ2/NDF is chosen in each case; the dijet function is therefore fitted in
the range 30–300 GeV (giving χ2/NDF = 0.89) and the power law function is
fitted in the range 50–300 GeV (χ2/NDF = 0.84). The parameters giving these
best fits are listed in table 6.6. The two functions are then extrapolated to Emiss

T

= 1 TeV, and are shown in fig. 6.10(b). The estimated number of W+jets events
in the SR background is then found by integrating the function over the range
X–1 TeV (where X = 150, 250, 350 and 450 GeV for each SR), and multiplying
that value by 0.22, which was calculated as the fraction of events that passed the
remaining SR selection. Notably, the two possible functions give quite different
distributions over the range 200–1000 GeV, so the more conservative power law
function is used to calculate theW+jets background estimate, while the difference
from the dijet function value is taken as a systematic uncertainty. Only SR1 gives
a non-negligible estimate of the W+jets background.

6.4.3 TheWW , top and ττ backgrounds

The contribution from the WW , top (tt̄, Wt and s- and t-channel single-top) and
Z → ττ backgrounds is estimated using a data-driven method that takes advan-
tage of the lepton branching ratios in each case. Specifically, at truth-level,
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function parameter value

dijet

a 9.7×10−4 ± 4×10−4

b 0 (fixed)

c -8.39 ± 0.22

d -1.54 ± 0.03

power law
a 1.7×109 ± 0.5×109

b -4.80 ± 0.07

Table 6.6: The parameters giving the best fit to the falling Emiss
T distribution of

fig. 6.10(a), as described by the functions in eqs. 6.9 and 6.10. The functions were
then extrapolated into the signal region to estimate the contribution of theW+jets
background.

N truth
eµ = 2×N truth

ee = 2×N truth
µµ . (6.11)

At reconstruction-level, muons and electrons have different reconstruction ef-
ficiencies, which needs to be taken into account. The method uses events requir-
ing exactly one electron and one muon reconstructed within the Z boson mass
window, and estimates the number of di-electron and di-muon events from these
backgrounds according to

N est
ee = Ndata,corr

eµ × kee, where kee =
1

2

√
Ndata
ee

Ndata
µµ

(6.12)

and

N est
µµ = Ndata,corr

eµ × kµµ, where kµµ =
1

2

√
Ndata
µµ

Ndata
ee

(6.13)

where Ndata,corr
eµ is the number of eµ events observed in the CR after subtraction of

other backgrounds which may contribute to the eµCR, estimated with MC. These
other backgrounds are dominated by WZ events but also include ZZ, W+jets,
Z+jets and Wγ; in total they contribute less than 3% following all selection cuts.

Fig. 6.11(a) shows the invariant mass of the eµ pair within the Z mass window,
while (b) shows the high-Emiss

T region; both the mass window and Emiss
T > 120

GeV cuts are applied. This background is dominated by WW and top events,
and good agreement with data (including after all other selections are applied) is
observed.

The uncertainties of the data-driven method are dominated by the statistical
uncertainty due to the small number of events in the CR—after the full selec-
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7.3 WW+tt̄+Wt+⌧⌧ backgrounds976

The background contributions of tt̄, tW, WW and ⌧⌧ processes are estimated using a data driven method.977

The results are cross checked for validity with MC simulations. Both methods give consistent results and978

details are presented in this section.979

7.3.1 Data driven background estimation980

Based on the consideration of the leptonic decay branching ratios for the ee, µµ and eµ from tt̄, tW, WW981

and ⌧⌧ are (1:1:2), we can use the eµ events selected inside the Z-mass window to estimate the back-982

ground in the ee and µµ channels from the tt̄, tW, WW and ⌧⌧ processes in the selected signal samples.983

These backgrounds are estimated using the event counting from three dilepton channels with the require-984

ment of the dilepton invariant mass must be within the Z-mass window. Particularly, the background in985

the ee channel can be estimated use the formula below:986

Nest
ee (bkg) = Ndata,corr

eµ ⇥ kee, where kee = 1/2
q

Ndata
ee /Ndata

µµ

And the background in the µµ channel is estimated use the formula below.987

Nest
µµ (bkg) = Ndata,corr

eµ ⇥ kµµ, where kµµ = 1/2
q

Ndata
µµ /Ndata

ee

The coe�cient of 1/2 in the correction factor k`` shown in the two equations above comes from the988

dilepton decay ratios for ee, µµ and eµ in W+W�, tt̄ and Z ! ⌧⌧, and Nee and Nµµ are the numbers of989

selected ee and µµ events from real data inside the Z boson mass window to take into account for di↵erent990

detection e�ciencies for muons and for electrons. Ndata,corr
eµ in the equations is the number of eµ events991

observed in data and subtracted by MC for other background contributions to the eµ channel. From MC992

simulations, the other background contributions (mainly from WZ) to the eµ sample after applying all the993

selections cuts are estimated to be less than 3%. The W+W� and top processes contribute to more than994

97% of the selected eµ events. As shown in figure 29, the eµ invariant mass distribution and the Emiss
T995

distribution, the dominant sources in the eµ channel within the Z-mass window and in the large Emiss
T996

region are W+W� and Top events. The cutflow plots in eµ channel are shown in figure 30. Reasonably997

good data and MC agreement are observed.998
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Figure 29: eµ dilepton invariant mass distribution (left) and missing transverse energy distributions
(right) after the Z mass window and Emiss

T > 120 GeV cut for the eµ channel.
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7.3 WW+tt̄+Wt+⌧⌧ backgrounds976

The background contributions of tt̄, tW, WW and ⌧⌧ processes are estimated using a data driven method.977

The results are cross checked for validity with MC simulations. Both methods give consistent results and978

details are presented in this section.979

7.3.1 Data driven background estimation980

Based on the consideration of the leptonic decay branching ratios for the ee, µµ and eµ from tt̄, tW, WW981

and ⌧⌧ are (1:1:2), we can use the eµ events selected inside the Z-mass window to estimate the back-982

ground in the ee and µµ channels from the tt̄, tW, WW and ⌧⌧ processes in the selected signal samples.983

These backgrounds are estimated using the event counting from three dilepton channels with the require-984

ment of the dilepton invariant mass must be within the Z-mass window. Particularly, the background in985

the ee channel can be estimated use the formula below:986

Nest
ee (bkg) = Ndata,corr

eµ ⇥ kee, where kee = 1/2
q

Ndata
ee /Ndata

µµ

And the background in the µµ channel is estimated use the formula below.987

Nest
µµ (bkg) = Ndata,corr

eµ ⇥ kµµ, where kµµ = 1/2
q

Ndata
µµ /Ndata

ee

The coe�cient of 1/2 in the correction factor k`` shown in the two equations above comes from the988

dilepton decay ratios for ee, µµ and eµ in W+W�, tt̄ and Z ! ⌧⌧, and Nee and Nµµ are the numbers of989

selected ee and µµ events from real data inside the Z boson mass window to take into account for di↵erent990

detection e�ciencies for muons and for electrons. Ndata,corr
eµ in the equations is the number of eµ events991

observed in data and subtracted by MC for other background contributions to the eµ channel. From MC992

simulations, the other background contributions (mainly from WZ) to the eµ sample after applying all the993

selections cuts are estimated to be less than 3%. The W+W� and top processes contribute to more than994

97% of the selected eµ events. As shown in figure 29, the eµ invariant mass distribution and the Emiss
T995

distribution, the dominant sources in the eµ channel within the Z-mass window and in the large Emiss
T996

region are W+W� and Top events. The cutflow plots in eµ channel are shown in figure 30. Reasonably997

good data and MC agreement are observed.998
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Figure 29: eµ dilepton invariant mass distribution (left) and missing transverse energy distributions
(right) after the Z mass window and Emiss

T > 120 GeV cut for the eµ channel.

(b)

Figure 6.11: The lepton pair invariant mass (a), and the high-Emiss
T (b) distribu-

tions in the eµ CR. The mass window cut and Emiss
T > 120 GeV cuts have been

applied. Taken from ref. [2].

tion is applied (including a Emiss
T cut at 120 GeV), only 12 eµ events are observed

in data. Statistical uncertainties from the subtracted additional backgrounds are
also included.

Systematic uncertainties are estimated from three sources. An MC closure test
is performed, where the method described by eqs. 6.12 and 6.13 is applied to pure
MC, and the values of N est

ee and N est
µµ obtained are compared with the MC direct

estimate, yielding a difference of 1.3% in both electron and muon channels. This
difference is taken as a systematic uncertainty.

The values of kee and kµµ are compared in data and MC, and the differences
taken as additional systematics. These are 4.6% and 4.7% in the electron and
muon channels respectively. Systematic uncertainties on the subtracted MC back-
grounds are estimated to be 10.4% for the WZ and ZZ backgrounds, 30% for the
W+jets and Wγ backgrounds, and 13% for the Z+jets background; these are lin-
early summed and propagated through the calcualtion.

Finally, the estimated background using the data-driven method described
above is cross-checked against the estimate from MC. Uncertainties in the MC are
split into the associated statistical uncertainties of the WW , top and Z → ττ MC
samples, and systematic uncertainties due mainly to the Jet Energy Scale (JES)
and Jet Energy Resolution (JER) uncertainties in the jet veto for the top events
and difference in predicted and measured cross section forWW events. The data-
driven and fully-simulated methods give background estimates that are consis-
tent, and so the estimate from the data-driven method is used as the final estimate
for the WW , top and ττ backgrounds.
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3-lepton CR 4-lepton CR

MC 331 ± 13 119.5 ± 1.35

Data 335 148

Table 6.7: Data and MC comparison for the 3-lepton and 4-lepton CRs.

6.4.4 The ZZ andWZ backgrounds

The WZ and ZZ background contributions are estimated from simulation, and
validated in CRs with three and four charged leptons respectively. The WZ CRs
contain either eee, eeµ, eµµ or µµµ, while theZZ CRs contain either four electrons,
four muons, or two of each flavour. WZ events can also appear in the 4-lepton
CRs with a fake lepton, and conversely ZZ events can contribute to the 3-lepton
CRs if a lepton is not properly identified. tt̄ and Z+jets events can contibute to
both types of CRs with one or two additional fake leptons.

The fake contribution is poorly modeled in MC, however most fake lepton
events are removed with the application of the Z mass window cut. The 3-lepton
CRs also have Emiss

T > 80 GeV applied, this is not needed in the 4-lepton CR as
the overall fake contribution is small (particularly from the tt̄ and Z+jets back-
grounds, which need to fake two leptons).

Table 6.7 indicates the total number of events in the 3-lepton and 4-lepton
CRs in both MC and data, while figs. 6.12 and 6.13 show the Emiss

T distribution
in each of the CRs separately, following the invariant mass selection. In all cases,
reasonable agreement is observed between MC and data.

The systematic uncertainty is obtained through comparison of two MC gener-
ators with very high statistics. A million ZZ → ``νν events were produced with
POWHEGBOX v1.0, along with 830k ZZ events produced with SHERPA v1.4.1 [147]
(using massive b and c quarks). The acceptance at truth level for each SR was
calculated and compared between the two samples, and it was found that the
difference in each SR was within a few percentage points of 35%. This value is
therefore taken as a flat systematic for all signal regions, for both ZZ and WZ

backgrounds.

6.4.5 Summary of backgrounds

The final estimated backgrounds from each source, in each of the four SRs, are
listed in tables 6.12 and 6.13. The total estimate of the SM background is found
by summing the MC WZ and ZZ contributions and the data-driven WW , top,
Z+jets and W+jets contributions. Further details about the systematic uncertain-

120



Chapter 6 The ATLAS mono-Z (leptonic) analysis

N
ot

re
vi

ew
ed

,f
or

in
te

rn
al

ci
rc

ul
at

io
n

on
ly

March 19, 2014 – 10 : 28 DRAFT 58

 [GeV]TE
0 50 100 150 200 250 300 350 400 450 500

Ev
en

ts

-110

1

10

210

310

410 ATLAS Internal eee
-1 L=20.3 fb∫ =8 TeVs

Prob. of KS=0.999
W
tt
Z

ZZ
WZ
WW

 [GeV]TE
0 50 100 150 200 250 300 350 400 450 500

0.5

1

1.5

2

2.5

(a) eee channel.

 [GeV]TE
0 50 100 150 200 250 300 350 400 450 500

Ev
en

ts

-110

1

10

210

310

410
ATLAS Internal µee

-1 L=20.3 fb∫ =8 TeVs
Prob. of KS=0.622

W
tt
Z

ZZ
WZ
WW

 [GeV]TE
0 50 100 150 200 250 300 350 400 450 500

0.5

1

1.5

2

2.5

(b) eeµ channel.

 [GeV]TE
0 50 100 150 200 250 300 350 400 450 500

Ev
en

ts

-110

1

10

210

310

410 ATLAS Internal µµe
-1 L=20.3 fb∫ =8 TeVs

Prob. of KS=0.943
W
tt
Z

ZZ
WZ
WW

 [GeV]TE
0 50 100 150 200 250 300 350 400 450 500

0.5

1

1.5

2

2.5

(c) eµµ channel.

 [GeV]TE
0 50 100 150 200 250 300 350 400 450 500

Ev
en

ts

-110

1

10

210

310

410
ATLAS Internal µµµ

-1 L=20.3 fb∫ =8 TeVs
Prob. of KS=0.043

W
tt
Z

ZZ
WZ
WW

 [GeV]TE
0 50 100 150 200 250 300 350 400 450 500

0.5

1

1.5

2

2.5
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Figure 32: Emiss
T in the three lepton control region after the mass cut.
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Figure 32: Emiss
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Figure 32: Emiss
T in the three lepton control region after the mass cut.

(d) µµµ channel

Figure 6.12: Comparison of data and MC in the Emiss
T distribution of the 3-lepton

CRs, used for validating the WZ MC background estimation. Only the Z mass
window selection has been applied. Taken from ref. [2].

ties is found in the following section.

6.5 Systematic uncertainties

The mono-Z analysis is subject to systematic biases, both from experimental and
theoretical sources. These are addressed through the inclusion of systematic un-
certainties, some of which have already been described in the previous section.
Additional sources of systematic uncertainty, both experimental and theoretical,
are described in detail below.
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(c) µµµµ channel.

Figure 37: Emiss
T in the four lepton control region after the mass cut.
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Figure 37: Emiss
T in the four lepton control region after the mass cut.
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Figure 37: Emiss
T in the four lepton control region after the mass cut.

(c)

Figure 6.13: Comparison of data and MC in the Emiss
T distribution of the 4-lepton

CRs, used for validating the ZZ MC background estimation. Only the Z mass
window selection has been applied. Taken from ref. [2].

6.5.1 Experimental systematic uncertainties

Electrons

Systematic uncertainties from electrons arise from four sources, the reconstruc-
tion and identification efficiencies, and the energy scale and resolution. Leptons
are used explicitly in the SRs to reconstruct the Z boson, as well as a veto object,
and to define some of the CRs used in the data-driven background estimations;
they are also used in calculating the Emiss

T . Variations in their identification and
energy can cause events to migrate in and out of the signal and control regions.
There are therefore many points where these uncertainties enter the analysis, and
in fact they are one of the dominant experimental sources of uncertainty on the
SM background estimations.

Scale factors, with associated systematic uncertainties, are derived by the AT-
LAS performance group, to account for differences in the reconstruction and
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identification efficiencies between simulation and data, see ref. [170]. The un-
certainty for each electron from either source is calculated following ATLAS rec-
ommendations and using centrally-provided software tools 4. The efficiency scale
factor is varied up or down by 1σ, and the event yield is recalculated. The sym-
metrised difference in the event yields about the nominal yield is taken as the
systematic uncertainty in the efficiency.

The uncertainties on the energy scale and resolution result from a few different
sources, see ref. [173] for details. Similar to the efficiency uncertainties, software
tools5 are utilised, which vary each source up or down within its uncertainty and
propagate the effect through the analysis.

The resulting systematic uncertainties on the two largest backgrounds, ZZ
and WZ are shown in table 6.8, and are dominated by the electron energy scale
(up to 3%) and reconstruction efficiency (∼2%).

Muons

The systematic uncertainties from muons are similar to those from electrons,
arising from the reconstruction efficiency, and the pT scale and resolution. See
ref. [176] for details of the uncertainty sources. These are implemented with the
use of software tools6, which again vary each source up or down within its un-
certainty.

The pT resolution uncertainty is estimated separately for the ID and muon
spectrometer (MS) track variations, and the maximum of the two is taken as the
systematic uncertainty.

The muon uncertainties listed in table 6.8 are dominated by the pT scale and
resolution.

Jets

While jets are used as a veto object in this analysis, they are important for calcu-
lation of the Emiss

T in each event, and so contribute a significant uncertainty to the
analysis. Three main sources of systematic uncertainty apply to jets, originating
from the uncertainties on the JES, the JER, and the JVF (see secs. 4.3.3 and 6.2.4).

The systematic uncertainty from the JES is complex as it arises from over 50
sources, most of which are related to the in situ calibration of jets in data [116]. The

4https://twiki.cern.ch/twiki/bin/viewauth/AtlasProtected/
EfficiencyMeasurements2012

5https://twiki.cern.ch/twiki/bin/viewauth/AtlasProtected/
EnergyScaleResolutionRecommendations

6https://twiki.cern.ch/twiki/bin/viewauth/AtlasProtected/
MCPAnalysisGuidelinesData2012
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total JES uncertainty for each jet is calculated following ATLAS recommendations
and using centrally-provided software tools7, and is also propagated to the Emiss

T

calculation. The uncertainty on the background estimates is calculated by varying
the JES up or down within its uncertainty, and re-calculating the background
estimate in the SR.

The uncertainties from the JER and JVF are also calculated with software
tools89. The jet energy resolution is varied up by 1σ, implemented as a smear-
ing of the jet energy, and the resulting uncertainty is symmetrized to represent
a ±1σ uncertainty. The jet vertex fraction, which has a nominal value of 0.5, is
varied up or down around this value (see ref. [232]). In both cases, the effect is
propagated to the Emiss

T calculation and then through the analysis.
The resulting uncertainties from the JES, JER and JVF are listed in table 6.8,

note that these also include the impact on the Emiss
T calculation. The uncertainties

are larger for the WZ background, because this background enters the SR when
one of the leptons is not identified, often when it has been misreconstructed as
a jet. The JES contributes the largest systematic uncertainty, up to 2.4% in the
ZZ background and up to 4.1% in the WZ background. However, the jet-related
uncertainties on the other backgrounds are reduced, as they are estimated using
data-driven methods where the uncertainties are mostly cancelled out.

Missing transverse momentum

As the Emiss
T is a composite object, the Emiss

T uncertainty arises from multiple
sources such as the leptons and jets, discussed above, that contribute to its cal-
culation. The systematic uncertainties from variations in those object measure-
ments have been discussed (see above), and are included in the uncertainties at-
tributed to those sources. Only the SoftTerm component on the Emiss

T , introduced
in sec. 4.3.5, is treated independently and discussed here.

The SoftTerm is the contribution from soft jets and other topoclusters not as-
sociated to any reconstructed object, and calibrated to the LC scale. Uncertainties
arise from the MC modeling and pileup effects, see ref. [197] for details. The rec-
ommended scale and resolution uncertainties are applied with the appropriate
tool10, varying the source up or down within its uncertainty and propagating the
result through the analysis chain.

7https://twiki.cern.ch/twiki/bin/viewauth/AtlasProtected/
JetUncertainties

8https://twiki.cern.ch/twiki/bin/viewauth/AtlasProtected/
JetEnergyResolutionProvider2012

9https://twiki.cern.ch/twiki/bin/view/AtlasProtected/
JVFUncertaintyTool

10https://twiki.cern.ch/twiki/bin/viewauth/AtlasProtected/
MissingETUtility
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Syst. source
ZZ WZ

ee µµ combined ee µµ combined

e energy smearing 0.34 0.05 0.19 1.47 0.37 0.68

e energy scale 2.33 0.05 1.16 2.95 0.34 1.13

e identification efficiency 1.77 0.00 0.88 1.82 0.00 0.81

e reconstruction efficiency 2.01 0.00 1.00 2.08 0.00 0.93

µ momentum smearing (ID) 0.14 0.13 0.06 1.53 0.01 0.69

µ momentum smearing (MS) 0.00 0.33 0.16 0.00 1.00 0.55

µ momentum scale 0.00 0.77 0.38 0.61 1.35 1.02

µ reconstruction efficiency 0.00 0.64 0.32 0.00 0.64 0.35

JER 0.17 0.66 0.42 2.89 2.18 2.49

JES 1.68 2.32 1.85 1.78 4.09 2.60

JVF 0.26 0.26 0.24 1.47 0.77 0.66

Emiss
T SoftTerm resolution 0.45 0.31 0.38 0.92 1.35 1.07

Emiss
T SoftTerm scale 0.31 1.05 0.68 4.02 1.02 2.36

total 3.99 2.87 2.77 7.20 5.33 5.03

Table 6.8: The sources of systematic uncertainty for the ZZ and WZ simulated
background estimates, with a Emiss

T cut at 120 GeV.

The total experimental uncertainties for the ZZ and WZ backgrounds, in the
four SRs, are summarised in table 6.9.

The combined experimental sources of systematic uncertainty on the D5 EFT
model signal in the four SRs are listed in table 6.10. Explicit uncertainties for the
tS simplified model were not estimated, due to its late inclusion in the analysis,
but instead the D5 uncertainties were used, due to the similarities in behaviour
of the two models, particularly in the heavy-mediator limit.

Luminosity

The uncertainty on the luminosity is 2.8%, measured with the method detailed
in ref. [233]. This affects the normalisation of simulated sources, and is small
compared to the other systematic sources of uncertainty.
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mχ

Emiss
T > 150 GeV Emiss

T > 250 GeV

ee µµ combined ee µµ combined

ZZ 4.7 3.6 3.3 9.2 6.4 5.8

WZ 20.1 7.5 10.3 34.3 16.3 10.3

mχ

Emiss
T > 350 GeV Emiss

T > 450 GeV

ee µµ combined ee µµ combined

ZZ 11.7 11.9 8.6 13.8 5.0 8.0

WZ 2.3 0.7 0.9 2.3 0.0 2.3

Table 6.9: The experimental systematic uncertainties on the ZZ and WZ back-
ground estimates in the signal regions.

mχ

Emiss
T > 150 GeV Emiss

T > 250 GeV

ee µµ combined ee µµ combined

10 GeV 8.8 7.4 5.7 10.1 13.8 8.1

200 GeV 4.6 5.8 4.3 6.0 8.3 5.5

400 GeV 3.0 2.9 2.3 4.9 5.5 4.0

1000 GeV 5.9 5.4 4.6 5.7 10.6 6.1

mχ

Emiss
T > 350 GeV Emiss

T > 450 GeV

ee µµ combined ee µµ combined

10 GeV 21.5 44.9 17.8 23.7 2.3 19.2

200 GeV 10.6 6.0 6.6 24.2 9.8 17.0

400 GeV 10.6 8.0 7.9 20.7 8.0 12.8

1000 GeV 7.4 17.2 8.8 8.3 18.2 8.1

Table 6.10: The experimental systematic uncertainty estimates derived for the D5
signal MC sample. Note that these uncertainties are also used for the tS simpli-
fied model.
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Source
Emiss

T > 150 GeV Emiss
T > 250 GeV

qq → ZZ gg → ZZ combined qq → ZZ gg → ZZ combined

PDF 7.55 14.6 7.97 9.13 17.5 9.63

QCD 1.39 40.6 3.74 1.67 47.3 4.41

Source
Emiss

T > 350 GeV Emiss
T > 450 GeV

qq → ZZ gg → ZZ combined qq → ZZ gg → ZZ combined

PDF 10.6 20.3 11.2 11.7 22.2 12.3

QCD 1.94 53.7 5.05 2.13 58.3 5.50

Table 6.11: The theory systematic uncertainties (from PDF and QCD scale choices)
as percentages for the ZZ MC background estimation.

Pileup

Pileup reweighting was applied to MC samples to better match the pileup con-
ditions observed in data, and included a systematic uncertainty. However, the
resulting systematic is negligible compared to other systematic sources, and so is
ignored.

6.5.2 Theoretical systematic uncertainties

Theoretical uncertainties for the dominant ZZ background are also included, and
are listed in table 6.11. These arise from choices of the PDF and factorisation and
renormalisation scales. The uncertainties are taken from section 11.3.4 of ref. [234]
(which studies theH → ZZ process), and propagated to the background estimate
in each signal region.

The only exception is for the qq → ZZ scale uncertainty, which is estimated
with samples generated in POWHEGBOX and PYTHIA8, with dynamic11 QCD fac-
torisation and normalisation scales varied up and down by a factor of 2. This
leads to uncertainties smaller by factor of ∼3 than those predicted by ref. [234],
a result of both the dynamic scale and study of the process ZZ → `+`−νν̄ rather
than ZZ → e+e−µ+µ−.

11The dynamic scales µF and µR are set to the mass mZZ , while the fixed scales used in ref. [234]
are set to the Z mass.
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6.6 Limits on new physics

The finalised SM background estimations in the four signal regions, along with
their associated uncertainties, are listed in tables 6.12 and 6.13. Distributions of
the dilepton invariant mass, the Emiss

T and the jet multiplicity, comparing the SM
background estimate against the observed data, are shown in fig. 6.14. No signif-
icant deviation from the expected background is observed.

Also included in tables 6.12 and 6.13 are the expected and observed upper
limits on the number of signal events,Nsig. These are calculated at 95% confidence
level with the CLS method [235] with the use of the HistFitter package [236],
using events observed in data to calculate the observed limit, and assuming only
the SM background is observed to calculate the expected limit. When the yield
from simulation is zero, the Feldman-Cousins confidence interval [237] is used to
evaluate the uncertainty. Note that these limits on Nsig do not take into account
uncertainties on the signal modeling.

6.7 Limits on contact operator models

6.7.1 Limit calculation

Converting the model-independent limits on the number of new physics events,
Nsig, to a model-dependent limit on the cross section for a given process, depends
on knowledge of the acceptance and efficiency of that model within the analysis.
The acceptance, A, is the fraction of events at truth level that pass the analysis
selection, while the efficiency, ε, is a measure of how well the reconstructed events
match those at truth level:

A =
N(truth-level analysis selection)

N(all generated events)

ε =
N(reco.-level analysis selection)

N(truth-level analysis selection)

(6.14)

Note that ε is not a true efficiency, as the events in the numerator are not neces-
sarily completely a subset of events in the denominator.

In practice,A and ε are treated together as a single variable ε×A, calculated as
the number of signal events at reconstruction level that pass the analysis selection
divided by the total number generated, with uncertainties included.

The limit on the cross section for a model with a given ε × A is calculated
according to
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Figure 44: Expected MC backgrounds and observed data with 20.3 fb�1. The plots are N � 1; all cuts
are applied except the one on the variable being plotted.
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Figure 44: Expected MC backgrounds and observed data with 20.3 fb�1. The plots are N � 1; all cuts
are applied except the one on the variable being plotted.
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Figure 44: Expected MC backgrounds and observed data with 20.3 fb�1. The plots are N � 1; all cuts
are applied except the one on the variable being plotted.
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Figure 44: Expected MC backgrounds and observed data with 20.3 fb�1. The plots are N � 1; all cuts
are applied except the one on the variable being plotted.
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Figure 44: Expected MC backgrounds and observed data with 20.3 fb�1. The plots are N � 1; all cuts
are applied except the one on the variable being plotted.
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Figure 44: Expected MC backgrounds and observed data with 20.3 fb�1. The plots are N � 1; all cuts
are applied except the one on the variable being plotted.

(f)

Figure 6.14: The distributions of dilepton invariant mass (top), Emiss
T (middle)

and veto jet multiplicity (bottom) showing the expected backgrounds (coloured)
and observed data (black circles) for the ee channel (left) and the µµ channel
(right). All selections except the cut on the variable plotted are applied. Taken
from ref. [2].
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Model mχ [GeV] Best SR σ
exp
lim [fb] σobs

lim [fb]

D1 10 Emiss
T > 250 GeV 4.8 3.8

D1 200 Emiss
T > 250 GeV 3.3 2.6

D1 400 Emiss
T > 350 GeV 2.5 1.9

D1 1000 Emiss
T > 350 GeV 1.9 1.4

D5 10 Emiss
T > 250 GeV 15.2 11.9

D5 200 Emiss
T > 250 GeV 11.6 9.2

D5 400 Emiss
T > 250 GeV 9.6 7.5

D5 1000 Emiss
T > 250 GeV 8.8 6.9

D9 10 Emiss
T > 350 GeV 1.5 1.1

D9 200 Emiss
T > 350 GeV 1.4 1.0

D9 400 Emiss
T > 350 GeV 1.4 1.0

D9 1000 Emiss
T > 350 GeV 1.4 1.0

Table 6.14: Expected and observed upper limits on the cross section for each EFT
sample, and the SR in which the best expected limit was obtained.

σ
exp,obs
lim =

N
exp,obs
sig

L × ε×A , (6.15)

where L is the total integrated luminosity. These limits are shown for the D1, D5
and D9 operators, as well as the three ZZχχ operators, in tables. 6.14 and 6.15
and fig. 6.15.

Since the cross section for the D1, D5 and D9 EFT operators is proportional to
Λ−2p, and the kinematic behaviour (and therefore ε×A) is independent of Λ, we
can convert the limit on the cross section to a limit on the suppression scale Λ,
using

Λlim = Λgen ×
(
σgen

σlim

) 1
2p

, (6.16)

where σgen and σlim are the generated and limiting cross sections respectively, Λgen

is the suppression scale of the generated samples (in this case, 1 TeV), and p is 3
for the D1 operator and 2 for the D5 and D9 operators (see table 3.1 in sec. 3.1.1).
The resulting lower limits on Λ are shown in fig. 6.16. Note that there is no check
on the validity of these limits as described in sec. 3.1.2, since unfortunately this
work was published before such concerns were raised.
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Model mχ [GeV] Best SR σ
exp
lim [fb] σobs

lim [fb]

ZZχχ dim-5 10 Emiss
T > 350 GeV 6.1 4.5

ZZχχ dim-5 50 Emiss
T > 350 GeV 4.5 3.3

ZZχχ dim-5 200 Emiss
T > 350 GeV 1.8 1.3

ZZχχ dim-5 400 Emiss
T > 350 GeV 1.3 1.0

ZZχχ dim-5 1000 Emiss
T > 450 GeV 1.1 1.0

ZZχχ dim-7 (max γ) 10 Emiss
T > 450 GeV 1.00 0.91

ZZχχ dim-7 (max γ) 200 Emiss
T > 450 GeV 0.95 0.86

ZZχχ dim-7 (max γ) 400 Emiss
T > 450 GeV 0.93 0.85

ZZχχ dim-7 (max γ) 1000 Emiss
T > 450 GeV 0.92 0.83

ZZχχ dim-7 (min γ) 10 Emiss
T > 450 GeV 1.00 0.91

ZZχχ dim-7 (min γ) 200 Emiss
T > 450 GeV 0.96 0.87

ZZχχ dim-7 (min γ) 400 Emiss
T > 450 GeV 0.93 0.85

ZZχχ dim-7 (min γ) 1000 Emiss
T > 450 GeV 0.94 0.85

Table 6.15: Expected and observed upper limits on the cross section for each
ZZχχ̄ operator sample, and the SR in which the best expected limit was obtained.
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Figure 6.15: The upper limits on the cross section for the EFT models of DM, as a
function of DM mass. Taken from ref. [2].
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Figure 6.16: Observed 90%C.L. lower limits on the suppression scale Λ (labeled
as M? in the figure) for the EFT models considered in this analysis. Taken from
ref. [3].

Finally, as has been noted previously, the advantage of an EFT is that simple
comparison across different experimental types is possible. The limits from the
production process in a collider, as has been described here, can be converted to
limits on the χ-nucleon scattering cross section which is the signal in direct de-
tection experiments, via eqs. 3.1 and 3.2 in sec. 3.1.1. The resulting limits on the
scattering cross section are shown in figs. 6.17(a) and (b) (for spin-independent
and spin-dependent scattering respectively), and compared against the limits
from ATLAS mono-jet [109] and mono-W/Z(→ jj) [238] analyses, and the Co-
GENT [239], XENON100 [85], CDMS [87, 240] LUX [86], COUPP [241], SIM-
PLE [242], PICASSO [243], and IceCube [88] experiments, as they were at the
time this work was finalised in 2013.

6.8 Limits on the tS simplified model

The work of the author within this analysis effort was to include a study of a
simplified model, which was one of the first cases of such a model within an
ATLAS mono-X analysis. The model included is the t-channel model discussed
in sec. 3.3, included following the work of ref. [127], with a Majorana fermion12

12As discussed in sec. 3.3, this decision is motivated by the parallel simplified model in the
Minimal Supersymmetric Simplified Model (MSSM), where the neutralino and squark doublet
play the roles of the DM and mediator respectively. However, it affects only the cross section and
not the kinematic behaviour of the model.
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Figure 6.17: Observed 90%C.L. upper limits on the χ-nucleon scattering cross
section as a function of mχ for the spin-independent (left) and spin-dependent
(right) EFT operators. The limits are compared with results from the ATLAS
hadronically-decaying mono-W/Z analysis [238], and mono-jet [109] analyses,
CoGeNT [239], XENON100 [85], CDMS [87, 240], LUX [86], COUPP [241], SIM-
PLE [242], PICASSO [243], and IceCube [88]. These limits are shown as they are
given in the corresponding publications and are only shown for comparison with
the results from this analysis, since they are obtained assuming the interactions
are mediated by operators different from those used for the ATLAS limits. Taken
from ref. [3].

DM particle χ, coupled to the first two13 generations of left-handed quarks via a
single scalar mediator doublet φ:

LtS = gqχ
∑

i=1,2

φQ̄i
Lχ+ h.c. . (6.17)

As well as emission of a Z boson from one of the incoming quarks, the weak
isospin charge of the SU(2) doublet mediator also allows it to radiate a Z, pro-
viding an additional diagram for the mono-Z signal; both diagrams are shown in
fig. 6.18. Note that the anti-quark can also (of course) radiate the Z, and so cor-
responding u-channel diagrams, where the incoming quarks are swapped, also
contribute.

Kinematic distributions of leading lepton pT, η, φ, Z invariant mass and Emiss
T

are shown in fig. 6.19 (created at truth-level) for mχ = 200 GeV and Mmed = 700
GeV, and compared with the D1, D5 and D9 operators with the same DM mass.
Here, the correspondance between the tS simplified model and the D5 effective
operator is clearly evident, particularly in the lepton pT and η distributions, where
the EFT operators are distinguishable. The Emiss

T plot demonstrates that the sim-
plified model does still vary from the D5 model, due to the fact that this point

13While the number of generations to which the DM couples has minimal impact on the collider
phenomenology, it is significant for the relic density calculation; see sec. 6.8.1.
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Figure 6.18: Emission of Z boson, leading to the mono-Z + Emiss
T signal, can be

from either an incoming quark (left) or from the scalar mediator SU(2) doublet
(right) in the tS simplified model.

in parameter space is not in the heavy-mediator limit, that is, Mmed is not much
larger than mχ.

The set of DM masses included in this analysis were chosen to match those
studied in the EFT models, mχ ∈ [10, 200, 400, 1000] GeV. Where the EFTs used
Λ = 1 TeV, here we have two degrees of freedom: Mmed and gqχ. We choose to
fix a single coupling for each DM mass and include a range of mediator masses,
because while the mediator will affect the kinematic behaviour, the couplings are
only expected to scale the cross section (further details on this topic are provided
in the next chapter). The masses chosen are listed in table 6.16, along with the
value of A× ε for each sample in the four SRs. Note the very low acceptances in
the two hardest-Emiss

T SRs (SR3 and SR4).

The limits on the cross section for the tS model are calculated using the method
described in sec. 6.7.1 and using eq. 6.15. The upper limits in tables 6.12 and 6.13
are not quite the values that are used, as these don’t include the signal uncertain-
ties which are dependent on the model. Instead, the values listed in table 6.17
are used, which are calculated using the signal systematic uncertainties that had
already been obtained from the D5 model, used due to its similarity to the tS
simplified model. Only the first two signal regions are listed, as the latter signal
regions had Emiss

T cuts that were quite hard compared to the model Emiss
T distri-

butions, and so in these SRs the model had very low acceptance.

The limits on the cross section are shown in table 6.18. Note the ‘best’ signal
region is chosen as that which gives the strongest expected limit. The limits are
plotted in figs. 6.20 and 6.21. In these plots, the cross section is scaleable by vary-
ing the coupling gqχ (as σ ∼ g4

qχ), and the point where the theoretical cross section
intersects the observed limit indicates the limiting value of, say, Mmed (labeled mη

in the figures).
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Figure 6.19: Distributions of the leading lepton pT (a), η (b), φ (c), the two-lepton
invariant mass (d), and Emiss

T (e), comparing the D1, D5 and D9 EFT operators
against the tS simplified model, with a mediator mass (labeled mη) of 700 GeV.
All models use mχ = 200 GeV.
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mχ [GeV] Mmed [GeV]
ε×A

SR1 SR2 SR3 SR4

10 200 4.4±0.2 1.1±0.1 0.4±0.1 0.0±0.0

10 500 5.7±0.2 1.8±0.1 0.6±0.1 0.2±0.0

10 700 5.5±0.2 1.8±0.1 0.5±0.1 0.1±0.0

10 1000 6.9±0.3 1.9±0.1 0.5±0.1 0.1±0.0

200 500 8.4±0.3 3.3±0.2 1.1±0.1 0.3±0.1

200 700 8.3±0.3 2.8±0.2 0.9±0.1 0.3±0.1

200 1000 8.5±0.3 3.0±0.2 0.9±0.1 0.3±0.1

400 500 9.7±0.3 3.4±0.2 1.4±0.1 0.5±0.1

400 700 8.7±0.3 3.5±0.2 1.3±0.1 0.3±0.1

400 1000 8.8±0.3 3.2±0.2 1.2±0.1 0.4±0.1

1000 1200 10.4±0.3 4.4±0.2 1.2±0.1 0.4±0.1

Table 6.16: The DM and mediator masses of the tS model included in this analy-
sis, and their corresponding acceptances in each of the four SRs. The uncertainties
are statistical.

Emiss
T > 150 GeV Emiss

T > 250 GeV

Limit on N exp
sig 35.2 8.6

Limit on Nobs
sig 31.8 6.7

Table 6.17: Expected and observed limits on number of signal events for the rele-
vant signal regions, calculated using the systematic uncertainty from the D5 sig-
nal sample.
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Figure 57: The observed (bold) and expected (long-dashed) 95% CL limits on the collider production
cross section for the UV-complete model, plotted as a function of m⌘, for dark matter masses m� = 10
GeV (a) and 200 GeV (b). Also shown are the generated cross sections, for indicative values of the
coupling constant f . Assuming a particular value for f , and identifying the crossover point between the
observed and generated cross sections, will give a lower bound on m⌘.
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Figure 58: The observed (bold) and expected (long-dashed) 95% CL limits on the collider production
cross section for the UV-complete model, plotted as a function of m⌘, for dark matter masses m� = 400
GeV (a) and 1000 GeV (b). Also shown are the generated cross sections, for indicative values of the
coupling constant f . Assuming a particular value for f , and identifying the crossover point between the
observed and generated cross sections, will give a lower bound on m⌘.
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Figure 58: The observed (bold) and expected (long-dashed) 95% CL limits on the collider production
cross section for the UV-complete model, plotted as a function of m⌘, for dark matter masses m� = 400
GeV (a) and 1000 GeV (b). Also shown are the generated cross sections, for indicative values of the
coupling constant f . Assuming a particular value for f , and identifying the crossover point between the
observed and generated cross sections, will give a lower bound on m⌘.

(d) mχ = 1000 GeV

Figure 6.20: The observed and expected upper limits (shown in bold) on the cross
section (σ(pp→ Zχχ)) times leptonic branching fraction for each DM mass stud-
ied, as a function of the mediator mass (labeledmη) compared with the simulated
value for some representative couplings. The point of intersection with the ob-
served limit gives the lower bound on the mediator mass for a fixed DM mass
and coupling.
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Figure 59: The observed and expected limits on the collider production cross section for an intermediate
particle mass of 700 GeV (red), plotted as a function of the dark matter mass m�. Other intermediate
masses give similar limits. Also shown are the production cross sections assuming intermediate masses
of 300 GeV (green) and 1000 GeV (purple), with coupling strengths f = 1 (dotted) and 4 (dashed). This
plot indicates the range of mass points considered in this analysis.

Figure 6.21: The observed and expected upper limits on the cross section times
leptonic branching fraction shown in red, compared with the simulated value for
mediator masses of 300 GeV (in green) and 1000 GeV (in purple), as a function of
the DM mass.

140



Chapter 6 The ATLAS mono-Z (leptonic) analysis

mχ [GeV] Mmed [GeV] Best SR σ
exp
lim [fb] σobs

lim [fb]

10 200 Emiss
T > 150 GeV 39.8 35.9

10 500 Emiss
T > 250 GeV 23.4 18.4

10 700 Emiss
T > 250 GeV 24.0 18.9

10 1000 Emiss
T > 250 GeV 22.4 17.6

200 500 Emiss
T > 250 GeV 12.9 10.2

200 700 Emiss
T > 250 GeV 15.0 11.8

200 1000 Emiss
T > 250 GeV 14.2 11.2

400 500 Emiss
T > 250 GeV 12.4 9.7

400 700 Emiss
T > 250 GeV 12.3 9.6

400 1000 Emiss
T > 250 GeV 13.1 10.3

1000 1200 Emiss
T > 250 GeV 9.6 7.5

Table 6.18: The best expected and observed upper limits on the tS model cross
section, and the corresponding SRs where these were obtained.

Extension of parameter space

Toward the end of this analysis, it was decided to extend the range of media-
tor masses up to 1200 GeV for the DM masses below 1000 GeV, resulting in a
more consistent parameter space. As such samples were not initially simulated,
and more time than was needed to do so was available, we investigated an al-
ternative method of estimating the values of A × ε at reconstruction-level. (The
cross sections are easily obtainable through local simulation to truth-level of the
parameter points.)

The proposed method was to plot the value ofA× ε as a function of mediator
mass for each DM mass, and look for an obvious trend which could be fitted and
extrapolated toMmed = 1200 GeV. The values ofA×ε in the first two signal regions,
along with the statistical uncertainties, are plotted in fig. 6.22. In each case, the
variable is either approximately flat, or has a slight upward trend; the exception is
for mχ = 400 GeV, which has a very slight downward trend between Mmed = 700
and 1000 GeV, but it is flat within uncertainties. Therefore, we take the value of
A×ε atMmed = 1000 GeV and apply it toMmed = 1200 GeV in each case, since this
gives a conservative result in the case of the observed slight upward trend. This
makes sense if we look at the kinematic behaviour for different masses, of which
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the Emiss
T is plotted at truth-level in fig. 6.23 for each DM mass. There is very

little variation demonstrated, and so it is unsurprising that there is little variation
in the acceptances. In fact, this fact could have been exploited by using a single
fully-reconstructed sample to obtain an acceptance which would be applied to
a range of mediator masses; alternately, a larger range such that more variation
starts to arise could have been studied. Unfortunately such considerations were
not recognised until after this analysis was established.

Conversion to limits on the coupling

The final upper limits on gqχ are listed in the third column of table 6.19 for each
mass point. These are calculated according to

glim
qχ = ggen

qχ ×
(
σgen

σlim

) 1
4

(6.18)

where σgen and σlim are the generated and limiting (at 95%C.L.) cross sections
respectively, and ggen

qχ is the coupling of the initially-generated sample. The limits
are also plotted in fig. 6.24 (ignoring the black line, which is explained in the next
section). The white region corresponds to Mmed < mχ, a region of parameter
space that is not included in this model following the assumption that the DM
particle be the lightest, stable, new particle. The hatched region (where Mmed &
mχ) is valid parameter space, however we explicitly do not say anything about
the limit on the coupling in this region as we did not consider any points within
the region, and there were concerns that additional, unconsidered effects might
arise due to the degenerative nature of the DM and mediator masses. Finally, the
shaded region is created with an interpolation between the points for which the
limits on gqχ exist, with strongest limits at low DM and mediator masses.

6.8.1 Relic density considerations

The final column of table 6.19 corresponds to a lower limit on the coupling gqχ,
obtained through a relic density calculation requiring that the dark matter relic
density contributed by this model is exactly equal to the total observed relic den-
sity ΩDMh

2 ∼ 0.11. The value of gqχ obtained is a lower limit since a smaller value
does not provide the required interaction between pairs of DM particles such that
they would annihilate away sufficiently; that is, a smaller coupling would lead
to a larger relic density than is observed today. However, this does assume that
the DM only interacts with quarks—if, on the other hand, it is also able to annihi-
late away to leptons (for example), that would allow the coupling gqχ, which only
controls the strength of the annihilation to quarks, to decrease, while not affecting
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T > 150 GeV(SR1).
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Figure 60: The e�ciency ⇥ acceptance (✏A), as a function of m⌘, plotted for m� = 10, 200 and 400 GeV
(for which masses m⌘ = 1200 GeV was not originally considered), in the relevant signal regions SR1 and
SR2. Associated errors are statistical. Since no obvious fitting function presents itself for extrapolating
to higher values of m⌘, the value of ✏A at m⌘ = 1000 GeV is used.
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Figure 60: The e�ciency ⇥ acceptance (✏A), as a function of m⌘, plotted for m� = 10, 200 and 400 GeV
(for which masses m⌘ = 1200 GeV was not originally considered), in the relevant signal regions SR1 and
SR2. Associated errors are statistical. Since no obvious fitting function presents itself for extrapolating
to higher values of m⌘, the value of ✏A at m⌘ = 1000 GeV is used.

(b) mχ = 10 GeV, SR2
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Figure 60: The e�ciency ⇥ acceptance (✏A), as a function of m⌘, plotted for m� = 10, 200 and 400 GeV
(for which masses m⌘ = 1200 GeV was not originally considered), in the relevant signal regions SR1 and
SR2. Associated errors are statistical. Since no obvious fitting function presents itself for extrapolating
to higher values of m⌘, the value of ✏A at m⌘ = 1000 GeV is used.
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Figure 60: The e�ciency ⇥ acceptance (✏A), as a function of m⌘, plotted for m� = 10, 200 and 400 GeV
(for which masses m⌘ = 1200 GeV was not originally considered), in the relevant signal regions SR1 and
SR2. Associated errors are statistical. Since no obvious fitting function presents itself for extrapolating
to higher values of m⌘, the value of ✏A at m⌘ = 1000 GeV is used.

(d) mχ = 200 GeV, SR2
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(for which masses m⌘ = 1200 GeV was not originally considered), in the relevant signal regions SR1 and
SR2. Associated errors are statistical. Since no obvious fitting function presents itself for extrapolating
to higher values of m⌘, the value of ✏A at m⌘ = 1000 GeV is used.
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Figure 60: The e�ciency ⇥ acceptance (✏A), as a function of m⌘, plotted for m� = 10, 200 and 400 GeV
(for which masses m⌘ = 1200 GeV was not originally considered), in the relevant signal regions SR1 and
SR2. Associated errors are statistical. Since no obvious fitting function presents itself for extrapolating
to higher values of m⌘, the value of ✏A at m⌘ = 1000 GeV is used.

(f) mχ = 400 GeV, SR2

Figure 6.22: The distribution of A× ε as a function of Mmed (labeled mη) in SRs 1
(left) and 2 (right), formχ = 10 GeV (top), 200 GeV (middle) and 400 GeV (bottom).
The uncertainties are statistical.

143



Chapter 6 The ATLAS mono-Z (leptonic) analysis

MET [GeV]

0 100 200 300 400 500 600 700

N
or

m
al

is
ed

0

0.02

0.04

0.06

0.08

0.1
 = 200 GeVηm

 = 500 GeVηm

 = 700 GeVηm

 = 1000 GeVηm

(a) mχ = 10 GeV.

MET [GeV]

0 100 200 300 400 500 600 700

N
or

m
al

is
ed

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08  = 500 GeVηm

 = 700 GeVηm

 = 1000 GeVηm

(b) mχ = 200 GeV.

MET [GeV]

0 100 200 300 400 500 600 700

N
or

m
al

is
ed

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08  = 500 GeVηm

 = 700 GeVηm

 = 1000 GeVηm

(c) mχ = 400 GeV.

MET [GeV]

0 100 200 300 400 500 600 700

N
or

m
al

is
ed

0

0.01

0.02

0.03

0.04

0.05

0.06

 = 1200 GeVηm

(d) mχ = 1000 GeV.

Figure 6.23: The Emiss
T distribution of the tS model for different DM masses

(shown at truth-level), indicating that the kinematic behaviour of the model is
reasonably independent of the mediator mass for the range of masses shown.
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the collider studies described.

The relic density calculation proceeds following the method of refs. [56, 127,
244], using a semi-analytic solution to the co-moving Boltzmann equation, and
doubling the annihilation cross section to allow for the additional annihilation
to charm and strange quarks. This doubling of the cross section is valid as it
is independent of the quark masses, since they are negligible compared to the
momentum transfer in the annihilation process. The code for this process was
provided by a colleague, and the underlying physics is as follows.

The cross section for two Majorana DM particles annihilating to a pair of
quarks is given by [44]

σv =
g4
qχm

2
χ(m4

χ +M4
med)

4(m2
χ +M2

med)4π
v2 +O(v4) (6.19)

where three quark colours and four quark channels have been included. Note
that the s-wave term (a in the expansion σ = a+bv2+O(v4)) is helicity-suppressed
and so vanishes in themq → 0 limit assumed here, a result of the Majorana nature
of the DM particle.

The relic density of a relic DM particle was discussed in sec. 2.2.2 and restated
here, it is expressed as [55]

ΩDMh
2 ' 1.07× 109GeV−1

MPl

xF√
g∗F

1

(a+ 3b/xF )
, (6.20)

whereMPl is the Planck mass (1.22× 1019 GeV). g∗F counts the number of relativis-
tic degrees of freedom, and is taken directly from ref. [244]. xF ≡ mχ/TF where
TF is the freeze-out temperature of the relic particle χ, and is estimated through
iteration of the following equation:

xF = ln

[
c(c+ 2)

√
45

8

g

2π3

mχMPl(a+ 6b/xF )

(g∗F )1/2x
1/2
F

]
, (6.21)

where c is a constant of order one determined by matching the late-time and
early-time solutions—in this case it is equal to

√
2− 1.

The coupling limit is then obtained for given values of mχ and Mmed through
iterative testing of couplings gqχ until eq. 6.21 is satisfied and eq. 6.20 gives the
observed relic density. The limiting coupling values are listed in the final column
of table 6.19.

These lower limits on the couplings are interpolated across the (mχ, Mmed)
parameter space, which along with the interpolation of the upper collider limits,
results in upper and lower limit surfaces. The intersection between these surfaces,
that is, where the upper and lower limits are equal, is shown as the black line in
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mχ [GeV] Mmed [GeV] collider limit on gqχ relic density limit on gqχ

10 200 1.89 1.30

10 500 2.76 3.25

10 700 3.51 4.54

10 1000 4.53 6.48

10 1200 5.26 7.78

200 500 3.41 3.99

200 700 4.23 5.23

200 1000 5.17 7.19

200 1200 5.86 8.53

400 500 5.50 3.73

400 700 6.11 4.48

400 1000 7.24 5.71

400 1200 8.15 6.38

1000 1200 23.3 5.84

Table 6.19: The 95%C.L. upper limit on the coupling from this analysis (third
column), and the allowed coupling minimum allowed coupling that satisfies relic
density constraints (fourth column), where the total relic density is assumed to be
ΩDMh

2 ' 0.11.

fig. 6.24. The region to the left of the line is where the lower limit on the relic
density is higher than the upper limit from the collider studies, and therefore this
region would be excluded under the assumption that the DM only interacts with
quarks as described by this model. However, as noted above, if the DM could
also interact with leptons or bosons, the relic density constraint is relaxed and the
parameter space becomes viable again.
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Figure 6.24: The 95%C.L. upper limits on the coupling of the tS model, gqχ (la-
beled f ), plotted as a function of the DM and mediator masses. The black line
indicates where the upper limit from this mono-Z analysis intersects the lower
limit from a relic density calculation. The hatched region indicates valid parame-
ter space that was not considered in this analysis.
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Chapter 7

Reinterpreting the ATLAS Run I
mono-X searches

In this chapter, we use results from Run I ATLAS mono-X analyses to place
constraints on the three phenomenologically distinct cases of a simplified model
(SiM) that were introduced in chapter 3, namely, the sV , sA and tS models (see
eqs. 3.12, 3.13 and 3.14). As previously noted, the sV and sA models correspond
to the simplest UV-completions of the D5 (vector) and D8 (axial-vector) effective
operators in the s-channel, while in the heavy mediator limit, the operator de-
scribing the tS model can be Fierz transformed into a combination of operators
D5 to D81.

The models are constrained using public results from mono-X + missing trans-
verse energy (Emiss

T ) searches conducted by the ATLAS Collaboration. Specifi-
cally, we focus on searches where X is either a parton (manifesting in the de-
tector as a narrow-radius jet), a leptonically-decaying Z boson (manifesting as
two opposite-sign same-flavor leptons), or a hadronically-decaying W or Z bo-
son (manifesting as a large-radius jet). The purpose of this work is to strengthen
existing SiM limits using the full 20.3 fb−1 of Run I ATLAS data, and to explore
an enhanced parameter space with respect to the mediator and dark matter (DM)
masses and the relative strength of the couplings to the visible and dark sectors.
We choose to treat the mediator width as the minimal value naturally arising,
which is more realistic than a fixed width. Lastly, we provide a cross-check and
comparison of the performance of the three targeted collider detection channels,
and compare against relic density and direct detection constraints.

The remainder of the chapter is organised as follows. Sec. 7.1 describes the

1The D5 and D8 operators form a nice starting point in the analysis of SiMs as they have been
studied exhaustively in the past (see refs. [11, 12, 14, 16, 115, 119, 120, 245, 246] among others).
This attention is motivated by the fact that collider limits for the D5 (D8) operator can be readily
transformed into limits on spin-independent (spin-dependent) DM-nucleon scattering and vice
versa.
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parameter space included in this study, and discusses the impact of a narrow t-
channel mediator width in the mono-jet channel. Sec. 7.2 outlines the techniques
used to recast mono-X + Emiss

T limits on the visible cross section for any new
physics process into constraints on SiMs, and specifically on the couplings gq, gχ
and gqχ, while sec. 7.3 provides details on the three mono-X channels. Lastly, our
results are presented in sec. 7.4 along with a discussion of the implications of this
work.

7.1 Simplified model phenomenology

7.1.1 The mono-X + Emiss
T signatures

Section 3.3.2 of chapter 3 provides a comprehensive overview of the sV , sA and
tS SiMs studied in this work, and figs. 3.7 and 3.8 show the possible tree-level
processes for emission of a jet, photon or electroweak (EW) boson. A very brief
summary is as follows.

The mono-X + Emiss
T signal (abbreviated to mono-X) is a popular collider sig-

nal in the search for new physics, particularly in the search for dark matter. Since
DM particles are not expected to interact with detector material, they appear as
missing transverse energy when balanced against a visible object, X , that is ra-
diated from the initial or intermediate state. For the s-channel SiMs, only initial-
state radiation is permitted; see figs. 7.1a and 7.1b for examples. For the tS model,
radiation of a gluon, photon or EW boson is permitted both from initial state par-
tons (fig. 7.1c) or from the mediator (fig. 7.1d). Note that these diagrams do not
comprise a comprehensive set.

The most likely scenario at the Large Hadron Collider (LHC) is the produc-
tion of a jet alongside the invisible DM pair (labeled χχ̄), as a result of the strong
coupling and prevalence of partons in the initial state. However, to fully exploit
the potential of the ATLAS detector to record and identify a vast array of particle
types, we also consider two additional channels. Firstly, we take advantage of the
relative cleanliness and simplicity of leptons in the leptonically-decaying mono-Z
(→ `+`−) channel. We also take advantage of the large hadronic branching frac-
tion, and developing jet-identification techniques for boosted EW bosons, in the
hadronically-decaying mono-W/Z (→ jj) channel2. In both cases, the large multi-
jet background is reduced, and complications in jet production such as parton-
matching can be ignored, making these an interesting alternative to the mono-jet
channel where speed, efficiency and a reduction in jet-associated uncertainties

2In addition, one of the first Run II dark matter search results from ATLAS was from this
channel [5], released during the preparation of this work, and described in the following chapter.
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Figure 7.1: A representative subset of dark matter pair-production processes with
a gluon or W/Z boson in the final state for the s-channel (a,b) and t-channel (c,d)
models. Note that other diagrams are possible, including initial state radiation of
a gauge boson, and internal bremsstrahlung of a gluon.

may make up for a loss in sensitivity.

7.1.2 Mass and coupling points

A representative set of dark matter and mediator masses, listed in table 7.1, are
chosen for study in each detection channel. DM masses of 3, 30 and 300 GeV
are also included in the mono-Z channel, where ease of production permits finer
granularity in the mass parameter space. All (mχ,Mmed) combinations are al-
lowed in the sV and sA models, while in the tS model Mmed must be greater than
mχ to ensure stability of the DM particle. The couplings gq and gqχ are set to unity,
while the DM-mediator coupling in the s-channel models, gχ, is varied from 0.2 to
5. The mediator masses are chosen to cover a broad range of parameter space and
to coincide with predominantly three regimes: (near-)degenerate (Mmed ≈ mχ),
on-shell (Mmed ≥ 2mχ) and off-shell (Mmed < 2mχ).

7.1.3 Impact of the mediator width

The natural mediator widths for the sV , sA and tS models are given in chap-
ter 3 in eqns. 3.16, 3.17 and 3.18 respectively. It is important to ensure that the
mediator width is treated appropriately, as it impacts both the cross section cal-
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mχ [GeV] Mmed [GeV]
s-channel t-channel

gq gχ gqχ

1, (3), 10, (30),
100, (300), 1000

1, 2, 10, 20, 100,
200, 1000, 2000 1 0.2, 0.5,

1, 2, 5
1

Table 7.1: Mass and coupling points chosen for the analysis of simplified dark
matter models. Values in brackets are only included in the mono-Z channel. The
mediator masses are primarily representative of three regimes: (near-)degenerate
(Mmed ≈ mχ), on-shell (Mmed ≥ 2mχ) and off-shell (Mmed < 2mχ). For the t-
channel model, Mmed > mχ is required to ensure stability of the DM particle.

culation and, in some cases, the kinematic behaviour of the model. In most cases
however, we can take advantage of the fact that for each point in (mχ, Mmed) pa-
rameter space, the mediator width (and therefore the couplings) do not greatly
affect a model’s kinematic behaviour. This is demonstrated in fig. 7.2, where we
plot a simplified Emiss

T distribution (as a proxy for the full selection in each analy-
sis) for the sV (representing both the sV and sA models) and tS models for two
mass points and a demonstrative set of couplings such that Γ < Mmed/2. The
Emiss

T distribution is predominantly independent of the mediator width for the s-
channel models in the mono-jet channel, and all models in the mono-Z3 channel.
For the s-channel models, the same result was found by ref. [15], which provides
a set of recommendations for the usage of simplified models for DM searches in
Run II. As described below, this independence of the kinematic spectrum on the
width, and therefore the couplings, allows a simplification of the limit calculation
used in sec. 7.2.2.

However, there is the notable exception of the tS model in the mono-jet chan-
nel, showing a clear variation in the kinematic behaviour, which can be attributed
to additional diagrams (accessible only in this channel) featuring a gluon in the
initial state and subsequently allowing the mediator to go on-shell. These dia-
grams are discussed and shown in, for example, ref. [41]. The kinematics of these
diagrams with an on-shell mediator are much more sensitive to variations in the
width.

In the cases where the kinematic distribution is independent of the width, we
assume that the impact of the selection cuts in each channel is unchanged by the
couplings. In this case, the following relations approximately hold:

3In this discussion, the mono-W/Z channel can be assumed to follow the same logic as for the
mono-Z channel.
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σ ∝




g2
qg

2
χ/Γ if Mmed ≥ 2mDM

g2
qg

2
χ if Mmed < 2mDM

(7.1)

in the sV and sA models [34], and

σ ∝ g4
qχ (7.2)

in the tS model. When valid, these approximations allow us to greatly simplify
our limit calculations, and for this reason, we restrict our primary results to re-
gions of parameter space where Γ/Mmed < 0.5 (see sec. 7.2.2 for further details of
the limit-setting calculation).

The generator treatment of the mediator as a Breit-Wigner propagator, rather
than a true kinetic propagator, breaks down for large widths [26, 34]. More prob-
lematically, it was noted by refs. [26, 34] that the Breit-Wigner propagator breaks
down in the mDM � Mmed region even if Γ/Mmed is small. To correct for this
we follow ref. [34], and rescale the cross section in the mDM > Mmed region by a
factor which takes into account the error introduced by the use of a Breit-Wigner
propagator by the generator. The factor is found by convolving the PDF with
both the kinetic and Breit-Wigner propagators in turn and taking the ratio at each
mass point. We approximate the kinetic propagator by making the substitution
MmedΓ(Mmed)→ sΓ(

√
s)/Mmed in the Breit-Wigner propagator.

A full study of the tS model within the mono-jet channel, where altering
the coupling can lead to changed kinematic behaviour, has been performed else-
where [41], and requires the production of individual samples for each coupling
point. This, combined with the challenges associated with including differing or-
ders of αs, make the generation process computationally expensive compared to
the mono-Z and mono-W/Z channels. We therefore exclude an analysis of the tS
model in the mono-jet channel in this work.

7.2 Recasting mono-X constraints

The procedure for recasting existing mono-X analyses to obtain SiM constraints
follows a simple cut-and-count methodology. Firstly, signal events are simulated
(described below in section 7.2.1) with object pT smearing applied to approximate
the detection efficiency of the ATLAS detector, ε. The event selection criteria of
the mono-X analysis of interest is then applied to the simulated signal samples.
Events surviving the selection criteria are counted to determine the likelihood
of a dark matter event being observed (referred to as the acceptance, A), which
is then used in combination with channel-specific model-independent limits on
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Figure 7.2: The Emiss
T distribution of the sV and tS models in the mono-jet and

mono-Z channels, for some example masses. The parameter µ is defined as
Γ/Mmed, and is used to demonstrate the impact of a changing width; the tS
model in the mono-jet channel shows a clear width dependence, while all other
model/channel combinations show behaviour that is independent of the width
for the parameter space considered. The widths are obtained with couplings of
0.1, 1 and 5 where µ < 0.5 remains true.
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new physics events to constrain the parameter space of a given model.
In this paper, mono-jet limits are derived from a search for new phenomena

conducted by the ATLAS Collaboration using pp collisions at
√
s = 8 TeV as de-

scribed in ref. [115]. Similarly, the leptonic mono-Z and hadronic mono-W/Z
constraints are derived from ATLAS dark matter searches that were optimised
for the D1, D5 and D9 effective operators [3, 238], the former of which was the
subject of the previous chapter. These analyses are described in further detail in
secs. 7.3.1, 7.3.2 and 7.3.3 respectively.

7.2.1 Signal simulation

Monte Carlo simulated event samples are used to model the expected signal for
each channel and for each SiM. Leading order matrix elements for the process
pp → X + χχ̄ (where X is specifically one or two jets4, a Z boson decaying to
two charged leptons, or a hadronically-decaying W or Z boson) are first simu-
lated using MADGRAPH aMC@NLO v2.2.2 [247] with the MSTW2008lo68cl PDF
[141]. During this stage, the renormalisation and factorisation scales are set to the
default sum of

√
m2 + p2

T for all particles in the final state. Showering and hadro-
nisation are then performed by PYTHIA8.201 [222] with the appropriate PDF and
using the ATLAS UE Tune AU2-MSTW2008LO [229]. Reconstruction of small-
radius jets (hereon referred to just as ‘jets’) for the mono-jet channel is performed
by FASTJET [248] using the anti-kT algorithm with radius parameter R = 0.4. Sim-
ilarly, reconstruction of large-radius jets for the mono-W/Z channel is performed
using the Cambridge-Aachen (C/A) algorithm with R = 1.2. The latter chan-
nel also includes a mass-drop filtering procedure (see sec. 4.3.3) with µ12 = 0.67
and minimum momentum balance

√
ymin = 0.4, which favours large-R jets with

two balanced subjets, consistent with the decay of an EW boson to a boosted di-
jet pair. Lastly, the detector response is approximated by applying a Gaussian
smearing factor to the pT of all leptons and jets.

Parton matching scheme

When a hard process includes one or more jets (such as a mono-jet event), some
method is required to separate the partons produced in that hard process (de-
scribed by the matrix element, which diverges as partons become soft and collinear)
from those produced by the soft process (described by the parton showering,
which breaks down for hard and widely-separated jets). A one-parton event pro-
duced in MADGRAPH can be showered in PYTHIA to produce two jets, a final
state which is indistinguishable from a two-jet event produced in MADGRAPH;

4Jets are seeded by any parton excluding the (anti-)top quark.
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therefore, matching of partons between the two generators is necessary to ensure
hard and soft processes are treated correctly and to avoid double-counting jets.
In very simplistic terms, a cutoff or matching scale is a threshold above which only
MADGRAPH is permitted to produce partons and below which only PYTHIA is
allowed to produce jets.

In the ATLAS mono-jet analysis, matching of partons generated in MADGRAPH

to jets generated in PYTHIA is performed using the MLM scheme [249], with two
matching scales, or values of ‘QCUT’, per mass/coupling point. In combination,
the QCUT values span a broad kinematic range with a cut placed on the leading
jet pT per event to avoid double-counting. This treatment aims to both enhance
the statistics in the high Emiss

T signal regions and to mitigate the impact of the
matching scale on the shape of the pT and Emiss

T distributions; that is, to reduce
the uncertainty in those areas of parameter space where the transferred momen-
tum is significantly larger or smaller that the QCUT value. For the analysis of
SiMs in this work, we use instead a single matching scale of 80 GeV. The need
for a second, high Emiss

T QCUT is compensated for by the generation of increased
events per mass and coupling sample. Furthermore, any effects introduced by
this simplified procedure are accounted for by a conservative estimation of the
uncertainties on the final limits as discussed in sec. 7.2.2. Though not ideal, this
approach suitably reproduces the results of the ATLAS mono-jet analysis for the
masses of interest (see sec. 7.3.1). Importantly, it also reduces the complexity and
computational expense involved in estimating limits for the mono-jet channel.

7.2.2 Limit calculations

A summary of the procedure employed to calculate the 95% confidence level
(C.L.) limits on the coupling parameter √gqgχ is provided below, where this pa-
rameter can be replaced with gqχ for the tS model, and Λ in the validation of the
mono-jet analysis.

For each SiM, the nominal limit is calculated by taking the model-independent
upper limit on the visible cross section, σ×A× ε, from each analysis, dividing by
the value of A × ε coming from signal MC (which is taken as a single parameter
for each point) to obtain the limiting cross section σlim, and rearranging eq. 7.1 to
convert to a limit on the couplings. In the s-channel on-shell case, the width can
be expressed as a function of gq and the ratio gχ/gq, which simplifies the calcula-
tion. We arrive at
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√
gqgχlim

=





√
gqgχgen

× (σlim/σgen)
1
2 if Mmed ≥ 2mDM (s−channel)

√
gqgχgen

× (σlim/σgen)
1
4 if Mmed < 2mDM

(7.3)

where √gqgχgen
and σgen are the input couplings and generated cross section

(taken at PYTHIA-level), respectively.
The signal region in each case is chosen based on where the best ‘expected’

limit lies, where that limit is calculated assuming that exactly the expected SM
background is observed.

Uncertainty estimation

Our nominal limits rely on both σgen and A × ε and so are subject to systematic
uncertainties which derive from our choice of signal generation procedure. For
our signal samples, there are three key sources of systematic uncertainty: the
factorisation and renormalisation scales, the strong coupling constant (αs) and the
choice of Parton Distribution Function (PDF). Note that all uncertainties resulting
from the experimental analysis are taken into account in the model-independent
95%C.L. limits that we use to calculate our limits on the SiMs.

We assess the impact of the factorisation and renormalisation default scales in
a straightforward manner; by varying them simultaneously by factors of 2 (‘up’)
and 0.5 (‘down’). The systematic effects of the strong coupling constant and PDF
are difficult to separate and so are treated in tandem. We assume that the sys-
tematic uncertainty introduced by αs at matrix-element level is negligible when
compared to the PDF uncertainties, as demonstrated to be valid in ref. [116]. The
variation of αs in conjunction with a change of PDF is done with the use of spe-
cific tunes in PYTHIA, which we change simultaneously with the PDF choice to
estimate the uncertainty on σgen. The nominal choices of PDF and tune are varied
‘up’ to NNPDF2.1LO PDF [250] + Monash tune [251], and ‘down’ to CTEQ6L1
PDF [140] and ATLAS UE AU2-CTEQ6L1 tune [229]. For the mono-jet channel,
the impact of the matching scale (QCUT) is assessed in a manner similar to that of
the factorisation and renormalisation scales. That is, we vary the QCUT by factors
of 2 (‘up’ to 160 GeV) and 0.5 (‘down’ to 40 GeV). These systematic uncertainty
sources are summarised in table 7.2.

The average variation in the nominal value of σlim (measured as a fraction of
σlim) resulting from each systematic source is added in quadrature and propa-
gated to√gqgχ to obtain the total systematic uncertainty. This process is adjusted
slightly to account for the inclusion of statistical uncertainties, which are esti-
mated conservatively by taking the 95% C.L. lower limit on A × ε as calculated
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main systematic
PDF/tune

factorisation and matching scale
sources renormalisation scales (mono-jet only)

variation ‘up’
NNPDF2.1LO +

2 160 GeVMonash tune

nominal

MSTW2008lo68cl +
1 80 GeVATLAS UE

AU2-MSTW2008LO

variation ‘down’
CTEQ6L1 +

0.5 40 GeVATLAS UE
AU2-CTEQ6L1

Table 7.2: Reading left to right, the sources of systematic uncertainty considered
in this analysis. Each point in parameter space is varied up or down by one of
these sources, and the systematic uncertainty is then taken from the resultant
changes to the acceptance and cross section in comparison to their nominal val-
ues.

with the Wald approximation, i.e. A × ε → (A × ε) − ∆(A × ε). Note that the
uncertainty on the luminosity is less than 3%, so is considered to be negligible in
comparison to other systematic sources.

7.3 The mono-X channels

The details of each mono-X analysis, as well as the validation procedure per-
formed for each channel, are discussed in this section. The implementation and
validation of the mono-jet and mono-W/Z channels was performed by M. Mc-
Donald and J. Gramling in collaboration with the author.

7.3.1 The mono-jet channel

The ATLAS mono-jet + Emiss
T analysis [115] was originally designed to set limits

on three new physics scenarios, the most relevant of which is the production of
Weakly Interacting Massive Particle (WIMP) DM within the context of a set of
effective operators. The analysis also includes a brief study of a Z ′ DM model
which is analogous to our sV model.

Signal selection is carried out based on at least one hard jet recoiling against
missing energy, and is summarised in the left-hand column of table 7.3. To ensure
that the correct back-to-back jet + Emiss

T topology is selected, events are required
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to have a leading jet, j1, with pT > 120 GeV and |η| < 2.0 satisfying pj1T /E
miss
T > 0.5.

Surviving events must then fulfill |∆φ(j, ~Emiss
T )| > 1.0, where j is any jet with pT >

30 GeV and |η| < 4.5. This criterion reduces the multijet background contribution
where the large Emiss

T originates mainly from jet energy mismeasurements. Note
that there is no upper limit placed on the number of jets per event. The contribu-
tion from the dominant background processes,W/Z+jets, is managed with a veto
on events containing muons or electrons with pT > 7 GeV. Lastly, nine separate
signal regions are defined with increasing lower thresholds on Emiss

T , which range
from 150 GeV to 700 GeV as shown in table 7.4.

The ATLAS mono-jet analysis revealed no significant deviation of observed
events from the expected Standard Model (SM) backgrounds in the 8 TeV dataset
of Run I. Subsequently, model-independent limits on new physics signatures
were provided in terms of the visible cross section, σ ×A× ε, listed in table 7.4.

The signal simulation procedure outlined in sec. 7.2.1 and implementation of
the selection criteria discussed above are validated for the mono-jet channel via
reproduction of ATLAS limits on the suppression scale, Λ ≡ Mmed/

√
gqgχ, for the

Z ′ model. The details of this process are described below.

Validation of the mono-jet channel

The signal generation and selection procedures for the mono-jet channel are vali-
dated via reproduction of the ATLAS limits on Λ ≡Mmed/

√
gqgχ, for the s-channel

vector SiM. A comparison of limits in SR75 for a representative sample of me-
diator masses with mχ = 50 GeV, Γ = M/8π and √gqgχ = 1 is presented in
table 7.5. In general, good agreement is observed between the ATLAS and re-
produced limits, with a maximum difference of 12%. We note that a discrepancy
of a few percent is expected given the differences in signal simulation. For ex-
ample, the simplified matching procedure discussed in sec. 7.2.1 introduces an
additional uncertainty of approximately 25% for events with Emiss

T > 350 GeV
when compared to the approach utilised by the ATLAS mono-jet group. Further
uncertainties are introduced by the jet smearing approximation used in place of
a full detector simulation and by the 95% C.L. estimation procedure (outlined in
sec. 7.2.2) used instead of a thorough HistFitter treatment. As our results are con-
sistently more conservative than those of the ATLAS analysis, we consider our
approach to be acceptable.

5We use this signal region as it is the only one for which ATLAS limits are provided.
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Signal Region Emiss
T threshold [GeV] σ ×A× ε [fb]

SR1 150 726 (935)

SR2 200 194 (271)

SR3 250 90 (106)

SR4 300 45 (51)

SR5 350 21 (29)

SR6 400 12 (17)

SR7 500 7.2 (7.2)

SR8 600 3.8 (3.2)

SR9 700 3.4 (1.8)

Table 7.4: The ATLAS mono-jet Emiss
T signal regions and corresponding observed

(expected) model-independent upper limits on σ×A× ε at 95% confidence level.
Adapted from ref. [115].

M
gen
med Λ95%CL [GeV] Λ95%CL [GeV] Difference

[TeV] (ATLAS) (this work) [%]

0.05 91 89 2.2

0.3 1151 1041 7.3

0.6 1868 1535 11.8

1 2225 1732 12.0

3 1349 1072 6.8

6 945 769 8.5

10 928 724 10.6

30 914 722 9.6

Table 7.5: Comparison of the 95% C.L. lower limits on Λ ≡Mmed/
√
gqgχ from this

work and from the ATLAS mono-jet analysis [115]. The limits are for an s-channel
vector mediator model with mχ = 50 GeV and Γ = Mmed/8π, and for the process
pp → χχ̄ + 1, 2j with QCUT = 80 GeV. Note that all samples were generated with√
gqgχ = 1.

161



Chapter 7 Reinterpreting the ATLAS Run I mono-X searches

Signal Region Emiss
T threshold [GeV] σ ×A× ε [fb]

SR1 150 1.59 (1.71)

SR2 250 0.291 (0.335)

Table 7.6: The ATLAS mono-Z +Emiss
T signal regions and corresponding observed

(expected) model-independent upper limits on σ×A× ε at 95% confidence level,
where those limits have been calculated in this work with HistFitter from the
numbers of expected and observed events published in ref. [3].

7.3.2 The leptonic mono-Z channel

The ATLAS mono-Z + Emiss
T analysis [3] was principally designed to constrain a

set of Effective Field Theory (EFT) models of DM. As a secondary focus, it also
included a short study of a t-channel SiM very similar to our tS model.

The selection criteria for this analysis are summarised in the central column
of table 7.3. Electrons (muons) are required to have a pT greater than 20 GeV, and
|η| less than 2.47 (2.5). Two opposite-sign, same-flavour leptons are selected, and
required to have invariant mass and pseudorapidity such thatm`` ∈ [76, 106] GeV
and |η``| < 2.5. The reconstructed Z boson should be approximately back-to-back
and balanced against the Emiss

T , ensured with the selections ∆φ( ~Emiss
T , ~pZT ) > 2.5

and |pZT−Emiss
T | / pZT < 0.5. Events containing a jet with pT > 25 GeV and |η| < 2.5

are vetoed. Events are also vetoed if they contain a third lepton with pT > 7 GeV.
The signal regions are defined by increasing lower Emiss

T thresholds: Emiss
T > 150,

250, 350, 450 GeV.

A cut-and-count strategy is used to estimate the total observed yields and
expected SM backgrounds in each signal region. The limits on σ × A × ε are not
publicly available, so we take the numbers of expected and observed events from
ref. [3], along with the associated uncertainties, and convert these into model-
dependent upper limits with a single implementation of the HistFitter framework
[236] using a frequentist calculator and a one-sided profile likelihood test statistic
(the LHC default). The results of this process are displayed in table 7.6. Note
that we use signal regions 1 and 2 only, as our simplified HistFitter approach is
inadequate for handling the very low numbers of events in signal regions 3 and
4. These upper limits, the mono-Z signal generation and the selection procedures
are all validated through comparison of the ATLAS analysis limits on a variant of
the tS model with our own limits on the same model, as described below.
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mχ Mmed g95%CL
qχ g95%CL

qχ Difference
[GeV] [GeV] (ATLAS) (this work) [%]

10 200 1.9 2.0 5.3

500 2.8 3.2 14.3

700 3.5 4.4 25.7

1000 4.5 5.2 15.6

200 500 3.4 4.0 17.6

700 4.2 4.5 7.1

1000 5.2 5.3 1.9

400 500 5.5 5.7 3.6

700 6.1 6.5 6.6

1000 7.2 7.4 2.8

1000 1200 23.3 24.1 3.4

Table 7.7: Comparison of the 95% C.L. upper limit on gqχ from this work and from
the ATLAS mono-Z analysis [3]. The limits are for a variant of the t-channel scalar
mediator model with Majorana DM for the process pp→ χχ̄+Z(→ e+e−/µ+µ−).

Validation of the leptonic mono-Z channel

The ATLAS mono-Z results include an upper limit on the coupling gqχ for a t-
channel SiM similar to our tS model, and so it is this model which we use to vali-
date our signal generation and selection procedures. Note that the following dif-
ferences exist: the ATLAS model includes just two mediators (up- and down-type)
where we consider six, the DM particle is taken to be Majorana where we assume
Dirac, and the couplings gt,bχ are set to zero where we have universal coupling to
all three quark generations. The validation model therefore has increased medi-
ator widths (which have been demonstrated not to impact the model behaviour
in the mono-boson channel), and loses the very small contribution to the cross
section from third-generation quarks; these are sub-leading order effects.

Table 7.7 shows the 95% C.L. upper limits on gqχ that we calculate using our
own generation procedure (and the values in table 7.6), compared with the limits
taken from the ATLAS analysis. Also shown is the difference as a percentage of
the ATLAS limit. We see reasonable agreement; most of the 11 points in parame-
ter space are within 10% of the ATLAS limits, and all are within 26%. Addition-
ally, our results are consistently more conservative, which again is to be expected
given the less sophisticated nature of our generation procedure. As in the case of
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the mono-jet validation, the differences stem from the use of pT smearing applied
to the leptons (rather than a full reconstruction simulation) and from the simpli-
fied treatment of systematics; we also obtained σ×A× ε independently using the
publically-available results.

7.3.3 The hadronic mono-W/Z channel

The ATLAS mono-W/Z + Emiss
T search [238] was aimed at constraining the spin-

independent effective operators C1, D1, and D5, and the spin-dependent operator
D9. The search was originally designed to exploit what was thought to be the con-
structive interference of W boson emission from up-type and down-type quarks
with opposite-sign operator coefficients, leading to DM production wherein the
mono-W channel is dominant. Recent studies [252] have revealed this scenario
to violate gauge invariance and so we ignore it in this analysis.

The mono-W/Z event selection is carried out as follows. Large-radius jets are
selected using a mass-drop filtering procedure (see secs. 7.2.1 and 4.3.3) to sup-
press non-W/Z processes. Events are required to contain at least one large-R jet
with pT > 250 GeV, |η| < 1.2 and a mass, mjet, within a 30-40 GeV window of the
W/Z mass (i.e. mjet ∈ [50, 120] GeV). In order to reduce the tt̄ and multijet back-
grounds, a veto removes events containing a small-R jet with ∆φ(jet, ~Emiss

T ) <

0.4, or containing more than one small-R jet with pT > 40 GeV, |η| < 4.5, and
∆R(small-R jet, large-R jet)> 0.9. Electrons, muons and photons are vetoed
if their pT is larger than 10 GeV and they lie within |η| < 2.47 (electrons), 2.5
(muons), 2.37 (photons). Two signal regions are defined with Emiss

T > 350 GeV
and Emiss

T > 500 GeV. These details are summarised in the right-hand column of
table 7.3.

The ATLAS analysis used a shape-fit of the mass distribution of the large-R
jet to set exclusion limits, however we use the published numbers of SM back-
ground and observed data events (along with the associated uncertainties) to
convert to upper limits on new physics events using the HistFitter framework.
For the Emiss

T > 500 GeV signal region, we obtain the limits shown in table 7.8;
these are validated, along with the signal generation and selection process, as de-
scribed below. We do not consider the first signal region with Emiss

T > 350 GeV
in the recasting procedure, since the cut-and-count limits extracted could not be
convincingly validated. The high Emiss

T signal region was found to be optimal for
most operators studied by the ATLAS analysis.
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Signal Region Emiss
T threshold [GeV] σ ×A× ε [fb]

SR2 500 1.35 (1.34)

Table 7.8: The ATLAS mono-W/Z Emiss
T signal region considered in this work and

corresponding observed (expected) model-independent upper limits on σ×A× ε
at 95% confidence level, where those limits have been adapted from the numbers
of expected and observed events in ref. [238] using HistFitter.

EFT operator mχ Λ90%CL [GeV] Λ95%CL [GeV] Difference
[GeV] (ATLAS) (this work) [%]

D9 1 2400 2221 7.4

D5 1 570 499 12.5

Table 7.9: Comparison of the 95% C.L. lower limits on Λ from this work and
from the ATLAS mono-W/Z analysis [238]. The limits correspond to the process
pp→ χχ̄+W/Z (→ jj).

Validation of the hadronic mono-W/Z channel

The event generation and selection procedures for the mono-W/Z channel are
validated via reproduction of the ATLAS limits on Λ for the D5 and D9 effective
operators with mχ = 1 GeV, using the upper limits on σ × A × ε listed in ta-
ble 7.8. We see agreement within 12.5% and 7.4% respectively, where the ATLAS
limits are consistently stronger, as shown in table 7.9. The relative sizes of the
discrepancies are expected given that only low-Emiss

T limits are available for the
D5 operator while we use the high-Emiss

T signal region in our recast. Note that a
general discrepancy of a few percent is expected for both operators for the rea-
sons discussed in secs. 7.3.1 and 7.3.2, and also because we use a cut-and-count
approach while the ATLAS limits are extracted using a shape-fit. Furthermore,
the ATLAS limits are quoted at 90% C.L. while ours are calculated at 95% C.L.

7.4 Results

7.4.1 Limits on the couplings √
gqgχ

The 95% confidence level upper limits on the sV and sA model coupling combi-
nation √gqgχ, and the tS model coupling gqχ, obtained from each of the mono-X
channels, are presented in figs. 7.3–7.8. These quantities were evaluated as de-
scribed in sec. 7.2.2 (including statistical and systematic uncertainties), and corre-
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spond to the best limits of each signal region tested.

In each plot, limits are shown ranging from <0.01 to the upper perturbative
limit for each coupling, 4π; where a limit was calculated to be larger than this,
the limit is considered meaningless and the region is coloured grey. The white
(hatched) regions coincide with those mass points which yield an initial (final)
value of √gqgχ or gqχ which fails to satisfy Γ < Mmed/2. (We observe that values
for which the width is just within our upper validity bound of Mmed/2 may be
pushed over into the invalid range with the addition of new particles, not consid-
ered here, which would serve to increase the mediator width.) When gχ/gq = 0.2,
only the mono-jet channel produces limits which survive this requirement, and
so these are shown separately in fig. 7.7.

Detailed comments specific to each channel are provided below, however
some trends are channel-independent. For the sV model, strong limits exist when
Mmed > 2mχ as the mediator can go on-shell, thereby enhancing the cross section.
The sA model limits are generally similar to the sV model limits except in the
region corresponding to mχ &

√
4πMmed/g

gen
χ where ggen

χ is the DM coupling used
at the generator level. We remove this region in the sA model to avoid violating
perturbative unitarity, which can lead to an unphysical enhancement of the cross
section when the DM mass is much larger than the mediator mass [35–37]. The
upper limit on √gqgχ is relatively constant across values of gχ/gq, as is expected
when the coupling (and hence the width) has been demonstrated to have little ef-
fect on kinematic behaviour (see sec. 7.1.3), and using the assumptions of eq. 7.1.
As the ratio increases, points in the region Mmed > mχ disappear as the initial
value, gq = 1, leads to a failure of the width condition. However, one could easily
choose a smaller initial value of gq to recover these points, and we suggest that
the limits in this region would be quite similar to those seen in the gχ/gq = 0.2 and
0.5 cases.

The constraints on the coupling strength are weaker when mχ or Mmed is large
(>100 GeV) owing to suppression of the cross section. In this region, the con-
straints are expected to improve at higher centre-of-mass energies. For small DM
masses with an off-shell mediator, the Emiss

T distribution is softer, therefore results
in this region of parameter space are limited by statistical uncertainties associated
with the tail-end of the distribution. This region of parameter space would bene-
fit from further optimisation of event selection in analyses aimed at the study of
simplified models, as we expect to see in the upcoming Run II results.

These mono-X searches are complementary to direct searches for the media-
tor via di-jet resonances [130, 253–255]. These have been used to study SiMs in,
for example, refs. [26, 36, 41]. Di-jet studies search for the signature of a direct
mediator decay into standard model particles, generally assuming a narrow res-
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onance. These constraints can be stronger than mono-X constraints, particularly
when the width is small and when the coupling to quarks is large relative to the
coupling to DM. Mono-X searches however have the advantage for larger values
of gχ/gq and smaller mediator masses, since smaller gq couplings can avoid the
di-jet constraints.

We now examine channel-specific trends.

Mono-jet channel

The mono-jet channel upper limits on the coupling combination√gqgχ for the sV
and sA models are displayed in the left-hand column of figs. 7.3-7.6, for gχ/gq =

0.5, 1, 2 and 5 respectively (where the ratio of 5 is only shown for the sV model,
due to a lack of meaningful results in the sAmodel). The gχ/gq = 0.2 case is shown
separately in fig. 7.7, as these limits are only meaningful within this channel.

As expected, the mono-jet channel produces the strongest coupling limits for
both s-channel models, which are better than those from the next-best mono-Z
channel by a factor of a few. For these models, the weakest limits result for large
mχ or large Mmed, and in fact are so weak that they are pushed into the region
of invalidity where Γ > Mmed/2. Although the acceptance is considerably higher
when both mχ and Mmed are large compared to low masses, the cross section is
sufficiently small so as to nullify any gain. Within the valid region (mχ ∈ [1, 100]

GeV andMmed ∈ [1, 200] GeV), the limit on√gqgχ generally ranges from 0.1 to 0.7,
with a handful of on-shell masses reaching a limit of∼0.05 in the large gχ/gq case.
In the large gχ/gq scenario, limits for mχ = 1000 GeV start to become valid; where
√
gqgχ remains constant but gχ/gq increases, the value of gq is pushed downward

and so the width, which is dominated by decays to SM particles, decreases with
respect to Mmed.

The uncertainties on the limits for both s-channel models are dominated by
contributions from the matching scale at acceptance-level, and generally range
from ∼5% to 46%.

Mono-Z(lep) channel

The simplicity of the mono-Z channel relative to the mono-jet channel, and the
ease of signal simulation at MADGRAPH level allowed us to study a finer granu-
larity of points in the mass parameter space. The resulting limits on the sV and
sA models are shown in the central column of figs. 7.3-7.6. While the behaviour
of the limits as gχ/gq is varied is similar to that within the mono-jet channel, the
mono-Z limits are overall weaker by a factor of a few.
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The total relative uncertainties on √gqgχ for the s-channel models are gener-
ally within 10%, but can range up to 80% in a few cases where mχ is small; they
are in general split equally between statistical and systematic contributions.

The advantage of the mono-boson channels is in the study of the tS model;
since this was not included in the mono-jet channel the strongest limits are ob-
tained with the mono-Z analysis, and are shown in the left-hand side of fig. 7.8.
Note that, in comparison to the s-channel models, the limits have weakened by
a factor of 10. This is the result of an orders-of-magnitude weaker cross section
and the inability of the mediator to go on-shell in this channel. We find stronger
limits for smaller mχ and Mmed masses, where larger cross sections compensate
for lower acceptances at these points. Overall, the uncertainties contribute less
than 10%.

Mono-W/Z(had) channel

The limits on the couplings of the sV , sA and tS models, obtained within the
mono-W/Z channel, are shown in the right-hand column of figs. 7.3-7.8. This
channel was included for comparison with the leptonic mono-Z channel in par-
ticular, but a coarser selection of masses was chosen as the limits were initially
found to be somewhat weaker. Additionally, further estimates were made: a) as
the kinematic behaviour is reasonably independent of the couplings, a single ac-
ceptance was found for each (mχ, Mmed) combination and applied to each value
of gχ/gq, and b) complete systematic uncertainties were generated for a subset of
masses and compared to those from the mono-Z channel, then from this compar-
ison the mono-Z systematic uncertainties were multiplied by 2 and applied to the
mono-W/Z limits. As a result, the limits obtained in this channel are not intended
to be rigorously quantitative; rather, they are used to indicate qualitatively how
the channel compares.

The ATLAS mono-W/Z analysis (and in particular the higher Emiss
T signal re-

gion) was not optimised for a SiM interpretation, and much of the parameter
space produced insignificant numbers of events passing the event selection, with
up to 200 thousand events generated. Generally, the limits are a factor of a few
weaker than those from the mono-Z channel, which is both consistent with the
limits on the EFT models studied in the ATLAS analyses, and expected follow-
ing our use of a cut-and-count interpretation, rather than a shape analysis, of the
mono-W/Z public results.

In some cases the limits become comparable with the mono-Z channel, sug-
gesting that more statistics and an improved treatment of systematic uncertain-
ties would bring these closer in line with that channel.

168



Chapter 7 Reinterpreting the ATLAS Run I mono-X searches

Overall, the uncertainties from this channel lie within 5–50%, most of the time
being within 10–30%. Generally, both statistical and systematic uncertainties con-
tribute in a similar manner. A few points are clearly limited by the generated
statistics, resulting in a statistical error of up to 90%. Points with high mχ and
low Mmed tend to have larger systematic uncertainties.

7.4.2 Comparison with relic density constraints

This section and that below describe work performed by T. Jacques in collabora-
tion with the author.

In figs. 7.3–7.8 we show lines where the constraint on the coupling corre-
sponds to the coupling strength that would reproduce the correct DM relic den-
sity if DM is a thermal relic of the early universe. For points diagonally above
and to the left of the solid purple line, the LHC constraints naively rule out the
couplings leading to the correct relic density. Below and to the right of this line
the relic density coupling is still allowed. In some cases the intercept does not
pass through a significant number of data points surviving the quality criteria
outlined in previous sections. In these cases the line is not shown.

The relic density for a WIMP was discussed in sec. 2.2.2; the approach is
summarised again below, with an alternative formalism that was used in this
work. The measured abundance is approximately related to the unknown self-
annihilation cross section via:

ΩDMh
2 ' 2× 2.4× 10−10 GeV−2

〈σv〉ann

. (7.4)

This is used with measurements of the DM abundance by Planck, Ωobs
DMh

2 =

0.1199 ± 0.0027 [256], to find 〈σv〉ann ' 4.0 × 10−9 GeV−2 for thermal relic DM.

This relation is only approximately accurate, and so we use the micrOMEGAs
code [257] to determine the coupling strength leading to the correct relic density
for each model. This technique was verified against the semi-analytic technique
outlined in e.g. ref. [258].

If the DM mass lies at the electroweak scale, the thermal relic scenario pro-
vides a natural explanation for the observed DM density. The coupling strengths
leading to the correct relic density are therefore a natural benchmark with which
to compare constraints from collider (and indeed direct detection) searches. How-
ever the relic density couplings should by no means be regarded as serious con-
straints. If DM is not produced thermally or there is an unknown effect which
modifies the evolution of the density with temperature, then eq. 7.4 breaks down.
Additionally, in the scenario where we assume DM to be a thermal relic, we ig-
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nore the possibility of there being other annihilation channels and other beyond-
SM particles contributing to the DM abundance, which, if taken into account,
would also invalidate eq. 7.4.

7.4.3 Comparison with direct detection constraints

In figs. 7.3–7.8 we also show the intercept line where constraints from direct de-
tection experiments are equivalent to our mono-X constraints. Below and to the
right of the dashed purple line, direct detection constraints are stronger while
above and to the left of this line, the LHC gives the stronger limit. As with
the relic density contours, we do not show the intercept where it does not pass
through sufficient valid data points. We use the toolset from ref. [259] to convert
the strongest available direct detection constraints, which are from the LUX 2013
dataset [86], onto constraints on our models.

Compared to direct detection, the mono-X collider limits perform relatively
better for the sA model than for the sV model. This is because the axial-vector
coupling leads to a suppressed scattering rate in direct detection experiments
while collider searches are relatively insensitive to the difference between the vec-
tor and axial-vector couplings. In the non-relativistic limit, the tS model leads to
a mix of both suppressed and unsuppressed operators.

The direct detection constraints assume that the DM candidate under consid-
eration contributes 100% of the local DM density, while the mono-X constraints
make no assumptions about either the local DM density or overall abundance. In
this sense the mono-X limits remain useful even in those regions of parameter
space where they are not as strong as those from direct detection.

7.5 Reinterpretation summary

In this chapter we examined a set of three simplified dark matter models, ex-
tracting constraints from ATLAS Run I mono-X plus missing energy searches
featuring the associated production of a mono-jet, mono-Z(→ leptons), or mono-
W/Z(→ hadrons). We explored a parameter space where both the DM and medi-
ator masses span O(GeV)–O(TeV), and considered ratios of gχ/gq of 0.2, 0.5, 1, 2
and 5 in the s-channel models.

Rather than setting limits in the Mmed − mDM plane for a fixed value of the
coupling strength, we instead constrained the coupling strength as a function of
both Mmed and mDM in a 3D plane. Whilst this approach necessitates the intro-
duction of some approximations, it also allows for a thorough examination of the
interplay between the DM production cross section and the free parameters of
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Figure 7.7: Upper limits on the coupling for the s-channel models in the mono-jet
channel, for gχ/gq = 0.2. Refer to fig. 7.3 for details.
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Figure 7.8: Upper limits on the coupling gqχ for the t-channel model in the mono-
Z (left) and mono-W/Z (right) channels. Refer to fig. 7.3 for details.
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the models.
As expected, the mono-jet channel was found to yield the strongest limits on

vector and axial-vector SM and DM couplings to a vector mediator exchanged in
the s-channel. This channel is also found to perform well for small values of gχ.
The limits obtained in the mono-Z channel, in comparison, are generally weaker
by a factor of a few, while the mono-W/Z results are weaker again. This is partly
due to our conservative estimations of the systematic uncertainties and partly
due to limited statistics resulting from a harder Emiss

T selection cut. The width
effects associated with the t-channel exchange of an SU(2) doublet scalar media-
tor are observed to vanish in both the mono-Z and mono-W/Z channels, greatly
simplifying the analysis of this model and confirming these as straightforward
and competitive channels for future collider DM detection.

Where the axial-vector model is not excluded by perturbative unitarity re-
quirements, we find the coupling limits to be on par with those of the vector
model within each analysis channel. Weaker limits are found for the t-channel
model, a result of cross section suppression not present in the s-channel models.

Finally, we compared our limits to constraints from relic density and direct
detection; although each search is subject to a different set of assumptions, this
demonstrates the complementarity and impressive reach of simplified models as
a tool for the interpretation of collider DM searches.

176



Chapter 8

The ATLAS mono-W/Z (hadronic)
analysis

The ATLAS mono-W/Z(→ jj) + Emiss
T search for dark matter (DM) produced

one of the first publicly released DM results from Run II of the Large Hadron
Collider (LHC). The preliminary result from this search, using the first 3.2 fb−1

of data collected at 13 TeV, was released as a conference note (see ref. [5]). This
chapter closely follows this reference, as well as ATLAS-internal details in ref. [6].

The previous chapter described a recasting of the constraints from three AT-
LAS Run I mono-X + Emiss

T analyses, one of which was the mono-W/Z search,
where the radiated W or Z boson decays to hadrons. This chapter follows the
ATLAS analysis in Run II for the same signal, where a hadronically-decaying
electroweak (EW) boson is produced back-to-back with a large amount of miss-
ing transverse momentum (representing the invisible DM). The alternative, a lep-
tonic decay of the boson, is described in chapter 6 in the case of the mono-Z(``),
or in ref. [260] in the case of mono-W (`ν). W and Z bosons decay to hadrons
67% and 70% of the time respectively [48], so while the advantage of the relative
simplicity of leptons is lost, a gain is made in statistics.

The hadronic decay of the W and Z bosons is to a pair of quarks, which then
hadronise to form two jets depositing their energy in the calorimeter. The masses
of the bosons are only separated by ∼11 GeV, so the mass peaks in a distribution
of the total mass of the produced jets would overlap, making it difficult to distin-
guish a hadronic W from a hadronic Z. Since the signal in each case is so similar,
an analysis is therefore designed which searches for a signal of either boson.

Such an analysis does not look for two jets + Emiss
T , however; the background

from quantum chromodynamics (QCD) processes would be very large, and in-
stead we can exploit the common origin of the jets. The jets from the decay of
the boson, which is often boosted as it is required to be back-to-back with a large
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Figure 8.1: A mono-boson process from the sV simplified model (left) and ZZχχ̄
contact operator (right) studied in the preliminary mono-W/Z analysis.

amount of Emiss
T , are usually quite collinear and can be reconstructed as a single,

large-radius jet (rather than using a narrow-jet algorithm which best captures
QCD jets). Additionally, the large-R jet from a hadronically-decaying EW boson
typically has a two-pronged substructure; the energy is grouped around two axes
within the jet, which wouldn’t necessarily be resolvable as two separate narrow
jets. The considerable advances by many researchers that have been made in the
identification and tagging of hadronically-decayed bosons are exploited in this
analysis, and will be described in a later section.

The analysis described in this chapter and in ref. [5] is a preliminary study, and
the mono-W/Z analysis remains an on-going work, being performed by other
members of the ATLAS mono-W/Z group. Only one simplified model recom-
mended by the Dark Matter Forum Report [15] is included, with the expectation
that others will be studied at a later time. The included simplified model is the
sV model, described by eq. 3.12 in sec. 3.3, where a vector mediator couples to a
quark pair and a DM pair, and is exchanged in the s-channel. As both the medi-
ator and the DM are uncharged, uncoloured Standard Model (SM) singlets, a W
or Z boson can only be radiated from one of the initial-state quarks to produce
the signal. This process is shown in fig. 8.1(a). As has been discussed previously,
the strongest limits for this model are expected to be obtained in the mono-jet
channel, however a combination of limits from multiple channels is desirable to
improve on the limit from any single channel, and so the simplified models are
recommended to be included in all available analyses.

A 7-dimension ZZχχ̄ model, discussed in sec. 3.2, is also included in this
analysis; it couples the DM directly to a Z boson via a contact interaction. As
opposed to the simplified model, which is most strongly constrained through the
mono-jet channel, a mono-Z channel is the optimum way to hunt for the ZZχχ̄
model. The mono-Z signal process is depicted in fig. 8.1(b).
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The analysis uses a combined profile likelihood fit [261] in a set of signal and
control regions to constrain the background estimations consistently across all
regions, and to extract the signal strength (an overall normalisation on the signal,
denoted µ). The input to this fitting procedure is the standard Emiss

T in the signal
region (SR), and a ‘modified Emiss

T ’, also written as Emiss
T, no µ and calculated as the

vector sum of the Emiss
T and the pT of all muons, which is obtained in each control

region (CR). This variable will be described in further detail in sec. 8.2.

The remainder of the chapter will proceed as follows. The data and simulated
SM background and signal samples will first be described in sec. 8.1. The object
definitions and event selection are explained in secs. 8.2 and 8.3 respectively. The
background estimations are covered in sec. 8.4, followed by the systematic uncer-
tainty estimations in sec. 8.5. The profile likelihood method and resulting limits
are discussed in sec. 8.6.

The author’s main contribution to this work was in the two 1-lepton control
regions, and providing feedback on the development of the software framework
and the analysis. Details of the rest of the analysis is provided for context, and to
make sense of the final result, which is a limit on the signal strength of the DM
models.

8.1 Data and simulated samples

8.1.1 Data sample

This analysis uses 3.2 fb−1 of physics data recorded by the ATLAS detector at
√
s

= 13 TeV during 2015. All data was collected with a 25ns spacing between proton
bunches. As described in sec. 6.1.1, the list of all useable data samples from each
data-taking period is known as a Good Runs List (GRL); the GRL used in this
analysis was the ALL GOOD 25NS list.1

Trigger choice and efficiency

Events are selected in both data and Monte Carlo (MC) using a trigger based on
missing transverse momentum, known as the HLT XE80 trigger. This trigger re-
constructs the Emiss

T by summing the energies of all calorimeter cells, where those
energies are calibrated at the electromagnetic (EM) scale and satisfy |E| > 2σ

and E > −5σ (where σ is the standard deviation of the cell noise); it then selects
events where the trigger-level Emiss

T is greater than 80 GeV. Notably, since muons

1https://twiki.cern.ch/twiki/bin/view/AtlasProtected/
GoodRunListsForAnalysisRun2
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Figure 3: The trigger e�ciency for events in data and W+jets Monte Carlo (left) for events seeded with one lepton
triggers with the ratio of the e�ciency in data to that in Monte Carlo (right)

4. Dataset and Monte Carlo Samples199

4.1. Data and Trigger200

We are using the CxAODs produced with the framework described in 3. Production run C�AOD_00-14-05201

comprising 1.4 fb�1 of 25 ns data is used. The HLT_��80 trigger is used throughout this analysis, both in data and202

Monte Carlo. The HLT trigger met is reconstructed 4 using all cells in the full calorimeter system meaning that by203

default, muons are not taken into account. Therefore, the Emiss
T used in the trigger for events with a muon is the204

same as calculating Emiss
T and then manually subtracting the contribution from muons, called Emiss

T,nomu here. Because205

of this, events collected with the muon trigger can be used to measure the trigger turn on curve of the Emiss
T trigger.206

To study this in greater detail, the trigger e�ciency is measured in data and W+jets Monte Carlo by selecting a207

set of events using single and double muon triggers which are fully e�cient for a much lower muon pt threshold.208

The e�ciency of the HLT_xe80 trigger is then studied as a function of Emiss
T,nomu, as shown in Figure 3. It is found209

from this that an o�ine cut on Emiss
T,nomu of 200 GeV, applied to events selected with the HLT_xe80 trigger are fully210

e�cient. This forms the basis of all selections that follow. Detailed studies about the trigger e�ciency can be found211

in Appendix D.212

The full list of runs used in the analysis is given in B.213

The GRL used in this analysis is ����15_13T�V.������A��Y���_D��S�����-�69-���19-03_DQD������-00-01-214

02_PHYS_S�������GRL_A��_G���_25��215

4.2. Background Monte Carlo simulations216

Monte Carlo simulated events are used to evaluate background contamination and modelling, signal acceptance,217

optimization of the event selection, evaluation of systematic uncertainties and to build templates for the statistical218

analysis. They are produces using the approved ATLAS event generation procedure and the ATLAS detector is219

simulated using GEANT4[22].220

Background processes include the production of W and Z bosons in addition to partons (W +jets and Z +jets), top221

quark production (both tt̄ and single t), and diboson production. The W and Z bosons production in association222

with jets are simulated using Sherpa 2.1.1 [23] generator in which matrix elements up to two partons are calculated223

at NLO while LO calculations are used for 3 and 4 partons. The CT10 PDF set is used. The W /Z + jets processes224

4 https://indico.cern.ch/event/368856/session/25/contribution/197/attachments/1155380/1660546/HLT_MET_algos_20150909.pdf

25th April 2016 – 12:43 9

Figure 8.2: The trigger efficiency for events in data and W+jets Monte Carlo for
events seeded with one lepton triggers. Taken from ref. [6].

tend to pass through the calorimeters before being absorbed in the muon spec-
trometer, this trigger-level Emiss

T therefore does not take the muons into account,
and so is similar to the modified Emiss

T, no µ mentioned in the introduction.
Because the trigger-level Emiss

T does not include muon contributions, events
that contain a muon can be used to measure the efficiency of the HLT XE80 trigger.
These events, collected by one of the muon triggers that are fully efficient for low
muon pT thresholds, allow the offline Emiss

T to be reconstructed and summed with
the pT of all muons in the event; it can then be checked whether the HLT XE80
trigger was passed, and the efficiency measured as a function of the modified
Emiss

T . This procedure was performed with both data and the W (→ µν)+jets MC,
and the efficiency turn-on curve is shown in fig. 8.2. The trigger is found to be
fully efficient at Emiss

T, no µ ' 200 GeV.

8.1.2 Signal samples

Points in parameter space for the sV and ZZχχ̄ signal models were chosen for
study based on the recommendations of the Dark Matter Forum Report for these
models, and are listed for the sV model in tables 8.1 and 8.2, corresponding to the
mono-Z and mono-W channels respectively, and for the ZZχχ̄model in table 8.3.

The matrix element for these signals was calculated with MADGRAPH5, and
the showering and hadronisation processes were performed with PYTHIA82. The
NNPDF30 lo Parton Distribution Function (PDF) [262] was used, and the cross

2Refer to sec. 4.2.5 for an overview of the event simulation steps and software
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sections (also listed in the tables) were calculated to leading order (LO) accuracy.
In all sV cases, coupling values of gq = 0.25 and gχ = 1.0 were used, while the
suppression scale for the Effective Field Theory (EFT) was set to Λ = 3 TeV.

The Emiss
T distributions for the simplified model, assuming a pp→ Z(→ jj) +

χχ̄ process, are shown in fig. 8.3. The Emiss
T and leading jet pseudorapidity distri-

butions for the ZZχχ̄ model are shown in fig. 8.4.

8.1.3 Background samples

The main background process for the hadronic mono-W/Z analysis isZ(→ νν)+jets,
where a large-R jet is reconstructed from one or more of the jets. Another major
background results from W (→ `ν)+jets events, where the charged lepton is not
reconstructed, and together with the neutrino looks like a large amount of Emiss

T .
Also included are tt̄ events (where one t decays hadronically and the other lep-
tonically), while single-top and diboson production processes make minor con-
tributions to the SM background. Multi-jet events produced by QCD processes
are generally quite poorly modeled by MC; while in this analysis the QCD back-
ground was simulated and compared against data, it was ultimately considered
negligible following the application of ‘anti-QCD’ cuts to be described in sec. 8.3.

The simulation of the relevant backgrounds is described in detail below.

TheZ+jets andW+jets MC samples were generated with the SHERPA 2.1.1 [147]
generator, using the CT10 PDF [142]. Here, the matrix element for events with ≤
2 partons was calculated at next-to-leading-order (NLO), while for three or four
partons, a LO calculation was used. The events were then normalised to the
next-to-next-to-leading-order (NNLO) cross section.

All top processes (tt̄, Wt and s- and t-channel single-top production) were
generated by POWHEG [148–151], with the CT10 and CTEQ6L1 [140] PDFs. Show-
ering, hadronisation and the underlying event were all handled by PYTHIA6 [144].
The tt̄ cross sections were generated to NNLO or next-to-next-to-leading-log (NNLL)
accuracy [264], while single-top processes are at NLO.

The diboson backgrounds (WW ,WZ andZZ) were also generated with SHERPA

and the CT10 PDF, with cross sections calculated at NLO. The multi-jet back-
ground was generated by PYTHIA8 [145], using the NNPDF23 lo PDF [265], and
the cross section was calculated just to LO.

The background generation processes are summarised in table 8.4.
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Model (process) mχ [GeV] Mmed [GeV] Cross section [fb]

sV (mono-Z) 1 10 1.18 × 10+5

sV (mono-Z) 1 100 4.78 × 10+3

sV (mono-Z) 1 300 6.49 × 10+2

sV (mono-Z) 1 2000 1.64 × 100

sV (mono-Z) 10 10 1.23 × 10+3

sV (mono-Z) 10 100 4.77 × 10+3

sV (mono-Z) 10 10000 1.93 × 10−4

sV (mono-Z) 50 10 7.17 × 10+1

sV (mono-Z) 50 95 4.04 × 10+2

sV (mono-Z) 50 300 6.45 × 10+2

sV (mono-Z) 150 10 6.90 × 100

sV (mono-Z) 150 295 9.55 × 10+1

sV (mono-Z) 150 1000 2.48 × 10+1

sV (mono-Z) 500 10 1.66 × 10−1

sV (mono-Z) 500 995 5.23 × 100

sV (mono-Z) 500 2000 1.54 × 100

sV (mono-Z) 500 10000 1.10 × 10−4

sV (mono-Z) 1000 10 6.46 × 10−3

sV (mono-Z) 1000 1000 9.48 × 10−3

sV (mono-Z) 1000 1995 3.30 × 10−1

Table 8.1: The sV simplified model parameters, and associated cross sections, for
the process pp→ Z(jj)χχ̄. In all cases, gq = 0.25 and gχ = 1.0.
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Model (process) mχ [GeV] Mmed [GeV] Cross section [fb]

sV (mono-W ) 1 10 3.38 × 10+5

sV (mono-W ) 1 100 1.32 × 10+4

sV (mono-W ) 1 300 1.79 × 10+3

sV (mono-W ) 1 2000 4.54 × 100

sV (mono-W ) 10 10 3.41 × 10+3

sV (mono-W ) 10 100 1.32 × 10+4

sV (mono-W ) 10 10000 5.26 × 10−4

sV (mono-W ) 50 10 1.99 × 10+2

sV (mono-W ) 50 95 1.12 × 10+3

sV (mono-W ) 50 300 1.78 × 10+3

sV (mono-W ) 150 10 1.89 × 10+1

sV (mono-W ) 150 295 2.63 × 10+2

sV (mono-W ) 150 1000 6.80 × 10+1

sV (mono-W ) 500 10 4.57 × 10−1

sV (mono-W ) 500 995 1.43 × 10+1

sV (mono-W ) 500 2000 4.27 × 100

sV (mono-W ) 500 10000 2.98 × 10−4

sV (mono-W ) 1000 10 1.76 × 10−2

sV (mono-W ) 1000 1000 2.59 × 10−2

sV (mono-W ) 1000 1995 9.15 × 10−1

Table 8.2: The sV simplified model parameters, and associated cross sections, for
the process pp→ W (jj)χχ̄. In all cases, gq = 0.25 and gχ = 1.0.
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Model (process) mχ [GeV] Cross section [fb]

ZZχχ̄ (mono-Z) 1 1.07 × 10−3

ZZχχ̄ (mono-Z) 10 1.07 × 10−3

ZZχχ̄ (mono-Z) 50 1.02 × 10−3

ZZχχ̄ (mono-Z) 150 8.39 × 10−4

ZZχχ̄ (mono-Z) 500 2.94 × 10−4

ZZχχ̄ (mono-Z) 1000 5.39 × 10−5

Table 8.3: The ZZχχ̄ EFT model parameters, and associated cross sections, for the
process pp→ Z(jj)χχ̄. In all cases, Λ = 3 TeV.

SM process Generator
Order of

PDFcross section

W+jets SHERPA NNLO CT10

Z+jets SHERPA NNLO CT10

tt̄ POWHEG + PYTHIA6 NNLO + NNLL CT10 + CTEQ6L1

single top
POWHEG + PYTHIA6 NLO CT10 + CTEQ6L1(Wt/s/t-channel)

diboson
SHERPA NLO CT10(WW , WZ, ZZ)

multi-jet PYTHIA8 LO NNPDF23 lo

Table 8.4: Summary of the generation processes for all SM backgrounds.
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(a) (b)

(c) (d)

(e) (f)

Figure 8.3: The Emiss
T distributions at truth-level for the sV model produced via

pp → Z(jj) + χχ̄, for the set of masses listed in table 8.1. Similar distributions
exist for the case of pp→ W (→ jj) + χχ̄, and so are not shown here. Taken from
ref. [263].
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(a) (b)

Figure 8.4: The Emiss
T and ηleading jet distributions at truth-level for the dimension-

7 ZZχχ̄ models produced via pp → Z(jj) + χχ̄, for the set of masses listed in
tables 8.1 and 8.3. Similar distributions exist for the mono-W process in the sV
model case, but are not shown here. Taken from ref. [263].

8.2 Object definitions

The object definitions for the mono-W/Z(→ jj) analysis are summarised in this
section.

8.2.1 Jets

Three jet definitions are used in the analysis, referred to as large-R jets, narrow jets
and track jets, which serve to identify hadronically-decaying bosons, remove the
multi-jet background, and separate the two 1-lepton control regions, respectively.
They are described in detail below.

Large-R jets

In this analysis, the large-R jets in the signal model come from the decay of a
boosted hadronically-decaying W or Z boson; these produce two jets (usually
coming from the hadronisation of two light quarks from the W/Z → jj decay)
that are quite collinear due to the boost of the boson, and so are generally re-
constructed as a single, large-radius jet, with a 2-prong internal structure. The
selection of the large-R signal jets is therefore designed to reflect this, as follows.

The large-R jets [186, 266] are initially reconstructed using the anti-kT algo-
rithm, with a radius parameter of R = 1.0; they are then groomed with a trim-
ming procedure [187], which serves to reduce the impact of pileup, the underly-
ing event and soft radiation by removing the energy deposited by these effects.
The trimming process reclusters the constituents of the large-R jet using the kT

algorithm [180] and a subjet-radius of Rsub = 0.2, then removes subjets with a pT
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less than 5% of the original jet pT (fcut = 5%). The total four-vector of the result-
ing jet is obtained by summing the four-vectors of the constituents that remain
following the trimming, and the calibration of the jet pT and mass (to the Jet En-
ergy Scale (JES) and Jet Mass Scale (JMS) respectively), as well as the substructure
selection described below, are all performed after the jet has been trimmed.

This choice of jet produced by the clustering algorithm and grooming proce-
dure is known as an R2 jet, and it is a point of difference from the Run I mono-
W/Z (hadronic) analysis, which used the Cambridge-Aachen (C/A) algorithm
with R = 1.2 to cluster the jets, and a mass-drop filtering procedure to groom
them. However, the choice for this Run II analysis was made on the basis of the
recommendations of a study reported in ref. [266], which compared the different
options for boosted boson identification, and which is discussed in further detail
below. From hereon in this chapter, large-R jets are assumed to have undergone
the grooming process, so R2 and ‘large-R’ are used interchangeably.

The large-R jets are required to satisfy pT > 200 GeV (the mass calibration
is only recommended for jets with transverse momenta above this value) and
|η| < 2.0 (to ensure good overlap between the inner detector (ID) and hadronic
calorimeter). They are then subjected to a tagging algorithm, which identifies
them as having come from a W or Z boson with an efficiency of ∼ 50% at all jet
momenta. The tagging algorithm is described in the next subsection, and is based
around a symmetric jet mass window of width 30 GeV centred on the calibrated
boson mass, and a pT-dependent cut on the jet substructure variable D2 which is
designed to select jets with two concentrations of energy.

Boosted boson tagging

This section describes the boosted boson tagging method and derivation used in
the analysis, following ref. [266]; it is not work that the author was involved in
but is included to provide clarity on the meaning of and motivation behind the
boson tagging variables.

The recommendations for boosted boson tagging for Run II comes from a
simulation-based study by the ATLAS jet substructure group and published in
ref. [266]3, which studied four large-R jet reconstruction and grooming algo-
rithms in combination with a jet mass window and three possible jet substructure
variables to identify the best method for tagging hadronically-decaying boosted
bosons. The (uncalibrated) jet mass distribution following the trimming process
for the R2 jet is shown in fig. 8.6; the pT dependence that can be seen disappears
following the jet mass calibration, leaving an average jet mass distribution that

3The performance of the jet substructure variables discussed here was studied with early Run
II data and published in ref. [267].
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(b) P515 jets.
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(c) Y15 jets.
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Figure 1: The uncalibrated jet mass distributions for W -jets (blue circles), Z-jets (black triangles) and background
(red squares) with four di�erent grooming configurations for leading reconstructed jets. Events are categorised
by the leading ungroomed C/A truth jet with |⌘ |Truth < 2.0 and 200 < pTruth

T < 350 GeV (filled markers) and
1500 < pTruth

T < 2000 GeV (open markers). The distributions are truncated at 200 GeV to focus on the peaks of
the signal distributions; for background jets in the range 1500 < pTruth

T < 2000 GeV there is a high mass tail that
extends beyond 1 TeV.

6

Figure 8.5: The uncalibrated leading R2 jet mass distributions for W+jets, Z+jets
and multi-jet simulated events, where the leading jet was reconstructed with the
anti-kTalgorithm with a radius parameter of R = 1.0, and trimmed with parame-
ters Rsub = 0.2 and fcut = 5%. Taken from ref. [266].

is almost flat with respect to pT (meaning a fixed mass window cut can be ap-
plied). The other reconstruction algorithms studied used a C/A algorithm and
pruning [188, 189] or split-filtering [190] methods, and are not discussed further
here.

The average jet mass (〈M〉) distribution for R2 jets produced by simulated W

and Z decays was found to be approximately flat as a function of jet pT following
jet mass calibration, and so a jet mass window cut of 〈M〉± 15 GeV was recom-
mended [266], leading to an efficiency varying from 55-80% due to the changing
mass resolution in this range.

The best substructure variable, when combined with the jet mass window cut,
was found to be the D2 variable proposed in refs. [268, 269], and defined as

D
(β)
2 =

e
(β)
3

(e
(β)
2 )3

, (8.1)

where e(β)
n is an n-point energy correlation function (ECF) as defined below, and

β is an angular exponent required to be greater than 0 for infra-red and collinear
(IRC) safety [269].

The n-point ECFs are IRC safe observables that are sensitive to the n-prong
substructure of a jet. The relevant functions for identifying a 2-prong jet in a
hadron collider are [269]
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Figure 3: Contours of constant C
(�)
2 (left) and D

(�)
2 (right) in the phase space defined

by e
(�)
2 , e

(�)
3 . The 1- and 2-prong regions of phase space are labeled, with their boundary

corresponding to the curve e3 ⇠ (e2)
3.

discriminating boosted Z bosons from QCD jets is11

D
(�)
2 ⌘ e

(�)
3⇣

e
(�)
2

⌘3 . (3.9)

Signal jets will be characterized by a small value of D
(�)
2 , while background jets will pre-

dominantly have large D
(�)
2 . With this observable, parametrically there is no mixing of the

signal-rich and background-rich regions. Contours of constant D
(�)
2 lie entirely in the signal

or background region, as is shown schematically in Fig. 3. Determining the precise discrim-

ination power of D
(�)
2 requires an understanding of the O(1) details of the distributions of

signal and background, beyond any purely power counting analysis.

The observation that the scaling relation e3 ⇠ (e2)
3 is boost invariant provides further

motivation for the variable D
(�)
2 . Under boosts along the jet axis, jets can move along

curves of constant D
(�)
2 , but cannot cross the boundary between the 2-prong and 1-prong

regions of phase space. This can be used to give a boost invariant definition of a 2-prong

jet, as a jet with a small value of D
(�)
2 , and a 1-prong jet, as a jet with large D

(�)
2 .

Ref. [53] used the two- and three-point energy correlation functions in the combination

C
(�)
2 ⌘ e

(�)
3⇣

e
(�)
2

⌘2 (3.10)

11We thank Jesse Thaler for suggesting the notation “D” for these observables. Unlike C
(�)
2 , whose name

was motivated by its relation to the classic e+e� event shape parameter C, D
(�)
2 is not related to the D

parameter.

– 13 –

Figure 8.6: The phase space defined by the 2- and 3-point ECFs, showing contours
of constant C(β)

2 (left) and D
(β)
2 (right) and the regions corresponding to 1-prong

and 2-prong jets. Taken from ref. [268].

e
(β)
2 =

1

p2
TJ

∑

1≤i<j≤nJ
pTipTjR

(β)
ij ,

e
(β)
3 =

1

p3
TJ

∑

1≤i<j<k≤nJ
pTipTjpTkR

β
ijR

β
ikR

β
jk ,

(8.2)

where J is the large-R jet, nJ is the number of particles within the jet, pTi is the
transverse momentum of particle i and Rij is the angular separation between
particles i and j in the azimuth-rapidity plane (R2

ij = (φi − φj)2 + (yi − yj)2).

In the ATLAS boson-tagging studies, β is set equal to 1, and the superscript is
dropped.

The ECFs can be combined in a slightly different, dimensionless variable C2,
defined as [270]

C
(β)
2 =

e
(β)
3

(e
(β)
2 )2

. (8.3)

Fig. 8.6 shows the phase space defined by the 2- and 3-point ECFs e(β)
2 and e(β)

3 ,
and the regions occupied by 1- and 2-prong jets. Lines of constant D(β)

2 (right)
clearly lie within a single region, whereas lines of C(β)

2 (left) pass through both
regions, meaning the former variable is the better discriminant for separating 2-
prong and 1-prong jets consistently4.

An alternative jet substructure variable included in Run I boson tagging stud-
ies in the N -subjettiness ratio τ21 [268]. The N -subjettiness of a jet can be con-

4The C2 is still a strong discriminating variable when used with a tight jet mass cut [270],
however a study by the CMS Collaboration found it to be sensitive to pileup [271].
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sidered as the degree to which a jet’s substructure resembles ≤ N subjets, and is
defined by [272, 273]

τ
(β)
N =

∑

i

pTi min{Rβ
1,i, R

β
2,i, ..., R

β
N,i} , (8.4)

where i runs over all particles in the jet andRA,i is the angular separation between
particle i and one of the N subjets. If a jet has N subjets, τN−1 should be much
larger than τN , and so the discriminating variable that is used specifically for 2-
prong jets is the ratio

τ
(β)
21 =

τ
(β)
2

τ
(β)
1

. (8.5)

The authors of ref. [266] compared the D2, C2 and τ21 substructure variables,
and found the D2 variable to provide the best background rejection given a 50%
signal efficiency, when applied to R2 jets, and proposed this as the preliminary
recommended tag for Run II analyses. This combination of the jet reconstruc-
tion and grooming algorithm R2 and substructure variable D2 is known as the
(delightfully named) R2D2 tagger.

The nominal performance of the R2D2 tagger is an efficiency of 50% and a
background rejection (defined as 1 - εbackground) of 98%; this is achieved by apply-
ing a cut on the large-R jet mass of within 15 GeV of the W or Z mass, as well as a
pT dependent cut on D2 with a functional form (as recommended by the authors
in the jet substructure group) of

D2(pT) < 1.00068− 0.00038526× pT + 2.43073× 10−6 × p2
T

− 2.11884× 10−9 × p3
T + 6.23008× 10−13 × p4

T

(8.6)

in the case of the W tagger, and

D2(pT) < 1.26233− 0.00175091× pT + 4.54697× 10−6 × p2
T

− 3.48375× 10−9 × p3
T + 9.30225× 10−13 × p4

T

(8.7)

in the case of the Z tagger. These functional forms were derived to result in an
approximately flat 50% signal efficiency for both W and Z bosons as a function
of pT.

The final selections for tagged large-R jets in the mono-W/Z analysis are sum-
marised in table 8.5.
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Tagger requirements W -tagging Z-tagging

Jet type

anti-kT (R = 1.0),
LCTopo-type jet,

trimmed
(Rsubjet = 0.2, fcut = 5%)

Kinematics
pT > 200 GeV
|η| < 2.0

Jet mass cut 83.1993 ± 15 GeV 93.4007 ± 15 GeV

D2 cut see eq. 8.6 see eq. 8.7

Table 8.5: The large-R jet definitions, kinematic selection and boosted boson tag-
ging criteria. Note that jet mass and pT calibration are performed following the
trimming procedure.

Narrow jets

Small-radius jets (referred to as small-R or narrow jets) are used in this analysis
mainly as a handle to reject the multi-jet background. Like the large-R jets, they
are reconstructed with the anti-kT algorithm but with a radius parameter of R =
0.4. The four-vector is corrected for beamspot, and the jet energy is calibrated to
the JES, estimated from studies with 8 TeV data and checked against simulation
of 13 TeV events [181, 184, 185].

If the jet lies within |η| < 2.5, it is required to satisfy pT > 20 GeV, while if it
lies within 2.5 < |η| < 4.5, there is a higher pT cut at 30 GeV. Relatively low-pT

jets (pT < 50 GeV) satisfying |η| < 2.4 are particularly susceptible to contamina-
tion from pileup jets, and so are required to be associated to the primary vertex
through the jet vertex tagger (JVT) algorithm [274], a likelihood-based method
that uses a combination of tracking variables.

A summary of the small-R jet selection is shown in table 8.6.

Track jets

Track jets are used in this analysis to define the 1-lepton CRs (used to estimate
the W+jets and tt̄ background contributions, described in sec. 8.4.2), as they can
be identified as having come from a b-hadron or not, thereby providing a handle
to separate the regions populated by tt̄ and W+jets events respectively. They are
reconstructed with the anti-kT algorithm with a radius parameter of R = 0.2, but
using tracks in the ID that are required to have originated from the primary vertex
(with the impact parameter cut |z0 sin θ| < 3mm) and satisfying other track quality
requirements (see ref. [275]). These requirements reduce tracks from pileup ver-
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4 Multivariate Algorithm: MV2

The input variables obtained from the three basic algorithms are combined using a boosted decision tree
(BDT) algorithm to discriminate b-jets from light (u,d,s-quark or gluon jets) and c-jets. The training is
performed on a set of approximately 5 million tt̄ events. The MV2c20 algorithm is defined as the output
of such a BDT with the training performed assigning b-jets as signal and a mixture of 80% light-flavour
jets and 20% c-jets as background. The list of input variables used for the training is summarized in
Table 2. The kinematic properties (pT and ⌘) of the jets are included in the training to take advantage
of correlations with the other input variables. In order to avoid any di↵erence in the kinematic spectra
between signal and background jets being interpreted as discriminant by the training, the signal jets are
reweighted to match the spectrum of the background jets. The MV2c20 output distribution is shown in
Fig. 8 for b, c and light-flavour jets.

The performance for several background mixtures of c- and light-flavour jets in the training has
been compared: the mixture adopted in MV2c20 gave a good trade-o↵ between light- and c-jet rejection
from an analysis standpoint. In a second variant, denoted MV2c00, the training is performed with
only light jets as background. As shown in Fig. 9, a comparison between the MV2c20 and MV2c00
algorithms shows that a small admixture of c-jets only slightly degrades the light-flavour jet rejection,
but significantly improves the c-jet rejection.

The MV2 algorithm constitutes a significant revision of the main b-tagging algorithm used during
Run-1, denoted MV1 [17], which combined inputs from intermediate multivariate tools trained for
each of the basic b-tagging algorithms. MV1 was based on a neural network approach rather than a
BDT. The new approach not only improves the performance, as will be shown in Section 6, but also
significantly simplifies the algorithm by directly using the variables from the basic algorithms, omitting
the additional intermediate multivariate tools.

MV2c20 output
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Figure 8: The MV2c20 output for b- (solid green), c- (dashed blue) and light-flavour (dotted red) jets
in tt̄ events.

11

Figure 8.7: The MC2c20 distribution for a set of simulated tt̄ events at 13 TeV. Jets
originating from a b-hadron generally have a higher MC2c20 score than jets from
a c- or light-quard. Taken from ref. [276].

tices while remaining highly efficient for tracks originating at the hard-scattering
vertex. The track jets are required to satisfy pT > 10 GeV, and |η| < 2.5. They
are then tested for having originated from a b-hadron, through use of the MC2c20
algorithm which uses a boosted decision tree (BDT) trained on a b-jets signal with
light-flavour5 jets and c-jets as background [276]. Fig. 8.7, taken from ref. [276],
shows the MC2c20 distribution for a set of tt̄ events simulated at 13 TeV. The track
jets in this analysis are considered to have been ‘b-tagged’ if they satisfy MC2c20
> -0.3098, a working point shown to be 70% efficient for identifying b-jets in a
simulated tt̄ sample. To avoid counting b-jets produced in Z boson decays, we
ignore track jets that are associated to the leading large-R jet, where the associa-
tion is tested with the ghost-association process [199, 200, 277]. This is a method
of matching up tracks to clusters in the calorimeter, which sets the pT of all tracks
to 1 eV before adding them to the list of inputs for jet finding, thereby allowing
identification of which tracks contribute to which clusters without affecting the
reconstruction of the calorimeter jets.

A summary of the track jet and b-tagging selection is shown in table 8.6.

5Light jets originate from u-, d- or s-quarks or gluons.
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Object Type/quality cuts Kinematics Notes

small-R jets

pT > 20 GeV if if pT < 50 GeV and
anti-kT (R = 0.4) |η| < 2.5 |η| < 2.4,
EMTopo-type jet pT > 30 GeV if JV T > 0.64

2.5 ≤ |η| < 4.5

track jets

b-tagged if
anti-kT (R = 0.2) pT > 10 GeV MV2c20 > -0.3098,
using ID tracks |η < 2.5 ignore if ghost-associated

to leading large-R jet

Table 8.6: The definitions and selections of the small-R and track jets used in the
mono-W/Z(→ jj) analysis.

8.2.2 Leptons

Leptons are used as the main handle to define the CRs that constrain the main
backgrounds, which are defined as having one or two charged leptons. Leptons
also serve to ensure the analysis is orthogonal to V V search channels within AT-
LAS such as WZ → `νqq and ZZ → ``νν. The requirements for muons and
electrons are described below, and summarised in table 8.7.

Muons

Muons are used in this analysis both as veto objects in the SR, and to define the
1- and 2-lepton CRs, to be defined further in sec. 8.3. Three definitions are used,
outlined below, following the recommendations of the Muon Combined Perfor-
mance group within the ATLAS Collaboration.

Loose muons satisfy loose identification critera [175], and are also loosely iso-
lated from any nearby track activity in the ID, tested by summing the pT of all
good-quality tracks within a cone of R = 0.3 of the muon track and defined to be
99% efficient. They must satisfy pT > 7 GeV and |η| < 2.7. Medium muons satisfy
the loose identification criteria, but must pass stronger kinematic constraints, pT >

25 GeV and |η| < 2.5. Tight muons must be isolated in the EM calorimeter in ad-
dition to the track-based isolation, tested by summing the energy of topological
clusters around the muon within a cone of R = 0.2. The combined efficiency of
the tight isolation is 95%.
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Object Type/quality cuts Kinematics

loose muons
loose identification, pT > 7 GeV,
loose isolation (ID) |η| < 2.7

medium muons
loose identification, pT > 25 GeV,
loose isolation (ID) |η| < 2.5

tight muons
loose identification, pT > 25 GeV,

tight isolation (ID and calo) |η| < 2.5

electrons
loose identification, pT > 7 GeV,
loose track isolation |η| < 2.47

Table 8.7: The definitions of leptons used in the mono-W/Z(→ jj) analysis.

Electrons

Electrons are used in this analysis only as veto objects, and so a loose definition
(which has high efficiency but low purity) is required. Electrons satisfy the loose
identification criteria, following the recommendations of the ATLAS e/γ perfor-
mance group and described in ref. [171], and also have a loosely isolated ID track
requirement, similar to the loose muon isolation but with a cone size of R = 0.2.
They are required to satisfy pT > 7 GeV and |η| < 2.47.

8.2.3 Missing transverse energy

The missing transverse energy vector, ~Emiss
T , is obtained as described in sec. 4.3.5,

using the reconstructed and calibrated physics objects (including electrons, muons
and jets) along with any additional reconstructed tracks that are not associated to
any other object (known as the track-based soft term (TST) contribution) [196,
198, 278] . These tracks are required to be consistent be having originated at the
primary vertex, to reduce the effect of pileup contributions. The track missing
transverse momentum, ~pmiss

T , is calculated entirely with reconstructed tracks in
the ID.

As noted in the introduction to this chapter, the vector sum of the ~Emiss
T and

the ~pT of all muons is an important variable measured in the CRs and input into
the combined profile likelihood fit. This is denoted Emiss

T, no µ, and is calculated by

Emiss
T, no µ ≡ | ~Emiss

T +
∑

all muons

~pT| . (8.8)

Events are collected with the HLT XE80 trigger (introduced in sec. 8.1.1), which
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Object Type/quality cuts Notes

~Emiss
T

TST Emiss
T

~Emiss
T, no µ ≡ ~Emiss

T +
∑
all µ

~pT

trigger fully efficient
when Emiss

T, no µ > 200 GeV

~pmiss
T

track-based Emiss
T

Table 8.8: The missing transverse momentum variables included in the mono-
W/Z(→ jj) analysis.

does not include the contribution from muons and so can be considered a trigger-
level version of Emiss

T, no µ. This was shown in fig. 8.2 to be fully efficient for Emiss
T, no µ &

200 GeV. The Emiss
T, no µ variable also allows us to estimate the Emiss

T distribution in
the Z(→ νν̄)+jets background by studying the Z(→ µ+µ−)+jets events instead.

A summary of the missing transverse energy objects is found in table 8.8.

8.2.4 Overlap removal

Baseline overlap removal requirements are applied by the calibrated framework
that is used to create the samples used in this analysis6. Two additional require-
ments are applied: large-R and small-R jets are not included if they overlap an
electron, according to ∆R(electron, jet) within 1.0 and 0.4 respectively.

8.3 Event selection

The signal region event selection is designed to select events containing a large-R
jet tagged as coming from the hadronic decay of a boosted W or Z boson, as well
as a large amount of missing transverse energy and no leptons.

8.3.1 Quality cuts

All events should first pass the baseline selection:

• the HLT XE80 trigger is used to collect events,

• the event should contain a primary vertex,

• the event is vetoed if any jet is tagged as a BadLoose jet as described in
ref. [279] to ensure the Emiss

T is well-measured, and
6https://twiki.cern.ch/twiki/bin/viewauth/AtlasProtected/

CxAODFramework
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• the event should contain at least one large-R jet.

Data events are also required to be included in the ALL GOOD 25NS GRL (in-
troduced in sec. 8.1.1) and events are vetoed if the Tile or LAr data is affected by
noise bursts, or the semiconductor tracker (SCT) event flag shows an error.

8.3.2 Signal region

Events in the signal region are vetoed if they contain any loose leptons. They are
also required to satisfy Emiss

T > 250 GeV. Most of the multi-jet background (also
referred to as the QCD background) is removed by imposing a high Emiss

T cut,
however a significant amount remains as a result of dijet events with a mismea-
sured jet resulting in a large Emiss

T . These events are removed by imposing three
‘anti-QCD’ cuts described below:

• pmiss
T > 30 GeV: mis-measured jets in the calorimeter will still have well-

reconstructed tracks in the ID, so the track-based missing transverse mo-
mentum won’t be as large as the Emiss

T ;

• ∆φ( ~Emiss
T , ~pmiss

T ) < π/2: real missing transverse momentum should point
in the same direction in both calorimeter- and track-based measurements,
however in the case of a mis-measured jet, these will not align;

• min[∆φ( ~Emiss
T , pT(small-R jets))] > 0.6: the Emiss

T vector will point in approx-
imately the direction of the lower-pT jet in the case where one of the jets is
mis-measured, so these events are removed. (Events containing no small-R
jets are assigned a default value of π.)

Finally, events in the SR are required to pass a logical OR of the W - and Z-
tagging, as summarised in table 8.5. The complete list of selection criteria for the
SR are listed in table 8.9, along with the dedicated CRs for the main backgrounds,
discussed in the following section.

8.4 Backgrounds

The shape of the dominant W , Z and tt̄ SM background contributions are taken
from simulation, however the normalisation of each is a free parameter of the
profile-likelihood fit, described in sec. 8.6.1. The diboson and single-top back-
grounds are estimated directly from simulation, while the multi-jet background
is negligible.
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The dominant backgrounds are studied in dedicated CRs, containing exactly
one or two muons, and the Emiss

T, no µ distribution in each is used as the input to the
fit, as the comparison between simulation and data within uncertainties is used
to constrain the normalisation of each consistently. A 0-lepton validation region,
where the W/Z boson mass window requirement is inverted, is also defined.

8.4.1 2-lepton control region

The dominant background comes from Z+jets processes, where the Z decays to
neutrinos which are invisible to the detector. These events can be studied with
similar events with the Z instead decays to two charged leptons (in this case
muons), and adding the muons back into the Emiss

T term so that they become
‘hidden’ and are a source of Emiss

T . This is of course the modified Emiss
T term

Emiss
T, no µ, so is consistent with the calorimeter-based Emiss

T used by the trigger. The
resulting Emiss

T, no µ spectrum can be included in the combined fit to constrain the
Z(→ invisible)+jets background.

The 2-lepton CR is therefore designed to obtain a sample rich in Z+jets events,
where the Z decays leptonically and a ‘fake’ large-R jet is reconstructed. It should
be close to the SR, but non-overlapping.

Following application of the HLT XE80 trigger, events are required to contain
exactly two muons (one medium and one at least loose) which together have an
invariant mass within 25 GeV of the Z boson mass. They should also satisfy
Emiss

T, no µ > 200 GeV (to ensure the trigger is fully efficient), pmiss
T, no µ > 30 GeV (an

anti-QCD cut), and have at least one large-R jet that passes the jet substructure
(D2) cut. Because the large-R doesn’t result from true hadronic decay of the Z,
the mass window requirement is relaxed to retain a large number of events in this
CR.

Fig. 8.8 shows a collection of kinematic distributions with various selections
applied, and compares data and simulation.

8.4.2 1-lepton control regions

Control regions for the W+jets and tt̄ background processes are known together
as the 1-lepton CRs. They are defined by the presence of a single muon so that a
cut on the Emiss

T, no µ can be applied to ensure the trigger is fully efficient.
Diagrams depicting the explicit processes are shown in fig. 8.9, and selections

should therefore be designed to reflect these topologies. W+jets events constitute
a background to the tt̄ CR and vice versa; to make sure that events don’t fall into
both CRs and so enter the combined fit twice, a method is required to enforce the
two CRs are orthogonal. We use b-tagged jets as a handle to do this, as a b-quark
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Figure 16: Kinematic distributions for the Z (ll) control region. Top left: dilepton mass after the trigger and two
lepton requirements, top right: dilepton pT after the trigger and two lepton requirements, middle left: mod � Emiss

T
after the dilepton mass cut, middle right: fat jet multiplicity after the mod � Emiss

T and pmiss
T requirements, bottom

left: D2 with all selection applied except for the substructure, bottom right: mass with all selection applied.
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lepton requirements, top right: dilepton pT after the trigger and two lepton requirements, middle left: mod � Emiss

T
after the dilepton mass cut, middle right: fat jet multiplicity after the mod � Emiss

T and pmiss
T requirements, bottom

left: D2 with all selection applied except for the substructure, bottom right: mass with all selection applied.
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Figure 16: Kinematic distributions for the Z (ll) control region. Top left: dilepton mass after the trigger and two
lepton requirements, top right: dilepton pT after the trigger and two lepton requirements, middle left: mod � Emiss

T
after the dilepton mass cut, middle right: fat jet multiplicity after the mod � Emiss

T and pmiss
T requirements, bottom

left: D2 with all selection applied except for the substructure, bottom right: mass with all selection applied.
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Figure 16: Kinematic distributions for the Z (ll) control region. Top left: dilepton mass after the trigger and two
lepton requirements, top right: dilepton pT after the trigger and two lepton requirements, middle left: mod � Emiss

T
after the dilepton mass cut, middle right: fat jet multiplicity after the mod � Emiss

T and pmiss
T requirements, bottom

left: D2 with all selection applied except for the substructure, bottom right: mass with all selection applied.
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Figure 16: Kinematic distributions for the Z (ll) control region. Top left: dilepton mass after the trigger and two
lepton requirements, top right: dilepton pT after the trigger and two lepton requirements, middle left: mod � Emiss

T
after the dilepton mass cut, middle right: fat jet multiplicity after the mod � Emiss

T and pmiss
T requirements, bottom

left: D2 with all selection applied except for the substructure, bottom right: mass with all selection applied.
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Figure 16: Kinematic distributions for the Z (ll) control region. Top left: dilepton mass after the trigger and two
lepton requirements, top right: dilepton pT after the trigger and two lepton requirements, middle left: mod � Emiss

T
after the dilepton mass cut, middle right: fat jet multiplicity after the mod � Emiss

T and pmiss
T requirements, bottom

left: D2 with all selection applied except for the substructure, bottom right: mass with all selection applied.

25th April 2016 – 12:43 34

(f)

Figure 8.8: Kinematic distributions for the 2-lepton CR. The dilepton invariant
mass (a) and dilepton pT (b) after the trigger and two lepton requirements, the
Emiss

T, no µ distribution after the dilepton mass cut (c), the large-R jet multiplicity after
the cuts on Emiss

T, no µ and pT (d), the D2 distribution with all selections except the
substructure cut (e), and the leading large-R jet mass following all selections (f).
Taken from ref. [6].
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Figure 8.9: The W+jets (left) and tt̄ (right) processes that are dominant in each of
the 1-lepton CRs. The black dot represents the production mechanism, as only the
resulting final states are of interest here. Note that the charge-conjugate processes
are implied.

is always produced in the decay of a top quark, but rarely appears in the hadronic
activity of a W+jets event.

The following subsections describe the preliminary development of the 1-
lepton CRs individually, and summarise the final selection.

W+jets CR

The W+jets signal, shown in fig. 8.9(a), is tagged with a leptonically-decaying W
boson. The W is produced in association with one or more jets that are recon-
structed as a large-R jet, that is required to satisfy at least the D2 requirement to
remain close to the SR selection. The preliminary studies described here were per-
formed for testing in a blinded validation region where the boson mass-window
selection of the SR is inverted (see further description below), and so the central
large-R jet mass region is also blinded by removing events with 60 < mlarge-R jet <

110 GeV. Initally, the lepton was not restricted to be a muon only, as the signifi-
cance of the Emiss

T, no µ variable as the final input to the fit had not been fully devel-
oped.

As stated above, the handle used to separate the W+jets CR from the tt̄ CR
was the presence of a b-tagged jet, however the definition of such a jet was still
flexible in the early stages of this analysis. Studies were performed with track-
and calorimeter-based narrow jet definitions, and the degree of overlap with the
large-R jet that was permitted, which is particularly relevant to the following tt̄
CR. We also investigated whether additional hadronic activity outside the recon-
structed large-R jet should be permitted, through a restriction on the number of
non-b-tagged narrow jets not overlapping the large-R jet.
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(a) (b)

Figure 8.10: Preliminary plots of the Emiss
T distribution in the W+jets CR, where

events with more than one additional non-b-tagged jet are removed (left), and
where this veto is no longer included (right). Only 0.11 fb−1 of data is shown,
with statistical uncertainties.

The transverse mass was considered in both 1-lepton CRs as a way to select
events containing a W boson; it is defined as

mT =
√

2p`T · Emiss
T (1− cos ∆φ(`, Emiss

T )) , (8.9)

and peaks at around 80 GeV for W+jets events. The cut mT > 40 GeV was there-
fore included.

It was found that the inclusion of a veto on the number of additional non-
b-tagged narrow jets did not improve the signal-to-background ratio in the CR,
but reduced the number of events entering the CR by approximately 40%. This
can be seen in fig. 8.10, where fig.(a) shows events where only one additional
non-b-tagged jet is permitted, and fig.(b) is the same distribution with that veto
removed. Note these are early plots, with only 0.11 fb−1 of data available. This
cut is therefore not included in the final selection.

The preliminary set of cuts was:

• HLT XE80 trigger acceptance,

• exactly 1 electron or muon,

• ≥ 1 large-R jet (pT > 250 GeV, |η| < 1.2),

• Emiss
T, no µ > 40 GeV,

• mT > 40 GeV,

• no b-tagged track jets,

• large-R jet passing D2 cut, and
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• large-R jet in mass sidebands (since the analysis was not yet unblinded).

A set of N - 1 plots, where each of the selections listed above has been applied
except that affecting the displayed variable, are shown in fig. 8.11. Note these
plots have only 1.4 fb−1 of data, and all uncertainties are statistical.

tt̄ CR

The tt̄ process, depicted in fig. 8.9(b), consists of two b-quarks producing b-jets,
a large-R jet produced from decay of one W boson, and a second W decaying
leptonically. While electrons were also being included as the charged lepton, bet-
ter agreement between simulation and data was observed in the muon channel,
which was therefore preferred even before the Emiss

T, no µ variable was explicitly in-
cluded. The large-R jet was required to pass the D2 cut, and a cut on the trans-
verse mass mT was also included to enhance the selection of events containing a
W boson.

Because the signal process includes two b-quarks, events were initially re-
quired to include at least two b-tagged jets, one which was required to be overlap-
ping the large-R jet (min(∆R(b-tag, large-R jet))< 1.0) and another non-overlapping
(max(∆R(b-tag, large-R jet)) > 1.0). The former requirement would therefore se-
lect events where the large-R jet was seeded by a top quark, and we can see this
effect in fig. 8.12(a), where the top mass peak at 173 GeV is evident in the distri-
bution of leading large-R jet mass. However, this implies that the substructure
of the large-R jet is 3-pronged rather than the desired 2-pronged, making it less
likely to pass the D2 criterion. Removing the requirement that a b-tagged overlap
the large-R jet means that the more large-R jets are instead seeded by a W boson,
demonstrated in fig. 8.12(b) where the W mass peak at 80 GeV is visible.

Additionally, as the efficiency of the b-tagging is 70%, requiring two b-tagged
jets results in an efficiency of close to 50%. It was therefore decided that merely re-
quiring at least one b-tagged jet would be sufficient, and also ensure that 1-lepton
events with exactly one b-tagged jet were not being thrown away unnecessarily.

The preliminary set of cuts was:

• HLT XE80 trigger acceptance,

• exactly 1 muon,

• ≥ 1 large-R jet (pT > 250 GeV, |η| < 1.2),

• Emiss
T, no µ > 40 GeV,

• mT > 40 GeV,
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(a) The Emiss
T, no µ disitribution. (b) The mT distribution.

(c) The b-tagged narrow jet multiplicity. (d) The large-R jet D2 distribution.

(e) The large-R jet mass distribution.

Figure 8.11: Preliminary plots in theW+jets CR, showing relevant kinematic vari-
ables with all preliminary selections applied except on the variable shown. Only
1.4 fb−1 of data is shown, and the plots are blinded in the W/Z mass window.
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(a) (b)

Figure 8.12: Preliminary plots of the large-R jet mass, with and without requiring
that one of the b-tagged jets be overlapping the leading large-R jet, revealing the
top-quark mass at 173 GeV (left) and the W mass at 80 GeV (right). Only 79 pb−1

of data is shown, with statistical uncertainties.

• ≥ one b-tagged track jet, satisfying ∆R(b-tag, large-R jet) > 1.0,

• large-R jet passing D2 cut, and

• large-R jet in mass sidebands (since the analysis was not yet unblinded).

A set of N - 1 plots, where each of the selections listed above has been applied
except that affecting the displayed variable, are shown in fig. 8.13. Note these
plots have only 1.4 fb−1 of data, and all uncertainties are statistical.

It was found that the transverse mass cut removed about 40% of events but did
not improve the signal-to-background ratio when used in conjunction with the
other selection criteria, and so it was removed. This cut was then also removed
from the W+jets CR definition, to ensure the two 1-lepton CRs were as close as
possible while also remaining orthogonal.

The final 1-lepton CRs

The final event selection criteria for the 1-lepton CRs are chosen to ensure that
all events with one muon pass into exactly of the two regions, as they have iden-
tical selections but are separated according to the presence of b-tagged jets. In
particular we look for b-tagged track jets (described in sec. 8.2.1), which are not
ghost-associated to the leading large-R jet; such choices are made as this analysis
overlaps considerably with the mono-H(→ bb̄) analysis [280] and diboson reso-
nance search [281], and a consistent treatment among the analyses is desirable to
be able to produce consistent results and systematic uncertainties.

The final selection in both the W+jets and tt̄ CRs is
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(a) The Emiss
T, no µ distribution. (b) The mT distribution.

(c) The maximum separation of b-tagged
jets and the leading large-R jet.

(d) The large-R jet D2 distribution.

(e) The large-R jet mass distribution.

Figure 8.13: Preliminary plots in the tt̄ CR, showing relevant kinematic variables
with all preliminary selections applied except on the variable shown. Only 1.4
fb−1 of data is shown, and the plots are blinded in the W/Z mass window.
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• HLT XE80 trigger acceptance,

• exactly 1 tight muon, and no additional muons passing the loose definition,

• Emiss
T, no µ > 200 GeV,

• pmiss
T > 30 GeV,

• at least 1 large-R jet,

• the large-R jet passes the D2 substructure selection, and

• exactly 0 b-tagged track jets (W+jets CR) or at least 1 b-tagged track jet (tt̄
CR), where any b-tagged track jets are not associated to the highest-pT large-
R jet.

Fig. 8.14 shows key kinematic distributions in the W+jets CR as the selection
cuts are applied sequentially, whileN−1 plots (where all cuts except that affecting
the variable shown are applied) for the W+jets and tt̄ CRs are shown in figs. 8.15
and 8.16 respectively. The full available dataset is used, and the plots are now
unblinded.

8.4.3 Background validation region

A validation region (also referred to as the 0-lepton, or mass sideband, CR) is de-
fined, where all selection cuts of the SR are applied except for the boson mass cut,
which is inverted, thereby selecting events where the large-R jet mass is outside
the W/Z mass window. This produces a set of events that are topologically and
kinematically very similar to those in the SR, with a background composition that
that is also very similar. Such events are used to test the results of the combined
fit.

The Emiss
T and large-R jet mass distributions are plotted in fig. 8.17.

All signal, control and validation regions are summarised in table 8.9.

8.5 Systematic uncertainties

This section provides details of the sources of systematic uncertainty considered
in this analysis. The experimental sources of uncertainty are summarised in ta-
bles 8.10 and 8.11, which show the effect of each source as a percentage of the
total number of background or signal events in each region. The theoretical un-
certainties affecting the signal samples are listed in table 8.12.
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Figure 13: Kinematic distributions for the W (`⌫)+ jets control region as the selection criteria are applied success-
ively. Top left: mod � Emiss

T after the one muon and trigger requirement, top right: fat jet multiplicity after the
mod � Emiss

T and pmiss
T requirements, bottom left: mod � Emiss

T after the one fat jet requirement. The bottom right
plot is the b-tagged track jet multiplicity, separated from the leading fat jet, multiplicity.
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T after the one fat jet requirement. The bottom right
plot is the b-tagged track jet multiplicity, separated from the leading fat jet, multiplicity.
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Figure 13: Kinematic distributions for the W (`⌫)+ jets control region as the selection criteria are applied success-
ively. Top left: mod � Emiss

T after the one muon and trigger requirement, top right: fat jet multiplicity after the
mod � Emiss

T and pmiss
T requirements, bottom left: mod � Emiss

T after the one fat jet requirement. The bottom right
plot is the b-tagged track jet multiplicity, separated from the leading fat jet, multiplicity.
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Figure 13: Kinematic distributions for the W (`⌫)+ jets control region as the selection criteria are applied success-
ively. Top left: mod � Emiss

T after the one muon and trigger requirement, top right: fat jet multiplicity after the
mod � Emiss

T and pmiss
T requirements, bottom left: mod � Emiss

T after the one fat jet requirement. The bottom right
plot is the b-tagged track jet multiplicity, separated from the leading fat jet, multiplicity.
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(d)

Figure 8.14: Kinematic distributions in the W+jets 1-lepton CR, plotted as the
selection criteria are applied successively: the Emiss

T, no µ distribution following the
trigg and one muon requirements (a), the large-R jet multiplicity following cuts
on theEmiss

T, no µ and pmiss
T (b), theEmiss

T, no µ distribution this time after the large-R jet re-
quirement (c), and the b-tagged track jet multiplicity following all other selections
(d).
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Figure 14: Kinematic distributions for the W (`⌫)+ jets control region. Top left: N-1 plot of the leading fat jet D2,
top right: the leading fat jet mass with all selections applied, bottom left: all selection mod � Emiss

T , bottom right:
leading fat jet pT.
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Figure 14: Kinematic distributions for the W (`⌫)+ jets control region. Top left: N-1 plot of the leading fat jet D2,
top right: the leading fat jet mass with all selections applied, bottom left: all selection mod � Emiss

T , bottom right:
leading fat jet pT.
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Figure 14: Kinematic distributions for the W (`⌫)+ jets control region. Top left: N-1 plot of the leading fat jet D2,
top right: the leading fat jet mass with all selections applied, bottom left: all selection mod � Emiss

T , bottom right:
leading fat jet pT.
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Figure 14: Kinematic distributions for the W (`⌫)+ jets control region. Top left: N-1 plot of the leading fat jet D2,
top right: the leading fat jet mass with all selections applied, bottom left: all selection mod � Emiss

T , bottom right:
leading fat jet pT.

25th April 2016 – 12:43 30

(d)

Figure 8.15: In the W+jets 1-lepton CR, the leading large-R jet D2 (a), mass (b)
and pT (c) distributions, and the Emiss

T, no µ (d) distribution. All selections except on
the variable shown are applied.
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Distributions are shown in Figure 15, where all tt̄ control region cuts are applied with the final discriminant used in514

the combined fit.515

Figure 15: Kinematic distributions for the top control region. Top left: N-1 plot of the leading fat jet D2, top right:
the leading fat jet mass with all selections applied, bottom left: all selection mod � Emiss

T , bottom right: leading fat
jet pT.

25th April 2016 – 12:43 32
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Distributions are shown in Figure 15, where all tt̄ control region cuts are applied with the final discriminant used in514

the combined fit.515

Figure 15: Kinematic distributions for the top control region. Top left: N-1 plot of the leading fat jet D2, top right:
the leading fat jet mass with all selections applied, bottom left: all selection mod � Emiss

T , bottom right: leading fat
jet pT.
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Distributions are shown in Figure 15, where all tt̄ control region cuts are applied with the final discriminant used in514

the combined fit.515

Figure 15: Kinematic distributions for the top control region. Top left: N-1 plot of the leading fat jet D2, top right:
the leading fat jet mass with all selections applied, bottom left: all selection mod � Emiss

T , bottom right: leading fat
jet pT.
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Distributions are shown in Figure 15, where all tt̄ control region cuts are applied with the final discriminant used in514

the combined fit.515

Figure 15: Kinematic distributions for the top control region. Top left: N-1 plot of the leading fat jet D2, top right:
the leading fat jet mass with all selections applied, bottom left: all selection mod � Emiss

T , bottom right: leading fat
jet pT.
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(d)

Figure 8.16: In the tt̄ 1-lepton CR, the leading large-R jet D2 (a), mass (b) and
pT (c) distributions, and the Emiss

T, no µ (d) distribution. All selections except on the
variable shown are applied.
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7.4. Background Validation Region (Zero Lepton)534

The mass sideband region consists of events that pass all of the cuts for the signal region, described in Section E.1,535

except for the mass requirement of the boson tagger. This requirement is inverted, thereby selecting events in the jet536

mass sidebands. This produces a set of events that are topologically and kinematically very similar to those in the537

full signal region with a background composition that mimics that of the signal region as well. These events will538

be used to later test the results of the combined fit. The Emiss
T distribution and the large-R jet mass are shown in539

Figure 17.540

Figure 17: Fatjet mass and Emiss
T from the mass sideband control region.
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Figure 17: Fatjet mass and Emiss
T from the mass sideband control region.

25th April 2016 – 12:43 35

(b)

Figure 8.17: The 0-lepton validation region, where all SR selections are applied
except for the boson mass window cut, which is inverted. Taken from ref. [6].
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Region Usage Selections

Signal region (0-lepton) Search

trigger and quality cuts
anti-QCD cuts
no loose leptons
Emiss

T > 250 geV
D2 tag

mass tag

2-lepton Z+jets CR Z+jets constraint

trigger and quality cuts
exactly two muons

(one medium and one at least loose)
mµµ ∈ [66, 116] GeV
Emiss

T, no µ > 200 GeV
pmiss

T, no µ > 30 GeV
D2 tag

1-lepton W+jets CR W+jets constraint

trigger and quality cuts
exactly one tight muon

no additional loose muons
Emiss

T, no µ > 200 GeV
pmiss

T, no µ > 30 GeV
D2 tag

no b-tagged track jets

1-lepton tt̄ CR tt̄ constraint

trigger and quality cuts
exactly one tight muon

no additional loose muons
Emiss

T, no µ > 200 GeV
pmiss

T, no µ > 30 GeV
D2 tag

at least one b-tagged track jet

0-lepton sideband region Validation

trigger and quality cuts
anti-QCD cuts
no loose leptons
Emiss

T > 250 geV
D2 tag

inverted mass tag

Table 8.9: Summary of the signal, control and validation regions used in this
analysis. Note that ‘tag’ here refers to either a W or a Z tag.
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Note that uncertainties associated with the trigger in this analysis are assumed
to be negligibly small compared to the dominant large-R jet uncertainties, and so
are not included.

Large-R jets

As a groomed large-R jet is included in each of the signal and control regions,
with momentum, mass and substructure calibrations applied, the modeling of
these variables is the largest source of experimental systematic uncertainty in
this analysis. The scale and resolution are considered for the pT, mass and D2

variables [266, 282, 283]. A cross-calibration contribution is also included. Each
source is estimated following recommendations from the ATLAS Jet-Emiss

T perfor-
mance group, using centrally-provided software tools7 to vary the relevant vari-
able up and down within a 1σ uncertainty, and the effect is propagated through
the analysis.

The jet mass resolution and D2 scale are the largest sources of uncertainties in
the SR, of approximately 10% on the signal and 13% on the background respec-
tively. All other sources contribute uncertainties of less than 5%.

Narrow jets

As narrow jets are used mainly to reduce the multi-jet background, only uncer-
tainties on the jet energy are considered. Uncertainties on both the JES and Jet
Energy Resolution (JER) are implemented according to recommendations from
the Jet-Emiss

T performance group8. The 50 or so parameters which contribute to
the JES uncertainty are reduced to three, known as the strongly reduced set of nui-
sance parameters, which is permitted in analyses which are demonstrated to be
insensitive to (j1, j2) correlations arising from changes to the JES9. The JER uncer-
tainty is calculated with a single nuisance parameter10.

These contribute approximately 7% uncertainty on the background yield and
. 5% on the signal yield in the SR, and only a few percent in the CRs.

7https://twiki.cern.ch/twiki/bin/view/AtlasProtected/
JetUncertainties2015PrerecLargeR

8https://twiki.cern.ch/twiki/bin/view/AtlasProtected/
JetEtmissRecommendationsMC15

9https://twiki.cern.ch/twiki/bin/viewauth/AtlasProtected/
JetUncertainties2015Prerec

10https://twiki.cern.ch/twiki/bin/viewauth/AtlasProtected/
JetResolution2015Prerecom
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Track jets

Track jets that have been b-tagged are used to distinguish between the two 1-
lepton CRs, and so do not affect the SR or 2-lepton CR. Only the b-tagging ef-
ficiency is included as a source of systematic uncertainty, which is implemented
following the recommendations of the ATLAS Flavour Tagging performance group11.

Missing transverse momentum

Experimental systematic uncertainties on the SoftTerm of the TST Emiss
T come

from the scale and resolution uncertainties, where the resolution is further broken
into components parallel and perpendicular to the pT axis (but added in quadra-
ture in tables 8.10 and 8.11). Uncertainties the track-based missing transverse
momentum, pmiss

T , are derived from a jet-by-jet uncertainty on tracks within jets.
All sources are handed with a single software tool12.

Leptons

Uncertainties are considered for electrons based on the electron reconstruction
and identification scale factors13, and the energy scale and resolution14, using
tools from the ATLAS e/γ performance group to vary each source up and down
by 1σ. Muon uncertainties arise from the identification and isolation efficiencies,
and the momentum scale and resolution, as recommended by the muon com-
bined performance group15. As in Run I (see sec. 6.5.1), the muon pT resolution
uncertainty was measured in both the muon spectrometer (MS) and ID.

The dominant lepton uncertainty is from the pT ID resolution, at . 2% in the
1-lepton CRs, all other contributions are at the sub-percent level.

Luminosity

The uncertainty on the measured integrated luminosity is estimated to be 5%,
using special calibration data-taking runs and techniques described in ref. [233].

11https://twiki.cern.ch/twiki/bin/view/AtlasProtected/BTagCalib2015
12https://twiki.cern.ch/twiki/bin/view/AtlasProtected/

MissingETSystematics
13https://twiki.cern.ch/twiki/bin/view/AtlasProtected/

ElectronEfficiencyRun2
14https://twiki.cern.ch/twiki/bin/view/AtlasProtected/

EGammaCalibrationRun2
15https://twiki.cern.ch/twiki/bin/view/AtlasProtected/

MCPAnalysisGuidelinesMC15
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Background modeling

Uncertainties on the modeling of the main backgrounds were estimated by gener-
ating samples with alternative generators, and comparing the resulting Emiss

T dis-
tributions against that from the nominal generator. Specifically, MADGRAPH sam-
ples for Z+jets and W+jets processes were generated to compare with the nomi-
nal SHERPA samples, and tt̄ samples generated with aMC@NLO [156] interfaced to
HERWIG were compared with the nominal POWHEG samples. The comparisons
were made in dedicated CRs, similar to the 1- and 2-lepton CRs defined in this
analysis, and described further in section 9 of ref. [280].

The Emiss
T distributions were found to be consistent within statistical uncer-

tainties, and so the background modeling uncertainties are not included in the
final analysis.

PDF, scale and tune

Uncertainties on the simulated signal are derived from the treatment of the PDF16,
the factorisation and renormalisation scales and the tune.

The PDF uncertainties arise from two sources: the uncertainty within a PDF
set (resulting from the fitting procedure when the PDF is calculated), and the
difference between PDF sets. Here, the baseline simulation, generated with the
NNPDF30 lo as 0130 PDF, is reweighted to both the internal NNPDF variation
PDFs and to the CT14lo [284] and MMHT2014lo68cl [285] PDFs. The difference
in the Emiss

T spectra gives a measure of the uncertainty, and the largest of the
intra- and inter-PDF uncertainties is taken as the systematic error. The median of
the PDF uncertainty for the mono-W and mono-Z signals, for the sV simplified
model, are shown binned by Emiss

T in the first column of table 8.12.
The scale uncertainties were obtained by varying the scalefact parameter

in MADGRAPH up and down by a factor of 2, and similarly for the alpsfact pa-
rameter and the Initial State Radiation (ISR) uncertainty. The tune uncertainties
were obtained with five separate variations, one affecting the underlying event,
one affecting the jet structure, and three affecting different aspects of jet produc-
tion. These were implemented following the recommendations of the ATLAS Jets
and Dark Matter working group17. The last two columns of table 8.12 demon-
strate the effect on a mono-W signal sample, created with mχ = 500 GeV and
Mmed = 10 TeV; these uncertainties on the acceptance are in the range 2–15%, and
are used in the limit calculation.

16https://twiki.cern.ch/twiki/bin/viewauth/AtlasProtected/
PdfRecommendations

17https://twiki.cern.ch/twiki/bin/view/AtlasProtected/
JDMSignalUncertainties
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Syst. source
Systematic uncertainties in the SR [%]

back-
ground

mono-W
signal

mono-Z
signal

large-R jet cross calibration 1.2 2.7 1.1

large-R jet pT scale 5.3 3.8 4.3

large-R jet pT resolution 0.9 0.4 0.9

large-R jet mass scale 4.5 1.9 2.2

large-R jet mass resolution 2.2 11.5 8.7

large-R jet D2 scale 13.1 9.6 7.9

large-R jet D2 resolution 4.0 2.4 2.1

small-R jet JES 6.5 2.9 4.5

small-R jet JER 1.9 4.6 0.9

track jet b-tagging - - -

Emiss
T jet track 0.1 0.8 0.8

SoftTerm scale 0.3 0.2 0.4

SoftTerm resolution 0.3 - 0.4

electron energy scale 0.1 - -

electron energy resolution - - -

electron identification efficiency - - -

µ pT resolution (ID) - - -

µ pT resolution (MS) - - -

µ pT scale - - -

µ isolation efficiency - - -

µ identification efficiency - - -

W modeling 2.1 - -

Z modeling 3.7 - -

tt̄ modeling 1.8 - -

Table 8.10: The experimental sources of systematic uncertainty in the SR, shown
as a percentage of the total yield for the background, and for mono-W and mono-
Z sV simplified model signals generated with mχ = 500 GeV and Mmed = 10 TeV.
Uncertainties smaller than 0.05% are not shown.
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Syst. source
Background syst. uncertainties [%]

Z+jets CR W+jets CR tt̄ CR

large-R jet cross calibration 5.9 5.3 5.3

large-R jet pT scale 6.5 6.9 6.9

large-R jet pT resolution 0.3 0.7 -

large-R jet mass scale - - -

large-R jet mass resolution - - -

large-R jet D2 scale 10.9 12.2 12.2

large-R jet D2 resolution 5.8 5.0 4.0

small-R jet JES 1.9 1.4 1.4

small-R jet JER 0.8 0.4 0.4

track jet b-tagging - 2.2 4.3

Emiss
T jet track 0.7 0.7 0.7

SoftTerm scale 1.0 1.3 1.3

SoftTerm resolution 0.9 0.9 0.9

electron energy scale - - -

electron energy resolution 0.1 - -

electron identification efficiency - - -

µ pT resolution (ID) 0.2 1.8 1.8

µ pT resolution (MS) 0.2 0.4 0.4

µ pT scale - - -

µ isolation efficiency - - -

µ identification efficiency - - -

W modeling - 6.1 6.1

Z modeling 6.8 0.2 0.2

tt̄ modeling 0.3 2.3 2.3

Table 8.11: The experimental sources of systematic uncertainty in the three CRs,
shown as a percentage of the total yield for the SM background estimate in each
region. Uncertainties smaller than 0.05% are not shown.
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Emiss
T bin

Acceptance uncertainty [%]

PDF Scale Tune

250-350 9.8 2 5

350-500 9.8 2 7

500-800 10.6 5 7

800-1500 14.9 10 10

Table 8.12: Theoretical uncertainties on the sV simplified model. The median
PDF uncertainty for mono-W and mono-Z model samples is shown in the first
column, the second and third columns show the uncertainty on the acceptance
for a mono-W signal sample with mχ = 500 GeV and Mmed = 10 GeV. These are
the signal uncertainties used in the limit calculation.

Figs. 8.18 and 8.19 show the large-R jet mass andEmiss
T, no µ distributions in the SR

and each CR, with all statistical and systematic uncertainties included. TheEmiss
T, no µ

distributions in particular are input into the profile likelihood fit, described in the
next section.

8.6 Limits

8.6.1 The profile likelihood method

A binned profile likelihood method [261] is used to constrain the dominant back-
grounds and extract a signal strength. This takes as input the Emiss

T, no µ histograms
in the SR (which, since there are no muons in the SR, is simply the Emiss

T ) as well
as the three dedicated CRs, and the associated uncertainties. The signal strength
µ (an overall normalisation factor), along with three normalisation factors for the
W , Z and tt̄ backgrounds, are free parameters for the global fit. Note that µ =
0 indicates the background-only hypothesis, while µ = 1 indicates the nominal
signal strength hypothesis.

The likelihood function is simultaneously maximized over the signal and con-
trol regions; it is defined as the product of Poissonian probabilities for all bins:

L(µ, θ) =
∏

SR bins: i

(NSR,i)
ni

ni!
e−NSR,i

∏

CR: j

( ∏

CR bins: k

(NCRj,k)
nk

nk!
e−NCRj,k

)
(8.10)

where NSR,i is the total number of expected events in bin i of the signal region,
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Figure 25: The large-R jet mass before any fit. No mass cut is applied. Top left: signal region, top right: W control
region, bottom left: tt̄ control region, bottom right: Z control region.

25th April 2016 – 12:43 53
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Figure 25: The large-R jet mass before any fit. No mass cut is applied. Top left: signal region, top right: W control
region, bottom left: tt̄ control region, bottom right: Z control region.

25th April 2016 – 12:43 53

(b) 1-lepton W+jets CR
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Figure 25: The large-R jet mass before any fit. No mass cut is applied. Top left: signal region, top right: W control
region, bottom left: tt̄ control region, bottom right: Z control region.

25th April 2016 – 12:43 53

(c) 1-lepton tt̄ CR
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Figure 25: The large-R jet mass before any fit. No mass cut is applied. Top left: signal region, top right: W control
region, bottom left: tt̄ control region, bottom right: Z control region.

25th April 2016 – 12:43 53

(d) 2-lepton Z+jets CR

Figure 8.18: The leading large-R jet mass distribution in the signal and control
regions, before the likelihood fitting precedure is applied. A mono-W signal from
the sV model (with mχ = 150 GeV and Mmed = 295 GeV) is also shown in the SR
(a). Statistical and systematic uncertainties are included. Taken from ref. [6].
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Figure 26: Emiss
T and Emiss

T,nomu for the signal and control regions, respectively. Full selection is applied. Top left:
signal region, top right: W control region, bottom left: tt̄ control region, bottom right: Z control region.

25th April 2016 – 12:43 54
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N
ot

re
vi

ew
ed

,f
or

in
te

rn
al

ci
rc

ul
at

io
n

on
ly

DRAFT

Figure 26: Emiss
T and Emiss

T,nomu for the signal and control regions, respectively. Full selection is applied. Top left:
signal region, top right: W control region, bottom left: tt̄ control region, bottom right: Z control region.

25th April 2016 – 12:43 54

(b) 1-lepton W+jets CR
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Figure 26: Emiss
T and Emiss

T,nomu for the signal and control regions, respectively. Full selection is applied. Top left:
signal region, top right: W control region, bottom left: tt̄ control region, bottom right: Z control region.
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(c) 1-lepton tt̄ CR

N
ot

re
vi

ew
ed

,f
or

in
te

rn
al

ci
rc

ul
at

io
n

on
ly

DRAFT

Figure 26: Emiss
T and Emiss

T,nomu for the signal and control regions, respectively. Full selection is applied. Top left:
signal region, top right: W control region, bottom left: tt̄ control region, bottom right: Z control region.

25th April 2016 – 12:43 54

(d) 2-lepton Z+jets CR

Figure 8.19: The Emiss
T, no µ distribution in the signal and control regions, before the

likelihood fitting procedure is applied. A mono-W signal from the sV model
(with mχ = 150 GeV and Mmed = 295 GeV) is also shown in the SR (a). Statistical
and systematic uncertainties are included. Taken from ref. [6].
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and NCRj,k is the expected number of events in bin k of control region j. These are
further defined by

NSR,i = µsi + bi = µsi + αtt̄b
tt̄
i + αW b

W
i + αZb

Z
i

NCRj,k = bj = αtt̄b
tt̄
j,k + αW b

W
j,k + αZb

Z
j,k

(8.11)

where αtt̄, αW and αZ are scale factors for each of the main background types,
which are allowed to float in the global fit; note that these do not vary between
bins. In this way, while some amount of each different background sources will
appear in each CR, they are all fitted together with a single normalisation factor
extracted for each background type.

Systematic uncertainties of the signal and background are taken into account
through the use of nuisance parameters, and are properly correlated across signal
and background processes and regions. Each of the signal and background yields
is parametrised according to

n = n0 × (1 + θ × σunc) (8.12)

where n0 is the nominal yield, θ is the nuisance parameter and σunc is the esti-
mated uncertainty. A constraint term, N(θ̃|θ), is added into the global likelihood
to contrain the nuisance parameters, and takes the form of a Gaussian:

N(θ̃|θ) ≡ G(θ̃|θ, 1) =
1√
2π
e

(θ̃−θ)2
2 . (8.13)

The nominal fit result for µ and θµ is obtained by maximising the likelihood
function with respect to all free parameters, known as the maximised log-likelihood
(MLL) value. The test statistic qµ is constructed from the log of the profile likeli-
hood ratio:

qµ = −2 ln

(
L(µ, ˆ̂θµ)

L(µ̂, θ̂)

)
, (8.14)

where µ̂ and θ̂ are the parameters that maximise the likelihood (with 0 ≤ µ̂ ≤ µ),
and ˆ̂θµ are the nuisance parameter values that maximise the likelihood for a given
signal strength µ. The test statistic is used to measure the compatibility of the
background-only model with the observed data; a larger test statistic indicates
incompatibility between the data and µ.

8.6.2 Post-fit background estimates

A background-only fit is performed with µ set to zero, and shows no deviation
from the SM prediction. The extracted normalisation scale factors αZ , αW and αtt̄,
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Fit parameter Fitted value

α̂W 0.94 ± 0.13

α̂Z 1.04 ± 0.15

α̂tt̄ 0.95 ± 0.14

Table 8.13: The post-fit values and uncertainties of the background normalization
factors.

Process Events

Z+jets 519 ± 31

W+jets 326 ± 22

tt̄ and single top 217 ± 18

Diboson 88 ± 12

Total background 1150 ± 30

Data 1143

Table 8.14: The predicted and observed numbers of events in the SR. The pre-
dicted yields are shown following the profile likelihood fit to the data in all re-
gions.

and their associated uncertainties are listed in table 8.13, and are all consistent
with unity. The Emiss

T and Emiss
T, no µ distributions following the fitting procedure are

shown in fig. 8.20 for each of the signal and control regions. Additionally, the
post-fit yields for all backgrounds in the SR are listed alongside the number of
events observed in data in table 8.14.

8.6.3 Limits on the signal strength

Finally, the fit results are used to calculate the 95%C.L. upper limits on µ for each
model using the CLs method [261, 286, 287]. For the sV simplified model it is
kept as a limit on the signal strength, while for the ZZχχ̄ model, these limits are
translated into a constraint on the suppression scale Λ.

The sV simplified model

The upper limit on the signal strength µ is plotted in fig. 8.21, as a function of
the DM and mediator masses. Note that these limits are valid for fixed coupling
strengths of gq = 0.25 and gχ = 1.0. They could be converted to limits on alternative
coupling strengths through a rescaling, provided that no significant variation in

219



Chapter 8 The ATLAS mono-W/Z (hadronic) analysis

(a) (b)

(c) (d)

Figure 2: The Emiss
T (Emiss

T,no mu) distribution of the events in the signal region (control regions) after the profile-
likelihood fit. Figure (a) shows the signal region, (b) the tt̄ control region, (c) the Z+jets control region, and (d) the
W+jets control region. The inset at the bottom of each plot shows the ratio of the data to the total background. The
signal expectation for the vector-mediated simplified model with m� = 10 GeV and mmed. = 10 TeV is shown in
sub-figure (a) on top of the background. The total background before the fit is shown as a dashed line. The hatched
bands represent the total uncertainty on the background.
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Figure 2: The Emiss
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T,no mu) distribution of the events in the signal region (control regions) after the profile-
likelihood fit. Figure (a) shows the signal region, (b) the tt̄ control region, (c) the Z+jets control region, and (d) the
W+jets control region. The inset at the bottom of each plot shows the ratio of the data to the total background. The
signal expectation for the vector-mediated simplified model with m� = 10 GeV and mmed. = 10 TeV is shown in
sub-figure (a) on top of the background. The total background before the fit is shown as a dashed line. The hatched
bands represent the total uncertainty on the background.
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Figure 2: The Emiss
T (Emiss

T,no mu) distribution of the events in the signal region (control regions) after the profile-
likelihood fit. Figure (a) shows the signal region, (b) the tt̄ control region, (c) the Z+jets control region, and (d) the
W+jets control region. The inset at the bottom of each plot shows the ratio of the data to the total background. The
signal expectation for the vector-mediated simplified model with m� = 10 GeV and mmed. = 10 TeV is shown in
sub-figure (a) on top of the background. The total background before the fit is shown as a dashed line. The hatched
bands represent the total uncertainty on the background.
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Figure 2: The Emiss
T (Emiss

T,no mu) distribution of the events in the signal region (control regions) after the profile-
likelihood fit. Figure (a) shows the signal region, (b) the tt̄ control region, (c) the Z+jets control region, and (d) the
W+jets control region. The inset at the bottom of each plot shows the ratio of the data to the total background. The
signal expectation for the vector-mediated simplified model with m� = 10 GeV and mmed. = 10 TeV is shown in
sub-figure (a) on top of the background. The total background before the fit is shown as a dashed line. The hatched
bands represent the total uncertainty on the background.

8

(d) 2-lepton Z+jets CR

Figure 8.20: The Emiss
T, no µ distribution in the signal and control regions, after the

likelihood fitting procedure is applied. A mono-W/Z signal from the sV model
(with mχ = 10 GeV and Mmed = 10 TeV) is also shown in red in the SR (a). The
pre-fit background estimations are shown by the dotted line. The data and fitted
simulation agree within uncertainties in all regions. Taken from ref. [5].
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the kinematic behaviour through a change in the width resulted, as has been
discussed in sec. 7.1.3 of chapter 7.

The weakest limits on the signal strength are for large mχ and small Mmed,
where the mediator is considerably off-shell and the cross section is suppressed.
Conversely, the strongest limits are found where the particle masses are both
small and the mediator can be produced on-shell, a result of both the enhanced
cross section and the harder Emiss

T distribution (see fig. 8.3). Since µ > 1 in all
cases, no part of this model is excluded by this analysis.

This so-called benchmark coupling method of presenting limits for a simplified
model is a clear alternative to the method used in chapters 6 and 7, which plotted
limits on the coupling combination √gqgχ for particular values of the ratio gχ/gq
(the 3D scan method). The former method is simpler for comparing with other
experiments, and requires a scan over only two parameters (the DM and medi-
ator masses), however the choice of benchmark coupling is semi-arbitrary, and
as mentioned above, is not necessarily straightforward to translate to other cou-
plings. The latter method is easy to interpret and relevant for theorists (for whom
an upper limit on a coupling is often an important result), however a comparison
with other experiments is more complex and the scan over additional parameters
is considerably more challenging and time- and resource-consuming. The de-
bate within the ATLAS, CMS and theory simplified model community regarding
the best way to interpolate and present such results is an on-going one, however
methods such as rescaling and shaping are beginning to emerge [34, 288].

The ZZχχ̄model

The cross section for the dimension-7 ZZχχ̄ model is scaled by the suppression
scale Λ to the power of -6 (see eq. 3.10 in chapter 3). The signal strength is also a
rescaling parameter:

σlim = µ× σgen (8.15)

where σlim and σgen are the limiting and generated values of the cross section
respectively. This then implies that

Λlim =
Λgen

µ1/6
(8.16)

where Λgen was set to 3 TeV in all cases.
Fig. 8.22 plots the observed and expected lower limits on the suppression scale

with 1 and 2σ uncertainties, as a function of the DM mass mχ. This can be com-
pared with the ‘min-γ’ ZZχχ̄ signal limits in fig. 6.16 of chapter 6; even with only
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Figure 8.21: The observed 95%C.L. upper limit on the signal strength µ plotted
as a function of the DM and mediator masses for the sV simplified model, as
obtained with the preliminary ATLAS hadronic mono-W/Z analysis. Taken from
ref. [5].
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Figure 8.22: The expected and observed 95%C.L. lower limits on the suppression
scale Λ (labeled M? in the figure) plotted as a function of the DM mass for the
ZZχχ̄ EFT model, as obtained with the preliminary ATLAS hadronic mono-W/Z
analysis. Taken from ref. [5].

3.2fb−1 of data, this 13 TeV analysis has obtained limits that are comparable (and,
in fact, slightly stronger) with the 8 TeV limits of that leptonic mono-Z analy-
sis. These limits could also be converted to the maximal-mixing case through a
simple rescaling of the cross section [15], and we would expect them to be again
comparable with the ‘max-γ’ limits in fig. 6.16.

The preliminary limits presented here are the first limits on both the sV sim-
plified model and ZZχχ̄ EFT released by the ATLAS Collaboration in Run II.
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Chapter 9

Conclusion

The Standard Model (SM) of Particle Physics, introduced in chapter 2, is one of
the most comprehensive high-precision and highly-tested theories in the field of
Physics, however it is known to be incomplete as there are several open ques-
tions that it does not sufficiently address. The presence of an abundance of
gravitationally-interacting particulate matter spread throughout our Universe,
known as dark matter (DM), is one of the most significant of these unexplained
phenomena, the evidence for which was outlined in chapter 2. The Weakly Inter-
acting Massive Particle (WIMP) model of DM is a popular class of model, not least
because of the so-called WIMP miracle, and because a fermionic WIMP candidate
arises naturally in several of the more comprehensive models of new physics that
have been developed, such as the many variations of Supersymmetry (SUSY).

If we make the assumption that DM can interact with the SM through a weakly-
interacting force, three orthogonal methods of searching for DM are possible: the
search for the SM products of annihilating DM (indirect detection), detection of
the nuclear recoil in a target material due to the scattering of a WIMP from a nu-
cleus (direct detection), and observation of DM produced in the annihilation of
SM particles (collider searches). The focus of this thesis was a generic collider
search, where DM is pair-produced in association with some visible object X ,
leading to the mono-X + missing transverse energy (Emiss

T ) signature.

It is advantageous to be able to constrain multiple models with a single analy-
sis; while this is not often possible with more fully-described theories like SUSY,
another approach is to look for classes of DM models that add very few addi-
tional free parameters to the SM. Most commonly used is an Effective Field The-
ory (EFT) operator, which hides underlying physics behind a contact interaction
and a suppression scale. The D1 scalar, D5 vector and D9 tensor operators couple
quarks to DM fermions, and provide a phenomenologically distinct set of opera-
tors that are easily compared across experimental channels. Another alternative
is the class of ZZχχ̄ models, which couple DM directly to the Z boson at dimen-
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sion 7. All of these EFT operators were described in chapter 3.

The potential problems of the EFT approach were also described in chapter 3,
where if certain assumptions are made about the underlying physics, an EFT
treatment can give incorrect and invalid constraints. EFTs are therefore not en-
tirely invalid, but do require careful treatment. Iteratively rescaling the limit by
the fraction of valid events is one method used to recover a useful result.

A second method is to introduce one or more further degrees of freedom,
which leads to simplified models, a class of models which are not intended to
describe all the new physics of a fully-realised dark matter model but which aim
to capture its behaviour in the collider context. A simple set of simplified mod-
els were described in chapter 3, where a vector mediator is exchanged in the
s-channel or a scalar mediator in the t-channel. A significant point of difference
between the two mediator-exchange channels is the allowed emission of anX ob-
ject from the t-channel coloured, charged mediator. Also demonstrated was the
importance of a correct treatment of the mediator width, which can signficantly
alter the kinematic behaviour of the model in the case of a narrow mediator able
to go on-shell in the s-channel. This considerably complicates the analysis of the
t-channel simplified model in the mono-jet channel, as described in chapter 7.

This thesis studied data produced in proton-proton collisions by the Large
Hadron Collider (LHC) and collected by the ATLAS detector—the design and
structure of the detector were described in chapter 4. That chapter also included
details of the reconstruction and calibration of important physics objects such as
leptons, jets and Emiss

T , in Run I and, following the long shutdown and detector
upgrades, in Run II. All members of the ATLAS Collaboration are required to
contribute to some form of performance studies, and the author’s work in correc-
tions to the calibration of the energy of hadronically-decaying taus, important for
many analyses including the H → τ+τ− search, was described in chapter 5.

The ATLAS mono-Z(`+`−) search for DM, described in chapter 6, was a study
of the D1, D5 and D9 operators along with the ZZχχ̄ EFT, for which the mono-Z
channel is particularly important. The analysis was performed with the full 20.3
fb−1 dataset collected during Run I at a centre-of-mass energy of 8 TeV. Also in-
cluded was a t-channel simplified model with Majorana fermion DM (a variant
of the tS model), which is motivated by a direct parallel with SUSY where the
neutralino and squark play the roles of the DM and scalar mediator respectively.
Events were selected with two same-flavour opposite-sign electrons or muons,
which had an invariant mass within a window of the Z boson mass, and with a
momentum balanced and back-to-back with a large amount of Emiss

T . The domi-
nant background in this analysis was the ZZ → νν̄ `+`− process, followed by the
WZ → `ν `+`− process (in which one charged lepton is not identified), both of
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which were estimated with Monte Carlo (MC) simulation, and validated in a 4-
and 3-lepton control region (CR) respectively. The remaining WW , top, W+jets
and Z+jets backgrounds were all estimated with data-driven methods. The sys-
tematic uncertainty for the main backgrounds was dominanted by the theoreti-
cal uncertainty taken from the choice of generator (contributing 35% in each sig-
nal region), while experimentally the largest contributors were the lepton energy
scales and the Jet Energy Scale (JES) and and Jet Energy Resolution (JER). The sig-
nal uncertainties for the t-channel model were taken from the D5 EFT, which has
been demonstrated to be the most similar to the simplified model in the heavy
mediator limit. Lower limits at 90%C.L. on the suppression scale of the EFT oper-
ators were obtained, as well as 95%C.L. upper limits on the tS model cross section
and coupling strength gqχ. The simplified model coupling constraints were pre-
sented as a function ofmχ andMmed, and ranged from 1.9 at (mχ = 10 GeV,Mmed =
200 GeV) to 8.2 at (mχ = 400 GeV, Mmed = 1200 GeV); the analysis was found to be
insensitive to the model when mχ ≥ 1000 GeV. These constraints were also com-
pared with the lower limits suggested by relic density calculations, and a region
of parameter space ruled out under the assumption that this model of DM and its
interactions with quarks is the only new physics. This was the first appearance
of this t-channel simplified model in generic mono-X ATLAS analyses.

Following the conclusion of Run I and during the long shutdown, many AT-
LAS mono-X analyses had published limits on the EFT operators, but had in-
cluded only one or two simplified models, with no consistency among the chan-
nels. The Dark Matter Forum therefore collated a list of recommended simplified
models for inclusion in Run II analyses; in chapter 7, the work to constrain three
of the five simplest recommended models using Run I results from the public
ATLAS mono-jet, mono-Z(``) and mono-W/Z(jj) analyses was described. This
study involved calculating model-independent limits on the visible cross sec-
tion of new physics with the use of the HistFitter software framework in some
cases, and calculating a comprehensive set of theoretical uncertainties associated
with the choice of Parton Distribution Function (PDF), tune and factorisation and
renormalisation scales in the generation process. A framework was developed
to simulate signal samples, approximate the interactions with the material of the
ATLAS detector, and to calculate limits in each channel, while the framework was
also validated against public results from the analyses. We found the strongest
limits were obtained from a reinterpretation of results in the mono-jet channel
as expected, but also concluded that the relative simplicity and cleanliness of al-
ternative channels, and particularly the complicated behaviour of the tS model
in the mono-jet channel, indicate that these channels are still extremely useful in
searches for DM.
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Once the LHC began colliding protons again at a centre-of-mass energy of
13 TeV in Run II, preliminary results were soon to follow, as only a few fb−1 of
data at the higher energy were required to obtain constraints comparable to what
was achieved with all the available Run I data. The preliminary mono-W/Z(jj)

analysis, described in chapter 8, used the first 3.2 fb−1 of 25ns Run II data, and
was designed to search for the ZZχχ̄ EFT operator and the sV simplified model,
through use of groomed large-R jets with a mass close to W or Z mass and a
2-prong substructure, produced in association with a large amount of Emiss

T . The
main backgrounds (W+jets, Z+jets and tt̄) were estimated with simulation, but
constrained with the use of three dedicated control regions designed to be rich
in each desired background process. To ensure the analysis was studied with
a fully-efficiency calorimeter-based Emiss

T trigger, the Emiss
T, no µ variable was used

which adds the pT of all muons to the Emiss
T . This variable from each of the signal

and control regions, along with all the estimated uncertainties, was input to a
profile likelihood fitting procedure, to calculate scale factors for each background
consistently across all regions, along with a limit on the signal strength µ. The
95% C.L. limit on µ for the sV model was presented as a function of the DM
and mediator masses, for fixed coupling strengths of gq = 0.25 and gχ = 1.0, and
found to range from close to unity for small mχ and Mmed, to O(50) for much of
the parameter space; the analysis becomes insensitive to large mχ in combination
with an off-shell mediator. The limit on the ZZχχ̄ EFT was converted to a lower
limit on the suppression scale, which ranged from 560 GeV for low-mass DM to
360 GeV for mχ = 1000 GeV. These were the first mono-X results to be publicly
released with Run II data.

As further data is collected at 13 TeV, limits in all mono-X channels will con-
tinue to strengthen, as we push further into the simplified model parameter space
that remains available. The High Luminosity LHC (HL-LHC), expected to in-
crease the data produced by the LHC by approximately a factor of 10, as well as
other, higher-energy collider proposals, suggest that search to produce and iden-
tify DM will continue for many years yet. We look forward to seeing what the
future of collider physics holds, and perhaps even witnessing a DM discovery.
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List of Acronyms

ADMX Axion Dark Matter eXperiment

AFII Atlfast-II

AMS Alpha Magnetic Spectrometer

AOD Analysis Object Data

BDT boosted decision tree

BSM Beyond the Standard Model

C/A Cambridge-Aachen

CaloTag Calorimeter Tagged

CAST CERN Axion Solar Telescope

CB ComBined

CKM Cabibbo-Kobayashi-Maskawa

CMB Cosmic Microwave Background

CR control region

CSCs Cathode Strip Chambers

D3PD Derived3 Physics Data

DM dark matter

ECF energy correlation function

EF Event Filter

EFT Effective Field Theory

EM electromagnetic
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EMB ElectroMagnetic Barrel

EMEC ElectroMagnetic EndCap

ESD Event Summary Data

EW electroweak

EWSB electroweak symmetry breaking

FCal Forward Calorimeter

GRL Good Runs List

HEC Hadronic EndCap

HL-LHC High Luminosity LHC

HLT High Level Trigger

IBL Insertable B-Layer

ID inner detector

IP interaction point

IRC infra-red and collinear

ISR Initial State Radiation

JER Jet Energy Resolution

JES Jet Energy Scale

JMS Jet Mass Scale

JVF jet vertex fraction

JVT jet vertex tagger

LAr liquid argon

LC Local Hadronic Calibration

LH left-handed

LHC Large Hadron Collider

LINAC linear accelerator
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List of Acronyms

LKP Lightest Kaluza-Klein Particle

LO leading order

LSP Lightest Supersymmetric Particle

MC Monte Carlo

MDTs Monitored Drift Tubes

MLL maximised log-likelihood

MS muon spectrometer

MSSM Minimal Supersymmetric Simplified Model

MVA multivariate analysis

NLO next-to-leading-order

NNLO next-to-next-to-leading-order

NNLL next-to-next-to-leading-log

NP new physics

OS opposite-sign

PDF Parton Distribution Function

PMNS Pontecorvo-Maki-Nakagawa-Sakata

PMTs photomultiplier tubes

PS Proton Synchrotron

QCD quantum chromodynamics

QED quantum electrodynamics

RDO Raw Digital Object

RF radiofrequency

RH right-handed

RoIs regions of interest

RPCs Resistive Plate Chambers
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List of Acronyms

SA Stand Alone

SCT semiconductor tracker

SHiP Search for Hidden Particles

SiM simplified model

SM Standard Model

SPS Super Proton Synchrotron

SR signal region

SS same-sign

ST Segment Tagged

STACO STAtistical COmbination

SUSY Supersymmetry

TES Tau Energy Scale

TGCs Thin Gap Chambers

TRT transition radiation tracker

TST track-based soft term

WIMP Weakly Interacting Massive Particle

WLCG Worldwide LHC Computing Grid
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