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CHAPTER 1

&

INTRODUCTION TO HIGH ENERGY
PHYSICS EXPERIMENTS AND THEIR
DETECTORS

ILICON PIXEL DETECTORS are central elements in modern-day high energy par-
ticle physics experiments due to their high efficiency and good resolution for
the tracking of charged particles. Silicon strip detectors have been used since the
early 1980s [1, 2] to achieve precise position measurements in dedicated beam tele-
scopes. In the late 1990s, silicon pixel detectors were first exploited in high energy
physics; at CERN initially implemented in the WA97 [3] and DELPHI [4] experi-
ments. The development of silicon sensor technology and detector integration has
continued throughout the years after their first implementation. Challenges that
arose for the application of silicon sensors in high energy particle physics experi-
ments were achieving high position resolution while remaining radiation hard. For
the first time in many decades, we are facing the challenge of improving a new
measurement technique in silicon sensors: temporal measurements. Measuring the
so-called time-of-arrival of charged particles would be of added value in the next
generation of high energy physics experiments. This addition of temporal informa-
tion is crucial to meet the required performance in upgraded or novel accelerator
complexes. This dissertation focuses on the development and characterisation of
the temporal measurement with silicon pixel sensors and detectors operating at
the Large Hadron Collider (LHC), as well as the use of this temporal information
in real-time event selection in the LHCb experiment at the LHC.



Chapter 1. Introduction to high energy physics experiments and their detectors

CURRENT DAY ACCELERATORS

Since many particles of interest in particle physics are highly unstable, we can
only study them indirectly via their decay products after they are produced at
collisions between particles with sufficient energy. The first accelerators date back
to the late 1800s, using for example cathode ray tubes in the discovery of X-rays [5]
as well the electron [6]. After these electrostatic field based accelerators a switch
was made to time-varying accelerators, of which the first concept was proposed
in the form of a linear accelerator in 1924 by Gustav Ising [7]. The first linear
accelerator, a klystron, was constructed in 1937 [8]. However, the first time-varying
accelerator built was not a linear accelerator but a cyclotron, conceptualised by
Ernest Lawrence in 1929 and constructed in 1930 [7]. From that point on, different
types of particle accelerators emerged.

The largest and most energetic particle accelerator that currently exists is the
Large Hadron Collider (LHC) located at the European Organization for Nuclear
Research (CERN). Constructed between 1998 and 2008 and first operated in 2009,
the LHC is a circular collider and contains two adjacent parallel proton beamlines
that collide head-on at different interaction points. When the LHC first operated,
each beamline contained an energy of 3.5 TeV, which has been upgraded through-
out the years to the current energy of 7.8 TeV per beam. At four points around
the LHC ring, the two beams are crossed such that proton-proton collisions oc-
cur. Dedicated detectors have been constructed around these interaction points:
ATLAS, ALICE, CMS and LHCb.

The particle beams in the LHC consist of closely spaced bunches containing
a large number of protons (1.15 x 10''). When these two beams cross each other,
collisions occur between the protons of the two beams. The rate R of these physics
processes depends on the process cross-section o, the bunch crossing frequency f,
the number of particles in each bunch of the two beams, Ny and Ns, and the
overlapping transversal area size A of the beams:

NN
A

R=f c=L-o. (1.1)
Here L is defined as the luminosity and is a property of the collider. To study rare
physics processes with a small cross-section o, the luminosity of these accelerators
is required to be high to yield a sufficiently high rate R. One of the options
implemented at LHC to achieve this is to have a bunch crossing rate of 40 MHz,
which sets strict limits on the detector requirements on radiation damage, speed,
and data collection rate.



LHCB AND ITS SILICON DETECTORS

The experiments of the early days of particle physics, such as the cathode rays that
were used to discover the electron, are small compared to the large and complex
detector systems currently used around the interaction points of the LHC. These
current experiments contain multiple subsystems designed for the detection of
specific particles. Silicon detectors are present in all four main LHC experiments
and are used in their tracking systems. Silicon detectors have proven their use
and capability as part of precision tracking systems and are usually impractical
and too expensive for the outer part of the detectors. Therefore, the experiments
implement layers of high-precision silicon sensors (pixelated and strip detectors)
as part of their inner tracking system.

Side View
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Figure 1.1: An illustration of the LHCb detector after the first upgrade (2022).
The different subdetectors are indicated in various colours, as well as the outline of
the cavern (grey lines and striped grey area) and the magnet (blue). The proton-
proton interactions take place in the VELO, around z = 0. Figure taken from [9].

One of the four experiments at the LHC is the LHCb (LHC beauty), shown
in fig. 1.1. This experiment is located at interaction point 8 at the LHC and con-
sists of a forward single-arm spectrometer. In other words, it focuses its particle
detection in the forward region close to the beam pipe. Due to a high particle
production rate in the forward region, the detector operates at a reduced collision
rate compared to the maximum that the LHC can produce. Figure 1.1 depicts the
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various subdetectors that make up the LHCb detector. The proton-proton colli-
sions happen around z = 0, inside the volume of the Vertex Locator (VELQO). The
VELO is a silicon pixel based tracker, the subject of this dissertation. Two other
detectors that are part of the LHCb tracking system are the Upstream Tracker (UT
- silicon based) and the Scintillating fibre (SciFi - fibre based) tracker. The remain-
ing detectors include particle identification (PID) systems, RICH1 (Ring-imaging
Cherenkov detector) and RICH?2, the measurement of the energy of particles via
the Electromagnetic Calorimeter (ECAL) and Hadron Calorimeter (HCAL), and
identification of muons in the four muon chambers (MX).

The LHCD detector is designed to study Charge-Parity (CP)-symmetry vio-
lation and rare decays of particles including the b- and c-quark. Over the years,
the field of subjects in LHCDb gradually extended, resulting in a physics study in
2011 [10] proposing an upgrade of the detector (and an increase in its received
instantaneous luminosity) with a wider physics case. This letter of intent was the
starting point of the upgrade that the LHCDb detector underwent between 2019 and
2022, which is currently referred to as Upgrade 1. In 2018 an extended physics case
for a subsequent upgrade of the whole detector was explored [11], which marked
the start of Upgrade 2, and is the starting point of the research discussed in this
dissertation. The proposed upgrade of the detector allows increasing the number
of collisions per bunch crossing by over a factor of six compared to current nominal
conditions. The Upgrade 2 of the LHCb is currently under consideration, in line
with the planned upgrade of the LHC - the High Luminosity LHC (HL-LHC).
Research and development have already started for Upgrade 2 and currently in-
vestigates novel technology implementations in the various subdetector systems.
One of the novel technologies proposed for the VELO is the addition of temporal
information, which utilises a time-of-arrival measurement on each hit. This addi-
tion helps to resolve the high density of particles related to the increased number
of proton-proton collisions, and the goal is to utilise the per-hit temporal infor-
mation in both tracking and vertexing in LHCb. The first developments of the
subdetectors towards Upgrade 2 are detailed in [12].

LHCB’S UPGRADE 2 PROSPECT

The instantaneous luminosity that LHCb will receive during Upgrade 2 directly
translates into an increased rate of events that are studied at LHCb. This, in turn,
allows to improve the accuracy of measurements on CP violating and rare decay
processes, as well as improving measurements on lepton universality tests. The
physics prospects and sensitivities of LHCb are detailed in [11]. The increased
luminosity will extend LHCb’s physics program beyond what is possible with the
Upgrade 1 detector.



The VELO is central in LHCb’s physics program due to its vertexing perfor-
mance, and it is essential to maintain or improve the current Upgrade 1 perfor-
mance in the higher multiplicity environment of the high-luminosity LHC. This
poses novel challenges for the VELO, among which are the high non-uniform ra-
diation damage as well as the high track density in the forward direction. To deal
with the higher number of proton-proton collisions during the Upgrade 2 opera-
tion, the VELO is currently planning to implement per-hit temporal information
in all its detectors.

SCOPE OF THE DISSERTATION

This dissertation reports on the possible implementation of temporal information
in the VELO Upgrade 2, and delves into the physics of silicon sensors and their
time-of-arrival measurement. The latter encompasses the development of novel
pixel sensors using dedicated systems and the development of particle beam and
optical based characterisation systems.

Simulations will be presented highlighting the impact of the addition of tem-
poral information to the performance of the VELO, discussed in chapter 2. The
time resolution indicated by these studies is indicative of the resolution that needs
to be achieved in the next several years of development, and sets a goal for the
research performed on silicon sensors in this dissertation.

The theoretical aspects of silicon sensors, from the formation of the pn-
junction to the effect of radiation damage in silicon and the generation of the
current signal induced by charged particles, are discussed in chapter 3. The as-
pects of processing and digitising the induced signals in the silicon sensor are
discussed in chapter 4. Additionally, two Application-Specific Integrated Circuits
(ASICs) and their dedicated readout systems are discussed and explained.

Two beam telescopes, dedicated systems to characterise detectors in a particle
beam environment, are discussed in chapter 5. One system is based on Timepix3
ASICs and one is based on Timepix4 ASICs. The construction, and the first results
obtained with the Timepix4 based telescope, are also discussed in chapter 5 in the
form of a paper for which I performed part of the analysis and took part in the
data taking. I am the author of the section about the temporal performance, and
contributed to the text of the remainder of the paper. Characterisation studies
of silicon sensors using the Timepix3 based telescope in view of the Upgrade 1 of
the VELO are presented. Both the charge collection properties and the temporal
properties of various designs of silicon sensors have been studied to decide the
design incorporated in the VELO, and two papers published in view of these
studies are discussed in chapter 6. In these papers, the data analysis regarding
the studies with particles perpendicular to the sensors was performed by me. I am
also the author of the text contained within these sections.
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A second, optical based, type of characterisation system is discussed in chap-
ter 7. This chapter contains a paper that discusses a two-photon absorption (TPA)
system constructed and commissioned at Nikhef as well as presenting the first re-
sults using two-photon absorption in silicon sensors on Timepix3 ASICs, measuring
both the charge collection and temporal properties. I performed all measurements
and data analysis contained within this paper, and I am the author of the text.
The first result with a 100 wm silicon sensor on a Timepix4 ASIC is discussed
separately from the paper in this chapter, and finds an improved time resolution
over the results with Timepix3 ASICs. However, further developments can still be
implemented to improve the measured time resolution, and suggestions are made
on implementing these improvements.



CHAPTER 2

6D

THE IMPACT OF TIMING INFORMATION
FOR THE LHCB UPGRADE 2 VELO

HE NEXT MAJOR UPGRADE of the LHCb detector, and more specifically the
T upgrade of the Vertex Locator (VELO) of LHCb, is under consideration and
is scheduled to take place during Long Shutdown 4 (LS4). The LS4 is a 2-year stop
of the LHC planned, at the time of writing, to start in 2033, during which there
is time to perform work on the detector in the LHCb cavern. With its ability to
withstand and record more interactions per second, this upgrade allows the LHCb
Collaboration to extend its physics capabilities beyond what is currently feasible.
At this stage, intentions have been spoken out to pursue Upgrade 2 (U2) [13]. The
baseline scenario includes an increase of the instantaneous luminosity to 1.5 X
10%* em™s™! - around six times more than Upgrade 1 (U1) - and to collect data
corresponding to an integrated luminosity of 50 fb™' per year, for a total of six
years [13]. This luminosity implies an average of 42 visible collisions (referred to
as pile-up) per bunch crossing compared to on average 7 visible collisions during
Upgrade 1. The expected beam conditions in LHCb are that the collisions are
distributed along the collision axis with a spatial Root Mean Square (RMS) of
44.7 mm and a temporal RMS of 186 ps [13].

One of the challenges for the VELO, due to the increased luminosity, is the
increased irradiation and resulting damage to the sensor. The precise nature of
radiation damage will be discussed in chapter 3. It is important to realise that a
higher particle flux results in faster degradation of the detectors. Hence, moving
the detector closer to the interaction point or increasing the instantaneous lumi-
nosity will result in more radiation damage per unit time. The track density per

7
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event at the hottest spot within the VELO is estimated by [13]
. R 2
track density = 39 x [ — | tracks per cm® per event, (2.1)
cm

where R is the distance of the sensor to the beam. This expression yields the rela-
tion between the expected hit rate and hence the radiation damage as a function
of the radial distance from the collision axis.

The consequence of data taking at larger instantaneous luminosity and pile-up
is an increased difficulty to separate the individual proton-proton collisions, which
are called Primary Vertices (PVs), and to associate Secondary Vertices (SVs) with
their primary origin vertex. With the spatial resolution of the current detector,
the more densely populated collision region will result in spatially overlapping col-
lisions after reconstruction. The addition of temporal information to the detected
hits will help resolve this problem and relies on the fact that the primary vertices
do not coincide in time. An example of how temporal information can aid the
VELO in mitigating pile-up is shown in fig. 2.1. These figures depict a typical
bunch crossing that is expected during the VELO Upgrade 2. The dots indicate
the position of the primary vertices, and the lines indicate the trajectories (tracks)
of the particles emanating from these primary vertices. The colour of the vertices
and tracks indicates the temporal information: the relative time at which they oc-
cur. The bottom plot shows the entire bunch crossing, with no selection in time,
while the middle and top plots show two smaller time windows within the bunch
crossing. These last two plots show only the primary vertices and tracks that are
present in the smaller time window and indicate how the temporal information
can aid in pile-up suppression. A common misconception is that primary vertices
and their decay products that occur outside of the temporal window are perhaps
discarded, but in fact, the temporal window is used as a rolling shutter throughout
the event, whereas track matching algorithms only consider primary vertices close
in time. The general idea is that the more precise the temporal information is, the
better pile-up can be resolved.

Simulations have been performed to study which time resolution is required
for the VELO to mitigate the detrimental effects of pile-up. These simulations
test the standalone primary vertex reconstruction and the physics performance
for various event selection algorithms for different simulated time resolutions of
the detector. The remainder of this chapter is divided as follows: in section 2.1
the design of the VELO Upgrade 1 and the scenarios that are currently considered
for the VELO are discussed, in section 2.4 the simulation setup is explained and
in section 2.5 results from the simulation are shown and discussed.
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Figure 2.1: Three figures indicating the impact of temporal information on pile-up
suppression for the VELO. The dots in the figures are the primary vertices and the
lines indicate the particle trajectories originating from these primary vertices. The
colours indicate the timestamp associated with the vertices and tracks. A typical
proton-proton collision is shown, with on average 42 visible collisions. By including
temporal information, and selecting a smaller window in time, the effective pile-up
is artificially reduced, visible by a reduction of coloured vertices and tracks. The
bottom figure shows the full proton-proton collision, the middle figure shows a
time slice of 120 ps and the top figure shows a time slice of 30 ps.




Chapter 2. The impact of timing information for the LHCb Upgrade 2 VELO

2.1 UPGRADE 2 VELO DETECTOR DESIGN SCENARIOS

The VELO is designed and optimised as the inner tracker for the LHCb experi-
ment. As a dedicated experiment for b- and c-quark physics, the LHCb experiment
is instrumented in the forward direction, with the acceptance of the VELO limited
to the region: 2 < n <5 (13 < 6 < 269 mrad). Track reconstruction, therefore,
is also mainly focussed in the forward direction. Some tracks, however, are also
reconstructed in the backward and radial direction to reconstruct the position of
the primary vertices. The reconstruction efficiency of these tracks is not as criti-
cal as for those in the forward direction. The detector layout is designed with a
requirement of four hits as a minimum for a track to be reconstructed.

1m
+ 390 mrad
__L4-F1" 70 mrad
é HH ‘ H_LL_-L_’_:::’_,_--ij—JV 15 mrad
] N
T
Yoz

Figure 2.2: The spacing and layout of the individual modules of the VELO. The
vertical black lines indicate the modules, and the black circle indicates the position
of the interaction region. The dashed lines and the related angles indicate the
approximate acceptance of the VELO. Figure adapted from [14].

g

z z le4 mm

6 mm

VELO fully closed VELO fully open

Figure 2.3: Side view of the detection material on each module. The VELO is
shown in a closed (radially fully covered) and open position. The grey rectangles
indicate the silicon sensors. Figure adapted from [14].

The VELO Upgrade 1 design consists of detection planes perpendicular to
the beam axis. The spacing between the individual planes is optimised to ensure
that the largest acceptance is covered with the four-hit track requirement. The
resulting layout of the VELO is shown in fig. 2.2. The detector has 26 layers,
which consist of two halves that approach the beamline from opposing sides. The

10



2.1. Upgrade 2 VELO detector design scenarios

innermost point of the sensors is 5.1 mm away from the beam. The detector
that makes up one-half of a detection layer, referred to as a module, is shown in
fig. 2.4. The detection region extends around 3 cm from the module’s innermost
part and covers the beam axis radially (see fig. 2.3). The LHC beam vacuum is
separated from the vacuum in which the modules operate by a thin aluminium
box called the RF-foil. The side of this box which faces the beam has corrugations
that match the modules’ positions in z and minimises the amount of material
traversed by particles within LHCb’s acceptance [15]. This foil is made out of
thin corrugated aluminium (not indicated in these figures). The design of the
VELO Upgrade 1 detector is implemented as a reference scenario to the Upgrade 2
simulations presented in this chapter. The studies performed in this chapter mainly
focus on the addition of temporal information to the VELO and the implication of
this on the reconstruction performance. In these studies, the Upgrade 2 scenario
refers to the Upgrade 1 detector geometry including temporal information while
operating with the beam conditions that are currently considered for the Upgrade 2
detector.

Figure 2.4: An illustration showing an individual module of the Upgrade 1 de-
tector. The red squares indicate the hybrid pixel detectors and are offset to the
detectors on the other side of the module for optimal coverage. The module overall
is around 30 cm in length. Illustration taken from [16].

The layout of the Upgrade 1 VELO was optimised for the environment it
is currently facing, with one of the major changes over its predecessor being a
decreased inner radius from 8 to 5.1 mm. Since the conditions that the Upgrade 2
VELO will be facing are very different compared to the conditions for Upgrade 1,
the layout and design of the detector are to be further studied before settling on
a final design.

11
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The increased pile-up density and the need to distinguish secondary heavy
flavour decay vertices steer possible Upgrade 2 detector designs. The main chal-
lenge comes from the increased instantaneous luminosity, which directly affects
the data transmission rate and track reconstruction performance as well as the
accumulated radiation damage in the long term. The latter imposes strict require-
ments optimising the detector’s inner radius versus the detector’s lifetime and
replacement frequency. In [13], two possible scenarios for the detector design of
the VELO are considered. In this section, the aspects of these two scenarios will
be further discussed. These two designs serve to guide the discussion on the final
design and impact of the VELO.

The specifics of each of the two scenarios are mainly driven by the precision on
the impact parameter (IP), the closest distance a track approaches its production
vertex. This resolution can be expressed as [17]:

o _Af (of +03)

f—
2
T'foil Tfoil Ttoil
+ —==10.0136 1+ 0.0381n )} 2.2
p%\@{ Xo ( Xo 22)

2

1 1 T
+ 0.01364,/— ( 1 +0.0381n ):| .
a2 { Xo ( Xo

Here o1 and o9 are the uncertainties (hit resolution) on the first and second
measurement points, respectively and depend on the detection technology and
pixel size. The A;; terms represent the distance between point ¢ and point j. A
convention is used where 0 is the point of origin, 1 and 2 are the first and second
measurement points and foil refers to the RF-foil. Furthermore, r; is the radius
of layer i, x; is the thickness of layer 7, and X is the radiation length. The first
term represents the resolution of the track measurement based on the first two
planes, the second term represents the scattering contribution from the material
of the RF-foil and the third term represents the scattering contribution from the
material of the first detection plane. From this formula, it can be seen that an
increased spacing between the first and second measurement (Aj5) will increase
the precision of the impact parameter measurement. Similarly, moving the de-
tector closer to the interaction region, reducing r;, also results in an increased
precision of this measurement. The latter, however, results in a more considerable
amount of radiation damage, which degrades the operation of the detector. The
contribution of the foil is the multiple scattering that particles experience when
traversing material, resulting in a deviation in their direction and directly worsen-
ing the track reconstruction precision when extrapolating the measured track to its
origin. This degradation of the track reconstruction precision also translates into

12



2.2. Time resolution required for the VELO Upgrade 2

a degradation in the impact parameter resolution. Therefore, moving the RF-foil
further out will result in a larger impact parameter uncertainty. These aspects
should be considered when comparing the different detector designs since these
imply different limitations such as a potential yearly replacement of the whole de-
tector. Here, two opposite scenarios are highlighted for further studies: so-called
scenarios A and B. The final design will most likely be a compromise between
these two study cases.

e Scenario A: this scenario considers an identical geometrical layout to Up-
grade 1, and therefore has an inner radius of 5.1 mm and an identical RF-foil
shape. It also considers the same hit resolution (pitch of 55 um) and there-
fore implies the same impact parameter resolution. This scenario, however,
suffers from intense irradiation and may require a yearly detector replace-
ment due to the annual accumulated fluence of 1.0 X 106 1 MeV ngq/cm?.
Another challenge for this scenario is the very high hit rate, and therefore
data rate, directly related to the increased instantaneous luminosity.

e Scenario B: this scenario considers a VELO that is moved out to an inner
radius of 12.5 mm leading to a worsened impact parameter resolution due
to the larger extrapolation arm. To compensate, it requires a significantly
lighter (or complete removal of the) RF-foil to maintain a similar impact
parameter resolution. This can be seen from the second and third term in
eq. (2.2), which indicates that, to keep a constant combined contribution
from the material of the first plane and the foil, the radius of the first hit
can be increased if the material of the RF-foil (radiation length) is reduced.
This scenario is chosen such that the particle fluence in the detector is similar
to that of the Upgrade 1 detector, which implies that a similar technology
can be used in the Upgrade 2 detector as was used in the Upgrade 1 detector.
The increased radius, however, requires a better hit resolution to keep the
impact parameter resolution the same as in the Upgrade 1 detector. This
can be achieved by reducing the pixel pitch from 55 pm to 42 pm.

In this chapter, the implementation of temporal information is studied, focusing
on a single scenario: scenario A.

2.2 TIME RESOLUTION REQUIRED FOR THE VELO Up-
GRADE 2

To understand which time resolution is required in scenario A, the reconstruction
efficiency of primary vertices is studied for a luminosity of 1.0 X 1034 cm™s™ and
1.5 x 10%* ¢cm™s™!, both with 2400 colliding bunches. This results in an average
of 42 visible interactions per bunch crossing (referred to as pile-up). The region in
which collisions occur is approximately 15 um wide (perpendicular to the beam)

and approximately 44 mm long, with the interactions occurring over a length of

13



Chapter 2. The impact of timing information for the LHCb Upgrade 2 VELO

180 ps in time. All events used in this study are minimum bias events. In fig. 2.5
the reconstruction efficiency of primary vertices is shown as a function of the hit
resolution. The dotted line indicates the primary vertex reconstruction efficiency
for the Upgrade 1 detector, which does not include any temporal information.
The efficiency of the two Upgrade 2 scenarios is found to decrease monotonously
when the time resolution is decreased, while only showing a slight reduction in
performance between 1.5 X 103 cm™s! and 1.0 x 103* cm™2s™!. The addition
of time information in the primary vertex reconstruction algorithm decreases the
possibility of misreconstructing a vertex caused by randomly combining two tracks
that come close to each other. These results show that the performance of the
Upgrade 1 condition is achieved if a single hit time resolution of at least 50 ps
is implemented in the Upgrade 2 scenario. A worse time resolution results in
an increase of random combinations, and therefore reduces the efficiency. From
this study, the required single hit time resolution is set at 50 ps for the additional
studies shown in this chapter.

[
T

PV efficiency
o
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T
|

o ¢
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BT —
0. 0 50 100 150
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Figure 2.5: The primary vertex reconstruction efficiency as a function of hit time
resolution. The black dashed line indicates the Upgrade 1 beam conditions and
does not use temporal information. The solid and dotted red lines indicate two
luminosity values for the Upgrade 2 beam conditions, and both include temporal
information in the primary vertex reconstruction. Figure adapted from [13].

Subsequently, the impact of adding 50 ps per hit temporal information is stud-
ied for the primary vertex reconstruction efficiency as a function of the number of
reconstructed tracks originating from the primary vertex, shown in fig. 2.6. The
black line indicates the expected performance of the detector with Upgrade 1 beam
conditions, and the blue and red lines indicate the performance of the detector un-
der Upgrade 2 beam conditions with (red) and without (blue) the use of 50 ps
temporal information per hit. One can see that the efficiency is significantly re-
duced when no temporal information is included, while the efficiency is recovered
to the level of performance of the detector with the lower pile-up (Upgrade 1 beam
conditions). Therefore, a proper primary vertex reconstruction requires the inclu-
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sion of temporal information to maintain efficient primary vertex reconstruction
in the high pile-up environment.
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Figure 2.6: The primary vertex reconstruction efficiency as a function of the num-
ber of tracks emerging from the primary vertex. The black line indicates the
performance of the Upgrade 1 detector, and the blue and red lines indicate two
scenarios for Upgrade 2: without temporal information (blue) and with temporal
information (red). Figure adapted from [13].

The impact of the addition of temporal information in the Upgrade 2 scenario
and the ability to maintain the performance of currently employed parameters in
physics analyses should be further investigated. A limited selection is discussed in
section 2.5.

2.3 PARAMETERS FOR LHCB ANALYSES

In this section, we study several quantities that are typically used in LHCb anal-
yses and discuss how their performance is affected by an increased pile-up. As
a benchmark decay channel for B-physics, BY — D77t is used, where the D;
meson further decays into two kaons and a pion. The B? meson is produced at the
collision point of the two colliding protons, called the primary vertex. Particles
originating from a primary vertex are called prompt tracks. After the BY meson
travels a short distance of several millimetres, dictated by an exponential decay,
it decays into the Dg; meson and the pion. The position of this decay is called
the secondary vertex. The Dy meson subsequently decays further until only stable
kaons and pions remain. The particles originating from the secondary vertices are
called displaced tracks as they typically do not point back to the primary vertex.
The schematic overview of the BY — Dy 7T decay channel is shown in fig. 2.7.

To reconstruct the decay structure depicted in fig. 2.7, different tracks need
to be combined to reconstruct the D7 meson, and subsequently to reconstruct the
BY meson. In the selection process, prompt tracks must be distinguished from
displaced tracks. This is an important aspect of selecting candidates of interest
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Kt K- 7~

Figure 2.7: A schematic indication of a BY — D; 7t decay. The black lines
indicate the trajectories of the particles and the dotted line indicates that the K~
meson directly points to a non-associated primary vertex, which therefore might
wrongly be reconstructed as a prompt particle.

in the trigger of LHCb. A variable that can be used to select these tracks is the
impact parameter. The impact parameter is the distance between the extrapolated
track and the closest primary vertex to this extrapolation. The impact parameter
has proven to be a powerful discrimination parameter with the original VELO
detector as well as the Upgrade 1 VELO. However, when the pile-up is further
increased, the extrapolated tracks from secondary particles will randomly coincide
with a unrelated primary vertex. This is indicated in fig. 2.7 by the dotted line
pointing from the secondary vertex to a second primary vertex unrelated to the
depicted decay.

In practice, the impact parameter requirement is applied by the unitless IP,2.
The IP,» parameter is defined as the impact parameter distance divided by the
total uncertainty and considers both the extrapolated uncertainty on the track and
the uncertainty on the position of the primary vertex. For a given track, the IP,.
is determined for all reconstructed primary vertices in an event, and the lowest
value is used as the discriminating value.

The impact of higher pile-up can be suppressed by employing the temporal
information from detector hits in the VELO. When temporal information is in-
cluded in the same decay, now shown in fig. 2.8 with the associated timestamps,
a distinction between the timestamp of the displaced track and that of the non-
associated primary vertex can be made. One can see that all components of the
decay have a similar timestamp, whereas the unrelated primary vertex that at first
would have been associated, does not match in time. Using temporal information,
the correct primary vertex is now selected for all displaced tracks. One can even
argue that, when an infinite precision can be achieved on both the momentum
and temporal measurement, the track to primary vertex association can be based
solely on the matching of timestamps of particles and vertices. In reality, the
complications that arise from the need for momentum information in the earliest
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stage of reconstruction make it impracticable, if not impossible, to execute a fully
time-based association.

0.12 ps 0.38 ps

Figure 2.8: The same decay as fig. 2.7, but the associated timestamps, corrected
for their time of flight, are indicated. One can see that all timestamps of the decay
are similar, while the one from the non-associated primary vertex is different and
can therefore be excluded.

The depiction of a decay as a stationary event, such as one often depicts
in diagrams, is not truly correct at the timescales that we are considering. One
should, and needs to, consider the time of flight and the propagation of the decay
throughout all four dimensions: spatial and temporal. As these are related using
the particle’s velocity, it is crucial to know the velocity accurately. Since there is
a large variety of velocities, the spread originating from a simple assumption, such
as a common speed (for example the educated guess of the speed of light), quickly
dominates over the resolution of the temporal measurement and will dilute the
temporal information to the extent that it cannot be used to regain performance.

The relation between the position and time of a particle also implies that, in
general, we cannot speak of a timestamp of a track without defining where on the
track the timestamp is measured or extrapolated to. Since the distance between
a track and the different primary vertices in an event is different, the track’s
timestamp needs to be corrected to compensate for the time of flight before a
comparison between the timestamp of a track and a primary vertex can be made.

The addition of temporal information to regain physics performance will im-
pact parameters used throughout analyses in LHCb. In the remainder of this
chapter, we will highlight the impact on a subset of these parameters: the dis-
criminating power of displaced tracks and the decay time resolution.
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2.4 SIMULATION SETUP

For the timing study simulations, events of the type B? — D (— K- K*tn~)n™
(and its charge-conjugate) are used with the expected increase in instantaneous
luminosity as well as other settings of the beam parameters for the Upgrade 2
beam conditions, which are taken from [18], and corresponds to a luminosity of
1.5 x 103* cm™s™L. The standard LHCb simulation package (Gauss v53r1 [19]) is
used to generate the events with the inputs described before. The interactions of
the final state particles with the detector material and the detector digitisation
response are simulated with the GEANT4 toolkit [20] as described in [21]. This
simulation yields all true timestamps and locations of all particle and material
interactions, which in turn are smeared based on their time and spatial resolution
according to the parameters under study.

To simulate an accurate representation of the implications of the primary ver-
tex reconstruction, the spatial and temporal resolution of the primary vertices were
taken directly from Monte Carlo and have been smeared based on the number of
prompt tracks in the VELO acceptance. This method is used since the resolutions
depend on the number of tracks used to reconstruct a primary vertex, as shown in
fig. 2.9. This figure shows the z, z and time resolution of reconstructed primary
vertices as a function of the number of tracks in the primary vertex. The black line
indicates the resolution under the Upgrade 1 conditions, and the red line indicates
the resolution for the Upgrade 2 conditions where temporal information is included
to assign tracks to the vertex. The slight difference between the two curves is due
to the difference in beam scenarios between the Upgrade 1 conditions and the
Upgrade 2 scenario that is considered. To simulate the effect of merging primary
vertices in the Upgrade 2 scenario which does not include temporal information,
25% of the primary vertices are merged with a second primary vertex and a larger
spatial uncertainty of 1 mm is assigned to this merged primary vertex. After these
studies were performed, a dedicated 4D (using spatial and temporal information)
tracking algorithm was developed. This new tracking algorithm will allow studies
to have a more accurate representation of the primary vertex reconstruction.

2.5 SIMULATION RESULTS

To understand the consequences of a 50 ps single hit resolution, two aspects have
been studied. Firstly, the ability to discriminate between particles from the pri-
mary vertex and particles from secondary vertices in section 2.5.1, and secondly,
the decay time resolution of a By meson in section 2.5.2. Both are expected
to have reduced performance in an environment with an increased combinatorial
background due to the increased track and vertex density. As a baseline, the Up-
grade 1 performance is taken and compared to the performance of the Upgrade 2
scenario with and without temporal information. Finally, the impact of changing
the acceptance of the VELO detector will be discussed in section 2.5.3.
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Figure 2.9: The resolution of the reconstructed primary vertices perpendicular
(parallel) to the beam axis is shown on the top left (top right) and the time res-
olution is shown on the bottom. The black line indicates the resolution for the
Upgrade 1 conditions, and the red line indicates the resolution for the Upgrade 2
scenario where temporal information is included in the primary vertex reconstruc-
tion. Figures adapted from [13].

2.5.1 THE IMPACT OF TIMING INFORMATION ON THE DISCRIMI-

NATING POWER

As discussed in section 2.3, one of the most important parameters that aid in
discriminating between prompt and displaced particles is the impact parameter,
A ROC curve
(Receiver Operating Characteristic curve) is used to quantify the impact of the
increased instantaneous luminosity on finding displaced tracks. The tracks are
selected based on their IP, 2, where for each value of IP,2 the number of displaced
tracks that have a higher IP,2 than the threshold are counted and divided by
the total amount of displaced tracks in the dataset (y-axis). At the same time
the number of prompt tracks with an IP,» higher than the threshold is divided

and more specifically the impact parameter significance (IP,2).

by the total number of prompt tracks in the dataset (x-axis). These two values
are plotted against each other, and this sequence is repeated for a range of IP,.
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values. When temporal information is included in the reconstruction, only the
IP,2 is included when the track passes the primary vertex within 3¢ in time.
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Figure 2.10: The ROC curve indicating the discrimination power of the IP,2 to
distinguish displaced from prompt tracks. The black line indicates the current
Upgrade 1 performance, and the other line styles and colours indicate different
scenarios that are considered for Upgrade 2. Besides the addition of temporal
information, the effect of the RF-foil is also shown by including (solid line) or
removing (dashed line) the RF-foil. Figure adapted from [13].

This procedure yields the ROC curve shown in fig. 2.10, which shows the
effectiveness of the IP,» as a discrimination tool to find displaced tracks for five
different scenarios. The tracks have been fitted using a simplified Kalman filter,
and only tracks with a momentum of at least 2GeV/c in the LHCb acceptance
are included, similar to the current set of requirements for the reconstruction.
The solid black line indicates the performance in the Upgrade 1 beam conditions,
while the other four dashed/dotted lines indicate different detector designs under
the Upgrade 2 beam conditions. Within the Upgrade 2 scenarios, two separate
cases are considered: with or without the RF-foil and with or without using tem-
poral information. Considering the Upgrade 2 scenario in which the RF-foil is
included, the performance drops significantly without temporal information and is
almost completely recovered by adding a temporal measurement with a resolution
of 50 ps time resolution per hit. The performance is further recovered by removing
the amount of passive material coming from the RF-foil, since this decreases the
multiple scattering before the first measurement of the track. From this result,
the conclusion is drawn that including timing information with a 50 ps per hit
time resolution in the VELO allows maintaining a good performance even under
the high pile-up conditions of high luminosity running, irrespective of the in- or
exclusion of the RF-foil.

20



2.5. Simulation results

2.5.2 THE IMPACT OF TIMING INFORMATION ON THE DECAY TIME
RESOLUTION

By precisely reconstructing the creation and decay position of a particle, the trav-
elled distance is determined. Combining this distance with the momentum mea-
surement, the particle decay time can be calculated. In this study, the Dg meson
origination from a By meson is used to study the decay time resolution of the D
meson using the previously used decay channel.

To reconstruct the Dg meson, two oppositely charged kaons and one charged
pion are combined if the distance of closest approach of the trajectories (tracks)
is maximally 0.1 mm. Only tracks are considered that have an impact parameter
of more than 0.1 mm, are within the LHCb acceptance, have a momentum of at
least 5GeV/c and have at least a transverse momentum of at least 200 MeV/c.
Only primary vertices are considered for the impact parameter determination that
fall within 3¢ in time if temporal information is included, otherwise all primary
vertices are considered. In the higher pile-up environment, there is a larger prob-
ability for random combinations, and therefore a degradation of the decay time
resolution is expected. Similarly to the implementation of temporal information
in the calculation of the impact parameter, the decay tracks must be within 3¢ in
time. The reconstructed vertex of these three particles is used as the decay point
of the D, meson.

The reconstructed D, meson is used to find a second pion, which satisfies the
requirements mentioned before, that comes close to the reconstructed flight path
of the Dy meson. If the distance between them, called the Distance Of Closest
Approach (DOCA), is less than 0.1 mm, the combination of the D meson and the
pion is reconstructed as the B; meson. This point is used as the production point
of the Dy meson and the distance between the production and decay points is
calculated. From this distance, the reconstructed decay time is derived using the
true momentum of the particle and compared to the true decay time that was given
by the simulation. The residual between these two values for the three scenarios
considered is shown in fig. 2.11. This figure also presents the fitted width o of a
Gaussian function, as well as the calculated RMS to quantify the distribution’s
tails. The fitted width of the distribution is found to stay similar in all scenarios,
while the RMS shows a significant degradation under the high pile-up conditions
of the Upgrade 2 beam conditions. This degradation is again mostly recovered
when the temporal information is included, however, the tails of the distribution
are still slightly more prominent compared to the Upgrade 1 conditions. This
result indicates that implementing a 50 ps hit time resolution significantly reduces
the impact of the higher pile-up on the performance of the VELO.
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Figure 2.11: The decay time residual of the reconstructed decay time of a Dy
meson. The black line indicates the Upgrade 1 performance and the blue (red) line
indicates the performance in the Upgrade 2 conditions without (with) temporal
information. The values indicated in the legend are the width of a Gaussian
distribution fitted to the distribution (o) and the RMS of the full distribution.

2.5.3 THE IMPACT OF THE ACCEPTANCE OF THE VELO

The reconstruction probability of a D, meson is studied for the case of a reduced
small angle acceptance of the VELO. As discussed before, reducing the acceptance
and keeping the overall VELO the same length means that the sensors can be
positioned further away from the beamline, and thus from the interaction point.
This has both detrimental and beneficial effects. The benefit is the drastically
lower radiation damage further away from the beamline. At the same time, the
major downside is a degradation of the impact parameter resolution (eq. (2.2)) as
well as a reduction in acceptance, the latter is studied here by considering the loss
of tracks in the high pseudorapidity area: n > 4.7.

In the high pseudorapidity region, the pointing resolution of the tracks is
significantly worse than the resolution of the reconstructed primary vertices along
the beamline, which makes it generally difficult to assign these tracks to the correct
primary vertex (illustrated in fig. 2.12). In this illustration, two primary vertices
are indicated alongside three different tracks. The oval shape of the primary
vertices depicts the uncertainty of their reconstructed positions, which in the beam
direction is much larger compared to the direction perpendicular to the beam
direction due to the forward acceptance of LHCb. Track 1 and 2, indicated in
this figure, show two different tracks at a low pseudorapidity: one prompt track
and one displaced track. The impact parameter for these two tracks is a clear
discriminating variable to select the displaced track out of these two. The third
track indicated is in the high pseudorapidity range and potentially is a displaced
track from one of the primary vertices. However, due to the small angle to the
beam axis, the extrapolated track has a large probability of randomly intersecting
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an unrelated primary vertex, resulting in a badly measured impact parameter.
This in turn dilutes the discriminating power of the impact parameter at high
pseudorapidity, and thus the statistical gain by including this region in analyses
might be minimal.

The addition of temporal information can however aid in regaining this dis-
crimination power. By comparing the particle’s timestamp to that of the primary
vertices, unrelated vertices can partially be excluded. Therefore, the addition of
temporal information can aid in the discrimination power in the high pseudorapid-
ity region. This performance improvement however only aids to a certain extent,
since at very small angles close to the beamline, even after selecting the primary
vertices that fall within 30 in time, the number of random vertices lining up is
simply too large.

Track 3

Beam axis

Figure 2.12: In this figure two different primary vertices are indicated and labelled
accordingly, as well as three different particle tracks. Track 1 is a prompt track
originating from PV, track 2 is a displaced track from PVs, and track 3 does not
originate from either PV; or PV,. However, the extrapolated track passes close
by the two primary vertices.

To understand the impact of the high rapidity region on a typical analysis, the
decay products of a D (K K7) meson, originating from a By meson are studied
via a counting study in different pseudorapidity regions. The same requirements
set for the decay resolution study are applied here, as well as assuming a perfect
particle identification process. The selection of the decay product is made using the
pseudorapidity of the decay products, effectively making the forward acceptance
of the VELO slightly smaller, otherwise using the layout of the Upgrade 1 VELO.

The number of reconstructed Dy mesons which have (part of) their decay
products in 4.7 > n > 5.0 (with respect to 2 > n > 4.7) and 4.85 > n > 5.0 (with
respect to 2 > n > 4.85) are counted to differentiate between the performance
in the low and high pseudorapidity regions. The D, meson is reconstructed if
two oppositely charged kaons and a pion, all with an impact parameter of at least
0.1 mm, have a DOCA of less than 0.1 mm. This D4 meson is considered part of the
signal if the two kaons and the pion truly originated from the D, meson, and are
considered background if at least one of the three decay products is not related to
the D; meson. The background case can also exist where three unrelated particles
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randomly approach each other, while they do not originate from a D, meson,
which leads to an additional Ds meson that is wrongly reconstructed. In the case
of the addition of temporal information in the Upgrade 2 scenario, only primary
vertices that fall in 30 temporal windows with the decay product are considered for
the determination of the impact parameter. Similarly, the timestamp of all three
decay products at the point of closest approach (the secondary vertex) should fall
within a 30 temporal window of each other.

The results from this counting study are shown in table 2.1 through table 2.6
and contain the results of the Upgrade 1 scenario and the Upgrade 2 conditions
with and without temporal information (assuming a 50 ps hit resolution). The
maximum amount of signal is higher in the Upgrade 1 conditions because a larger
data sample was used, therefore, the absolute numbers cannot be compared di-
rectly between Upgrade 1 and Upgrade 2. To compare the different scenarios, the
signal-to-background ratio (S/B) is indicated.

These results show a significant degradation of the signal-to-background ratio
when more decay products are present in the high pseudorapidity region, inde-
pendent of the scenario. A similar trend is present when moving from Upgrade 1
to Upgrade 2 without temporal information, where there is a significant loss in
signal-to-background ratio. This loss in signal-to-background ratio is fully recov-
ered when including temporal information, indicating that the addition of temporal
information is successful in suppressing background events as well as improving
the discriminating power of the impact parameter. Besides the difference in signal-
to-background ratio in the high pseudorapidity region, one can also see that the
absolute number of signal events that have at least one track in this region is
relatively small, around 10%. Therefore, the impact of this region on the total
statistics is minimal. What also should be noted is that, contrary to the other
scenarios, the addition of temporal information in the case of at least two tracks
in the highest pseudorapidity, n > 4.85, does not fully recover the performance.
This is most likely due to the very small angle to the beamline, which dilutes the
power of temporal information.

The relative contribution of this high pseudorapidity region in combination
with the significantly lower signal to background ratio in this region (from around
6 to 2), for both the n > 4.7 and 1 > 4.85 case, gives the motivation to decrease
the acceptance of the VELO from 2 > n > 5 to 2 > n > 4.7 based on this decay
channel. Different physics channels should be studied to ensure that none of them
extensively use data from this region, as well as to understand how the impact of
this change in the VELO propagates to the other subdetectors in order to fully
understand the impact of such a change in the layout of the VELO.
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In summary, this study indicates that the high pseudorapidity range does not
contribute in statistical gain in a high particle multiplication scenario. Therefore,
if the acceptance of the VELO could be reduced, this indicates that placing the
detector at a larger minimum radius, leading to a lower radiation damage require-
ment, could allow the development of a cheaper overall detector, and perhaps ease
the fast-timing requirements. This, in turn, allows a broader selection of sen-
sor and ASIC technologies that can be considered for the VELO, since radiation
tolerance is often the limiting factor.

Table 2.1: All tracks in 2 <n < 4.7  Table 2.2: All tracks in 2 <n < 4.85

| Signal Background S/B | Signal Background S/B

Ul 19707 3128 6.30 U1 20546 3587 5.73
U2 14104 13364 1.06 U2 14623 14134 1.03
U2 time | 14041 2170 6.47 U2 time | 14537 2408 6.04

Table 2.3: > 1 track in 4.7<n <5 Table 2.4: > 1 track in4.85 <n <5

‘Signal Background S/B ‘Signal Background S/B

Ul 1727 976 1.77 Ul 803 461 1.74
U2 1017 2179 0.47 U2 464 1116 0.42
U2 time | 1016 508 2.00 U2 time | 483 239 2.02

Table 2.5: > 2 track in 4.7 <n <5 Table 2.6: > 2 track in 4.85 <n <5

| Signal Background S/B | Signal Background S/B

U1l 500 160 3.13 Ul 126 29 4.34
U2 271 217 1.25 U2 64 52 1.23
U2 time | 262 62 4.23 U2 time| 57 21 2.71
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2.6 SUMMARY

In this chapter the implications of the increased instantaneous luminosity and the
subsequent higher pile-up expected for the next upgrade of LHCb are discussed,
and more specifically for the VELO Upgrade 2. A possible solution to mitigate
the detrimental effects of this increase is the addition of temporal information
on a per-hit basis. The required time resolution for such an implementation in
the VELO is studied in this chapter, along with the implication for some of the
quantities used in the physics analysis. We determined from simulation that a 50 ps
per hit resolution results in a similar performance as the Upgrade 1 detector. The
additional pile-up results in a larger combinatorial background for all quantities
studied, and is fully mitigated by adding temporal information. The impact of the
higher instantaneous luminosity on track finding and data rate is not studied in
this work but should be investigated in parallel to the development of the detector
in order to cope with the Upgrade 2 scenario.

The required 50 ps hit time resolution sets a stringent goal for the detector
development in the coming years. Therefore, both the sensor resolution and the
electronics performance should be significantly improved from the present reso-
lution as shown in chapter 5 and chapter 7. The remaining chapters focus on
the physics principles (chapter 3) and technology (chapter 4) behind the current
state-of-the-art silicon detectors employed in high energy physics as well as dis-
cussing different characterisation techniques that are used in the development of
these detectors.
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CHAPTER 3

&

SILICON PARTICLE DETECTORS

N THE CURRENT AGE of high energy physics, silicon tracking detectors have be-
I come a central component of many high energy physics experiments. Previous
tracking detectors, ranging from photosensitive plates, cloud and bubble cham-
bers, and multi-wire proportional chambers (MWPC), are limited in both their
detection speed and reconstruction time, but also in their position resolution. The
introduction of silicon sensors as particle trackers has been crucial for state-of-the-
art high energy physics experiments. They are therefore envisioned to be part of
the next generation of high energy physics experiments. However, there is also
room for further improvement in multiple aspects of these detectors such as the
readout speed, and position and time resolution. In fact, these aspects need to
be improved to be able to provide sufficient information to deploy silicon tracking
detectors for the next generation of experiments.

Over the last few years, the high energy physics research and development
community has focused on achieving fast-timing tracking detectors that operate
at high rates, have excellent spatial resolution and withstand high radiation lev-
els. In this chapter, the fundamental principles behind silicon particle detectors
are reviewed, along with the implications of long-term operation in these exper-
iments. We start with an introduction to the principles of semiconductors and
pn-junctions and how they are deployed to detect highly energetic particles and
photons. Among others, the time resolution and charge collection mechanisms
are discussed. Subsequently, we discuss how highly energetic particles can dam-
age these silicon detectors and the implication of this on the operation of silicon
detectors.
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Chapter 3. Silicon particle detectors

3.1 BAND STRUCTURE OF SILICON

Silicon tracking detectors are based on the principle of semiconductor particle
detectors, particularly the band structure and density of states in semiconductors.

In general, materials can be classified into three types: insulators, conduc-
tors, and semiconductors. Semiconductors are characterised by the existence of a
relatively small energy bandgap within the band structure of the material. This
band structure dictates which energy states charge carriers within the material can
occupy as a function of their wavevector k. In case there is a clear band where,
for a specific energy, no states are allowed, the material is characterised as either
a semiconductor or insulator depending on the size of the bandgap, while the ab-
sence of this gap classifies the material as a conductor. For semiconductors, this
energy bandgap is in the order of electronvolts, which corresponds to the energy
of thermal fluctuations at room temperature as well as to the energy of optical
photons. Therefore, processes that can excite an electron from the valence band
to the conduction band can easily occur. The three material types are illustrated
in fig. 3.1.

A further distinction can be made for semiconductors: intrinsic and extrinsic.
An intrinsic semiconductor is a material that can be classified as a semiconductor
without the addition of additional foreign atoms. For an extrinsic semiconductor,
the pure material can not be classified as a semiconductor, but after adding foreign
atoms in the material, it becomes a semiconductor.

Conductor Semiconductor Insulator
T
K
Ok,, - - - = /4 ;____;____ __________
0 2 0 2 0 2T
k —

Figure 3.1: Illustration of an example banddiagram of a conductor, semiconductor,
and an insulator. The energy band where no states are allowed in the semicon-
ductor and the insulator is called the (energy) bandgap, and is indicated by the
shadowed region.

The characteristics of a solid-state material can be derived from its density of
states. This describes the number of available states per unit volume and per unit
energy. For a normal material (three dimensions), the allowed states in k-space,
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or sometimes also called momentum space, are quantised [22] in cubes of length
/L, where L is the length of the cube of material in normal space. Therefore,
each cube in momentum space has a volume of (2%)3 Due to the Pauli exclusion
principle [23], only two electrons can occupy the same momentum space cell at
the same time. Therefore the total amount of electrons that are present in all
momentum space is given by

3
N Veolid o (LN A s (3.1)
(2r/L)° 2r) 3

Here Vieiiq is equal to the volume in momentum space of a sphere with radius k,
and subsequently &k denotes the wavevector (or momentum). From this expression
for the number of electrons, the density per unit energy can be determined

AN _dN dk L\’ ,dk

— == (=) m=. 3.2

dE ~ dk dE <7r> aE (82)
The energy as a function of wavevector for electrons is given by E(k) = ’;::2 [22],

where m* = m} /1, represents the effective mass of an electron/hole. From this

it follows that (‘f—g = ﬁmT;, and k = v2m*E/h. Combining these relations with

eq. (3.2) yields the density of states per unit volume and per unit energy

3/2

1 dN 1 [(2mg, 1/2
g(Eeff)dEeff = ﬁ@ = ﬁ < h2/ > Eeé- dEeﬁ‘. (33)

Here E.g denotes the effective energy, which is E— E. in the conduction band and
E, — E in the valence band, and essentially is the energy difference between the
energy state and either the conduction or valence band. A more detailed derivation
of the density of states per unit volume and per unit energy can be found in [22].

The energy states are not filled randomly but in a specific order. At low
temperatures (near T'= 0K) the lowest energy states are filled first, while higher
energy states are only filled when there is no lower energy state available. The
highest level that is filled in this situation is referred to as the Fermi level. However,
when the temperature is non-zero, this transition between filled and non-filled sites
becomes more gradual instead of abrupt. This behaviour can be described by the
Fermi-Dirac distribution [24]:

1

HE) = @ mpmr (3.4)

where kp, is the Boltzmann constant. From the density of states (eq. (3.3)) and
the distribution of electrons (eq. (3.4)), the carrier density can be calculated,
which describes the number of electrons at each energy level within the band. For
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Chapter 3. Silicon particle detectors

the conduction band, the carrier density is given by the density of states g.(F)
multiplied by the probability distribution to find an electron at that energy [22]

n(E) =g (E) f (E). (3.5)

This probability function for the conduction band is illustrated in fig. 3.2. The
black line indicates the density of states in the conduction band (g.(F)), the orange
line indicates the Fermi-Dirac distribution and the red area indicates the charge
density n(E). The carrier density per unit energy yields the total number of charge
carriers. To calculate the total number of carriers within the conduction band, the
carrier distribution is integrated from the lowest energy FE. to the highest energy
of the conduction band. However, because limg_,o, f(F) = 0, the upper limit of
the integral can be set to infinity. The total number of electrons in the conduction
band follows from combining eq. (3.3), eq. (3.4) and eq. (3.5) and is given by [22]

3/2
1

This integral cannot be solved analytically. However, a numerical solution can be
found for each energy. Similarly, the number of holes can be found for the valence
band [22]

E,
p= / g0 (E)[1— [ (E)|dE (3.7)
Boo 1 fomp\*? —— 1
- [oo 272 ( h? ) B, —E 1 Jre(E—Ef)/kadE' (3:8)

The expression for both n and p can be simplified in the non-degenerate limit.
This limit assumes that the Fermi level is at least 3k, T (= 0.08 eV at 300K -
compared to a bandgap of generally > 1 €V) from both bands. In this limit, the
Fermi-Dirac distribution can be replaced by a simpler exponential function [25],
and thus the carrier density can be expressed as

< 1 fom\¥?
nz/ () VE — E. ePi=B/kT g (3.9)
E

. 2772 h2
Ec—Ej

~N,e ®T (3.10)

and

22

3/2
2
/ 5 ( mh) VE, — E e\ Bs=B)kTgp (3.11)

_ Bp—By

Nye  ®oT . (3.12)

Q

30



3.1. Band structure of silicon

Here N. and N, represent the effective density of states in the conduction and
valence band. They can be approximated as

2rmik, T\ */?

N, =2 (7”’;2”> (3.13)
2mmi kT \ /2

N, =2 <7m;’;b> . (3.14)

For the situation where the Fermi level lies between the conduction and valence
band, the density of electrons and holes in the valence and conduction band is
shown in fig. 3.3. A more in-depth derivation of these carrier densities can be
found in [26].

0 0.5

Charge Density [x10%* cm2 eV

1
Energy [eV]

Figure 3.2: The conduction band for a material that has the conduction band
energy F. at 0eV. The black line indicates the band g.(F), the orange line
indicates the Fermi-Dirac distribution f(F), and the red area indicates the charge
density n(E).

The model discussed in this case is simplified. For more complex materials,
multiple bands will be present, as well as a dependency on the momenta of the
electrons (the wavevector k). The bandstructure of materials is frequently depicted
using a banddiagram, which depicts the allowed energy levels as a function of the
momenta of the charge carriers. Such a banddiagram can be measured using angle-
resolved photoemission spectroscopy (ARPES), in which photons are used to eject
electrons from the material. Both the wavevector and the energy of these electrons
are measured, from which the distribution of the bands can be determined. An
example banddiagram of silicon is shown in fig. 3.4. The different letters in this
figure indicate specific points in the Brillouin zone of silicon.
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Figure 3.3: The valence and conduction band for a material that has the Fermi
level at 0.6eV, E,=0eV, and E.=1.1eV. The difference in the width of the
two bands is due to the different mobility of electrons and holes. The black line
indicates g, /.(F), the orange line indicates the Fermi-Dirac distribution f(£), the
blue area indicates the charge density p(E), and the red area indicates the charge
density n(FE).

3.2 PN-JUNCTION

The conductive properties of silicon can be altered by doping the material, allow-
ing a more versatile application of silicon. During this process, a number of atoms
that have a different number of valence electrons is introduced into the crystalline
lattice. This number of atoms is much larger than the intrinsic carrier concentra-
tions n and p. Thus the total carrier concentration is often expressed as solely the
number of charge carriers added by doping.

In principle, doping and the subsequent creation of a pn-junction can be
applied in any semiconductor. In practice, however, achieving high enough qual-
ity and purity of a semiconductor to use it as a pn-junction is difficult. Sili-
con, however, has been used for decades and the knowledge of the creation of a
high purity wafer has been perfected over this time. Therefore, silicon is at the
moment the best choice for high-purity and quality pn-junctions in high energy
physics. However, different materials have been used in smaller experiments such
as cadmium-tellurite [28], gallium-arsenide [29] and new materials such as diamond
and silicon-carbide are currently a focus of research as a possible replacement for
silicon. The research in this dissertation, however, focuses on silicon detectors (pn-
junction) and will therefore be used in this chapter as the main material under
consideration.

Silicon has four valence electrons that bind the silicon atom to its four closest
neighbours. If a foreign atom with an additional valence electron is introduced
in the lattice, this electron will not be bound to the neighbouring atoms in the
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3.2. PN-junction
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Figure 3.4: This figure depicts the band diagram of silicon. These bands show the
allowed energy levels for charge carriers at different momenta. The bandgap of
silicon is also visible between an energy of 0 eV and 1.12 eV. The x-axis depicts
different positions within the Brillouin zone, indicated by the letters, and the
indices indicate a numbering of bands. Figure taken from [27].

lattice (fig. 3.5 left). Therefore, this electron can be excited into the conduction
band with just a small amount of energy. The single energy state that is created
by introducing this atom, lies within the bandgap but close to the conduction
band, resulting in a higher Fermi level. Since this type of doping introduces an
additional electron, the atom is called donor, and the silicon is now called n-type.
A common atom to dope n-type silicon is phosphorus.

An atom with three valence electrons can also be introduced into the lattice
(fig. 3.5 right). In this case, not all bonds to the neighbours can be filled. This
missing bond can be filled by a neighbouring valence electron or by recombination.
This absence of an electron is also referred to as a hole, and thus the dopant atom is
referred to as an acceptor, creating p-type silicon. The presence of these non-filled
bonds creates states that lie in the bandgap close to the valence band, resulting in
a shift of the Fermi level towards the valence band. Boron atoms are commonly
used to dope p-type silicon. Typically, the concentration of these doping atoms is
low, ranging from one dopant for every 100 million silicon atoms to one dopant
for every 1000 silicon atoms.
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Chapter 3. Silicon particle detectors

Figure 3.5: Left (Right) schematically shows how a phosphorus (boron) atom
introduces an additional electron (hole) in the lattice. The four neighbouring
silicon atoms are shown as well.

By connecting p-type silicon with n-type silicon, a pn-junction will develop at
the interface. Since the concentration of electrons and holes differ between the two
types, due to their different dopant types, the electrons at the interface will diffuse
from the n-type side to the p-type side and the holes will diffuse from the p-type
side to the n-type side. The minority carriers, the electrons in p-type and holes in
n-type, will recombine with the majority carriers, which results in a current over
the junction. Since both types of silicon are initially neutrally charged, this deficit
of majority carriers results in a region of negative space charge on the p-type side
and positive space charge on the n-type side of the junction. This difference in
space charge leads to a build-up of an electric field over the junction, creating
a drift current over the junction. Since the drift and diffusion current have the
opposite sign, they cancel when the pn-junction is at thermal equilibrium. When
this equilibrium is reached, the Fermi level is constant throughout the junction.
However, since the Fermi level is closer to the conduction band for n-type silicon,
and closer to the valence band for p-type silicon, the potential on either side is
different to ensure that the Fermi level is constant (see fig. 3.6). The potential
difference between the two sides of the pn-junction is referred to as the built-in
voltage Vi, and is given by [30]

koI . [ NuN,
Vi = ——1In ( > d), (3.15)
q n;

7

where N, and Ny are the acceptor and donor doping concentrations respectively, n;
the intrinsic carrier concentration (which generally is around the same magnitude
or smaller as the doping concentration), k; is the Boltzmann constant, 7' the
temperature, and ¢ the elementary charge.

The depletion zone of a pn-junction is defined as the region in which no free
charge carriers are present. The width of this depletion zone, defined perpendicular
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3.2. PN-junction

to the junction interface, due to the built-in voltage is [30]

250651‘/})1‘ 1 1
w \/ . <Na + Nd) (3.16)

Here g¢ is the permittivity of a vacuum, and eg; is the permittivity of silicon.

An external voltage can be applied over the pn-junction. If a positive potential
difference larger than V;; is applied to the p-type side, it allows a current to flow
through the junction. This mode of operation is called forward bias. However,
if a negative potential difference is applied to the p-type side, it does not allow
any current to flow except a small leakage current, generally referred to as dark
current. In the forward bias case, the applied voltage counteracts the built-in
voltage, lowering the width of the depletion zone, resulting in more charge carriers
diffusing over the pn-junction. This allows a net current to flow over the junction
and indicates the typical usage of diodes in most electronic circuits. When a reverse
bias is applied, the potential difference over the junction is enlarged, resulting in a
larger depletion zone. The width of the depletion zone can be expressed similarly
to that of the built-in depletion zone since only the applied voltage is changed
under the presence of an external voltage: Vi; — Vi + Veye, yielding

2e0e5i (Vi + Vewr) (1 1 2e0e5iVeat (1 1
- Sp a0t (2 2 ) (347
v \/ g N. N ¢ \N TN @D

In practice, the applied external voltages are much larger than the built-in voltage,
and this component to the depletion zone is often neglected.

The continued diffusion of the electrons and holes with an external field
through the junction gives rise to a net current. The diffusion currents (known as
the electron and hole current) across the junction are given by [30]:

n? V/kyT
Insp = an/pm (eq /T — 1) : (3.18)

Here L, /, is the diffusion length, and D, /, are the diffusion constants.

Since the two currents have the opposite direction and opposite sign, they can
be linearly added to find the total current in the junction:

J=Jn+Jpy="To (qu/ka — 1) (3.19)
D D
Jo = qn; <NaLn + Nde> . (3.20)

This result is known as the Shockley equation and describes the current-voltage
characteristics of a pn-junction under both forward and reverse bias.
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Figure 3.6: Overview of the Fermi level, and the valence and conduction bands
in the presence of no external bias (top), forward bias (middle), and reverse bias
(bottom). Figure adapted from [30].
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3.3. Silicon as a detection medium

3.3 SILICON AS A DETECTION MEDIUM

The previous sections describe how a volume in silicon can be depleted of free
charge carriers to detect any externally created electrons and holes. Subsequently,
we can focus on how a (highly energetic) particle interacts with silicon to create
these charge carriers.

Electrons present in the valence band can be excited to higher energy states,
and end up in the conduction band. This excitation can occur by various processes
through electromagnetic interactions. Photons or charged particles can interact
with these electrons in the valence band, and excite them to the conduction band,
resulting in the creation of an electron-hole pair. By applying an external voltage
to the silicon, the detection volume can be depleted of free charge carriers. Since
the detection volume is empty of any charge carriers, any additional electron-hole
pairs created by a traversing particle can be detected.

Traditionally, pixelated silicon detectors consist of a bulk of either p- or n-
type silicon (see fig. 3.7), with respectively either an n- or p-type implant (with
the exception that n-type bulk can be combined with an n-type implant). Both
pT and nt refer to the relative amount of doping, in some cases p*+ and n*™+
are used to indicate higher doping levels. The implant is connected to processing
and readout electronics. This implant is first connected to a metal layer, which in
turn is connected to the Under Bump Metallization (UBM), which later connects
to bump bonds in the processing steps. There is a non-conductive silicon-oxide
layer between the implants on which a passivation is deposited to better shield the
sensor from the external environment.

If the bulk consists of p-type (n-type) material, this detector design is referred
to as p-on-n (n-on-p) and if both the bulk and the implant consist of n-type
silicon, it is referred to as n-on-n. The main difference is the type of charge
carrier that drifts towards the implant, holes for p-on-n and electrons for n-on-p.
This difference can have substantial consequences for the speed and operation of
the detector in more complex sensor designs such as Low Gain Avalanche Diodes
(LGADs) [31] and 3D sensors [32]. These modified and more complex sensor
designs are briefly described later in this chapter.

Generally, semiconductor sensors can detect either charged particles or pho-
tons. There are small differences between the interaction of highly energetic
charged particles and (near-)optical photons which are discussed in this section
since both will be used throughout this dissertation to characterise silicon sensors.
Silicon is a so-called indirect semiconductor: the top of the valence band is at
a different position within the Brillouin zone than the bottom of the conduction
band. This means that there is a momentum mismatch between states in the
top of the valence band and the bottom of the conduction band. For an electron
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Figure 3.7: Diagram of the cross section view of a planar silicon sensor. A typical
n-on-p sensor is shown on the left and a typical p-on-n sensor is shown on the
right. The small pt areas are called p-stops and are there to guide the field lines
to the implants. The metal is there to connect the Under Bump Metallization
(UBM) to the implant and the UBM is there to in turn connect the implant to
the readout electronics (not illustrated here).

with an energy larger than the bandgap energy to make this excitation, it is cru-
cial to have a change in momentum since no energy states exist with low enough
energy in the conduction band with the same momentum. This is illustrated in
fig. 3.8. However, there do exist states in the conduction band with low energy,
however, these have a different momentum. Therefore, the excitation is possible if
an additional amount of momentum (Ak in the illustration) is transmitted to the
electron, which is generally taken from phonons, lattice vibrations, present in the
crystalline lattice. Therefore, the excitations by optical photons are highly tem-
perature dependent [33] since more vibrations, and thus phonons, are present for
higher temperatures. On the other hand, for excitations generated by traversing
highly energetic charged particles, the energy transfer to liberate a single electron-
hole pair is much higher. The average energy transferred in such an interaction is
3.6 eV, which is known as the mean pair-creation energy in silicon. This excita-
tion, therefore, does not require a pre-existing phonon from the lattice, while the
processes through which the excitations are produced are different between the
photon and particle interactions, in both cases, electron-hole pairs are created and
can be detected in a similar fashion. A more in-depth explanation of energy loss in
silicon by charged particles is given in the next subsection using the Bethe-Bloch
equation.

3.3.1 BETHE-BLOCH EQUATION: ENERGY LOSS IN MATERIALS

Energy loss of charged particles in a material is a complex subject, and only the
main aspects are summarised here. A full detailed explanation can be found in [34].
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Ak

Figure 3.8: Illustration of the excitation of an electron in an indirect semicon-
ductor. To allow the excitation to happen, an additional amount of energy and
momentum are needed (black circle and arrow). If no momentum is added to the
electron, more energy is needed to allow an excitation to occur, this is indicated
by the grey arrow and circle.

When a charged particle traverses a material, the particle interacts with the
material via several mechanisms and transfers energy to the material. This inter-
action is described by the Bethe-Bloch equation. This equation gives the rate of
energy loss in a material (expressed in units of MeV g ¢cm?). This rate is also
referred to as the stopping power. For a particle with a velocity of 0.1 < v < 1000
the energy loss is approximated by [34]

_ <dE> _g2Z 1l [1 1n(2mec25;v2Tm> g 6<§v>] s

The various parameters are related to both the properties of the particle and the
material: [ is the mean excitation energy, Z is the atomic number, A is the atomic
mass of the material, 0 (87) is the density effect correction, T),q. is the maximum
energy transfer to an electron in a single interaction, and K is the coefficient for
dE/dz andis K = 47N gremec?. Here N4 is Avogadro’s number, 7 is the classical
electron radius, m. is the electron mass, and c is the speed of light. The energy
transfer process requires a minimum amount of energy to be transferred, implying
a lower cutoff, while the upper limit is given by momentum conservation between
in- and outgoing states.

The stopping power for four different particles in silicon is shown in fig. 3.9.
The various lines indicated in this figure show the dominating effects in regions.
Often for detectors operating at the LHC, the measured particles are approxi-
mately minimum ionising particles (MIP) and have an energy range where the
stopping power is minimal.

The energy deposition of a particle in a material is a stochastic process. The
energy loss probability function f(A;B7,x) associated with this energy loss func-
tion (eq. (3.21)) for a given interaction length, often the material thickness, is
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Figure 3.9: The mass stopping power of silicon as a function of the velocity of
electrons [35], muons [36], protons [37], and alpha particles [38] (normalised to
the charge number squared). The different effects that dominate in the different
regions of the momenta spectrum are indicated. The stopping power is highest
when the particles have either low or high momentum. The region around a 8 of
3 is known as minimum ionising.

described by a highly-skewed Landau-Vavilov distribution [39]. This function can
be approximated as a convolution of a Laundau [40] distribution with a Gaussian
distribution, known as a Langaus. Since the tail of this distribution is substantial,
the moments of the distribution are not defined. Therefore, the energy most likely
deposited is not referred to as the mean, but the Most Probable Value (MPV),
also known as the mode of the distribution. The MPV, A,,, is given by [41]

A, =¢ [ln(W) + ln<§> +4i—-B*=6(B7)], (3.22)

where ¢ = 5 (%) (%) (in MeV), and j = 0.200 [39]. What should also be
noted, since it is not directly visible from this expression, is that the MPV of the
Langaus is directly proportional to the thickness of the sensor. A more detailed
explanation of the processes that occur and the corresponding formulas for the

passage of particles through matter can be found in [34].
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RADIATION LENGTH

Another quantity related to the energy deposition in a material is the radiation
length Xy. The radiation length is defined as the mean distance that it takes for a
highly energetic electron to lose all but 1/e of its initial energy, where it is assumed
that this energy loss is solely due to bremsstrahlung.

3.3.2 SHOCKLEY-RAMO THEOREM

So far we have discussed how particles can create charge carriers in silicon, and how
many will be created. Furthermore, we discussed that these charge carriers drift
towards their corresponding implant by the potential that is externally applied.
Next, we will discuss how this movement will translate to a current that can be
measured or detected, and how this influences the time resolution of the detector.

Electrons and holes that are liberated in the bulk drift towards their cor-
responding implant. The movement of these charge carriers within the sensor
induces a current on both the back and front implant of the sensor. This effect is
described by the Shockley—Ramo theorem [42].

To be able to calculate the induced current on the readout electrode, the
concept of a weighting field, f)w, is introduced. The weighting field is constructed
as the effective electric field by setting the collection electrode, generally the seg-
mented readout electrode, at unit potential, and all other electrodes at zero po-
tential. The weighting field is a geometrical property of the detector and is often
numerically approximated via dedicated software simulations. The resulting elec-
tric field is defined as the weighting field and depends on all dimensions of the
pixels, such as thickness, pitch, and implant size. A theoretical description of the
weighting field for arbitrary pixel dimensions as well as implant width is given
in [43]. An example of the weighting field for two sensors with different thick-
nesses is shown in fig. 3.10. As can be seen in this figure, the weighting field peaks
around the readout electrode, and thus charge carriers at the back of the sensor
do (almost) not contribute to the induced signal. Only when these charge carriers
are drifting close to the readout electrode will they induce a significant signal on
the implant.

The induced current of a charge ¢, moving with a velocity v on the collection
implant, is given by
I =gV E,. (3.23)

This is called the Shockley—Ramo theorem and was initially developed to describe
the response of vacuum tubes. It was later proven that this theorem also holds for
charges moving in the space charge region of a semiconductor [44, 45].
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Figure 3.10: Left (Right): Weighting field for a 200 pm (50 pm) sensor. The size of
both implants, centred on x = 0, is 39 um. The volume of the pixel with the highest
weighting field is located close to the segmented readout electrode (implant).

Since both types of charge carriers (electron and holes) contribute to the
induced signal on the segmented readout electrode, the current on this electrode

can be expressed as
Ne/h

Lot =q Y (Vei+ Vii) - Eu, (3.24)
i=1

where N/, is the number of electron-hole pairs generated, and ve; and vg; is
the velocity of the i electron and hole respectively. Since the mobility of holes is
approximately three times lower than that of electrons [46], the two contributions
have different time scales. The contribution of the electrons generally peaks quickly
after the generation of the charge carriers, while the contribution from the holes
is stretched out over a longer timescale. This effect is illustrated in fig. 3.11, in
which the simulated current of a typical n-on-p sensor is shown. In this figure, the
contribution of both types of charge carriers is indicated schematically.

3.3.3 TIME RESOLUTION OF SILICON SENSORS

So far, we have described the different aspects of detecting a (highly energetic)
particle in silicon. These different aspects, however, also influence the final time
resolution of the detector and could be tuned to achieve a better time resolution.
Therefore, it is essential to understand which aspects play a role, in order to
understand and improve the time resolution.

The time resolution of silicon detectors is a combination of the contribution of
multiple aspects of these detectors. The time resolution, o, can be approximately
broken down by [47]

A= (am) ~([(5°],.) + () o
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Figure 3.11: Simulated induced current on the segmented readout side of a pixel
with a pitch of 55 um and a depth of 200 um. Charge is deposited 15 pm away
from the segmented readout electrode with a Gaussian distribution. The electron
contribution is the initial spike of the signal, while the remaining signal is induced
by the holes moving away from the implant. The red (blue) line indicates the
electron (hole) contribution. The black line indicates the total signal.

e The first component in this equation reflects the signal-to-noise level of the
signal. Here N is the noise on the voltage level, and dV/d¢ is the slope of
the rising edge of the signal. The rise time of this signal is not affected by a
change in the magnitude of the signal, and thus we can see that a larger signal
will directly decrease this term, yielding a better time resolution. Similarly,
a smaller noise N will improve the time resolution.

The second component is summarising the contribution of timewalk to the
time resolution. Since the magnitude of the signal can differ based on the
number of liberated charge carriers, it can take different lengths of time
before the signal crossed the threshold V. The risetime of the preamplifier
is given by ¢,- and also influences this contribution to the total time resolution.
From this term, we can see that increasing the signal size or decreasing the
preamplifier risetime will decrease the magnitude of this contribution to the
total time resolution.

The third component represents the contribution from the Time-to-Digital
converter (TDC). This component is directly determined by the size of the
TDC bins and corresponds to the uncertainty of a uniform distribution with
the width of the TDC bin.

On the sensor side, both the contribution from noise and that of the slope of

the rising edge of the signal, dV/dt, are influenced by the design parameters of the
sensor, such as pixel pitch and thickness. The slope of the signal can be affected
by changing the weighting field of the sensor since the induced current, the signal,
is directly related to the weighting field. Charge carriers that traverse through the
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higher gradient region of the weighting field will therefore induce a larger current,
resulting in a larger dV/d¢, and therefore a better signal-to-noise ratio.

The type of charge carrier that is collected, impacts the time resolution. Since
the mobility of holes is approximately three times lower than that of electrons, the
velocity is also lower for the same electric field. Hence, the collection of holes will
also result in a dV/dt approximately three times lower than collecting electrons.
Therefore, electron collecting (n-on-p) devices are generally considered to provide
a better time resolution than hole collection sensors (p-on-n).

DRIFT VELOCITY

The temporal properties can be improved by increasing the electric field, which
directly translates to a velocity increase of the charge carriers, yielding a better
signal-to-noise ratio.

There however is a limit to this, from both a practical and a theoretical
perspective. When high bias voltages are applied, an electric discharge can occur
from the back of the sensor to the ASIC, resulting in a broken detector. Therefore,
in air without any precautions, typically not more than 250 V is applied to prevent
these sparks. Another practical limitation is the breakdown of the sensor at around
3 X 10° V/ecm. When a higher field is applied, electron multiplication can occur,
resulting in a sudden increase in leakage current damaging the sensor.

Another limitation comes from the so-called saturation velocity. As the energy
of electrons and holes increases when the electric field is increased, it starts to
strongly act on the lattice and directly transmits energy to the lattice in the
form of optical phonons [48], which are out-of-phase movements of atoms in the
lattice. This energy transfer decreases the velocity of the charge carriers, resulting
in an upper limit of the drift velocity. The saturation velocity is determined
experimentally, and an example is shown in fig. 3.12. This figure shows the drift
velocity for electrons and holes at different temperatures as a function of the
electric field. For low electric field strengths, the drift velocity increases linearly
with the electric field, however, at higher values a saturation is visible which
is called the saturation velocity. It is important to note that radiation damage
generates more effective acceptors and donors, leading to a decrease in the mobility
of charge carriers [49].

A different factor contributing to the drift velocity is that the mobility of
electrons and holes in doped silicon can be drastically lower for high doping con-
centration (N > 10'6 ¢cm™). Experiments have shown that the electron mobility
varies depending on the donor concentration [51, 52], and the hole mobility depends
on the acceptor concentration [52]. Both mobilities decrease when the doping con-
centration increases. Since the highly doped region around the implants is thin,
the decrease in mobility in practice does not affect the resolution of current silicon
sensors.
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Figure 3.12: Drift velocity for electrons (left) and holes (right) at different tem-
peratures as a function of the applied electric field. At high electric fields, the drift
velocity of both types of charge carriers saturates. Data taken from [50].

ALTERNATIVE SENSOR DESIGNS

As we have seen in the previous sections, design choices and practicalities of specific
sensor designs can drastically influence the final temporal performance. Therefore,
different sensor concepts have emerged in the past few decades. Historically, only
thick planar sensors existed since this was what the industry provided. However,
some limitations have become evident during the development of these thick silicon
sensors. The time resolution is mainly limited due to the inherently large drift
distances that the charge carriers need to traverse to the high part of the weighting
field. A possible solution to this problem is to decrease the thickness of the sensors.
This, however, introduces a new limit: decreased charge, since the interaction
length of particles with the detector is also reduced. Therefore, the signal-to-noise
ratio for these thin planar sensors is worse compared to thick planar sensors.

To cope with the limited interplay of the radiation length X and signal, Low
Gain Avalanche Diodes (LGAD - fig. 3.13 left) have been developed. These sen-
sors incorporate a highly doped layer on top of the segmented readout electrode.
This layer results in localised high electric fields which lead to charge multiplica-
tion [31]. Therefore, a thin detector can achieve a better signal-to-noise ratio while
still having less material compared to thick planar sensors. LGADs however, are
inherently more vulnerable to radiation damage since the doping concentration is
lowered quickly [53]. This effect is discussed later on and is currently the limiting
factor for this type of sensor.

Another novel development in the field of silicon particle detectors is 3D
sensors [32] (fig. 3.13 right), which consist of doped regions that reach into the
bulk of the sensor as pillars or walls. These sensors benefit from a large signal
formation and a better time resolution due to, on average, smaller drift distances,
but have the downside of having a lower fill factor due to the pillars and walls.
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Chapter 3. Silicon particle detectors

There is ongoing research to find the ideal sensor technology that can achieve
the optimal time resolution for each specific application. The final sensor choice
for different experiments and different applications depends on many variables, as
we have discussed, and thus there is not one does is all sensor.
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Figure 3.13: An illustration of a LGAD (3D) sensor on the left (right). The poly
stands for polycrystalline silicon. The 3D sensor design shown here is typical for
a sensor produced by Centro Nacional de Microelectrénica (CNM).

3.4 RADIATION DAMAGE IN SILICON

The density of particles is extremely high close to the interaction point at the
experiments at CERN. For the experiments, it is essential to have detectors close
to these interaction points to optimise for vertexing and the impact parameter res-
olution. When highly energetic particles traverse these detectors, there is a small
chance that they will damage the detector, which is called radiation damage. The
inner trackers, such as the VELO [12], must cope with a large amount of radia-
tion and subsequent damage over the lifetime of the experiments. This damage
leads to the performance degradation of the silicon detector and directly affects
measurable quantities such as an increase in leakage current, bulk resistivity and
free charge carrier trapping in the sensor.

This damage can occur in the main part of the silicon sensor, the so-called
bulk, or on the surface at the silicon/silicon-oxide interface. The bulk is the volume
in which the electron-hole pairs are created. The radiation damage to these two
different areas, bulk versus surface, is often discussed separately. The damage
to the bulk influences many parameters of the sensor, while the surface damage
mainly affects the leakage current as well as the characteristics of the electronics.
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3.4. Radiation damage in silicon

In the following subsections, the different aspects of radiation damage in sil-
icon sensors are discussed as well as the implications of these changes to the op-
eration of the detector, such as the impact on the spatial and time resolution. A
more detailed overview of all aspects of radiation damage in silicon sensors can be
found in [54].

3.4.1 CREATION OF DEFECTS

When a particle interacts with the silicon bulk, it can not only generate electron-
hole pairs, but it can also directly interact with the silicon lattice (referred to as
the bulk). When this happens, a silicon atom can be knocked out of its initial
position within the lattice and is displaced, referred to as bulk damage. Such
a displacement is called a primary knock-on atom (PKA). The displaced atom
forms an interstitial, called a Frenkel-pair, or can react with impurity atoms in the
lattice. This displacement only occurs when the transferred energy to the atom is
above the threshold energy of E4 = 25 eV [55].

Figure 3.14: Diagram of a primary knock-on atom leaving a vacancy and creating
an interstitial on the left, and an impurity atom (red) and a Frenkel pair on the
right.

Alternatively, the energy transferred in the collisions can be much larger, such
as with nuclear reactions caused by a traversing hadron. In this case, the PKA will
move through the lattice, and lose its recoil energy Er by interactions with the
atoms in the lattice such as through ionisation or further displacement of secondary
atoms. These secondary effects are called point defects. When nearly all energy of
the PKA is lost through these interactions, the non-ionising interactions dominate
and thus form dense regions of defects. These regions are called defect clusters.
Depending on the energy and type of particle, a different combination of point
defects and defect clusters is created.

The different types of interactions result in different types of damage caused
by different types of particles and energies. Figure 3.15 shows a simulation of the
number of vacancies created by three respective types of particles [56], illustrat-
ing the different amounts of damage in the silicon lattice. The vacancies are an
absence of a silicon atom, which was removed from the original position via the
process described above. The left plot shows the number of vacancies in a 1 pum
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depth of the lattice created by 10 MeV protons with a total fluence of 1014 cm™.
The middle plot shows the vacancies created by the same fluence of 24 GeV/c pro-
tons, and the right plot shows this for 1 MeV neutrons. One can see the different
vacancies clustering for the different types of radiation. Neutrons tend to produce
vacancy clusters with few localised point defects, while the 10 MeV protons cre-
ate a uniform distribution of point defects with few clusters. These clusters are
generally produced by collisions with a high momentum transfer and thus are not
common in irradiation with low momentum particles (< 1MeV). On the other
hand, one can see that the 24 GeV/c protons produce both point defects and
clusters of vacancies.
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Figure 3.15: Spatial distribution of vacancies produced by 10 MeV protons (left),
24 GeV/c protons (middle), and 1 MeV neutrons (right) respectively. The vacancies

shown here correspond to a slab with a thickness of 1 um and a fluence of 10'4 cm™.

Figure taken from [56], and is obtained with simulations.

Besides damage to the bulk, the surface region is also sensitive to radiation
damage. This damage is referred to as surface damage, and consists of all defects
in the oxide layer (often SiO3) and the interface between silicon and the oxide.
This damage, however, occurs mostly on, and impacts, the electronic side of the
detector: the ASIC. Since this effect is of interest to the electronics industry, this
damage has been better understood and can to a certain extent be controlled by
design choices and the manufacturing process [57]. The effect of surface damage
to silicon sensors mainly manifests itself as charge accumulation at the interface.
This decreases the resistance between readout electrodes and can lead to charge
sharing between neighbouring pixels [57].

POINT DEFECTS

Induced vacancies and interstitials can react with either each other or with other
impurities inside the silicon lattice. Some of these defects can be electrically active
and give rise to states in the bandgap. These states can hold electrons or holes
that are generated in the bulk and are therefore referred to as traps. The energy
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3.4. Radiation damage in silicon

of the trap (E;) is related to either the conduction (E.) or valence band (FE,)
energy. Since these defects create energy states within the bandgap, they can aid
in the excitation of electrons from the valence to the conduction band. Therefore,
thermal excitations are more common, and as a consequence the leakage current
also increases.

A distinction is made between acceptors, donors, and amphoteric levels. Ac-
ceptors are defects that are negatively charged when occupied with an electron,
while donors are defects that are neutral when occupied with an electron. If de-
fects have two levels, and thus can acts as donors or acceptors, they are called
amphoteric defects.

Further, the location of the Fermi level determines the charge of the defect. If
the Fermi level is located above the defect level, acceptors are negatively charged
and donors are neutral, while if the Fermi level is below the defect level acceptors
are neutral and donors are positively charged.

NIEL SCALING OF RADIATION DAMAGE

The composition of radiation environments is diverse; a scaling model is needed
to compare the different types of irradiation. The amount of radiation damage
is often expressed as a function of neutron equivalent per square centimetre at
1 MeV (1 MeVneq cm™), where the damage created by radiation is scaled to
a standard value which is taken as the damage that a 1 MeV neutron causes in
the material. This procedure is known as the Non-Ionizing-Energy-Loss (NIEL)
scaling hypothesis.

The NIEL scaling hypothesis assumes that radiation damage induces changes
in the properties of silicon linearly with the NIEL. The total fluence ® is given by

o= / T B 6 (). (3.26)

Emin

The energy spectrum is assumed to be ¢ (E), and is integrated over the energy
range F,;n to E,q. with E as the energy of the impinging particles. To scale this
fluence to the 1 MeV neutron equivalent, the hardness factor x is used. The factor

K is calculated as
_ [dE 6(B) D (B)

® D(1MeV)

(3.27)

where D (E) is the displacement damage cross section, and D (1 MeV) is the dam-
age cross section for irradiation with 1 MeV neutrons, and is 95 MeV mb [58]. The
scaled fluence ®., is calculated as

Doy =r- P (3.28)
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The different scaling factors for common types of particles and energies can be
seen in fig. 3.16. This figure shows the relative damage for four different particles:
protons, neutrons, electrons, and pions. For high energy physics at the LHC, the
particles that cause damage generally range from 10 MeV to hundreds of GeV,
where the relative damage caused by the different particle species is within the

same order.
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Figure 3.16: Displacement damage function D (F) scaled to 95 MeV mb for dif-
ferent types of particles. Figure taken from [59].

DONOR AND ACCEPTOR REMOVAL

The boron and phosphorus atoms that are present in the silicon as dopants can
be removed from their acceptor and donor states by radiation damage. Donor re-
moval is studied for n-type silicon [60, 61], and the effect of acceptor removal [53]
is important to understand for p-type silicon, especially in novel sensor techniques
such as LGADs. For LGADs in particular, the acceptor removal is problematic,
since the gain layer is created using heavily doped p-type silicon. With accep-
tor removal, the electric field that at first was high enough to achieve electron
multiplication is decreased to lower values, and the gain mechanism is suppressed.

Recent studies have shown that infusion of other types of atoms in the lattice,
such as carbon, can partially prevent the gain suppression in highly irradiated
LGADs [62]. Radiation hardness up to 2.5 X 101° 1 MeV neqcm™ has recently
been proven, but this is currently still an order of magnitude lower compared to
radiation hard planar sensors.
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3.4. Radiation damage in silicon

ANNEALING

A method to partially mitigate the effects of radiation damage is called annealing.
This method for example could be used during the downtime of the detector to
partially regain the Charge Collection Efficiency (CCE).

Radiation-induced defects in the crystalline lattice can migrate through the
lattice aided by thermal energy. The rate of this migration depends heavily on the
temperature, and thus mobility of the defects, as well as on reactions with other
defects in the lattice. Raising the temperature to allow higher mobility of these
defects is called annealing. Annealing that mitigates defects is named beneficial,
while annealing for too long will degrade the performance again, and is named
reverse annealing. Figure 3.17 shows the difference in effective doping concentra-
tion Neg (the irradiation induced change in the effective doping concentration) as a
function of annealing time. A lower A Nqg means essentially less degradation of the
performance. As can be seen in this figure, after around 100 minutes of annealing
at 60° C, the beneficial annealing stops and the reverse annealing dominates.

Irradiated detector samples are stored at around -20° C, and need to be cooled
to at least this temperature during operation to avoid unintentional annealing.
This needs to be considered during the design of tracking detectors in the LHC,
as any unintentional heating during for example downtime of the experiments can
lead to reduced performance of the silicon sensors.
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Figure 3.17: Change in effective doping concentration as a function of annealing
time at 60° C. The lowest effective doping concentration is achieved after around
100 minutes of annealing. Figure taken from [59].

3.4.2 OPERATIONAL EFFECTS OF SILICON SENSORS

After having reviewed the mechanism of radiation damage in silicon sensors, we
can subsequently address the implications of radiation damage in detectors and
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experiments. Several effects due to radiation damage limit the operation of these
detectors, such as a decrease in collected charge, type inversion, and the double
junction effect. These three points will be discussed in this section.

CHARGE COLLECTION EFFICIENCY

One of the major impacts of radiation damage to the operation is the percentage
of charge carriers that will still contribute to the induced charge, often expressed
as the Charge Collection Efficiency (CCE). This efficiency can drop below 50%,
and have a major impact on the operation of the silicon detector.

The energy states within the bandgap that are produced by point defects can
also trap free electrons and holes for a short period of time called the trapping
time 7./,. The capture probability can be expressed using the effective trap con-
centration Ny, the capture cross-section o, and the thermal velocity of the charge

carriers vy, [63]:
1

- = oV Ng. (3.29)
Since this trapping time can be large in comparison to the drift time, the delay
introduced by the trap can be large enough such that it falls outside the collec-
tion time of the electronics, effectively lowering the collected charge. For heavily
irradiated sensors, the number of traps becomes one of the limiting factors for its
operation, resulting in a substantial loss of induced charge. Trapping rates increase
linearly with radiation damage and are inversely proportional to temperature [64].
When the signal degrades, the signal-to-noise ratio also becomes smaller, leading
to a worse time resolution and a worse charge and spatial measurement.

TYPE INVERSION

The initial positive space charge region formed by the pn-junction is counteracted
by the formation of a negative space charge region induced by radiation damage.
The net space charge decreases as the amount of radiation damage increases. For
n-type silicon this decrease in space charge will eventually cause a flip in the sign of
the space charge, effectively becoming p-type. This flipping point is known as the
Space Charge Sign Inversion (SCSI). This SCSI does not occur for p-type silicon
since the space charge before radiation damage is already negative.

Since the depletion voltage depends linearly on the absolute value of the space
charge, the depletion voltage for an n-type detector will first decrease since the
space charge magnitude initially decreases [65]. What should be noted for these
n-type detectors is that due to SCSI, the sign of the bias voltage will need to be
flipped when the detector goes through SCSI. The voltage required to deplete the
bulk also depends linearly on the space charge. Therefore, higher voltages are
required to deplete radiation-damaged sensors.
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DOUBLE JUNCTION EFFECT

In the early 2000s, a side effect of radiation damage was discovered that leads
to possible mitigation of the lowering of collected charge as an effect of radiation
damage. An increase in the collected charge with respect to the non-irradiated
detector was observed [66, 67] for heavily irradiated planar sensors from around
1 x 10 1 MeV neqcm™. This increase of charge is contributed to the double
junction effect, which is caused by a change in the distribution of hole and electron
current components after irradiation. The electron current j, and hole current j,
have a linear dependence on the depth inside the detector. The electron current
is largest close to the n* contact, and j, is largest close to the p* contact. Since
defects are uniformly distributed throughout the depth, more positive charge will
be accumulated at the pT contact, and more negative charge will be accumulated
at the n™ contact. This difference in the distribution of free charge carriers will lead
to a non-uniform electric field throughout the detector’s depth. This in turn leads
to an electric field that has two peaks: near both contacts a peak. An illustration
of this field is shown in fig. 3.18. This sudden increase in the electric field near the
segmented readout implant can lead to localised charge multiplication. Therefore,
an increase in the collected charge might be observed for highly irradiated planar
Sensors.

This radiation-induced charge multiplication has been thought to aid the
charge collection efficiency for highly irradiated sensors since a larger signal di-
rectly increases this efficiency. The time resolution of the sensor is also a function
of the signal size, and a larger signal might lead to a better time resolution. How-
ever, as will be discussed in section 6.2, an improvement of the time resolution in
sensors that display this double junction effect is not yet observed.

3.5 DESIGN IMPLICATIONS FOR SENSOR TECHNOLOGIES

So far we have discussed how silicon sensors can be used to detect (highly ener-
getic) particles, measuring both their spatial position and arrival time, and what
the implications of radiation damage on these sensors are. We have also discussed
that new sensor technologies have emerged in the past decade that aim to address
the shortcomings of planar sensor technology. The first change in the field was a
shift towards developing more radiation tolerant sensors, as well as thinner sen-
sors. However, new experiments at the high luminosity LHC and beyond require
even higher radiation tolerance, with the additional requirement on temporal per-
formance. This has led to another paradigm switch in sensor design. There is now
a need to develop sensors that are even more radiation resistant, and besides this,
also have a good time resolution.

Currently, there are four crucial aspects for silicon tracking detectors: position
resolution, time resolution, radiation hardness, and material budget. These four
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Figure 3.18: The simulated electric field as a function of depth in a 300 um sensor
after a fluence of 0.5 x 10 1 MeV neqcm™ (left) and 2.0 x 10 1 MeV neq cm™
(right). A peaked electric field can be observed close to the front of the sensor that
increases rapidly with fluence. This electric field gives rise to charge multiplication
in the volume close to the electrodes. Figure taken from [66].

requirements must be achieved with the lowest possible power consumption. The
power constraint appears in the sensor discussion indirectly, as it among others
affects the operational temperature. This is not thoroughly discussed further,
but nevertheless, it is important to note that using more power in the electronics
improves the time resolution [68]. The position resolution can be improved by
reducing the pixel pitch, which in turn will lower the capacitance of the pixel. This
leads to a lower noise rate, improving the time resolution. As can be expected,
there is no sensor technique that does it all, and generally a sensor technique
improves three out of the four aspects, while worsening the fourth.

After this overview of the main aspects of silicon sensors, we reflect on the
strong points and applications of the different sensor technologies that have been
discussed. Historically, due to their availability in the industry, thick (~ 300 pm)
p-on-n planar sensors have been used. These have proven to suit initial applications
in tracking detectors in the past few decades, but have been found not to withstand
the increase in radiation damage (and having type inversion after irradiation), and
they fail to provide a sufficient time resolution for future experiments at the LHC.
However, for experiments that do not require a high rate and radiation damage,
they might still be a perfect match since the costs are low compared to newer
techniques.

We have also seen a turn to slightly thinner n-on-p sensors as a natural next
step of thick planar sensors, which can withstand up to around 1016 1 MeV ngq cm™,

but still do not offer the best time resolution. To mitigate this, both LGAD and
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3D sensor designs have seen an increase in use. LGADs have proven that O(10 ps)
of time resolution is reachable, but generally have a worse position resolution since
the implant and interpad distances are relatively large. In addition, a non-uniform
fluence profile results in a difficult operation, as the bias voltage needs to increase
quickly with radiation damage. However, in case these sensors can be applied at
larger distances from the interaction point, they may be a suitable choice. For in-
stance, in the Atlas High Granularity Timing Detector (HGTD) [69] or the CMS
MIP Timing Detector (MTD) [70]. The non-uniform fluence profile and the small
pitch required for the VELO imply that LGADs are a poor choice of sensor tech-
nology to implement for the VELO.

The 3D sensors techniques have also achieved a time resolution of O(10 ps)
using a sensor without charge multiplication. However, they do require thicker
sensors in order to achieve this time resolution, increasing the sensor material
budget of experiments. The radiation hardness of 3D sensors exceeds that of
LGADs and can most likely cope with the non-uniform irradiation profile over
a sensor, however, this is still to be demonstrated. One of the disadvantages of
this sensor technology is the fact that less charge can be generated right on top
and below the columns, leading to a lower fill factor compared to planar sensors.
3D technology is considered one of the possible options for future upgrades of
tracking detectors, and is already planned to be used in the ATLAS Insertable
B-Layer (IBL) [71].

Another recent development in sensor and electronic design are Monolithic
Active Pixel Sensors (MAPS). These sensors contain both the sensitive silicon
volume and the electronics in the same piece of silicon. This design choice allows
for low noise and low material budget, and does not require bump-bonding of
the sensor to the ASIC. However, current developments in radiation hardness and
time resolution have not yet achieved the same performance that other sensor
techniques have achieved.

Besides these three main developments in sensor technologies, the older planar
designs are also still under consideration since they have been under development
for several decades, and have thus far been proven to be one of the most radiation
resistant sensor technologies along with 3D sensors. The time resolution is gener-
ally observed to be worse compared to the newer sensor technologies due to their
inherently lower signal-to-noise. However, for some tracking detectors, such as the
VELO, these sensors could still be considered to be a feasible option to implement.

Finally, it is important to realise that there is a wide amount of R&D on
different sensor materials such as diamond and silicon carbide. So far these sensor
materials have proven that they can achieve similar performance on a small scale,
but no large-scale implementation has been achieved to date. Therefore, this
dissertation focuses on silicon as a detection material.
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CHAPTER 4

&

READOUT SYSTEMS FOR PIXEL
DETECTORS

HE SIGNAL generated by a particle in a pn-junction needs to be transformed

for readout and further processing. In bubble chambers in the past, pictures
were taken and processed to reconstruct the information in which we are interested:
where and when did a particle interact with the detection medium. This processing
step is more complicated for silicon pixel detectors and is discussed in this chapter.

4.1 DETECTOR READOUT PRINCIPLES

The signal current generated by electron-hole pairs that drift in the detection
medium towards the implants is described by the Shockley—Ramo theorem. The
collection time 7 of the electron-hole pairs generally is around O(5ns). These
generated currents, however, are too small to be processed by conventional elec-
tronics and thus need to be amplified. In most high-energy physics applications,
this signal is amplified using a preamplifier, turning the current signal into a volt-
age signal as well. An example of a preamplifier is a Charge Sensitive Preamplifier
(CSP), which in essence integrates the signal current from the sensor, and gener-
ates a voltage signal with an amplitude that is proportional to the incoming input
charge. When a current source is put in parallel to the CSP, the charge build up at
the capacitor will be discharged at a constant rate, and subsequently, the voltage
after the CSP will decrease at a constant rate. The incoming input charge will
then be proportional to the length of the voltage pulse after the CSP. Commonly
the Krummenacher feedback circuit [72] is used to achieve the discharge of the
integrated current signal. This yields the possibility of measuring the total signal
charge by measuring the length of the signal, commonly referred to as the Time-
over-Threshold (ToT). The threshold is applied to avoid being sensitive to noise
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spikes. An illustration of the signal along with the (partially) processed analogue

signal is shown in fig. 4.1.
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Figure 4.1: Top left: schematic representation of the current signal created by the
drift of the charge carriers in the sensor. Here 7 is the time it takes to collect
all charge from the sensor. Top right: the analogue signal after processing the
signal in a charge-sensitive preamplifier (CSP). Bottom: the analogue signal after
processing the signal with a CSP in parallel with a current source that actively
lowers the voltage.

The easiest method to read out a silicon particle detector is to connect a single
segmented readout electrode to a preamplifier and record the amplified voltage
signal. However, when this method is expanded to more pixels, one runs into
problems, both in terms of cabling and data bandwidth. Therefore, Application
Specific Integrated Circuits (ASIC) are employed. These circuits often contain a
dedicated preamplifier for each pixel, in combination with logic that digitises the
signal. In this fashion, the whole ASIC, and thus thousands to millions of pixels
can be read out in sequence. In the final application of silicon pixel detectors,
ASICs are used to process the signal from the detection medium, while at small
scale, such as in R&D facilities often single elements are still amplified and read

out using an oscilloscope.
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Two different categories of pixel detectors are monolithic and hybrid pixel
detectors (see fig. 4.2). A hybrid detector consists of a sensor that is bump bonded
to an ASIC, while for monolithic detectors the sensor and electronics are fully
integrated in the silicon volume. Monolithic detectors are also commonly known
as Monolithic Active Pixel Sensors (MAPS). The bump bonds in hybrid detectors
make the electrical connection between the sensor and the ASIC. Hybrid pixel
detectors have been developed first. In recent years monolithic pixel detectors
have made improvements in their technology and started to come closer to the
temporal performance of hybrid detectors. In this dissertation, we will focus on
hybrid pixel detectors.

Hybrid Monolithic

ASIC

Bump bond

_

Collection
implant
Electronics

|

Sensor Sensor

Figure 4.2: llustration of a hybrid (left) and a monolithic (right) detector. The
main difference is the inclusion of the electronics in the detection silicon. For the
monolithic detector, the collection implant is shown next to the electronics that
are embedded in the sensor.

The silicon pixel detectors studied in this dissertation are connected to two
different ASICs from the Medipix family of chips [73]: Timepix3 and Timepix4.
These ASICs are described in section 4.2.1 and section 4.2.2 respectively. In sec-
tion 4.3 their dedicated readout is discussed.

4.2 MEDIPIX FAMILY OF ASICs

Since the first introduction of large area (photon-counting) hybrid pixel detectors
in the WA97 experiment [3], it has been demonstrated that there is a large poten-
tial for these detectors in high energy physics experiments. The development of
dedicated pixelated photon-counting hybrid pixel detectors started and led to the
foundation of the Medipix collaboration [74]. In 1997 this collaboration produced
its first ASIC: the Medipix [75]. This chip was mainly aimed for medical appli-
cations (such as X-ray imaging). It consisted of 64 X 64 pixels, each measuring
170 um X 170 pum, and used a node size of 1 um.
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Developments in commercial sub-micron CMOS-processing and fine pitch
bump bonding technologies led to the Medipix2 ASIC [76] in 1999. This chip
has pixels with dimensions of 55 pm X 55 um. This downscaling with respect to
the first Medipix chip was mostly enabled by the decrease in node size to 250 nm.
In 2006, the Timepix chip [77] based on this Medipix2 ASIC was developed. This
chip does not rely on the photon-counting mode but can measure the Time-of-
Arrival (ToA) in 10ns bins or the ToT of hits depending on the mode. Further
advances in CMOS-processing and ASIC design allowed for further improvements
and led to the creation of the Medipix3 ASIC [78] in 2010 with a node size of
130 nm. This chip has four different thresholds and features a charge summing
mode (CSM) that sums the charge of neighbouring pixels. In 2014 a successor
of the Timepix was developed: Timepix3 [79], which has both a more precise
ToA (1.56 ns bins) and ToT measurement. Another improvement is the ability to
measure both ToA and ToT simultaneously. In 2016 the Medipix4 collaboration
was established, planning to develop two new chips, the Medipix4 and Timepix4.
The Timepix4 [80] was released in 2021, which has a further improved ToA and
ToT measurement with ToA bins of 195 ps and a ToT granularity of 1.56 ns. The
Medipix4 ASIC is expected to be released within a few years. Both ASICs pro-
duced by the Medipix4 collaboration are prepared for through-silicon via (TSV)
and thus can be tiled on all four sides, contrary to all previous generation chips
that had an inactive periphery on one side of the chip. This allows ASICs to be
placed adjacently with minimal dead area penalty for wire bonding and leads to
the possibility of large-scale tiling of chips without loss in coverage.

In the next sections, we focus further on the details of the Timepix3 and
Timepix4 ASIC along with their implemented measurement techniques.

4.2.1 TaE TiMEPIX3 ASIC

The Timepix3 is a data-driven ASIC that can measure both the Time-of-Arrival
(ToA) and the Time-over-Threshold (ToT) simultaneously and consists of a pixel
matrix of 256 X 256 pixels with a pitch of 55 um X 55 um. On one side of the pixel
matrix, there is an insensitive area referred to as the periphery. This area extends
beyond the pixel matrix and contains clock distribution, data routing, and other
circuits [79]. The Timepix3 can operate in three different modes: event-counting,
time-of-arrival only, and time-of-arrival and charge simultaneously. The first mode
is reminiscent of the origins of the Medipix collaboration and is implemented for
contingency. The ASIC can simultaneously measure the total time the voltage
in a pixel was above the threshold in a defined time interval when operated in
this mode. This integrates the ToT of all hits and is called the integrated Time-
over-Threshold (iToT). In the second mode, the time-of-arrival of individual hits
is measured. The third mode, as the name suggests, records the time-of-arrival
and time-over-threshold for each hit.
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Super-pixel: Building block: Pixel matrix:
2 X 4 pixels 2 X 16 pixels 256 X 256 pixels

Figure 4.3: A schematic view of the different groupings in the pixel matrix of
Timepix3. As indicated, a single VCO is shared by all pixels in the super-pixel.
In turn, four super-pixels share some common clock buffering. These super-pixel
groups make up the full matrix.

Each pixel in the matrix contains its own analogue circuitry, consisting of a
charge-sensitive preamplifier with Krummenacher feedback [72] and has leakage
current compensation. In addition to the preamplifier, there is also a local thresh-
old adjustment and a discriminator. Besides the analogue circuitry, each pixel
also contains a digital part which includes a ToT counter as well as a coarse and a
fine time counter. Each group of 2 X 4 pixels, referred to as a super-pixel, shares
additional common logic and a local start-stop voltage-controlled ring oscillator
(VCO). This VCO generates a 640 MHz clock that is used for fine timestamping
in bins of 1.56ns. The VCO will start when a pixel is above the threshold and
will stop as soon as the first rising edge of the slow clock (40 MHz) is seen. This,
however, means that if two pixels are hit within the same 25ns period the sec-
ond hit encounters an already running oscillator. Since the start-up time of each
pixel within the super-pixel varies slightly due to differences in the length of the
traces to the VCO, and thus varies in capacitance, the time resolution of such the
ASIC will degrade. Therefore, it is essential to measure and characterise these
pixel-to-pixel differences to reach the optimal temporal performance of the ASIC.
This encompasses the correction of each hit based on the predetermined offsets
and characteristics of the various clocks as well as their distribution that have
been determined beforehand by the characterisation. Furthermore, each vertical
group of four super-pixels are grouped and share clock buffering. Each vertically
placed column of building blocks is called a double column and shares some End-
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of-Column (EoC) logic at the periphery. This grouping structure is indicated in
fig. 4.3. An overview of the analogue and digital logic in the pixels and super-pixels
is shown in fig. 4.4.

ToA AND TOT MEASUREMENT

The Time-over-Threshold (ToT) measurement is performed with the 40 MHz clock
and the Time-of-Arrival (ToA) measurement with both the 40 MHz and the 640 MHz
VCO. The coarse timestamp is collected from a counter that keeps track of the
number of 40 MHz cycles that passed. When a hit arrives, and the voltage after the
preamplifier crosses the threshold, the value of this counter is latched and stored in
the digital part of the pixel. At the same time a signal is sent to the VCO, which
subsequently will start running after a short start-up time. This short start-up
time results in a small ToA mismeasurement, but only for a hit that starts the
VCO. For hits arriving shortly thereafter within the same super-pixel, the VCO
is already running and hence this start-up time causes a mismeasurement. After
starting the VCO, the pixel starts counting the number of 640 MHz cycles that
have passed until the first rising edge of the 40 MHz clock. At that moment this
count is read out along with the coarse timestamp from the 40 MHz clock that
was latched. At the same time, the VCO will stop running. These two measure-
ments combined yield the final ToA with a bin size of 1.56 ns. A different counter
will keep running, counting the number of 40 MHz cycles until the signal returned
below the threshold yielding the ToT. An illustration of a Timepix3 measurement
is shown in fig. 4.5 in which two different signals are shown.

An important effect that arises when measuring different signal sizes is also
indicated in fig. 4.5. Each amplifier design has a specific rise time. This rise time
indicates the time it takes for the voltage signal to rise from the baseline to the
maximum value. Since the rise time of a preamplifier is independent of the signal
amplitude, the time it takes for signals with different signal heights to cross the
predetermined threshold value depends on the signal amplitude. This effect is
referred to as timewalk and can be characterised by a delay as a function of signal
amplitude and hence ToT. Since the charge deposition in the detection medium is
a stochastic process, there will be different delays and thus timewalk will affect the
time resolution of the detector. The characterisation can be used to correct the
time-of-arrival of each hit based on the ToT measurement to mitigate timewalk
effects.
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Timewalk

Preamp out

Discr out J
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640 MHz  {lll fToA rise=4
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Figure 4.5: An illustration of the different clocks and the measurement technique
of Timepix3. The preamplifier signal shows two different amplitude signals. The
difference in the time when the signal crosses the threshold (dashed line) is different
based on the charge of the hit, this effect is known as timewalk. The large signal is
used as an example to show how the ToA and ToT values are determined. Figure
adapted from [79].

It is important to note that the VCO frequency can be tuned by changing
the control voltage supplied to the oscillator. This control voltage is generated
at the periphery from a main VCO and subsequently distributed throughout the
pixel matrix. During this distribution process, slight drops in voltage can occur,
especially close to the edges of the distribution network. Therefore, the frequency
of the VCOs close to these edges runs slightly slower, resulting in on average larger
TDC bins.

The ToA and the ToT information is passed on to the super-pixel logic, shared
by eight pixels. This logic, however, can only be accessed by a single pixel at a time.
Once a pixel is allowed from the super-pixel logic to propagate its information, the
data are moved into a deserialiser and written into a buffer for readout. Since the
data are almost instantly moved into this buffer, the pixels have a dead-time of
only 475 ns. Each super-pixel in turn accesses the column bus using a round-robin
token scheme, via which the data are further propagated towards the End-of-
Column (EoC) block, which is positioned at the periphery. Each double column
has its own dedicated EoC block.
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4.2.2 THE TiMEPIX4 ASIC

The Timepix4 ASIC [80] is the successor of the Timepix3 ASIC and is similar
in many respects. It has two operating modes: photon counting and data-driven
mode. The photon counting mode, in a similar fashion to Timepix3 measures the
number of times the threshold is passed in a certain time interval, and the data-
driven mode measures the ToA and ToT of each hit separately and directly pushes
the data off the chip. The Timepix4 ASIC is also mated with sensors that consist
of pixels with a pitch of 55 pm X 55 pm each. However, the pixel size in the ASIC
has been slightly decreased to make space to move the peripheries underneath the
sensor. To ensure the matching with a 55 wm pitch, the top layer of the ASIC is a
readout layer that has bump bonding pads with a 55 um pitch in both directions,
such that the electronic pixel can be offset from the sensor pixel. The pixel matrix
of Timepix4 has been increased to 448 columns by 512 rows which is grouped in
two matrices of 448 X 256 pixels with a dimension of 55 um X 51.4 um each. The top
two metal layers connect the bump pads to the ASIC pixel inputs. This routing
adds a small capacitance to the input capacitance of each pixel. The capacitance
is matched for each pixel separately to ensure a uniform response of the matrix.

The small downscaling of the electronic pixels leaves around 460 um available
for the two side peripheries, and around 920 um for the centre periphery. This
additional area is used for the peripheral circuitry, the in- and output, and the
Through Silicon Via (TSV) structures. The two side peripheries also have wire
bond extenders to allow the use of traditional wire bonding instead of TSV to
connect the ASIC to a PCB. These side peripheries can be diced off, in case
the communication is performed via the TSV, resulting in an ASIC that can be
placed adjacently to itself with minimal dead area penalty for wire bonding. The
Timepix4 ASIC global sizes and positions are illustrated in fig. 4.6.

Similarly to Timepix3, the analogue front-end consists of a charge-sensitive
amplifier with leakage current compensation based on the Krummenacher circuit
and a nominal risetime of 10ns [80]. A user-programmable feedback capacitance
is implemented. A MOS gate capacitance can be enabled to program the chip in
an adaptive gain mode, which only works if the signals are positive. This allows
users to have a broader range in which charge can be measured, allowing a broader
application range. In parallel, a 3 fF capacitor can also be enabled to decrease the
gain of the amplifier to operate in the low gain mode, similarly implemented to
allow a broader range of applications. A schematic illustration is shown in fig. 4.9.
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Figure 4.6: A diagram indicating the different positions and sizes of the Timepix4
ASIC on the left, and an enlarged view of the bottom periphery and wirebond
extenders on the right. The three different peripheries are indicated, as well as the
wirebond extenders. The dashed line in the right illustration, over the wirebond
extenders, indicates the dice line where the ASIC can be diced off if TSVs are
used.

DATA-DRIVEN READOUT

Just as in Timepix3, the pixels are grouped in super-pixel of two by four pixels
with a shared VCO. When the discriminator of one of the pixels of the super-
pixel is active, this will start the VCO. The VCO contains four inverter stages, in
essence making three additional copies of the original 640 MHz clock, all shifted
m/2 in phase with respect to each other (fig. 4.7). When the signal crosses the
discriminator threshold, the state of the four inverters is recorded and is used to
determine the 2-bit ultra-fine Time-of-Arrival start (ufToA _start). At the same
time, a counter that counts the number of rising edges of the original 640 MHz
is started. The VCO is stopped on the next rising edge of the 40 MHz clock,
and the state of the four inverters is recorded, this time providing the ultra-fine
Time-of-Arrival stop (ufToA_stop). The difference between the ufToA _start and
ufToA _stop yields the ultra-fine Time-of-Arrival (ufToA). This method gives TDC
bins of 195 ps, while not requiring a gigahertz clock. At the same moment when
the ufToA_stop is determined, the content of the 16-bit ToA counter is latched
along with the value of the 640 MHz counter, which gives the fine Time-of-Arrival
(fToA_rise). At this point, a counter keeps track of the number of rising edges of
the 40 MHz to determine the Time-over-Threshold (ToT), and the pileup value is
determined. This pileup value is 0 if it is the first hit in the super-pixel of the
40 MHz clock cycle, and 1 if it is not the first hit. This value can be used to
determine if the timestamp for example needs to be corrected for a difference in
the start-up time of the VCO for each hit. This process is illustrated in fig. 4.8.
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Figure 4.7: A diagram of the ufToA measurements, and the four 640 MHz clocks
that are used to generate eight different bins. The vertical grey lines indicate the
eight different bins. Figure adapted from [81].

When the signal falls below the threshold again, the ToT counter is latched
and the VCO is restarted. It increments the fToA_fall counter until the next
rising edge of the 40 MHz clock. The ability to also measure the fToA fall enables
extending the ToT with a more precise measurement compared to Timepix3 (25 ns
vs 1.56ns). This could yield a more accurate energy measurement, which can be
of interest for application in particle identification and can lead to a more precise
timewalk calibration. After this stage, the row address is appended to the data
packet. This packet is passed along towards the end-of-column (EoC), where it
receives the double-column address, totalling a 64-bit packet per hit.

The pixels must request permission to transfer the data from the pixel to
the EoC. A priority encoder is used to determine in which order the pixels get
permission. Such an encoder is a circuit or algorithm that outputs the binary
value of the highest priority input that is active [82]. At each periphery, a packet
processor aggregates the data packets. From here, a router multiplexes the data
onto the available fast serial links. The speed of these links can be programmed
between 40 Mbps and 10 Gbps.

To reach the temporal precision Timepix4 aims for, it is crucial to have an
accurate copy of the VCO at each super-pixel. Therefore, there are major design
changes compared to Timepix3. Each double column of Timepix4 is divided into 16
smaller groups, called super-pixel groups, consisting each of four super-pixels. This
group is called the super-pixel group (SPG). Each SPG contains two adjustable
delay buffers (ADBs). One of these ADBs is used to propagate the clock up the
double column, while the second one is used to propagate the clock downwards
again. At the EoC there is a controller that ensures that the delay between the
input and return of the clock after it has propagated through each SPG twice
(round trip) is exactly 25ns. The control can increase or decrease the delay to
the ADBs and contains 14 coarse delay elements and 15 fine delay elements. The
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Figure 4.8: A diagram of the different clocks and the measurement technique of
Timepix4 in data-driven mode. The signal is indicated by the line shown in the
preamp out row, and the horizontal dashed line represents the threshold. Figure
adapted from [80].

step size of the fine delay is 4 ps. In case one of the ADBs is malfunctioning, the
possibility of disabling this ADB is also implemented in the ASIC. Relying on
these ADBs for the clock distribution yields a more stable clock distribution with
respect to Timepix3.

The Timepix4 ASIC also has so-called digital pixels. The first super-pixel
row on each side of the ASIC can be enabled to register an external input instead
of the signal from the pixels. Four external signals can be timestamped with the
same precision as the signals generated by particles in the silicon sensor using these
digital pixels.

DIFFERENT VERSIONS OF TiMEPIX4 ASIC

The first engineering run of the Timepix4, submitted in the fourth quarter of 2019
and now referred to as Timepiz4v0, was found to contain a few bugs. One of the
main issues was that the VCO behaved differently than expected. Therefore, the
control voltage that was needed to achieve the 640 MHz was outside the voltage
range. When the control voltage of the VCO was turned down to its lowest value,
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the VCO was operating at approximately 840 MHz. This means the fToA ranges
from 0 to 20 instead of 0 to 15. Since the fToA bit contains five bits, the dynamic
range was still enough to operate the ASIC without a loss of information. Besides
the problem with the VCO frequency, there was a problem with the 640 MHz clock
in the edge peripheries as well as excess noise in the pixels above the peripheries.

A resubmission of the ASIC was made in the third quarter of 2020 and ad-
dressed the problem with the 640 MHz in the edge peripheries as well as the excess
noise. This submission also contained test structures on the wafer to test various
designs of the VCO in order to resolve that problem in a future resubmission. This
second version is referred to as Timepiz4vl and was the first version of the chip
that was used in sensor studies.

In the second quarter of 2021, a second resubmission of the ASIC was made
that solved the problem of the VCO running too fast, and proved to have addressed
this issue. This version is referred to as Timepiz4v2 and is envisioned to be the
last alternation of the chip. Tests with the Timepix4v2 have proven that the VCO
is indeed capable of running at the design value of 640 MHz.
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4.3 DEDICATED READOUT FOR TIMEPIX ASICSs

The ASICs that have been described here need dedicated electronics to process
the output signals. Generally, ASICs will be glued onto a dedicated PCB, which,
in turn, can be connected to a dedicated readout board. These PCBs and readout
boards are specifically designed for each ASIC. However, the components used on
these boards often consist of an FPGA, memory, and a connection to interface with
the next part of the readout chain (such as ethernet or optical communication).
For Timepix3, one of the readout boards that is available is the SPIDR [83, 84]
(Speedy PIxel Detector Readout) that is developed at Nikhef. A successor of the
SPIDR is also developed to read out the Timepix4 ASIC, named SPIDR4. These
two readout boards are discussed in the following paragraphs and are used for the
work contained in this dissertation.

4.3.1 THE SPIDR READOUT BOARDS

The SPIDR [83, 84] is based on the Xilinx Virtex 7-series FPGAs. Two different
versions of the system were developed. The first version of the SPIDR is based on
the VC707 development board, which is widely available as an off-the-shelf system
and can be used to read out up to two Timepix3 ASICs in parallel. The second
version is a custom system developed by Nikhef, named the Compact-SPIDR.

The Compact-SPIDR is smaller compared to the SPIDR, as the name already
suggests. Since this Compact-SPIDR is developed specifically to read out ASICs,
it contains functionality dedicated to reading out a pixel chip, such as dedicated
power lines and sensors [83].

The SPIDR has the ability to timestamp an external signal. This timestamp-
ing relies on the common 40 MHz clock shared between the Timepix3 and the
VC707. A Phase-Locked Loop (PLL) generates a 320 MHz clock from this com-
mon clock and provides six copies shifted by 7/3 in phase, respectively. Registering
the state of these six clocks when a trigger signal arrives, allows the trigger to be
timestamped in bins of 260 ps. The Compact-SPIDR however cannot timestamp
these external trigger inputs.

In contrast to SPIDR, the SPIDR4 was directly developed via a custom read-
out board. Therefore, it has been optimised for the readout of Timepix4, with ded-
icated power lines and sensors. Since Timepix4 already has digital pixels that can
timestamp external signals, there is no possibility to timestamp via the SPIDRA4.
The readout of the SPIDR4 goes either over a single 10 Gbit /s Ethernet connection
or using dedicated Samtec! FireFly devices that allow up to 16 lanes of optical
10 Gbit/s readout.

ISamtec, Inc., 520 Park East Boulevard, New Albany, Indiana United States of America
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4.4 SUMMARY

As discussed in this chapter, the signals produced by sensors are further processed
and digitised by the ASIC. These ASICs in turn are read out by dedicated readout
boards which are designed with high data throughput in mind. The readout boards
in turn send the data to dedicated data acquisition computers which store the data
for analysis at a later stage.

In the case of multi-detector experiments, such as beam telescopes, this in-
volves the association of hits on different planes into tracks. To evaluate the tem-
poral and spatial resolutions of prototype detectors, the information is combined
and the predicted position and timestamp can be compared to the measurement of
the prototype. This is explained in detail in chapters 6 and 7, where the testbeam
and lab analysis results are presented.
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&

BEAM TELESCOPES

HE CHARACTERISATION of any detector that provides spatial and temporal
measurements requires the precise knowledge of when and where a particle
traverses the sensing material. Several measurement techniques have been devel-
oped in order to either obtain this information or to control the position and time
of the creation of the charge carriers. Examples of this are charged particle track-
ing devices (commonly known as beam telescopes), micro-focussed X-ray beams,
and collimated optical or particle beams. The micro-focussed X-ray beams and
highly collimated beams are examples of precisely controlling when and where the
charge carriers are liberated, while beam telescopes can reconstruct and extrap-
olate the time and position of the trajectories of particles. Two of these mea-
surement techniques have been used in this dissertation to study the behaviour
and characteristics of silicon sensors: beam telescopes and (near-)optical focused
beams.

In the previous chapters, we have discussed how a charged particle can be
detected in a single sensor and its signal subsequently read out via dedicated elec-
tronics boards. This chapter discusses how multiple detection planes are combined
into a beam telescope. We will focus on the two specific beam telescopes used
for detector studies in this dissertation, based on Timepix3 ASICs and Timepix4
ASICs, respectively.

Beam telescopes consist of multiple detector planes used to reconstruct the
trajectories of traversing particles. In literature, these devices are also called
(beam) hodoscopes, coming from the Greek hodos for path, and skopos for an
observer. However, this term eventually became less used, and researchers started
to use the term beam telescope. Hodoscopes, or beam telescopes, have proven their
use already for many decades. By being able to measure the position of particles
at different positions along its trajectory, the path, also referred to as the track of
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the particle, can be determined and either inter- or extrapolated to the position
of a Device-Under-Test (DUT). This way, the position and time measurement of
the DUT can be compared to the predicted values from the beam telescope. This
allows to evaluate properties of the DUT such as its hit efficiency or spatial and
time resolution.

This chapter focuses on the Timepix3 telescope [85, 86] and the Timepix4
telescope. The latter device is still under development. The main goal of these
two telescopes is to provide a testbed for sensor and ASIC characterisation for the
LHCb VELO project. The Timepix3 telescope has been used for the sensor and
ASIC development of the VELO Upgrade 1 [87, 88|, and the Timepix4 telescope is
envisioned to play a similar role in this development for the VELO Upgrade 2 [13].
Both of these telescopes are operated in a beamline located at the North Area of
CERN, where the beam dump of the SPS is used to create a beamline consisting
of a mixed 180 GeV/c hadron beam (protons, pions, and kaons) used among others
for detector research.

The main difference between the two telescopes is the time resolution. After
several years of analysis and optimization, the track time resolution for the eight
plane based Timepix3 telescope is estimated at 276 =4 ps [86]. The Timepix4 tele-
scope is expected to reach a resolution below 100 ps based on the silicon detector
planes. This difference can be mainly attributed to the developments in ASIC
technology.

The focus for the VELO Upgrade 1 was on the spatial resolution - the
VeloPix [89] (the ASIC implemented in the VELO Upgrade 1) has 25ns TDC
bins. Therefore, the temporal characterisation of sensors for the VELO Upgrade 1
was of lesser importance and the main focus was to achieve a spatial resolution
at the DUT to enable intra-pixel studies. Based on the lessons learnt with the
Timepix3 telescope, the layout and configuration of the Timepix4 telescope are
slightly modified, as is discussed below.

This chapter is divided as follows. In section 5.1 we discuss the Timepix3
telescope along with some performance matrices. In section 5.2 we discuss the
Timepix4 telescope and improvements that can be implemented to achieve better
operation in the future.

5.1 THE TIMEPIX3 TELESCOPE

The Timepix3 telescope [85] was constructed in 2013 and finally decommissioned
in 2021. It consisted of two arms each containing four planes of Timepix3 ASICs,
in total including eight detector planes. Each Timepix3 ASIC is connected to a
planar 300 pm p-on-n sensor. The planes are each titled 9° degrees in both axis
with respect to the beam to improve the spatial resolution. By tilting the sensors,
the charge sharing between neighbouring pixels is enhanced resulting in a more
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5.1. The Timepix3 telescope

accurate measurement using a charge-weighted position measurement based on
the lateral charge spread within the silicon sensor. A DUT can be placed between
the two arms and can be rotated and moved laterally with respect to the beam.
A more detailed description of this telescope can be found in [85]. The schematic
layout is shown in fig. 5.1 and the mechanical design of the telescope is shown in
fig. 5.2. As a time reference system, two scintillators have been included which
are connected to the trigger inputs of the SPIDRs via an amplifier and Constant
Fraction Discriminator (CFD), to prevent timewalk on the scintillator signal.

upstream planes 0-3 planes 4-7 downstream
scintillator scintillator
H t t : beam
| cFD ———{ SPIDR || SPIDR || SPIDR || SPIDR || SPIDR }—— CFD |
to-pulse
shutter
40 MHz
Ty |
DAQ servers
Y start/stop run [ ———— start/stop run T
222 run control PC

Figure 5.1: A schematic illustration of the Timepix3 telescope. The planes and
the DUT are indicated along with the scintillators. The different signal paths are
indicated by arrows and are labelled accordingly. Figure adapted from [86]

Each set of two planes is connected to a single SPIDR that is in turn connected
to both a central run control computer, and a dedicated data acquisition (DAQ)
server. The Timepix3 ASICs are all connected to a central Telescope Logic Unit
(TLU). This TLU distributes a common 40 MHz clock, a to-pulse that resets the
counters of all ASICs at the same moment to create a common start, and a shutter
signal. This shutter signal ensures that all planes start and stop measuring at the
same time. The TLU in turn is controlled via the run control computer.

The Timepix3 telescope achieved a spatial resolution at the z position of the
DUT of 1.69+0.16 pm (in = and y), and an initial time resolution of about 350 ps
solely based on the timestamps of the eight Timepix3 planes, excluding the use of
the scintillators. After correcting for timewalk effects in the tilted planes, pixel-to-
pixel variations in the VCO frequency and VCO startup time, a time resolution of
276+4 ps [86] is achieved based on only the Timepix3 planes, which is slightly worse
than what is expected based on the time resolutions of the individual telescope
planes. The remaining contributions to the time resolution are thought to be due
to variations in the time offsets between telescope planes and triggers [86].
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Figure 5.2: A drawing of the mechanical layout of the Timepix3 telescope. The
two arms of the telescope are visible, along with the four detector planes per arm.
The axis system and the path of the particle beam (solid black line traversing
the two arms) are also indicated. The scintillators are not shown in this drawing.
Figure taken from [85].

A dedicated software package Kepler [85] has been developed that provides
the alignment of the telescope as well as the tracking and association of hits on
the DUT to tracks. This package is based on the Gaudi [90] event processing
framework, and is similar in flow to the software used by the LHCb collaboration.

5.2 THE TIMEPIX4 TELESCOPE

With the release of the next generation ASIC in the Timepix family, a new tele-
scope based on the Timepix4 ASIC is constructed. This telescope aims to develop
a platform to test novel sensors and ASICs for application in fast-timing and
position-sensitive detectors. The most significant improvement expected from this
change of ASIC is an improvement of the time resolution of the telescope. Four
100 pm n-on-p planes are placed perpendicular to the beam to accommodate the
precise time resolution, since thin planes placed perpendicular to the beam achieve
a better time resolution than the thick (tilted) planes. The other four planes re-
main planar 300 pm n-on-p sensors tilted at an angle of 9° with respect to the
beam. The loss of four tilted planes compared to the Timepix3 telescope will
result in a slightly worse pointing resolution at the DUT position. However, the
addition of four dedicated timing planes will improve the temporal resolution sig-
nificantly. The telescope tracks are expected to have a time resolution of just below
100 ps based solely on the detector planes. To be able to study devices with this
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telescope that have a better time resolution such as LGADs, a MicroChannel Plate
PhotoMultiplier Tube (MCP-PMT) in combination with a PicoTDC, a 64 channel
TDC with 3 ps bin size, is employed that can be synchronised using the TLU. This
combination is expected to yield a time resolution in the order of 20 ps, but will not
be able to cope with the same beam rate as the Timepix4 planes can. Therefore,
the temporal information is envisioned to come solely from the Timepix4 hits in
high-rate applications, while the more precise temporal information can be used
in low-rate applications.

The similarity of the Timepix4 telescope to that of the Timepix3 telescope
allowed to extend the previous software framework, Kepler, to include the pro-
cessing of Timepix4 and PicoTDC data. However, the control software for the
telescope needed to be redesigned since the control of SPIDR4 is different from
that of SPIDR, as well as the addition of the PicoTDC into the control software
and additional peripherals.

In contrast, some significant changes have been applied in the Timepix4 tele-
scope with respect to the Timepix3 telescope. Whereas the Timepix3 telescope
employed two high voltage (HV) supplies as the bias supply of the telescope sensors,
each plane in the Timepix4 telescope will be supplied by separate HV channels
to be able to characterise every sensor separately and determine the optimal op-
eration conditions such as the bias voltage of each plane. Moreover, all ASICs
will be cooled directly via a titanium-printed cooling block in which chilled glycol
circulates that is connected to the ASIC (or PCB). The two arms are also sub-
divided into two smaller enclosures that are both flushed with dry air to prevent
condensation.

The initial configuration of the Timepix4 telescope is similar to that of the
Timepix3 telescope, but the outer four tilted 300 wum sensors planes have been
replaced with four perpendicular 100 um sensors, as indicated in fig. 5.3. The
mechanics of the arms are constructed such that changing the layout of the planes
can be performed without constructing new enclosures. Simulations are being
carried out to optimise the layout for the two arms, after which the telescope can
be adapted correspondingly.

5.2.1 VERSIONS OF THE TIMEPIX4 TELESCOPE

Since the release of the Timepix4 ASIC, three configurations of the telescope have
been implemented, reflecting the availability of both ASICs and sensors throughout
the construction period of the telescope.

e The first configuration was implemented for a beamtest period in October
2021. It consisted of four planes of Timepix4vl ASICs, two perpendicular
100 pm n-on-p and two tilted 300 um n-on-p sensors, constructing essentially
one arm of the final configuration of the telescope. Due to the limited avail-
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Figure 5.3: A schematic illustration of the Timepix4 telescope. The planes and
the DUT are indicated along with the scintillators and MCP. The different signal
paths are indicated by arrows and are labelled accordingly. The solid line through
the scintillators and planes indicates the beam path.

78

ability of Timepix4v1l ASICs that were bump bonded to sensors at that time,
this configuration was limited to only these four planes. However, it proved
to be a valuable test object for future configurations of the telescope. The
results from this configuration have been analysed and the findings sum-
marised in the paper reproduced in section 5.3. The results contain voltage
and bias scans for both the position and time resolution of the individual
planes. This served as a proof of principle to scan the operating conditions
and find the optimal settings for the final telescope. A picture of this tele-
scope is shown in fig. 5.4 where, on top, four SPIDR4s can be seen and two
upstream scintillators in front of the enclosure (left-hand side of the picture).

The second configuration was implemented for a beamtest period in June
2022, and consisted, due to limited availability of Timepix4v2 ASICs, of a
combination of four Timepix4vl ASICs and four Timepix4v2 ASICs. The
arm from the previous configuration was used, and a second one was con-
structed containing four Timepix4v2 ASICs, again with two perpendicular
100 pm n-on-p and two tilted 300 pm n-on-p sensors.

A third configuration was implemented for a beamtest period in October
2022, completely with Timepix4v2 ASICs, however during the operation of
this telescope it was found out that not all ASICs were operational, and thus
the telescope was used with seven planes (three perpendicular 100 pm n-on-p
and four tilted 300 um n-on-p sensors). FEight planes is still the minimal
planned configuration for the next beam campaign.



5.2. The Timepix4 telescope

Figure 5.4: Picture of the first configuration of the Timepix4 telescope which was
constructed in October 2021. The four SPIDRs can be seen on top of the enclosure,
as well as two scintillators (black) in front of the enclosure. The four Timepix4
planes can be seen inside the enclosure.

In the remainder of this section, we focus further on the final concept of
the telescope. As mentioned before, the Timepix4 telescope is influenced by the
Timepix3 telescope, and thus similarities are inherent. The expected eight plane
layout of the Timepix4 telescope is shown in fig. 5.3, which incorporates the miss-
ing plane from the October 2022 beamtest period. The main difference is the
change from tilted 300 um planes to 100 um planes as a timing reference (first
and last two planes). In addition, a third scintillator and a new timing reference
system based on an MCP-PMT and PicoTDC were added. Once this telescope is
commissioned, the planes will be characterised for their temporal performance and
spatial resolution. Based on these scans, the optimal operation conditions will be
determined. It is also envisioned that newer types of sensors will be bump-bonded
to Timepix4 ASICs, and subsequently could be added to the telescope, such as 3D
or LGAD sensors. These sensors could replace the planar 100 um n-on-p sensors
that are currently used for timing.

With a fully functional Timepix4 telescope, the sensors that need to be char-
acterised and tested for the Upgrade 2 of the LHCb VELO can be tested, both
with the high-rate capability, with a temporal reference resolution of just below
100 ps, and at low-rate capability with a more precise temporal reference resolution
of around 20 ps based on the MCP-PMT.
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5.3 RECONSTRUCTION OF CHARGED TRACKS WITH
TiMEPIX4 ASICS

This section contains a paper that describes the first version of the telescope. This
telescope consisted of a single arm with four Timepix4vl ASICs. The paper also
contains the analysis and results of both the spatial and temporal performance
of the individual planes for different operating conditions. These consist of bias
voltage and threshold scans.

This paper titled “Reconstruction of charged tracks with Timepixj ASICs” is pub-
lished in JINST [91].
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1 Introduction

Future experiments in high energy physics will require timing measurements of the order of 10 ps
in addition to the state-of-the-art spatial measurements. The main motivation is to cope with the
high occupancy at hadron colliders operating at a high number of collisions per bunch crossing, by
separating tracks from different quasi-simultaneous collisions [1]. The Timepix Application Specific
Integrated Circuit (ASIC) family has previously been employed in the reconstruction of charged
particle trajectories [2-5], in particular as an R&D platform for sensors, ASICs and other detector
components used for the upgrades of the LHCb experiment. Timepix4 [6] is a novel ASIC designed
for performing both temporal and spatial measurements with 195 ps bin width and 55 x 55 pm?
pixel size. Its timing precision enables the use of spatial and temporal information in a 4D-tracking
approach, which is essential in the R&D efforts for the next generation of experiments.

In this paper the design of a single arm four-plane telescope based on the Timepix4v1 ASIC is
described together with the data acquisition system, operational infrastructure and dedicated software.
This is a first step towards a two arm telescope with at least eight planes with the final version of
Timepix4 ASIC [6], targeting a spatial resolution of 2 pm or better and a temporal resolution of
0(30) ps. Finally, the spatial and temporal performances are assessed using a 180 GeV/c mixed
hadron beam at the SPS H8 beam line facility [7].
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5.3. Reconstruction of charged tracks with Timepix4 ASICs

Figure 1. Mechanical design of the telescope-like arrangement of four measuring planes. The sensors are
placed in a light-tight nitrogen environment, separated from the outside by flanges placed at predefined
positions. The green solid cylinder line cutting through the planes represents the traversing beam.

2 Hardware description

The telescope consists of a single arm with four detector planes as illustrated in figure 1. A global
right-handed coordinate frame is defined with the z axis in the direction of the beam and the y axis
pointing upwards. This convention is adopted throughout this paper.

The detectors are mounted inside a custom hermetic enclosure to provide a cold, light-tight and
humidity free environment. The top cover of this box was machined with slots to allow the insertion
of detector planes with the use of matching flanges. The individual flanges are composed of matching
half-moons which are attached to the detector boards for insertion in the slots. The positions of the
telescope planes along the z axis are determined by predefined slots on the top cover, and are 0, 150, 250
and 290 mm. The slots are machined to achieve different angles of the sensor planes with respect to the
zaxis. The two upstream sensors are perpendicular to the z axis to achieve a better temporal resolution.
The other two sensors are angled at 9° with respect to the x and y axes in order to improve the spatial
resolution [8]. For the majority of the data collection period, the first two slots were instrumented
with 100 pm thick sensors (with identifiers N30 and N29), while 300 pm thick sensors (identified
by N23 and N28) occupied the downstream slots. In the following sections, this is referred to as the
default configuration. A limited data set was also acquired with an alternative configuration, where
one 100 pm sensor (N29) was placed in an angled slot and a 300 pm sensor (N23) in the perpendicular
slot. The base of the telescope box is mounted on a remote controlled motion stage, which allows the
entire telescope to be moved along the x and y axes, to align the telescope with respect to the beam.

2.1 Timepix4 ASIC

Timepix4 is a readout ASIC capable of simultaneous time-of-arrival (ToA) and time-over-threshold
(ToT) measurements [6]. The ASIC has a pixel matrix of 448 x 512 square pixels of 55 pm pitch.
Hence, the total active area of the detector assemblies is around 24.6 X 28.2 mm?. The ToA of
each particle hit above a predefined and programmable threshold is measured by a time-to-digital
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converter (TDC) with a nominal bin width of 195 ps. Each group of 2 x 4 pixels, referred to as a
superpixel, shares a Voltage Controlled Oscillator (VCO), which provides the 640 MHz reference
clock for the pixel TDCs. Four versions of this clock are generated, and equally shifted in phase. By
registering the state of all four clocks, the TDC bin of 195 ps is achieved. For this beam test, the first
submission of the Timepix4 was used, which presents a flaw in the design of the VCO, causing it
to oscillate about 25% too fast. For the same reason, the control voltage that is generated by the
periphery Phase-Locked Loops (PLLs) could not be used, and hence the oscillation frequency was
not stabilised, which degrades the time resolution. The ToT measurements used in the analyses
presented in this paper are performed with a 25 ns bin width.

The Timepix4 ASIC is divided into two halves, denoted top and bottom, in order to increase
readout speeds by placing serialisers on both sides. The data can be read out by up to 16 serialisers
capable of running at a maximum bandwidth of 10 Gbit/s each, to be capable of reading out a maximum
hit rate of 3.6 Mhits/mm?/s. During the beam test, only one serialiser per side was used, and the
combined link speed was set to 2 x 2.56 Gbit/s, thereby limiting the bandwidth to order 100 Mhits/s,
which is still about two orders of magnitude larger than the typical rate required for the H8 beam line.

2.2 Sensors

Planar n-on-p (electron collecting) silicon sensor technology is used in this system. The sensors are
composed of p-type silicon bulk with n*-type implants, and were manufactured by ADVACAM.!
The back side is a uniform p* implant which is subsequently metallised to allow for the application of
areverse bias voltage to the sensor. The front side is segmented with 448 x 512 approximately 39 pm
square n* implants, separated by a uniform p-spray, and covered with under-bump metallisation which
allows the pixels sensors to be bonded with solder bumps to the ASICs. The 300 um sensors are fully
depleted at a reverse bias voltage of approximately 50 V with a leakage current of around 15 nA at room
temperature, and they could be operated up to 150 V without breakdown. The 100 pm thick sensors
are fully depleted at around 10 V with a leakage current of about 5 nA at room temperature. One of the
two thin sensors presents breakdown below 50 V, while the other could be reliably biased up to about
200 V. Two I-V characteristic curves of the 300 pm and 100 pm thick sensors are show in figure 2.

2.3 Cooling

Cooling of the planes is provided by a cooling block directly attached to the detector board, with a
small surface overlap with the ASICs. The cooling blocks are made of 3D printed titanium with
hollow cavities which allow liquid glycol to circulate through. The fluid is distributed in parallel to
each of the planes. The cooling blocks have a circular cut-out to minimise the amount of material
traversed by incident particles. The interface between the detector board and its cooling block was
improved by attaching a high thermal conductivity sheet. The cooling fluid is pumped through the
cooling block by an off-the-shelf chiller.

2.4 Scintillators

The timing measurements are complemented by three plastic (EJ2002) scintillators mounted onto the
telescope box. Two are placed upstream of the pixel sensors and spaced approximately 2 cm apart

1 Advacam, Tietotie 3, 02150 Espoo, Finland.
2ELJEN technology, 1300 W. Broadway, Sweetwater, TX 79556, U.S.A.
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Figure 2. Left (right): I-V characteristic curve for N29 (100 pm) and N23 (300 pm) sensors. The sensors
N23, N28, N30 breakdown at 160V, 140 V and 50 V respectively, while N29 did not breakdown up to 200V,
which was the limit of the measuring range.

from each other, while the third is placed at the downstream side. The scintillators are instrumented
with HPK? Photo Multiplier Tubes (PMTs) and their signals are processed by ORTEC-584 constant
fraction discriminators (CFD) to minimise the contribution of timewalk to the electronics jitter.
Each CFD output is fed back to a different Timepix4 plane where it is timestamped with a TDC of
the same precision as that of the pixels. The synchronisation between the ASICs was found to be
insufficiently stable to combine the three timestamps. The individual scintillators are all determined
to have a resolution of around 100 ps, therefore the one most upstream was arbitrarily chosen to
provide the reference time measurement.

3 Data acquisition

The Timepix4 ASICs are configured and read out with a custom developed system called SPIDR4,
which is based on a Xilinx Zynq 7000 FPGA, provides the slow control interface to the Timepix4 via
the on-chip ARM processor, which receives configuration commands via a 1 Gbit copper ethernet
link. Regarding the slow control, all SPIDR4 systems are connected to the same computer, which
runs four instances of the slow control application, one for each SPIDR4 plus Timepix4. Each
instance of the DAQ (Data Acquisition) application is controlled by its corresponding slow control
application. The main DAQ interface to the telescope is managed through a run-control application,
which also directs all of the slow control instances.

The pixel data from Timepix4 consists of a 64 bit word for each hit. This hit data is transmitted
from the chip to the FPGA using a serial 64/66 standard encoding scheme to allow for clock recovery
and transmission line balancing. The distance between Timepix4 chip and FPGA is about 25 cm; the
distance could be increased to about one meter, viacommercially available FMC cables. The Timepix4
is operated with only one 2.56 Gbit/s serial link per half of the chip, as the track rates at this test beam

3Hamamatsu Photonics K.K., 325-6, Sunayama-cho, Naka-ku, Hamamatsu City, Shizuoka Pref., 430-8587, Japan.
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were relatively low, typically below a million per second. The data from both links of each Timepix4 de-
vice are descrambled by the FPGA in SPIDR4 and packed into UDP datagrams, which are transmitted
via an optical 10 Gbit ethernet connection to the DAQ computers, one for each SPIDR4. The main task
of the DAQ application is to write the data to local disk, and no significant data processing is performed.

3.1 Software

A software application based on the Gaubi event processing framework [9], KeEpLER, has been
developed for the reconstruction and analysis of data recorded with Timepix telescopes [2]. The
core functionality of the software, which is to provide reconstructed and aligned tracks in a variety
of formats to end users, remains largely unchanged. The main new feature in KEPLER is the
implementation of a decoder for the Timepix4 data format. In addition, large improvements to the
CPU performance of the reconstruction have been achieved by simplifying the intermediate data
structures used by the software and modernisation of the code base.

3.2 Data quality monitoring

A new graphical user interface is implemented to control the execution of KEPLER and to monitor the
quality of the collected data in real time, implemented using the Qt5 toolkit. The communication
between the interface and the KEPLER server is established through the Distributed Information
Management (DIM) protocol [10]. The monitored information mostly consists of histograms of
quantities such as the spatial and ToT distributions of the hits in each plane, as well as properties
related to the clusters or tracks. In addition the number of errors in the configuration of the ASICs
and in the data communication are displayed.

4 Experiment control system and monitoring

A dedicated experiment control system is implemented to remotely operate motion stages and
power supplies, as well as to monitor the environmental conditions of the telescope. The system
implementation is divided in the following way: the operation of High Voltage and the monitoring
of bias currents (HV control); the operation of the motion stage (motion control); the monitoring
of temperature and humidity. A block diagram representation of the system is given in figure 3.
The WinCC Open Architecture (OA) software suite (WinCC OA*#) is used to implement the control
system, which also provides alarm and logging capabilities. The communication between WinCC
OA and the hardware is established with a custom server based on the DIM protocol and the Open
Platform Communications Unified Architecture (OPC UA).

The HV-control operates two Keithley 2410 Source Meters> that provide independent bias
voltages to the 100 pm and 300 pm thick sensor planes in the default configuration. The translation of
the telescope along the x and y axes is performed by PI® motion stages with a repeatability of 2 pm.

The temperatures of each plane, as well as the temperature and humidity within the telescope
enclosure, are monitored with four-wire Pt100 and HIH4000 sensors,” connected via an Embedded

4SIMATIC WinCC Open Architecture Portal https://www.winccoa.com/.

5Tektronix, Inc. 14150 SW Karl Braun Drive, Beaverton, OR 97077, U.S.A.

6Physik Instrumente (PI) GmbH & Co. KG Auf der Roemerstrasse 1 76228, Karlsruhe, Germany.
7Honeywell, Charlotte, NC, U.S.A.
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Figure 3. Schematic overview of the experiment control system.

Local Monitor Board (ELMB). The monitored values for each component are logged in order to
enable studies of the telescope performance as a function of environmental conditions. In addition,
the logging of operational settings such as the bias voltage complements the information manually
recorded in the logbook of the testbeam.

5 Spatial resolution and efficiency

Clusters are reconstructed by grouping nearby hits that are within 100 ns from each other. This window
was selected to ensure that no two tracks overlap in time with the beam rate at SPS, and ensures that
all hits with a large timewalk can also be assigned to the correct cluster. The timestamp of the cluster
is assigned as the earliest time measurement in the group of hits [3]. The cluster position is calculated
as the ToT-weighted average of the position of the hits constituting the cluster. Particle tracks are
reconstructed requiring a cluster in each plane and their trajectories determined using a straight
line fit. The clusters are required to be within a 100 ns time interval allowing a low background and
high-efficiency track reconstruction given the particle rate at the SPS was less than 2 x 10° particles/s.
The positions and orientations of the planes with respect to each other are determined using the
Millepede algorithm [11], using a set of around 12,000 tracks. The alignment procedure is repeated
several times, with progressively more stringent requirements on the x2 of the tracks in each iteration.

The residual is defined as the difference between the position of a cluster, and the extrapolated
position of the track to the given plane. The residual is said to be unbiased if the cluster on the
plane of interest is excluded from the track fit. The unbiased residuals are determined in the ASIC
coordinate system where the x and y axes correspond to the directions of increasing column and row
numbers, respectively. The resulting distributions are shown in figure 4. The spatial resolution of
each plane is defined as the RMS of the unbiased residuals. Clusters outside of a central interval
containing 99% of the distribution are discarded before calculating the RMS, which is then referred
to as the truncated RMS. The x residuals for the nominal data-taking conditions are shown in figure 4.
The truncated RMS is found, with negligible uncertainty, to be 33.2 pm, 16.6 pm, 7.2 pm and 8.7 pm
for N30, N29, N23 and N28, respectively. The residual distribution is given by the convolution of
the intrinsic resolution of the detector and the resolution of the track projection. The latter is the
dominant contribution to the residual on the first plane due to the long extrapolation distance, and is
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Figure 4. Distributions of x residuals for the clusters of each plane. The residual is defined as the difference
between the cluster position and the intercept of the associated track.

estimated to be around 30 pm from the track fit. The majority of clusters consists of a single hit
for the 100 pm planes placed perpendicular to the beam, which results in a worse resolution with
respect to the angled planes. This can be seen from the characteristic top-hat distribution of N29
shown in the top right of figure 4. The intrinsic resolution of the planes at their operating tilt is
estimated from simulation, assuming that the resolution is equal in each direction and identical for
planes with the same thickness and tilt. The resolutions are found to be (15.5 + 0.5) pm for N30
and N29 and (4.5 + 0.3) pm for N23 and N28, in agreement with the values found for tilted 300 pm
sensors bonded to Timepix3 [2].

The resolution degrades significantly with increasing operating threshold, as the measurement
small charges becomes progressively lost, deteriorating the interpixel positon determination. This
effect is shown in figure 5. Conversely, the resolution is found to be largely independent of the

applied bias voltage.

88



5.3. Reconstruction of charged tracks with Timepix4 ASICs

ﬁ14 \ T
i 4 N23,300 pm .
312 -
=
'—O‘ A
&
~ 10 -
A
A
8 . —
A
A
A
§)
0 2 4 §) 8

Threshold [ke™]

Figure 5. Resolution for the central 300 pm plane as a function of threshold.

The single-plane efficiency is measured for each plane by reconstructing tracks from the other
three planes and by searching for a cluster within 150 pm and 100 ns in space and time, respectively.
The efficiencies are found to be (92.0 + 5.0)%, (99.4 + 0.2)%, (99.1 + 0.4)% and (98.2 + 0.3)%
for planes N30, N29, N23 and N28, respectively. The uncertainties are assigned using run-to-run
variations throughout the data taking period. The smaller efficiency and larger variation for plane
N30 is due to a large number (around 10%) of malfunctioning columns.

6 Temporal performance

In this section, the temporal performance of each of the four Timepix4 planes is assessed. The
time-to-threshold (TtT) is defined as the difference between the timestamp of the earliest hit in a
cluster and the reference time. The time-to-threshold is analogous to the residuals for the spatial
measurements, which yields the main figure-of-merit used in this section, the temporal resolution,
defined as the RMS of the time-to-threshold distribution. The timestamps are corrected for timewalk
and per-pixel time offsets. After applying these corrections, the resolution is studied as a function of
bias and threshold.

Timewalk correction. It is important to correct for timewalk for low-amplitude signals, such as
from the 100 pm sensors or for hits that share charge with other pixels in the same cluster in the
300 pm planes. The timewalk correction is performed based on the ToT of each hit, instead of
the measured charge, since an accurate charge calibration procedure has not been developed for
Timepix4 yet.
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Figure 6. Top (bottom): typical timewalk distribution for a 100 pm (300 pm) plane biased at S0V (130 V).
Since the 300 pm plane is tilted, the typical timewalk distribution shows multiple bands. The black line
indicates the average of the distribution.

Two different timewalk correction methods are employed, depending on the angle of the sensor
with respect to the beam, as described in [3]. For the perpendicular (100 pm) sensors, the timewalk
correction is performed exclusively using the ToT of hits. A lookup table that contains the average
TtT for each value of ToT is created per plane. An example timewalk distribution for N29 (100 pm)
is shown in figure 6 (top), where the line indicates the values in the lookup table. For the tilted
(300 pm) sensors, the correction needs to account for timewalk and drift times, since the charge
carriers can be liberated at different distances to the pixel implants [3].

The timewalk distribution for a tilted sensor is shown in figure 6 (bottom). Multiple bands can
be seen in the distribution, indicating the necessity of a correction that additionally accounts for
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Figure 7. Measured average TtT of individual pixels of N29. The lines indicate the regions covered by each
scintillator. The absence of the vertical line of data is due to partially malfunctioning columns.

the intrapixel track position at each plane. This method is described in detail in ref. [3]. Since this
correction depends on drift velocity and threshold, the lookup table is determined for each set of
operational settings.

Per-pixel corrections. A correction is required to account for per-pixel time offsets due to
differences in VCO start time and VCO frequency variations. The average TtT is determined for
each pixel to account for these differences. Corrections for differences of the TDC bin sizes are not
implemented due to the limited size of the data samples.

Figure 7 shows the average TtT of the pixels of N29 (100 pm), where the lines indicate the
regions covered by the two upstream scintillators. The timestamps are corrected for timewalk before
the average is determined for each pixel. The distribution of the average TtT of these pixels shows a
large variation with an RMS of 315 ps. This effect is corrected by subtracting the average TtT of the
pixel from the timestamp.

Time resolution. The four planes of the telescope are characterised as a function of the bias
voltages and threshold. The temporal resolution is determined after both timewalk and per-pixel
time offset corrections have been applied. Figure 8 shows the TtT distribution, before any correction
(filled histogram), after the timewalk correction (hashed), and after both timewalk and per-pixel
delay corrections (solid line). The time resolution is improved from (783 + 24) ps to (439 + 10) ps,
implying that a total contribution of 648 ps has been removed.

The resolution changes as a function of operational settings such as bias voltage and threshold.
Scans over these parameters are shown in figure 9, where the left and right figures show bias and
threshold scan, respectively. For all planes the time resolution shows improvement for higher bias
voltages. The two tilted 300 pm sensors have a resolution that is significantly worse than that of
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Figure 9. Left (right): time resolution of the four telescope planes as a function of the bias voltage (threshold).
The four planes are indicated by the different markers.

the 100 pm sensors. The main cause is the more complex timewalk correction in addition to higher
variations in the Ramo-Shockley weighting field, in comparison to the 100 pm sensors.

As shown in figure 9 (right) the time resolution slightly improves as a function of threshold
for the two 100 pm sensors, reaching the best resolution around the value of 2000 e~. This effect is
counterintuitive but well described in ref. [6]. The two tilted 300 pm sensors do not show a local
minimum. This is probably due to the larger variations in the time corrections. Plane N30 achieves
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its best resolution at 50 V, and the other planes at 130V, all at a threshold of 1000 e~. Their time
resolutions are (452 + 10) ps, (420 + 10) ps, (639 = 10) ps, and (631 = 10) ps for N30, N29, N38,
N23, respectively. The uncertainty is estimated from run-to-run variations. The resolution of the
detectors saturates around 50V for the 100 pm sensors and around 130 V for the 300 pm sensors,
and an improvement by increasing the bias voltage further is not expected.

The track time is determined by taking the uncertainty-weighted average of the individual
measurements. To achieve the best track time resolution the planes should be biased at the highest
operational high voltages. The resolution is determined in a configuration where the two thin planes
are biased at 50 V and the other planes at 130V, while the threshold is 1000 e~ for all planes. The
achieved track resolution is (340 + 5) ps. The result of the combination of single plane measurements
to a track is worse than what is expected from the naive calculation using the separate resolutions.
This is due to correlations between the time measurements, which can lead to a significantly worse
resolution [3], and drift in the synchronisation between the planes.

7 Conclusions

A system composed of four Timepix4 detectors is used to reconstruct high energy hadrons from the
CERN SPS HS8 beam line. The overall spatial resolution is assessed for each of the detector planes
by projecting the reconstructed tracks using the other three planes. The resolutions in the default
configuration are estimated to be (15.5 + 0.5) pm and (4.5 + 0.3) pm for 100 pm and 300 um thick
sensors, respectively, after subtracting the expected contribution from the track extrapolation.

The timestamps from the detector are corrected for timewalk and per-pixel time offsets, finally
yielding individual time resolutions of (452 + 10) ps, (420 + 10) ps, (639 + 10) ps, and (631 + 10) ps
for N30 (perpendicular 100 pm), N29 (perpendicular 100 pm), N28 (tilted 300 pm), and N23 (tilted
300 pm), respectively, when compared to the measurements from the reference scintillators. These
resolutions have been achieved at a threshold of 1000 ¢~ and 50 V bias for N30, and 130V for the
other planes. These measurements can be combined to a track time resolution of (340 + 5) ps.
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CHAPTER 6

&

RESULTS USING BEAM TELESCOPES

HE TIMEPIX3 TELESCOPE provided a crucial testbed for the characterisation
T and development of the sensors and ASICs for the LHCb VELO Upgrade 1.
During the year 2014 through 2018, various sensor designs have been tested to de-
cide which sensors can be used for the upgraded detector. Three different sensor
types and designs from two different manufacturers have been fully characterised.
All sensors were bump bonded to the Timepix3 ASIC on which the VeloPix [89] -
the ASIC used in the VELO Upgrade 1 - is based. These ASICs in turn were con-
nected to SPIDRs which were used as a readout board. The combination of the
sensor with the ASIC is called an assembly. Multiple assemblies were mounted
in the telescope and tested for several parameters. In the VELO Upgrade 1
context, three papers were published with results gathered using the Timepix3
telescope containing the findings of the charge collection efficiency [92], spatial
resolution [93], and the temporal characteristics [94]. The findings from the latter
were not incorporated for the decision of sensor design for Upgrade 1, since the
VeloPix ASIC only supports binning in 25ns TDC bins (corresponding to the in-
terval between bunch crossings in the LHC) but are of great interest in view of
the implementation of temporal information in Upgrade 2.

In this chapter two papers are reproduced that summarise the findings of
the charge collection properties and the temporal characteristics studied with the
Timepix3 telescope.
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6.1 CHARGE COLLECTION PROPERTIES OF PROTOTYPE
SENSORS FOR THE LHCB VELO UPGRADE

This section contains a paper that describes the charge collection properties of
various prototype sensors for the LHCb VELO Upgrade 1 which were studied
using the Timepix3 Telescope.

This paper titled “Charge collection properties of prototype sensors for the LHCH
VELO upgrade” is published in JINST [92].

96



6.1. Charge collection properties of prototype sensors for the VELO upgrade

]inst PuBLISHED BY IOP PUBLISHING FOR SissA MEDIALAB

RECEIVED: October 22, 2020
REeviseD: December 21, 2020
AccepTED: December 21, 2020
PuBLISHED: February 23, 2021

Charge collection properties of prototype sensors for the
LHCb VELO upgrade

R. Geertsema,® ! K. Akiba,” M. van Beuzekom,” E. Buchanan,” C. Burr,° W. Byczynski,""‘
P. Collins,° E. Dall’Occo,*¢ T. Evans,®/ V. Franco Lima,? K. Heijhoff,* P. Kopciewicz,h

F. Marinho,’ E. Price,” B. Rachwal,” S. Richards,” D. Saunders,” H. Schindler,® H. Snoek,*
T. Szumlak,” P. Tsopelas,®/ J. Velthuis” and M.R.J. Williams*

Nikhef; Science Park 105, 1098 XG Amsterdam, the Netherlands
b University of Bristol, Beacon House,
Queens Road, BS8 1QU, Bristol, United Kingdom
¢CERN, 1211 Geneve, Switzerland
4Tadeusz Kosciuszko Cracow University of Technology, Cracow, Poland

¢Now at TU Dortmund,
Otto-Hahn-Straf3e 4, 44227 Dortmund, Germany

T University of Oxford, Particle Physics Department,
Denys Wilkinson Bldg., Keble Road, Oxford OX1 3RH, United Kingdom
8Oliver Lodge Laboratory, University of Liverpool,
Liverpool, L69 7ZE, United Kingdom
hAGH University of Science and Technology, Faculty of Physics and
Applied Computer Science, Krakéw, Poland
i Federal University of Sdo Carlos,
Rodovia Anhanguera, km 174, 13604-900 Aranas, Brazil
I Now at Spectricon, Science and Technology Park of Crete, Heraklion, Greece
kSchool of Physics and Astronomy, University of Edinburgh,
Edinburgh, United Kingdom

E-mail: r.geertsema@ikhef.nl

ABSTRACT: An extensive sensor testing campaign is presented, dedicated to measuring the charge
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with 24 GeV protons, to the highest fluence levels. An analysis of the charge collection near the
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guard ring region is also presented, revealing significant differences between the sensor prototypes.
All tested sensor variants succeed in collecting the minimum required charge of 6000 electrons after
the exposure to the maximum fluence.

Keyworps: Radiation-hard detectors; Radiation damage to detector materials (solid state); Hybrid
detectors; Solid state detectors
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1 Introduction

The Vertex Locator (VELO) [1] is the silicon vertex detector surrounding the interaction region of
the LHCb experiment [2]. Throughout LHC Runs 1 and 2, the VELO was based on silicon strip
sensors. The VELO will be upgraded to a hybrid pixel system for Runs 3 and 4. The detector

is designed to withstand a maximum fluence of 8 x 10'5 1 MeV Neg em™2

, corresponding to the
amount expected after an integrated luminosity of 50 fb~! [3] over the 8-year lifetime of the upgraded
experiment. The charge collection properties of the prototype sensors prior to, and after irradiation
up to maximum fluence are reported in this paper.

An extensive R&D programme was launched to obtain sensors able to meet the challenging
requirements for radiation hardness of the VELO upgrade. One of the crucial sensor requirements
is that the amount of charge collected for a high energy charged particle is more than 6000 e~
after the detector is exposed to the maximum fluence. This ensures that the signal is sufficiently
above the expected highest threshold of 1000 e™, even if the charge is shared amongst several pixels.
Furthermore, it was essential to evaluate the performance at the edge of the sensor, since this is the
region closest to the interaction point and hence with the highest occupancy during the operations
of the detector.

The prototype sensors have been characterised using readily available Timepix3 ASICs [4].
The Timepix3 ASIC has a data-driven readout which provides a 10 bit Time-over-Threshold (ToT)
measurement, and a timestamp with ~ 1.56 ns precision.
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In this paper, the performance of several different prototypes is discussed, comparing results
of irradiated and nonirradiated samples. The different sensor designs are described in section 2.
The experimental setup is outlined in section 3, with a detailed description of the charge calibration
method in section 3.2. The irradiation programme is detailed in section 4. The charge collection
results for different bias voltages are discussed in section 5.1. During the evaluation programme,
radiation induced charge multiplication was observed and results are described in section 5.2. The
edge performance is presented in section 5.3, followed by the conclusion in section 6.

2 Sensor prototype designs

A VELO upgrade assembly consists of a single sensor bump-bonded to three ASICs, and is referred
to as a triple-chip assembly. However, for the charge collection studies, single ASIC assemblies have
also been used, since it makes the irradiation and testing in the lab or in the beam more affordable.
The size of the sensors for the VELO upgrade is approximately 42.5 x 14.1 mm?, consisting of
three groups of 256 x 256 pixels. The pixels have a 55 um pitch, except for those in the interchip
region, which are elongated in order to have complete coverage between the ASICs. The elongated
pixels are either 110 or 137.5 pm depending on the round of production.

For the first round of prototyping, sensors have been produced by two vendors, Hamamatsu
Photonics K. K. (HPK)! and Micron Semiconductor Ltd.2 The HPK sensors have been produced
with n*-type implants separated by p*-stop implants on a 200 + 20 um thick float-zone p-doped
silicon substrate (resistivity of 3-8 kQ cm). The back of the sensor consists of a thin p*-doped
layer and is fully metallised. Two different guard ring designs with distances of 450 and 600 um
from the edge of the sensor to the edge of pixel matrix have been evaluated. This distance is
often referred to as Pixel-To-Edge (PTE). The pixel implants are either 35 or 39 um squares with
rounded corners. The Micron prototypes have been produced with 36 um wide n*-type implants
with rounded corners and p*-spray isolation. Two different types of substrates have been used:
200 um p-type (> 5 kQ cm) and 150 pum n-type (> 1.5 k€ cm). The latter is double sided processed
with guard rings on the backside of the sensor partially implanted underneath the edge pixels (see
figure 1). The back of these sensors consist of a thin p*-doped layer and the back for the p-type
substrate is fully metallised, while for the n-type substrate the back is metallised in a grid structure.
For these sensors there are two PTE variants with corresponding distances of 250 um and 450 um.
The n*-p-p* (n*-n-p*) sensors are from now on referred to as n-on-p (n-on-n) sensors.

The operational voltage needed to yield a signal of at least 6000 e~ after the highest fluence is
expected to be 1000V [3]. For n-on-p sensors the operation above a certain voltage can generate
an electrical discharge between the sensor and the ASIC if the assembly is placed in a gaseous
environment. The n-on-n sensor design does not suffer from electrical discharge at voltages below
1000 V since these sensors are processed on both sides allowing for guard rings on each side of the
sensor. This lowers the potential on the side closer to the ASIC. In order to prevent discharges in
n-on-p sensors, these sensors either received a C-type parylene coating? prior to irradiation or are
operated in vacuum.

tHamamatsu Photonics K. K., 325-6, Sunayama-cho, Naka-ku, Hamamatsu City, Shizuoka, 430-8587, Japan.
2Micron Semiconductor Ltd, 1 Royal Buildings, Marlborough Road, Lancing BN158UN, United Kingdom.
3Comelec SA, La Chaux-de-Fonds, Switzerland.
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Figure 1. A cross section of the sensor connected to the ASIC. The different implants are indicated with
different colors. Both the design of the n-on-p and n-on-n sensors are shown in this diagram, since the only
difference is the guard rings on the back of the sensor.

3 Experimental setup and calibration

3.1 The Timepix3 telescope at CERN SPS

An extensive testbeam programme has been carried out at the SPS H8 beamline at CERN to
characterise the sensors at high rate. The beam is a mixed charged hadron beam (~ 67% protons,
~ 30% pions) at 180 GeV/c.

The Timepix3 telescope [5] is a high rate, data-driven beam telescope, composed of two arms
of four planes each. Each plane is equipped with a 300 pm p-on-n silicon sensor that is bump
bonded to a Timepix3 ASIC. The centre of the telescope is reserved for the Device Under Test
(DUT). The DUT area is equipped with remotely controlled motion stages able to translate in x
and y directions (orthogonal to the beam axis) and rotate about the y axis. A vacuum box can
also be installed on the central stage to facilitate testing of irradiated devices at high voltage. The
cooling block connected to the ASIC can be cooled down to temperatures of —35 °C, which keeps
the sensors below —20 °C. The temperature of the cold box is measured with a Pt100, which is
converted to the corresponding sensor temperature using a calibration curve. This calibration curve
is determined before the testbeam in a dedicated lab setup. In this setup a Pt100 was glued to the
sensor itself and another Pt100 was glued to the cold box in order to measure the sensor temperature
for different cold box temperatures. The pointing resolution at the DUT position is about 1.6 pm,
enabling intrapixel studies of the DUT. The typical temporal resolution on a track using only the
Timepix3 timestamps is about 350 ps.

3.2 Front-end calibration

The recorded Time-over-Threshold (ToT) values are converted to a corresponding number of elec-
trons via a charge calibration procedure. The measured ToT for a given injected charge varies from
pixel to pixel due to variations in the discharge current across the pixel matrix. The relation between
ToT and charge for each pixel can be determined by injecting testpulses with known charge into the
preamplifier. The injected charge depends on the voltage difference of two internal voltage DACs
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Table 1. Characteristics of the facilities used in the irradiation programme.

Facility Particles Cooling  Scanning (1 0{226_1‘:3;2;_2] H;;(:Oerss

Karlsruhe 23 MeV protons yes yes 25 2.20 £ 0.40 [10]
IRRAD 24 GeV protons yes no 0.02 0.62 +0.04 [10]
Ljubljana  reactor neutrons no no 3.05 0.90 +0.03 [11]

whose value can be measured externally, and on the capacitance of the test capacitor which varies
only slightly across the ASIC.

A calibration curve is determined separately for each pixel [6]. The test pulse calibration
method was validated for one of the assemblies by comparing it to the characteristic lines from an
241 Am source and agreed to within 4% [7], and was also cross-checked using X-rays with several
energies from the LNLS synchrotron in Brazil.

4 TIrradiation programme

The fluence that the VELO upgrade will receive is estimated using simulations of proton col-
lisions at 14TeV [3]. The hadronic collisions produce a nonuniform fluence exposure over
each sensor. The maximum integrated fluence expected at the most irradiated sensor position
is 8 x 10 1 MeV Neg cm2. The difference in fluence over a single sensor due to this nonuniform
irradiation can be as large as a factor 120.

Three different types of irradiation are used in the studies presented in this paper. Sensors
received uniform neutron irradiation at the TRIGA MARK II reactor at JSI [8] in Ljubliana,
Slovenia, of half, and of maximum fluence. The IRRAD facility at CERN [9] provides a 24 GeV
proton beam that is approximately normally distributed, hence yielding a nonuniform fluence
profile. Forschungszentrum Karlsruhe Cyclotron at Karlsruhe (KIT) can provide a 23 MeV proton
beam with a small cross section which can be scanned over the sensor in order to approximate
the nonuniform radiation profile of the upgraded VELO. The fluences provided by JSI, IRRAD,
and KIT are known with an accuracy of +£10%, +10%, and +20%, respectively. Table 1 shows a
summary of the properties of the three facilities.

4.1 IRRAD profile

After irradiation, the residual activation of the assemblies is obtained by measuring the distribution
of hits in the sensor when not exposed to the beam. The hits are caused by the radioactivity induced
in the assembly and thus their rate is proportional to the fluence. The radiation profile can then be
determined from the activation map, modelled using a two-dimensional Gaussian distribution [12].
The activation profile is then normalised to match the fluence measured by an aluminium foil
that was placed alongside the assemblies during irradiation. The foil was later subdivided in six
regions, examined for activation through y-ray spectroscopy. The reconstructed fluence profile of a
single-chip assembly is shown in figure 2. The corresponding fluence measured with the aluminium
foil is overlaid for each region, where the measured proton fluence has been converted in neutron
equivalent unit using a hardness factor of 0.62 + 0.04 [10]. The reconstructed fluence profile is
found to be consistent with the measured charge collection profile.
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Figure 2. The reconstructed fluence profile from irradiation at IRRAD. The dosimetry results, converted to
neutron equivalent fluence, for the six regions are indicated by the white numbers (x10'5 1 MeV Neg cm™2).

5 Results with beam

The prototype sensors were characterised using the Timepix3 telescope in beam tests using the
SPS at CERN. Only DUT clusters associated to a telescope track are selected in order to mitigate
background hits from internal radioactivity and noise. Clusters are matched to a track if they are
within a space (time) region of 110x110 um? (100 ns) from the value predicted by the telescope.
The cluster size is limited to four pixels since larger clusters are usually due to nuclear interactions
(with a much larger energy deposition) or -rays.

A fit is performed to the cluster charge distribution, which can be described by a convolution
of Landau and Gaussian distributions, in order to determine the Most Probable Value (MPV) of the
Landau. The standard deviation of the MPV distribution over the chip is quoted as the uncertainty
on the MPYV, and is determined for this assembly to be around 350e~, corresponding to about
2% of the MPV, which is much larger than the statistical estimate from the fit. This uncertainty
is determined with a single nonirradiated 200 pm n-on-p assembly and, since it is dominated by
ASIC effects, it is considered representative of all other prototypes. The uncertainty on the absolute
calibration is determined to be 4%, as discussed in section 3.2.

This section is organised as follows. In section 5.1 the charge distribution is studied for
both nonirradiated and uniformly irradiated sensors operated at different bias voltages and placed
perpendicular to the beam. It is followed by section 5.2 in which the charge distribution as a function
of fluence for nonuniformly irradiated sensors also placed perpendicular to the beam is discussed.
Finally, the performance at the edge of the sensors is discussed in section 5.3, in which different
angles of the sensor with respect to the beam are used. For figures in which devices of different
types are shown together, a colour code is used: green for HPK n-on-p, blue for Micron n-on-p, and
purple for Micron n-on-n. An overview of the assemblies is given in appendix A.

5.1 Bias studies

Nonirradiated assemblies. Assemblies were tested in the SPS beam at the same time as the
irradiation campaign, thus not all of the assemblies could be studied prior to being irradiated;
therefore, a representative subset of assemblies was tested prior to being irradiated in order to make
comparisons with the results post irradiation.
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Figure 3 shows the MPV as a function of bias voltage for several nonirradiated assemblies.
For the HPK sensors, indicated by the green curves, the MPV of the collected charge saturates
between 100 and 110V and shows no dependence on the implant size. The MPV of the Micron
sensors, indicated by the blue curves (n-on-p) and purple curves (n-on-n), reaches a plateau at less
than 40 V. The difference in MPV for the Micron sensors is due the different thicknesses of the
two types, 200 pm and 150 pm for n-on-p and n-on-n sensors, respectively. The small differences
in MPV between sensors of the same type are due to wafer-to-wafer variations in thickness up to
10%, and variation in the testpulse capacitance due to process variations of about 5% (one sigma).

The main difference other than the area between the single-chip and triple-chip assemblies is
the presence of elongated pixels located in the region in between the chips. It is important that
the response of the inter-chip region is similar to the rest of the sensor. This region is investigated
for the HPK n-on-p triple-chip assembly T23 before irradiation. The MPV of the interchip region
of HPK triple-chip assembly T23 is shown in figure 4, where the middle between chips is defined
as zero. Three characteristics can be observed: the dips between columns; the variation from
column-to-column (the narrow flat regions); and the slightly lower MPV of the interchip region
(wider flat regions). The dips between columns are due to threshold effects, and the variation from
column-to-column is due to the charge calibration. The MPV is slightly lower for the two elongated
columns compared to the other columns in the figure. However, this difference still falls within the
total variation of the MPV over the columns, which is found to be 300 e~ using the same method
as for the total variation over the pixel matrix. Therefore, it is concluded that the interchip region
collects all charge.

Irradiated assemblies. The MPV as a function of bias voltage after irradiation to full fluence at
JSI is shown in figure 5. All of the assemblies follow the same trend, with the MPV increasing
linearly from about 2500 e~ at 200V to about 8000e~ at 1000 V. The leakage current at bias
voltages higher than 600 V for S24 was larger than the leakage current compensation in the ASIC,
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Figure 5. MPV as function of bias voltage after uniform irradiation at JSI Ljubljana to 8 X
105 1 MeV Neg cm~2, without additional controlled annealing. The uncertainties are not indicated in
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resulting in changes in the charge calibration per pixel. Hence these points are excluded from
this figure.

The measurements shown in figure 5 were performed before any controlled annealing. A
subset of the assemblies were tested again with beam after having been annealed for 80 minutes
at 60 °C. As can be seen in figure 6, the results before and after annealing are in agreement. The
leakage current at bias voltage of 900 V for S17 after annealing was larger than the leakage current
compensation in the ASIC, resulting in changes in the charge calibration per pixel. The sensors
were kept at room temperature for 11 days after irradiation, after which they were cooled at -15 °C,
beside the aforementioned additional controlled annealing.

Several assemblies have been irradiated with either reactor neutrons or protons. As described in
reference [13], the damage to silicon from neutron irradiation is different to the damage from proton
irradiation. Figure 7 shows the MPV as a function of bias voltage for two HPK single-chip assemblies
after uniform irradiation to a fluence of 4x10'> 1 MeV Neq em™2 at KIT (assembly S4 — proton
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Figure 8. MPV as function of fluence at different bias voltages, after irradiation at IRRAD. Top left: HPK
assembly S8 with 35 um implant width. Top right: HPK assembly S11 with 39 um implant width. Bottom
left: Micron n-on-p assembly S25. Bottom right: Micron n-on-n assembly S30.

irradiation) and JSI (assembly S15 — neutron irradiation). The curve for S15 does not extend up to
1000 V because the assembly sparked, as it was not parylene coated and thus measurements were
performed only up to 675V in a CO, atmosphere.

5.2 Charge multiplication

As reported in several previous studies [14—16], charge multiplication in planar silicon sensors is
expected at fluences above 5 x 1015 1 MeV ne, cm™2 but typically in considerably larger pitches
than presented here.

Figure 8 shows the MPV as a function of the fluence at different bias voltages and figure 9 the
MPV as a function of the voltage at different fluence levels. Both figures present the results after
irradiation at IRRAD. Charge multiplication is observed in all sensors where the bias voltage can
reach 1000V, except for the Micron n-on-n assembly. This effect emerges at a fluence of about
6.5x10" 1 MeV DNeg cm~2 and increases with bias voltage. The difference in the n-on-p and n-on-n
sensors that leads to the presence (absence) in charge multiplication is not known.

Charge multiplication is expected to occur in regions with a high electric field. These positions
are close to the pixel implant, and thus the amount of charge multiplication could depend on the
intrapixel position. Figure 10 shows the MPV for different intrapixel positions of assembly S8
after irradiation at IRRAD up to maximum fluence at a bias of 1000 V. For this figure, clusters

106



6.1. Charge collection properties of prototype sensors for the VELO upgrade

— 121 T ] — 12 T ]
2 N 15 y ] 2 N 15 . ]
= b Fluence[10™ 1 MeV ng, cm?] ? ] = oF Fluence[10™ 1 MeV ng, cm?] b
2 fess ‘1 & fisa ]
= 8% 46 0 1 = 84 ]
(454 ] L < ]

6 . 6% 7. .

[¢ 62 ] 't 70 ]

af4% 70 3 4;§ 78 E

(¢ 7.8 ] r ]

2F . 2 .

0: ‘ ] 0: ‘ ]

0 500 1000 0 500 1000
Absolute voltage [V] Absolute voltage [V]

— 12r T —  — 12 T ™
2 br 10" 1 MeV - ] 2 A 10" 1 Mev - :
= 0 uence [ eV ng, cm E = b uence [ eV ng, cm? E
g [#30 1 & f¢30 ]
= 8r% 38 ; 1 = 8$3s8 r
6 [¢ 46 T N = 6 ¢ 46 =

5.4 54

41 6.2 - 4% 6.2 ]

o $ 70 E o $ 7.0 E

¢ 78 ] [é¢ 7.8 ]

0 L 1] 0 L 1 1]

0 500 1000 0 500 1000
Absolute voltage [V] Absolute voltage [V]

Figure 9. MPV as function of bias voltage at different fluence levels, after irradiation at IRRAD. Top left:
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Bottom left: Micron n-on-p assembly S25. Bottom right: Micron n-on-n assembly S30.

are selected in the regions of the sensor that were exposed to fluences in the range of 7.3 to
7.9x10%% 1 MeV Neq cm™2. As a comparison, the intrapixel MPV for S8 before irradiation is shown
in figure 11. Diagonal bands can be seen near the corners of the pixel; here the MPV is lower than
in the corner itself. This is due to charge sharing with neighbouring pixels. A detailed explanation
is given in appendix B.

For the IRRAD assemblies, the intrapixel MPV study is performed for different fluence values
up to maximum fluence. By comparing a slice of 5.5 wm along the middle of the pixel (y = 27.5 pm)
of the intrapixel cluster charge distribution at different fluence levels, the position within the pixel
where charge multiplication occurs can be determined, as is shown in figure 12. The MPV decreases
with fluence up to 7 105 1 MeV neq cm™2. At this point the MPV begins to increase with fluence,
which is a clear indication that charge multiplication is occurring. The small drop from the middle
to the edge of the pixel is due to charge sharing effects. The charge collected relative to that of
the lowest fluence bin is shown in figure 13 in order to demonstrate where in the pixel the charge
multiplication occurs. It can be concluded that charge multiplication occurs uniformly over the
centre of the pixel, while towards the edge of the pixels charge multiplication seems to be lower.

5.3 Edge performance

The performance of the sensors at the edge, near the guard ring region, is investigated by illuminating
these areas with the beam. Results are shown for one corner of the sensor, but it has been verified
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that the other corners behave the same. Nonirradiated sensors are operated at a bias where they are
above the depletion voltage estimated from charge saturation measurements. The results are shown
for single chip sensors, but all prototypes tested exhibit consistent behaviour at the edge between
single and triple sensors as well as between different types of irradiation.

The performance at the edge of the pixel matrix is quantified by measuring the cluster charge
as a function of the track intercept position. The expected behaviour is to collect charge from
tracks traversing the pixel matrix, but not from tracks passing through the guard ring area apart
from a small amount of diffused charge. The MPV as a function of the track distance from the
edge in the x direction (corresponding to increasing column numbers) can be seen in figure 14 for
all the tested nonirradiated assemblies. The uncertainty assigned to the MPV is statistical only.
The solid line represents the edge of the pixel matrix and the dashed lines the borders between
pixels. Two prototype variants exhibit an undesired behavior. All of the 200 pm Micron n-on-p
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sensors accumulate charge in the last pixel from tracks traversing the sensor beyond the edge of the
pixel matrix, while the 150 pm Micron n-on-n (250 um PTE backside guard rings) sensor does not
collect the full charge in the last pixel. None of the HPK sensors show this behaviour apart from
some expected charge diffusion at the boundary between the guard ring and the edge pixel.
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Figure 14. Cluster charge MPV as a function of the distance of the track intercept from the edge of the pixel
matrix for all the nonirradiated assemblies tested. The solid line represents the border of the pixel matrix
and the dashed lines the borders between pixels.

The simplest geometrical model that can explain the observed edge effect for Micron n-on-p
and Micron n-on-n sensors is a tilted border between the charge collection region of the guard rings
and that of the pixels. This is illustrated in figure 15 for Micron n-on-p sensors, where the charge
distribution as a function of the track intercept position, x, is studied at three different angles: -12°,
0° and +12°. In the schemes, the black arrow represents the particle trajectory nearest to the physical
edge where the deposited charge is fully collected, with the red cross showing the corresponding
measured position of the intercept between the track and the sensor, and the shaded area indicating
the charge collection region of the guard rings. At -12° the slope of the charge deposit is present
and extends far beyond the edge of the matrix. The charge is fully collected by the pixel implants
up to the point indicated by the red cross. Beyond that point the first pixel starts to pick up charge
from the guard ring region (represented in grey). At +12° the slope in the charge deposit almost
disappears. The charge is either fully collected by the pixel implant or fully collected by the guard
rings. This model explains why in the case of Micron n-on-p sensors charge is collected from the
guard ring region at the pixel side. Analogously, angled measurements with Micron n-on-n sensors
show that the border is tilted in the opposite direction, such that charge from the outermost pixel
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is lost to the guard rings at the backplane side [12]. The tilted border hypothesis could be verified
by a TCAD# simulation, but this was not pursued because the details of the guard ring design is
proprietary information.

Cluster charge [ke™]

Cluster charge [ke™]

Cluster charge [ke™]

-100  -50 0 50 100
Distance to edge [um]

Figure 15. Cluster charge as a function of the distance of the track intercept from the edge (left) and related
sketch (right) for a 200 um thick Micron n-on-p sensor with 450 um guard rings operated at 380 V. The
sensor is rotated with respect to the beam by —12° (top), 0° (middle) and +12° (bottom).

For Micron n-on-p sensors, the observed edge effect leads to an approximately 30% excess
of hits in the first column of the pixel matrix with the sensor biased above depletion voltage and
traversing tracks at normal incidence. The second column of the pixel matrix also shows an excess of
hits, leading to the conclusion that the distortion of the electric field is such that the second column
collects charge from tracks going through the first column. A similar effect has been observed
for active-edge silicon sensors in ref. [17]. The excess of hits decreases with increasing operation
voltage due to the stronger electric field, and it is also observed to decrease when tracks are at an
angle with respect to the sensor. An excess of hits in the first column and row of the pixel matrix is
also observed in a lab experiment using a *°Sr source, verifying the beam test findings. Data have
been collected operating the sensor at different voltages and the observed hit excess dependence has
the same trend as the one obtained from testbeam data.

4Technology Computer Aided Design.
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The MPYV profiles for irradiated sensors are shown in figure 16 as a function of the distance to
the edge in the x direction. After irradiation by either protons or neutrons with fluences ranging
from 2 to 8x10'° 1 MeV Negq cm™2, the behaviour at the edge is comparable among the different
prototype variants. The linear charge deposit extending beyond the edge observed in nonirradiated
Micron n-on-p sensors is strongly reduced after irradiation. This can be explained by the fact that
the sensors are not fully depleted even at the highest operational voltage used in the tests.
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Figure 16. MPV of the cluster charge as a function of the distance to the edge of the associated track
intercept for all the assemblies uniformly irradiated at JSI and nonuniformly irradiated at IRRAD. The solid
line represents the border of the pixel matrix and the dashed lines the borders between pixels.

6 Conclusions and outlook

An extensive testing campaign has been performed for the VELO upgrade, investigating several
planar silicon sensor designs from two different vendors: HPK and Micron. In this paper, a study
of the charge collection before and after irradiation up to 8 x 1015 1 MeV Neq cm™2 of these sensors
is presented. Irradiation of the sensors was performed at JSI with neutrons and at IRRAD and
KIT with protons. The MPV as a function of bias voltage is determined before irradiation, and
shows saturation at 16 ke™, 17 ke™, and 12 ke~ for HPK n-on-p, Micron n-on-p, and Micron n-on-n,
respectively. After irradiation, the MPV decreases significantly and shows a linear dependence on
the bias voltage. At a bias voltage of 1000V, the MPV is around 8 ke™, indicating that the sensor
achieves the requirement of collecting more than 6 ke™ after irradiation to the maximum expected
fluence for the VELO upgrade.

During the campaign charge multiplication was observed for both the HPK and Micron n-on-p
sensors, while no charge multiplication is observed for the Micron n-on-n sensors. Charge mul-
tiplication is observed uniformly over the centre of the pixel, while it seems less near the edge.
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Two classes of tested prototypes exhibited unexpected behaviour at the edge prior to irradiation.
In the case of Micron n-on-p sensors, charge is gained from the guard ring region at the pixel implant
side, while in the case of the Micron n-on-n sensors with 250 um PTE, charge from the outermost
pixels is lost to the guard ring area. In view of the VELO upgrade the observed edge effect is
critical, since it would increase the occupancy in the part of the sensor where it is already the
highest. Moreover, it leads to a loss of spatial resolution for the first measured point.

The studies presented in this paper were decisive in the choice to adopt the 200 pm thick HPK
n-on-p sensors with 39 um implant width and 450 pm guard ring size for the VELO upgrade.
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