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Abstract

Frobenius manifolds were formally defined by Boris Dubrovin in the early 1990s [41], and serve

as a bridge between a priori very different fields of mathematics such as integrable systems

theory, enumerative geometry, singularity theory, and mathematical physics. This thesis con-

cerns, in particular, a specific class of Frobenius manifolds constructed on the orbit space of

an extension of the affine Weyl group defined by Dubrovin together with Youjin Zhang in [46].

Here, Landau-Ginzburg superpotentials, or B–model mirrors, are found for these Frobenius

structures by considering the characteristic equation for Lax operators of relativistic/periodic

Toda chains as proposed by Andrea Brini in [17]. As a bonus, the results open up various

applications in topology, integrable hierarchies, and Gromov–Witten theory, making interesting

research questions in these areas more accessible. Some such applications are considered in this

thesis. The form of the determinant of the Saito metric on discriminant strata is investigated,

applications to the combinatorics of Lyashko-Looijenga maps are given, and investigations into

the integrable systems theoretic and enumerative geometric applications are commenced.
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1

INTRODUCTION

1.1 A tale of three constructions

Frobenius manifolds were first formally defined by B. Dubrovin in 1994, [41], as a coordinate

free formulation of the famous Witten–Dijkgraaf–Verlinde–Verlinde (WDVV) equations of two-

dimensional topological field theory. Since then, they have been a key point of confluence of

very different mathematical areas such as algebraic geometry, singularity theory, quantum field

theory, and the theory of integrable systems. In algebraic geometry, they serve as a model for

the quantum cohomology (genus zero Gromov–Witten theory) of smooth projective varieties; in

singularity theory, they encode the existence of pencils of flat pairings on the base of the miniversal

deformations of hypersurface singularities; in physics, they codify the associativity of the chiral

ring of topologically twisted N “ p2, 2q supersymmetric field theories in two dimensions; and in the

theory of integrable systems, they provide a loop–space formulation of hydrodynamic bihamiltonian

integrable hierarchies in 1+1 dimensions.

Even though Frobenius manifolds arise in such different contexts they mainly comprise of three

types, or rather three descriptions∗, which is closely connected to the concept of mirror symmetry.

The three main constructions are as follows.

1. The quantum cohomology of, say, a smooth complex variety can be endowed with the structure

of a Frobenius manifold.

2. There is also a way to construct a Frobenius manifold from ramified covers of the Riemann

sphere, called a Landau–Ginzburg (LG) model.

3. Finally, given a Coxeter group, G, acting on its representation space, V , one can equip the

orbit space V {G with the structure of a Frobenius manifold.

∗A Frobenius manifold can have all three descriptions!
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quantum cohomology can be understood as a deformation of the usual cohomology theory. It

is intimately connected to enumerative algebraic geometry. In fact it is the genus 0 part of

Gromov–Witten theory, which is a modern curve counting theory usually referred to as the A–model

in mirror symmetry. People working in mirror symmetry are often concerned with finding a mirror

to this A–model, called a B–model. In the context of Frobenius manifolds, the B–model is a

description of the second type, such that the two resulting Frobenius manifolds are isomorphic.

Sometimes we may even have a “triangle” of isomorphisms between all the three main types of

Frobenius manifolds;

A-type

B-type C-type?

Enumerative geometry,

Gromov-Witten theory,

Quantum Cohomology

Singularity theory,

Landau-Ginzburg

Lie theory,

Orbit spaces

–

–

–

Figure 1.1: Frobenius mirror symmetry.

Mirror symmetry has many different descriptions, some of which are described briefly in Section 5.4.

In this thesis, however, mirror symmetry will be synonymous with an isomorphism (as Frobenius

manifolds) between any pair of the three types mentioned above (or some generalisation of these).

One of the main reasons researchers search for the B–model in particular is because it is often a lot

easier to work with, and makes research questions in the area of Frobenius manifolds (and beyond)

far more accessible. Therefore, a typical situation is as follows. Suppose you are given a Frobenius

manifold, N , of type MQ-coh or MV {G,

can you find an LG–model such that MLG – N?†

It can be extremely difficult to find such a description, and it is certainly not unique, but a small

comfort when dealing with Frobenius manifolds is that we at least can rely on one existing‡.

On top of the physics-inspired A– and B–models, an interesting source of Frobenius manifolds is

the third construction; Frobenius manifolds from orbit spaces. In [74], Claus Hertling proved that

there is a bijection between polynomial solutions of the aforementioned WDVV equations and the

†Isomorphic as Frobenius manifolds.
‡Under some mild conditions, as proven by Dubrovin [40].
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third construction. In the case when the group G is the Weyl group of a simple Lie algebra of

simply laced Dynkin type R, then, famously, the B–side mirror is the miniversal deformation of an

isolated singularity of type R.

The main theme of this thesis is Frobenius manifold mirror symmetry and its consequences.

Remark. It should be noted, for completion, that Frobenius manifold mirror symmetry is only

one formulation of mirror symmetry, among many. What is called mirror symmetry is a more

general way of relating symplectic and algebraic geometry. It was discovered by physicists in the

early 1990s [22, 23, 73], that one has a choice when constructing string theories. Very roughly, one

can do this in two different ways resulting in two very different manifolds. Mirror symmetry in

this context means that even though the two manifolds are so different, the physics (the set of

observables), is in fact the same. If this is the case the two manifolds are called mirror to each

other, and each is better suited than the other in various contexts. In particular, mirror symmetry

relates the complex structure on one of the manifolds, called the B–model to the Kähler structure

of the other manifold, the A–model [122].

On the other end of the spectrum of abstraction we find the Homological Mirror Symmetry

Conjecture [86], which was first posed by Maxim Kontsevich at the 1994 International Congress of

Mathematicians in Zürich. This is a way to formulate mirror symmetry in terms of an equivalence

of derived categories, and was according to Kontsevich the appropriate way to describe the physics

phenomenon in terms of rigorous pure mathematics. More specifically, the conjecture states that

given a smooth variety, X, the bounded derived category of coherent sheaves on X is equivalent to

the derived Fukaya category§ of its mirror, Y :

DbpCohpXqq – DFukpY q. (1.1.1)

Here, the right-hand side is the symplectic geometry perspective, while the left-hand side the

algebraic one. On one hand, the physics formulation lends itself well to do explicit computations

while not being very rigorous. On the other hand, the homological mirror symmetry formulation is

very elegant, but not straight-forward to use. Thus, there have been many constructions, suitable

for different circumstances and under a variety of restrictions, sitting in a sense between the

two; where we still have mathematical rigour and some level of elegance, but which are more

accessible with respect to proofs and computations, compared to homological mirror symmetry.

Examples of these include Batyrev–Borisov mirror symmetry (a duality among lattice polytopes

realises mirror symmetry for Calabi–Yau hypersurface in Fano toric varieties [6, 11]), Hori–Vafa

mirror symmetry (which assigns to a Fano variety or Calabi–Yau hypersurfaces, as gauged linear

sigma models, a Landau–Ginzburgh model (B–model mirror) [79]), and Berglund–Hübsch–Krawitz

§The Fukaya category of X is an A8–category whose objects are Lagrangian submanifolds of X and morphisms
are Floer chain groups [114].
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mirror symmetry (relating a Landau–Ginzburg model to another, mirror, Landau–Ginzburgh model

[9,87]), and its geometric intepretation by Chiodo and Ruan [30]. There are many overlaps between

these constructions and connections to Frobenius manifolds, for instance related by Picard–Fuchs

equations satisfied by mirror periods (in particular for Calabi–Yau hypersurfaces in weighted

projective spaces see [38]), which in the Frobenius context arise from compatibility of the deformed

connection (which we shall describe in Chapter 2). The Frobenius manifolds perspective, however,

encompasses many of these constructions, as is emphasised by our treatment of (non-toric) Fano

orbifolds in Chapter 9.

Thus, while all these formulations and constructions are extremely fascinating in their own right,

and the connections with Frobenius manifolds worth investigating, we will not touch on any of

these in this thesis. We will define mirror symmetry to be Frobenius manifold mirror symmetry,

and make few mentions of the plethora of mirror symmetry constructions available.

1.2 A bigger picture

Figure 1.2 shows interconnections in and adjacent to the realm of Frobenius manifolds∗, which will

be referred to throughout this thesis.

MLG

CohFT

Principal hierarchy

DZ–hierarchy

DR–hierarchy

MQ-coh/MV {G

TR

Dubrovin–Zhang

Double-ramification

(quasi) Miura?

ϵ ÞÑ 0

ϵ ÞÑ 0

g “ 0

Mirror symmetry

Figure 1.2: The bigger picture: Frobenius manifolds and friends.

The left-most vertical upwards arrow of 1.2 is the (Chekhov–Eynard–Orantin) topological recursion

(TR) procedure [52]. This is a universal recursive formalism discovered first in the context of random

∗A semisimplicity condition is necessary and assumed for this diagram.
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matrix models, but was found to have connections to a myriad of other fields of mathematics such as

string theory, knot theory and enumerative geometry. It is a very general recursive formalism that

takes an input, called the spectral curve, and produces an infinite sequence of differential forms,

called TR invariants. Special cases of this formalism recovers Mirzakhani’s celebrated recursion of

hyperbolic volumes of moduli spaces, Hurwitz numbers (counting certain meromorphic functions

on complex algebraic curves), and Gromov–Witten invariants (counting parametrised curves in a

smooth variety), to mention some. We will describe this procedure more in detail in Part 3 of this

thesis, and connect it to our main results.

The bottom horizontal arrow in Figure 1.2 represents the principal hierarchy associated to a

Frobenius manifold. This is a dispersionless integrable hierarchy with two compatible Hamiltonian

structures, which are induced by a pencil of metrics existing on a Frobenius manifold. An interesting

question is to attempt to describe this hierarchy, which is a lot easier if we have an LG–description.

The principal hierarchy will be explain more in depth in Chapter 8. The right-most vertical arrow

is its dispersive analogue, obtained via the Dubrovin–Zhang (DZ) procedure [47].

The top horizontal arrow in Figure 1.2 represents the double-ramification (DR) hierarchy. This is an

integrable hierarchy first introduced by Buryak in [21], starting from a cohomological field theory.

Buryak conjectures that this hierarchy is equivalent to the hierarchy obtained by the DZ–procedure

(right-most vertical arrow) by a Miura transformation (this conjecture is represented in Figure 1.2

by the small dotted diagonal line in the top corner). One advantage of this conjecture is that

constructing the full hierarchy from a Frobenius manifold, going through the bottom-right half of

Figure 1.2, is quite technical, and so given a B–model description one could gain access to the

hierarchy through the TR procedure instead.

Notice that the small vertical arrow in the bottom left of Figure 1.2 is A–B mirror symmetry,

and it is through the B-side, the LG–description, one has access to the left-most vertical arrow,

and consequently the DR–hierarchy, as well as making the bottom horizontal arrow easier. This

emphasises the value of obtaining such a description of a Frobenius manifold, and the typical

research ambition of searching for one. Throughout this thesis, we will also see additional conse-

quences of having a B–model taking the form of applications of our main results; this includes

investigations of the Saito metric on discriminant strata and showing that discriminant strata

are natural submanifolds in the language of [115, 116] (Chapter 7), an easy derivation of the

degrees of the Lyashko–Looijenga mapping ([94,95]) which in general takes the form of complicated

combinatorial calculations (Chapter 6), and the formulation of a generalised Norbury–Scott conjec-

ture, through the existence of a mirror symmetry triangle like Figure 1.1 (Chapter 9).
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1.3 Main results

We give here a more technical summary of the original results obtained throughout this thesis.

Mirror symmetry for Dubrovin–Zhang Frobenius manifolds [Chapter 5]

Let gR be a simple complex Lie algebra associated to an irreducible root system R, and write hR
and g

p1q
R for, respectively, its Cartan subalgebra and the associated untwisted affine Lie algebra.

A remarkable extension of the construction described as the third type above (or C–model∗) was

provided by Dubrovin and Zhang [46], who defined a Frobenius manifold structure, M DZ
R , on

quotients of hR ˆC by a suitable semi-direct product Weylpgp1q
R q ˙Z. They furthermore provided a

mirror symmetry construction for Dynkin type A, gAN´1
“ slN pCq, in terms of Laurent-polynomial

one-dimensional Landau–Ginzburg models, which was later generalised to classical Lie algebras in

[44]. A question raised by [44,46] was whether a similar uniform mirror symmetry construction for

all Dynkin types could be established, including exceptional Lie algebras.

One main goal of this thesis is to give an affirmative answer to this question. We will present

a constructive and explicit Lie-theoretic construction, which provides closed-form expressions for

the flat coordinates of the analogue of the Saito–Sekiguchi–Yano metric and for the Frobenius

prepotential. The mirror theorem has simultaneous implications for singularity theory, integrable

systems, the Gromov–Witten theory of Fano orbicurves, and Seiberg–Witten theory, some of which

are explored in this thesis.

Our main result is the following general mirror theorem for Dubrovin–Zhang Frobenius manifolds

(see Theorem 5.2.5 for the complete statement, and Tables 1.1, 1.2, for details of the notation

employed). Let Hg,m be the Hurwitz space of isomorphism classes rλ : Cg Ñ P1s of covers of the

complex line by a genus g curve Cg with ramification profile at infinity described by m P Nℓpmq
0 ,

ℓpmq ě 1. Fixing a third kind differential ϕ on Cg with simple poles at λ´1pr1 : 0sq induces, as

a particular case of a classical construction of Dubrovin [39, 41], a semisimple Frobenius manifold

structure Hϕ
g,m on Hg,m.

Theorem 1.3.1 (=5.2.5). For any simple Dynkin type R there exists a highest weight ω for the

corresponding simple Lie algebra g, pairs of integers pgω, nωq, an explicit embedding ιω : M DZ
R ãÑ

Hϕ
gω ,nω , and a choice of third kind differential on the fibres of the universal family π : Cgω Ñ Hgω ,nω

such that ιω is a Frobenius manifold isomorphism onto its image M LG
ω :“ ιωpM DZ

R q.
∗Note that while we will be referring to the third construction as a C–model throughout this thesis, this is far

from standard or established terminology.
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In other words, ιω identifies the Frobenius manifold M DZ
R with a distinguished stratum M LG

ω of

a Hurwitz space, which is an affine-linear subspace of Hϕ
gω ,nω in flat coordinates for the latter. The

datum of the covering map and third kind differential on Hgω ,nω define a one-dimensional B–model,

or Landau-Ginzburg superpotential, for M DZ
R in terms of a family of (trigonometric) meromorphic

functions M LG
ω , whose Landau–Ginzburg residue formulas determine the Dubrovin–Zhang flat

pencil of metrics and the Frobenius product structure on TMDZ
R .

Theorem 1.3.1 is proved in two main steps. We first associate to M DZ
R a family of spectral

curves (a subvariety of a Hurwitz space) given by the characteristic equation for a pencil of group

elements gpλq P G :“ exp g in the irreducible representation ρω. The construction of the family

hinges on determining all character relations of the form χ^kρω “ pωk pχρ1 , . . . ,χρlR
q in the Weyl

character ring of G, where ρi is the ith fundamental representation of G, and lR is the rank of

R. This is done via a combination of Mathematica and SageMath, as described in the proof of

Corollary . Different choices of ω induce different families of spectral curves, and therefore different

embeddings ιω : M DZ
R ãÑ Hgω ,mω inside a parent Hurwitz space. Our construction is motivated

by a conjectural relation of the almost-dual Frobenius manifold [43] for R of type ADE with the

orbifold quantum cohomology of the associated simple surface singularity, as proposed in [17, 19],

which is in turn described by a degeneration of a family of spectral curves for the relativistic Toda

chain associated to (a co-extension of) the corresponding affine Poisson–Lie group of type ADE

[61,120]. The one-parameter family of group elements gpλq in our construction is given by the Lax

operator for relativistic Toda, where λ is the spectral parameter, and the relation to the associated

Dubrovin–Zhang Frobenius manifold of type ADE is suggested by analogous results for the simple

Lie algebra case due to Lerche–Warner, Ito–Yang, and Dubrovin [43,80,92], and then generalising

to all Dynkin types.

We prove Theorem 1.3.1 for all R with dominant weights ω in a minimal nontrivial Weyl orbit,

but we also provide verifications that non-minimal choices of ω indeed give rise to isomorphic

Frobenius manifolds. The target Hurwitz space Hgω ,nω is a space of rational functions (gω “ 0) for

type R “ Al, Bl, Cl, Dl and G2, and it is a space of meromorphic functions on higher genus curves

in the other exceptional types.

Application: Frobenius prepotentials [Chapter 5]

The original Dubrovin–Zhang construction establishes the existence of a Frobenius manifold struc-

ture on M DZ
R by abstractly constructing a flat pencil of metrics γ˚ ` λη˚ on T ˚M DZ

R , where γ˚

arises from the extended Killing pairing on hR ‘ C, without reference to an actual system of flat

coordinates for η˚ (the analogue of the Saito–Sekiguchi–Yano metric for finite reflection groups).

From Theorem 1.3.1, the metric η˚ and Frobenius product on the base of the family of spectral
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curves can then be computed using Landau–Ginzburg residue formulas for the superpotential: the

associativity of the Frobenius product reduces the analysis of the pole structure of the Landau–

Ginzburg residues to the sole poles of the superpotential, giving closed-form expressions for the flat

coordinates of η˚ and its prepotential. We then obtain the following

Theorem 1.3.2 (Theorem 5.2.5 and Examples in 5.4). For all R, we provide flat coordinates for

the Saito metric of the Dubrovin–Zhang pencil and closed-form prepotentials for M DZ
R .

Our expressions recover results of [44, 46] for classical Lie algebras; the statements for exceptional

Dynkin types are new. Theorem 1.3.1 is key to the determination of the prepotential: the

Landau–Ginzburg calculation reduces the computation of flat coordinates for η˚ and a distinguished

subset of structure constants to straightforward residue calculations on the spectral curves, from

which the entire product structure on the Frobenius manifold can be recovered by using Mathematica

to solve a large overdetermined linear system of equations arising from the WDVV equations, as

shown in Example 14.

Application: Lyaskho–Looijenga multiplicities of meromorphic functions

[Chapter 6]

The enumeration of isomorphism classes of covers of S2 with prescribed ramification over a point

is a classical problem in topology and enumerative combinatorics, going back to Hurwitz’s formula

for the case in which the covering surface is also a Riemann sphere. The result of the enumeration

for a cover of arbitrary geometric genus g and branching profile n “ pn0, . . . , nmq is the Hurwitz

number hg,n, whose significance straddles several domains in enumerative combinatorics [71, 72],

representation theory of the symmetric group [70], moduli of curves [50], and mathematical physics

[15, 24, 35]. It was first noticed by Arnold [3] that when the branching profile has maximal

degeneration (i.e. for polynomial maps f : P1 Ñ P1) this problem is intimately related to

considering the topology of the complement of the discriminant for the base of the type Al

miniversal deformation, and in particular to the degree of the Lyashko–Looijenga mapping [94,95]

LL : Crµs Ñ Crµs, which assigns to a polynomial λpµq the unordered set of its critical values

LLpλqpµq “ ś
λ1pz̃q“0pµ ´ fpz̃qq. This is a finite polynomial map [3,94], inducing a stratification of

Crµs according to the degeneracy of the critical values of λ. The computation of the topological

degree of this mapping on a given stratum, enumerating the number of polynomials sharing the same

critical values counted with multiplicity, can usually be translated into a combinatorial problem

enumerating some class of embedded graphs. This connection was used by Looijenga [94] to reprove

Cayley’s formula for the enumeration of marked trees (corresponding to the codimension zero

stratum), and by Arnold [3] to encompass the case of Laurent polynomials (see also [90, 91] for
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generalisations to rational functions and discriminant strata). The extension of this combinatorial

approach to arbitrary strata at higher genus, involving enumerations of suitable coloured oriented

graphs (k-constellations), appears unwieldy [110]. However, when λpµq is the Landau–Ginzburg

superpotential of a semisimple, conformal Frobenius manifold, the graded structure of the latter

can be used to determine the Lyashko–Looijenga multiplicity of λpµq by a direct application of

the quasihomogeneous Bézout theorem [4], with no combinatorics involved. In particular Theorem

1.3.1 has the following immediate consequence.

Theorem 1.3.3 (Theorem 6.0.2). For all R we compute the Lyashko–Looijenga multiplicity of the

stratum ιωpM DZ
R q “ M LG

ω Ă Hgω ,nω .

This includes, in particular, the higher genus Hurwitz spaces appearing for types R “ En and F4

(see Table 6.1).

APPLICATION: Saito determinants on discriminant strata [Chapter 7]

In [1], the authors consider semisimple Frobenius manifolds embedded as discriminant strata on the

Dubrovin–Hertling polynomial Frobenius structures on the orbits of the reflection representation of

Coxeter groups. In particular, they use the Landau–Ginzburg mirror superpotentials to establish

structural results on the determinant of the restriction of the Saito metrics to arbitrary strata.

A specific question asked by [1] is how much of that story can be lifted to the study of the

Dubrovin–Zhang Frobenius manifolds on extended affine Weyl group orbits. The Landau–Ginzburg

presentation of Theorem 1.3.1 unlocks the power to employ the same successful methodology in the

affine setting as well. In Chapter 7 we show that it is indeed the case that one could perform the

exact same procedure for the classical affine cases R P tAl, Bl, Cl, Dlu. We prove the following

Theorem 1.3.1. Let R P tAl, Bl, Cl, Dlu. Then,

detpηDq 9wd`1
0

ź

HPAD

lkHH F , (1.3.1)

with

F “
|Singµpλpµqq|ź

j“1

l̃
k̃j
j , (1.3.2)

where lH , l̃j are linear forms in exponentiated linear coordinates, AD is the corresponding non-affine

hyperplane arrangement, kH , k̃j , d ` 1 P N, and Singµpλpµqq indicates the set of (finite) poles of λ.

Theorem 1.3.2. Let H P AD and β P R be such that βD is a non-zero multiple of the linear form

lH (after taking the logarithms of the exponentiated coordinates). Then, the multiplicity of lH in
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Theorem 7.1.4, kH , is the Coxeter number of the root system R
p0q
D,β, as defined in (7.1.2), and k̃j is

such that λR „ Opµ´k̃j q, near 8j .

Theorems 1.3.1, and 1.3.2 were about using the Landau-Ginzburg superpotentials obtained in

Section 5, but in terms of linear coordinates on the representation space of the associated Weyl

group, which correspond to flat coordinates for the intersection form. This frame is given from the

natural coordinates w as in Equations (5.4.10), and (5.4.11), and were in practice computed using

Mathematica.

For the exceptional cases R P tE6, E7, E8, F4, G2u we propose analogous conjectures to Theorems

1.3.1–1.3.2, and provide a detailed suggestion for how they may be proved.

Application: The dispersionless extended type-R Toda hierarchy [Chapter 8]

The datum of a semisimple conformal Frobenius manifold is equivalent to the existence of a

τ -symmetric quasilinear integrable hierarchy, which is bihamiltonian with respect to a Dubrovin–

Novikov hydrodynamic Poisson pencil. Having a description of the Frobenius manifold in terms of

a closed-form prepotential allows to give an explicit presentation of the hierarchy in terms of an

infinite set of commuting 1+1 PDEs in normal coordinates. The loop-space version of Theorem

1.3.2 is then the following

Theorem 1.3.4 (Theorem 8.2.1). For all R, we construct a bihamiltonian dispersionless hierarchy

on the loop space LM DZ
R in Hamiltonian form for the canonical Poisson pencil associated to M DZ

R .

For type An this integrable hierarchy is the zero-dispersion limit of Carlet’s extended bigraded

Toda hierarchy [25], and for type Dn it is the long-wave limit of the Cheng–Milanov extended

D-type hierarchy [28]. For simply laced R, we expect that the principal hierarchies of Theorem

1.3.4 should coincide with the dispersionless limit of the Hirota integrable hierarchies constructed

by Milanov–Shen–Tseng in [102]. The non-simply laced cases are, to the best of our knowledge,

new examples of hydrodynamic integrable hierarchies: our construction of the Landau–Ginzburg

superpotential is highly suggestive that these should be obtained as symmetry reductions of the

hierarchies in [102] by the usual folding procedure of the Dynkin diagram. Aside from laying the

foundation for determining the prepotential of M DZ
R , Theorem 1.3.1 also provides a dispersionless

Lax formulation for the hierarchy as an explicit reduction of Krichever’s genus gω, ℓpnωq-pointed
universal Whitham hierarchy.
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Application: The orbifold Norbury–Scott conjecture [Chapter 9]

When R “ A1, the Frobenius manifold M DZ
R famously coincides with the quantum cohomology

QHpP1,Cq of the complex projective line. In [106], the authors propose a higher genus version of this

statement and conjecture that the Chekhov–Eynard–Orantin topological recursion applied to the

Landau–Ginzburg superpotential of P1 computes the n-point, genus-g Gromov–Witten invariants

of P1 with descendant insertions of the Kähler class (the “stationary” invariants) in terms of explicit

residues on the associated spectral curve (see [49] for a proof). It was shown in [103] and [111], for

R “ Al, and R “ Dl, El, respectively, that the Dubrovin–Zhang Frobenius manifolds M DZ
R are

isomorphic to the orbifold quantum cohomology of the Fano orbicurves CR given by

CR »

$
’’&
’’%

Pα1,α2 , α1 ` α2 “ l ` 1, R “ Al,

P2,2,l´2, R “ Dl,

P2,3,l´3 R “ El.

(1.3.3)

The construction of the LG superpotentials of Theorem 1.3.1 now associates a family of mirror

spectral curves to the quantum cohomology of these orbifolds. As anticipated in [17], it is natural

to conjecture that the Norbury–Scott Theorem receives an orbifold generalisation through Theorem

1.3.1, whereby higher genus stationary Gromov–Witten invariants of CR can be computed by residue

calculus on the respective type R spectral curve mirrors. The investigation of the correct phrasing

for the topological recursion is ongoing, but more details and some work in this direction is described

in Chapter 9.

1.4 Notation, conventions and breakdown of thesis

This thesis consists of three main parts. Part 1 contains background theory on Frobenius manifolds

and mirror symmetry needed for the remainder of the thesis. It is comprised of three Chapters;

Chapters 2–4, the first two of which give an introduction to the most important properties of

Frobenius manifolds, different ways such spaces may be constructed and connections between them

(mirror symmetry). Part 1 ends with a special generalised construction, called the Dubrovin– Zhang

construction, which is the C–model for our main mirror theorem, and in a sense a protagonist of

this thesis.

The second part consists of three chapters; Chapters 5–7, and is comprised entirely of original

results, apart from a motivating introductory section. In Chapter 5, we state and prove the main

theorem of this thesis, a mirror theorem for Dubrovin-Zhang Frobenius manifolds. That is, we

find B–model descriptions for the C–models introduced at the end of Part 1. In addition, we give
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explicit flat coordinates and prepotentials. Chapter 6 includes an immediate and quick topological

application of the results of Chapter 5. Finally, Chapter 7 make up the second series of main

results, and is a generalisation of the results in [1] to the context of Dubrovin-Zhang manifolds,

made approachable from a B–model description, as obtained in Chapter 5.

Part 3 consists of applications of the main results of Chapter 5 as well as some current and

future research directions. Firstly, in Chapter 8, we consider integrable hierarchies associated to

Dubrovin-Zhang Frobenius manifolds, describing the G2 case in detail (which is another piece

of original work). In Chapter 9, after introducing the notions of (Chekhov–Eynard–Orantin)

topological recursion and orbifold Gromov–Witten theory, we go on and formalise a conjecture

of Norbury-Scott type, first stated in [17], and show some work towards proving this conjecture.

Notation

We will always be denoting partial derivatives B
Byi “ Byi , and in the case of the Saito-flat frame

ttαu, we will simply write Bα. Furthermore, Einstein summation convention∗ will be assumed,

unless otherwise specified. Finally, while it is entirely possible to define many of the concepts of

this thesis over any algebraically closed field (or often even non-algebraically closed), we will always

be working over the field of complex numbers, C, unless otherwise specified. See Tables 1.1-1.2 for

general notation employed throughout this thesis.

∗This is where pairs of repeated indices one in subscript and one in superscript are implicitly summed over.
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Symbol Meaning

η Saito metric

g Intersection form

c The totally symmetric p0, 3q-tensor
e Identity vector field

E Euler vector field

F Prepotential

d Frobenius manifold charge

dα Degree of tα
U Operator induced by E¨
tα Flat coordinates for η

xi Flat coordinates for g

ui Canonical coordinates/eigenvalues of U

λ Landau-Ginzburg superpotential

ϕ Primary differential

M,M Frobenius manifolds, and its underlying complex manifold, respectively

LXY The Lie derivative of Y in the direction of X

P CP1

‹ Product of the almost-dual algebra

F˚ Almost dual potential associated to prepotential F

δij The Kronoecker delta function

Table 1.1: General notation.
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Symbol Meaning

R An irreducible root system

lR The rank of R
gR The complex simple Lie algebra with root system R
GR The simply connected complex simple Lie group exppgRq
hR The Cartan subalgebra of gR
TR The Cartan torus expphRq of gR
g A regular element of GR

The Weyl/affine Weyl/extended affine

WR/xWR/ĂWR Weyl group of Dynkin type R
h A regular element of hR

tα1, . . . ,αlRu The set of simple roots of R
tω1, . . . ,ωlRu The set of fundamental weights of R

ΛrpRq The lattice of roots of R
(resp. ΛrpRq˘) (resp. the semi-group of positive/negative roots)

ΛwpRq The lattice of all weights of R
(resp. ΛwpRq˘) (resp. the monoid of non-negative/non-positive weights)

ρω The irreducible representation of GR with highest weight ω

ρi The ith fundamental representation of GR, i “ 1, . . . , lR
Γpρq The weight system of the representation ρ

χω The formal character of ρω
χi The formal character of ρi

ri1 . . . ilRsR (without commas) Components of a weight in the ω-basis of R
px1, . . . , xlRq Linear coordinates on hR w.r.t. the coroot basis tα1̊ , . . . ,αl̊Ru
pQ1, . . . , QlRq pexppx1q, . . . , exppxlRqq

CR The Cartan matrix of R
KR The symmetrised Cartan matrix of R
n $ d A padded (i.e. parts are allowed to be zero) partition of d P N

|n| (resp. ℓpnq) The length of (resp. the number of parts in) a partition n

Table 1.2: General notation.
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Part I

Background on Frobenius Manifolds
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2

FROBENIUS MANIFOLDS

We will here define the protagonist of my research area, Frobenius manifolds, and present their

most important properties and features.

2.1 Basic definitions

Roughly speaking, a Frobenius manifold is a complex manifold with the structure of a Frobenius

algebra on its tangent space∗.

Definition 2.1.1. A Frobenius algebra is a pair ppA, ¨q, ηq, where pA, ¨q is a unital associative

commutative algebra and η a symmetric nondegenerate bilinear form on A ˆ A such that the

Frobenius property holds:

ηpX ¨ Y, Zq “ ηpX,Y ¨ Zq, @X,Y, Z P A. (2.1.1)

A (conformal) Frobenius manifold can be viewed as a family of (graded) Frobenius algebras.

Definition 2.1.2. A (holomorphic, conformal) Frobenius manifold is a tuple M “ pM, ¨, η, e, Eq.
Here, M is a finite dimensional complex manifold such that at each point p P M , the fibre TpM of

the holomorphic tangent bundle at p has the structure of a Frobenius algebra with multiplication

¨, bilinear form η, and identity element e, varying holomorphically. Additionally, we require the

p0, 2q-tensor η to be flat on M , and the following properties to be satisfied:

(i) the unit vector field is horizontal

∇e “ 0, (2.1.2)

w.r.t. the Levi-Civita connection ∇ associated to η;

∗Note that this is stricter than what some call a Frobenius algebra, such as in cohomological field theory where
neither commutativity nor unitality is required.
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(ii) there exists a p0, 3q-tensor c P ΓpM, Sym3T ˚Mq such that

∇W cpX,Y, Zq (2.1.3)

is totally symmetric @W,X, Y, Z P ΓpM,TMq;

(iii) there exists E P ΓpM,TMq such that ∇E is covariantly constant, and the corresponding

1-parameter group of diffeomorphisms acts by conformal transformations of the metric, and

by rescalings of the tangent algebras.

Since the metric†, η, is flat, a Frobenius manifold carries a canonical affine equivalence class of

charts given by flat frames for η. We will denote flat coordinates for η by ttαuα“1,¨¨¨ ,dimpMq. In this

chart the objects defined above take the following form.

(i) The total symmetry of ∇W cpX,Y, Zq implies, by repeated application of the Poincaré lemma,

the existence of a local function F ptq such that

cαβγ “ cpBα, Bβ , Bγq ” ηpBα ¨ Bβ , Bγq “ B3
αβγF.

We call F the prepotential of the Frobenius algebra.

Note that by (2.1.2) one can always apply coordinate transformations such that e “ B1.

ηαβ ” ηpBα, Bβq “ B2
αβepF q.

(ii) The structure coefficients of the Frobenius algebra is determined by F as

Bα ¨ Bβ “ cδαβBδ ” ηδγcγαβ “ ηδγB3
γαβF,

where ηαβ ” pη´1qαβ .

(iii) Assuming Q :“ ∇E is diagonalisable, the Euler vector field of the Frobenius manifold, E,

induces a grading onM , and is linear with coefficients specifying the degrees‡ of the coordinate

functions;

Eptq “
ÿ

dα‰0

dαt
αBα `

ÿ

dα“0

rαBα.

†As is usual in the context of Frobenius manifolds, we shall mean metric synonomously with a symmetric
nondegenerate bilinear form, i.e. it is not necessarily positive definite.

‡These degrees are the eigenvalues of the grading operator Q.
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(iv) The Euler vector field realises F as a quasihomogeneous function up to a quadratic polynomial

in t:

LEF “ EpF q “ p3 ´ dqF ` Aα,βt
αtβ

2
` Bαt

α ` C, (2.1.4)

where LE denotes the Lie derivative in the direction of E, Aα,β , Bα, and C are constants and

d P Z is called the charge of the Frobenius manifold.

(v) Thus,

LEe “ ´e, and LEη “ p2 ´ dqη. (2.1.5)

Furthermore, it can be shown, by considering the associativity of the tangent algebra, that the

prepotential must satisfy the following system of nonlinear partial differential equations:

B3F

BtiBtjBtk η
kl B3F

BtlBtmBtn “ j ÐÑ m. (2.1.6)

These are the celebrated Witten-Dijkgraaf-Verline-Verline (WDVV) equations, which are protagon-

ists in the story of Frobenius manifolds. In a sense, one of Dubrovin’s contribution by defining a

Frobenius manifold is to give a geometrisation of the WDVV equations.

Hence, the definition of a Frobenius manifold gives, locally in flat coordinates for η, a quasi-

homogeneous solution of the WDVV equations. Conversely, in order to specify a Frobenius manifold

it is sufficient to give a quasihomogeneous solution to the WDVV equations together with a choice of

identity vector field§. Then on a sufficiently small open subset, all the axioms (i)-(iii) of Definition

2.1.2 may be recovered¶ [41].

Notice that the prepotential is only defined up to scaling, allowed coordinate changes (linear

combination of coordinates of equal degrees), and up to polynomials in t of degree at most two.

Such transformations induce an equivalence, or isomorphism, of Frobenius manifolds. Thus one

can add to F some quadratic polynomial in t such that (2.1.4) takes the form

LEF̃ ptq ” EpF̃ q “ p2 ´ dqF̃ , (2.1.7)

where F̃ gives “the same” Frobenius manifold as F . It is up to such transformations a function is

said to be the prepotential for a Frobenius manifold.

Example 1. The simplest Frobenius manifold is the unique (up to equivalence) 1-dimensional

Frobenius manifold given by,

M “ C “ă t ą, e “ Bt, E “ t Bt, F “ t3

3!
ùñ cttt “ ηtt “ă e, e ą“ η “ 1. (2.1.8)

This is called the trivial Frobenius manifold.
§Assuming det(BeF ‰ 0).
¶Assuming de ‰ 0.
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Example 2 (Singularity Theory). Let λpqq be the miniversal unfolding of a simple singularity of

type An (c.f. Arnold’s classification of simple singularities [2], and Table 3.2). That is,

λpqq “ qn`1 `
n´1ÿ

i“0

aiq
i, (2.1.9)

where ai P C. Let us build a Frobenius manifold on the parameter space of λ:

M “ Bn Ă Cn “ă taiui“0,¨¨¨ ,n´1 ą, (2.1.10)

where Bn is an n-dimensional ball in Cn. The Frobenius structure on M is defined using Saito’s

theory of primitive forms [112]. Consider the sheaf of Milnor–Jacobi algebras of λ. This is a

rank n free sheaf of OM -algebras where, at any fixed point a P M , the fibre is given by the

local algebra Crqs
ăλ1pq,aqą , where λ1 ” Bλ

Bq . Furthermore, there exists a Kodaira–Spencer isomorphism,

κ, from the tangent space of M onto the local algebra mapping any vector field v to the class

Lvpλq ” vpλq mod λ1. This induces a multiplication on TaM ;

v ‚ w :“ κ´1pvpλq ¨ wpλq mod λ1q. (2.1.11)

The identity and Euler vector fields are the images of 1 and λ mod λ1 under κ, respectively.

Furthermore, the bilinear form η, and the c-tensor are given by the residue formulae‖

ηapv, wq :“
ÿ

|λ|ă8
Res
dλ“0

vpλdqqwpλdqq
dλ

“
ÿ

|λ|ă8
Res
dλ“0

vpλqwpλq
λ1 dq, (2.1.12a)

and

capu, v, wq :“ ´
ÿ

|λ|ă8
Res
dλ“0

upλdqqvpλdqqwpλdqq
dq dλ

“
ÿ

|λ|ă8
Res
dλ“0

upλqvpλqwpλq
λ1 dq, (2.1.12b)

where q is kept fixed. The nondegeneracy and flatness properties of (2.1.12a) are highly nontrivial,

and were proven in [4], and [113], respectively. Moreover, it was proven in [10] that this construction

does indeed define a Frobenius manifold structure on the parameter space M . See [37, 41, 42], for

proofs and properties of this type of Frobenius manifold. For n “ 1, we recover the trivial Frobenius

manifold of Example 1 (as it is the only 1-dimensional Frobenius manifold, up to equivalence). Thus,

Let us explicitly describe the second simplest case in which we have n “ 2. From (2.1.9) we find

that λ “ q3 ` a1q ` a0, with

e “ Ba0 , and E “ a0Ba0 ` 2

3
a1Ba1 . (2.1.13)

For the residue formulae, (2.1.12a), (2.1.12b), we may use the fact that the sum of residues at all

poles is zero in order to turn the contour around. In this way we pick up residues at the poles of

‖This is defined through the Grothendieck residue. If interested, see [33] for further details.
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λ instead. For λ as in (2.1.9) there is only one pole lying at q “ 8 which in the case of n “ 2 has

multiplicity 3. By using the residue theorem we find

cijk “ Res
q“0

q3´i´j´k

3
dq, with i, j, k P t0, 1u, (2.1.14)

ùñ cijk “

$
’’’&
’’’%

1
3 if ti, j, ku “ t0, 0, 1u,
´a1

9 if ti, j, ku “ t1, 1, 1u,
0 otherwise.

Hence,

η “
˜
0 1

3
1
3 0

¸
, (2.1.15)

meaning the natural coordinates ta0, a1u are flat coordinates for η∗∗. Integrating gives

F “ t21t2
6

´ t42
216

, (2.1.16)

after relabelling ai “ ti`1.

Example 3. Consider now the cohomology of P1,

M “ H˚pP1,Cq – C2 “ă tr1s, rω2su ą, (2.1.17)

where 1 is the Poincaré dual of the fundamental class, and ω is the standard Kähler form. Let us

identify the tangent space at any point in H˚pP1q with the space itself, e “ B1, and E “ t1B1 ` 2B2.
The flat metric η is identified with the Poincaré pairing, giving

η “
˜
0 1

1 0

¸
.

There is only one additional nontrivial multiplication, and by identifying B2 :“ x we find:

B2 ¨ B2 “ et2B1, pA, ¨q – Crxs{px2 ´ et2q ùñ F “ t21t2
2

` et2 . (2.1.18)

Remark. Examples 1-3, are closely related to the concept of mirror symmetry as described in the

introduction. This will be further explained in Section 3.4.

∗∗This is by far not the case in general. In fact, for An, with n ě 3 this will no longer be true, and a transformation
into flat coordinates is necessary.
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2.2 Semisimplicity and canonical coordinates

Definition 2.2.1 (Semisimplicity). A Frobenius manifold is semisimple, or massive, if the set

DiscrpMq :“ tp P M | Dv P TpM with v ¨ v “ 0u has positive complex codimension.

This implies that, if the Frobenius manifold is semisimple, the Frobenius algebra TpM for a generic

point p P M , splits into one dimensional summands. The subset DiscrpMq on which the Frobenius

manifold fails to be semisimple is called the discriminant.

Let U be the linear operator induced by multiplying with the Euler vector field:

U : TM Ñ TM,

X ÞÑ E ¨ X.

In flat coordinates for η the elements of this operator take the form

Uα
β “ Eϵcϵβρη

ρα, (2.2.1)

where α, β denotes the row and column, respectively.

A sufficient, but not always necessary, condition for semisimplicity of a Frobenius manifold is that

the eigenvalues of the operator U are pairwise distinct. When this holds the set of eigenvalues of

U make up an important set of coordinates for M called canonical coordinates, and can be found

as independent solutions of the system of partial differential equations

Bγucγαβptq “ BαuBβu.

Canonical coordinates are determined uniquely up to shifts and permutations of indices.

An advantage of canonical coordinates is that the Frobenius manifold structure takes an especially

nice form;

Proposition 2.2.2. In canonical coordinates tuiu we have the following.

The vector fields tBuiu associated to the canonical coordinates, make up an idempotent basis for

the tangent-algebra∗:

Bui ¨ Buj “ δijBui , (2.2.2a)

ă Bui, Buj ą“ ηiiδij , with ηii “ Buit1puq (2.2.2b)

and

gijpuq “ uiη´1
ii δij , (2.2.2c)

∗This makes the connection to the usual notion of semisimplicity clear.
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with

e “
dimpMqÿ

i“1

Bui , E “
dimpMqÿ

i“1

uiBui . (2.2.2d)

When the Frobenius manifold is of type MLG, the condition that the eigenvalues of U are pairwise

distinct may be phrased as the superpotential having distinct critical values. The critical values

form a coordinate system of the parameter space of the superpotential by the Riemann existence

theorem and indeed coincides with the canonical coordinates as defined above. Semisimplicity is

an important property in the sense that the WDVV equations does not constrain the prepotential

much without it. In addition, semisimplicity is needed in order to access the big picture described

in the introduction Figure 1.2 (via Givental theory), and to be able to define associated integrable

hierarchies to a Frobenius manifold, as will be described further in Chapter 8.

Examples 1-3 are all semisimple;

Example 4. .

• Example 1.

Here, using (2.2.1),

U ” U1
1 ” E1c11ρη

ρ1 “ E1c111η
´1 “ E1B3

1Fη´1 “ t,

ùñ u1 ” u “ t.

• Example 2.

The critical values of λ are given by evaluating λ at the zeros of λ1 (the critical points). Here

λpqq “ q3 ` a2q ` a1, and so

λ1 ” Bqλ “ 3q2 ` a2 “ 0

ùñ q “ ˘ i
?
a2?
3

ùñ uj “ a1 ` p´1qj 2ia
3
2
2

3
?
3
, j “ 1, 2.

Clearly, u1 ‰ u2 away from the line a2 “ 0.

• Example 3.

Again, using (2.2.1), we find

U ” `
Uα
β

˘ “
˜
t1 2et2

2 t1

¸
.

23



ùñ pt1 ´ uq2 ´ 4et2 “ 0 ùñ uj “ t1 ` p´1qj2e t2
2 , j “ 1, 2.

Hence, u1 ‰ u2 everywhere in C2
t .

Remark. While semisimplicity is important to have for many applications, there are plenty of

Frobenius manifolds which are not semisimple, and for the purposes of cohomological field theories,

semisimplicity is no necessity. Furthermore, there exist semisimple Frobenius manifolds in which

the eigenvalues of U are not distinct, which is the topic of Giordano Cotti’s work (see for example

[33]). Thus, a pairwise distinct set of eigenvalues for U is a sufficient but not necessary condition

for semisimplicity. In this thesis, however, all the Frobenius manifolds treated will generically have

distinct canonical coordinates, and consequently, will be semisimple.

2.3 A flat pencil of metrics, Frobenius almost duality, and the

deformed connection

Whenever E is in the group of units, we may define another flat symmetric nondegenerate bilinear

form, g˚, on the cotangent bundle, called the intersection form;

Definition 2.3.1 (Intersection form). The intersection form, g˚, is defined by

g˚pω1,ω2q :“ ιEppqη˚pω1,ω2q, ω1,ω2 P Tp̊ M, (2.3.1)

where we have used the isomorphism η : TpM Ñ Tp̊ M .

Furthermore, η and g are compatible in the sense that we have a flat pencil of metrics on the

cotangent space T ˚M :

g˚ ` λη˚, (2.3.2)

where pη˚q “ pηq´1, with pηq being the Gram matrix associated to η∗. That is, for any λ P C,
(2.3.2) is a flat metric such that the Christoffel symbols are compatible;

Γpγ˚ ` λη˚q “ Γpγ˚q ` λΓpη˚q.
Moreover, they induce a flat pencil of connections.

On the tangent bundle we may define the dual of g˚, g; a flat metric g on TM is determined from

η and the Euler vector field E by

gpE ¨ X,Y q “ ηpX,Y q, (2.3.3)

which in η-flat coordinates takes the form

gαβ “ Eγcγαβ “ EγB3
γαβF. (2.3.4)

∗We will often be lazy and denote both the bilinear form and its associated Gram matrix by η.
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Example 5. For the Examples 1-3 above, using (2.3.4), we have

• Example 1:

F “ t3

3!
, E “ tBt

ùñ g ” g11 “ t, g˚ “ t´1;

• Example 2:

F “ t21t2
6

´ t42
216

, E “ t1B1 ` 2

3
t2B2

ùñ g ” pgαβq “ 1

3

˜
2t2
3 t1

t1 ´2t2
9

¸
, g˚ “ 9

27t21 ` 4t22

˜
2t2 9t1

9t1 ´6t2

¸
;

• Example 3:

F “ t21t2
2

` et2 , E “ t1B1 ` 2B2

ùñ g ” pgαβq “
˜
2 t1

t1 2et2

¸
, g˚ “ 1

t21 ´ 4et2

˜
´2et2 t1

t1 ´2

¸
.

Note the similarity with U ; by comparing the formulae (2.2.1) and (2.3.4), we see they are simply

related by raising one index of g using η. Moreover, we see that epgαβq “ ηαβ for all these cases.

Indeed this is a more general feature, and is actually the way we define η in the orbit space

construction with g induced by the Killing form.

It is due to the existence of the pencil of metrics (2.3.2) that we may define a dispersionless

bihamiltonian integrable hierarchy associated to any Frobenius manifold called the principal hierar-

chy. This will be described further in Chapter 8.

Since we have a second flat metric, a natural question is whether one can define a Frobenius manifold

by letting g take the role of η. This turns out to be almost the case, and is what Dubrovin calls

Frobenius almost duality [43].

Definition 2.3.2 (Almost Frobenius manifold). An almost Frobenius manifold is a quintuple

pM, ¨, η, e, Eq, satisfying all the axioms of a Frobenius manifold except the flatness of the identity

vector field (2.1.2).

Almost duality assigns to a Frobenius manifold an almost Frobenius manifold.
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Definition 2.3.3 (Almost Duality). Given a Frobenius manifold M “ pM, ¨, η, e, Eq, define a new

multiplication on TM by

u ‹ v :“ u ¨ v
E

(2.3.8)

Then almost duality assigns to M the tuple pM, ‹, g, E,Eq.

Proposition 2.3.4 (Proposition 3.1 in [43]). Given a Frobenius manifold pM, ¨, η, e, Eq, the tuple

pM, ‹, g, E,Eq is an almost Frobenius manifold.

It is obvious that almost duality does not provide a true Frobenius manifold since the Frobenius

manifold axioms only require ∇p∇Eq “ 0, and not ∇E “ 0. The fact that the rest of the axioms

are satisfied is less trivial. We refer to [43] for a proof of this.

Example 6 (Theorem 5.2 in [43]). The almost Frobenius manifold associated with prepotential

F˚pxq “ n ` 1

8

ÿ

iăj

pxi ´ xjq2logpxi ´ xjq2, (2.3.9)

and metric

gij “ δij

is the almost dual to the Frobenius manifold arising from a simple singularity of type An as in

Example 2 [76].

The concept of almost duality was crucial in the motivation leading up to the main result of [20],

and a main result of this thesis (Theorem 5.2.5), as will be described in more detail in Chapter 5.

A very important object of the Frobenius manifold theory is the so-called deformed connection†.

This is a certain deformation of the Levi-Civita connection, and is essential in the classification of

Frobenius manifolds as well as defining their associated integrable hierarchies.

Again, let M be an n-dimensional semisimple Frobenius manifold, and, as usual, let ttα : M Ñ
Cunα“1 be a flat chart for η.

Then we define the deformed connection as follows. This is an affine, torsion free connection on

T pM ˆ C‹q such that

r∇V W “ iV dMW ` zV ¨ W,

r∇BzW “ iBzdC‹W ´ E ¨ W ´ z´1VW, (2.3.10)

where z P C‹, V pzq, W pzq P ΓpTMq, and V P ΓpEndpTMqq is the grading operator defined in

flat coordinates as Vα
β “ p1 ´ n{2qδαβ ` BβEα. The flatness of ∇̃ imply that the gradients of its

†The deformed connection is also sometimes called the Dubrovin connection.
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flat sections solve the system of differential equations associated to (2.3.10). Furthermore, the

compatibility of these equations is equivalent to the Frobenius manifold axioms [41, Lecture 6]. In

Chapter 8, we shall see how to define a dispersionless integrable hierarchy of hydrodynamic type

using the flat sections of r∇ (this is the the principal hierarchy depicted as the bottom horizontal

arrow in Figure 1.2).
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3

MAIN CONSTRUCTIONS

3.1 Orbit spaces of Coxeter groups

LetW be a Coxeter group, that is, the finite group of linear transformations of a real vector space, V ,

generated by reflections. Irreducible Coxeter groups are classified into Al, Bl, Dl, E6, E7, E8, F4, G2,

the symmetry groups of the regular icosahedron (H3), regular 600-cell of 4-dimensional space (H4),

and the regular planar p-gon (I2ppq) [34]. Note that the subscript is the dimension of the vector

space V acted upon by W , and consequently the number of generators of W . The classification is

formulated in terms of Coxeter graphs, as shown in Figure 3.1.

In this section, following [41], we give a succinct description of how to define a Frobenius manifold

structure on the orbit space of W for all classes in Figure 3.1.

Equip V with an Euclidean structure ă ¨, ¨ ą: V ˆ V Ñ R such that the action of W is orthogonal

with respect to ă ¨, ¨ ą. Further, let tx1, ¨ ¨ ¨ , xlu be linear coordinates on V .

Let SpV q be the symmetric algebra of polynomials in txu, and ΩpV q the SpV q-module of differential

forms on V with polynomial coefficients. The action ofW on V induces an action on SpV q and ΩpV q,
and furthermore on the W -invariant parts SpV qW , ΩpV qW . Note that there exists algebraically

independent homogeneous polynomials tyiu such that SpV qW “ă y1, ¨ ¨ ¨ , yl ą, and similarly a

basis for ΩpV qW ∗ is given tdyi1 ^ ¨ ¨ ¨ ^dyiku, for k “ 1, ¨ ¨ ¨ , l. The polynomials tyiu are called basic

invariants and their degrees are uniquely determined by W ; di ” degpyiq “ mi ` 1, where tmiu are

the Coxeter exponents†. See Table 3.1 for the set of degrees for each Coxeter type W . The basic

invariants are defined up to an invertible transformation respecting the grading. Now, the action

of W is extended to the complexification of V , V bC, and the space of orbits of W is defined to be

M :“ pV b Cq{W, (3.1.1)

∗As a free SpV qW -module.
†I.e. the eigenvalues of a Coxeter element (that is the longest irreducible word in the generators of W ) have the

form e
2πipdj´1q

h , where h is the order of the Coxeter element, called the Coxeter number of W .
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Figure 3.1: Coxeter diagrams and Coxeter numbers.

which has a structure of an affine algebraic variety. The inner product ă ¨, ¨ ą can be extended to

the complexification of V as a complex quadratic form.

Away from the discriminant, Σ, consisting of irregular orbits,‡ the map V b C Ñ M is a local

diffeomorphism, and so the linear coordinates in V may serve as local coordinates on sufficiently

small open subsets of MzΣ. Furthermore, we may define

gijpyq :“ pdyi, dyjq˚ :“
lÿ

a,b“1

Byi
Bxa

Byj
Bxb pdxa, dxbq˚, (3.1.2)

‡An orbit is regular if the size of the orbit equals |W |.
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W tdiu
Al di “ l ` 2 ´ i

Bl, Cl di “ 2pl ´ i ` 1q

Dl di “

$
’&
’%

2pl ´ iq if i ď k,

2pl ´ i ` 1q if i ě k ` 2,

l if i “ k ` 1

E6 t12, 9, 8, 6, 5, 2u
E7 t18, 14, 12, 10, 8, 6, 2u
E8 t30, 24, 20, 18, 14, 12, 8, 2u
F4 t12, 8, 6, 2u
G2 t6, 2u
H3 t10, 6, 2u
H4 t30, 20, 12, 2u
I2ppq tk, 2u

Table 3.1: Coxeter groups and associated degrees, as in [41, Lecture 4, Table 1].

where p¨, ¨q denotes the W -invariant bilinear form induced from ă ¨, ¨ ą, and p¨, ¨q˚ its contravariant

version. Away from Σ (3.1.2) is nondegenerate.

We are now ready to state the main theorem of this section:

Theorem 3.1.1 (Theorem 4.1. in [41]). There exists a unique semisimple Frobenius manifold

structure (up to equivalence) on MzΣ such that

• (3.1.2) is the intersection form on M ;

• the Euler vector field is given by

E “
lÿ

i“1

1

h
pdiyiBiq “ 1

h
xaBxa ,

where h is the Coxeter number of W §;

• the identity vector field is given by e “ Byi , such that di “ h.

See [41] for a proof. Here the Saito metric, η, is given by Leg.

Example 7 (An). Consider the group WAn which acts on Rn`1 “ tx0, x1, ¨ ¨ ¨ , xnu by permutation

of the coordinates xi, such that
nÿ

i“0

xi “ 0. (3.1.3)

§The Coxeter number is the largest of all Coxeter exponents.
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The metric is simply given by the restriction of the Euclidean metric on Rn`1 to the hyperplane

determined by (3.1.3). A homogeneous basis of SW pRn`1|p3.1.3qq is given by the elementary symmet-

ric polynomials in txiu:

ak “ p´1qn´k`1
ÿ

0ďj1ă¨¨¨ăjkďn

jkź

i“j1

xi, k “ 1, ¨ ¨ ¨ , n.

Thus, M ” Cn{An may be identified with the space of functions

tλppq “ pn`1 `
n´1ÿ

i“0

bip
i|b0, ¨ ¨ ¨ , bn´1 P Cu. (3.1.4)

Note that an element of the set of functions (3.1.4) is precisely the form of λ in Example 2. Hence,

this is an example of B–C mirror symmetry. Furthermore, notice from Example 5 item 2, that the

prepotential is polynomial in Saito–flat coordinates t. In fact, there is a correspondence between

Frobenius manifolds with polynomial prepotential and orbit spaces of Coxeter groups [74].

Remark. It turns out that a version of Theorem 3.1.1 can be stated for more general groups W

as we will see when considering extended affine Weyl groups in Chapter 4.

3.2 Quantum cohomology

In this subsection we will be following [78] Chapter 26, and [83], with [63] serving as the main

source for technical details and proofs. X will be a nonsingular complex projective variety, and

H˚pXq, H˚pXq, will be denoting the singular homology, and cohomology over Q, respectively.

Gromov–Witten theory

Quantum cohomology is the genus 0 part of a modern curve counting theory, called Gromov–Witten

theory, which attempts to count the number of curves of genus g, degree d, passing through 3d ´
1 ∗ (generically positioned) points in X. Gromov–Witten theory is formulated in terms of the

intersection theory over the moduli space of stable maps. This space is often denoted by ĎMg,npX,βq
where the genus g is the arithmetic genus gpCq :“ h1pC,OCq and β P H2pX,Zq is a generalisation

of the degree. Note that the bar over Mg,npX,βq in ĎMg,npX,βq denotes the Deligne-Mumford

compactification in which certain nodal curves have been added, and nis the number of marks,

∗This number is exactly what is needed in order to get a finite number to count. For example, there are infinite
number of lines passing through one point in the plane, but a unique line passing through two.
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which represents the points of intersection. Together with nodes, these make up the set of special

points. More precisely, every point in the moduli space represents a class

rC;x1, ¨ ¨ ¨ , xn; f s, (3.2.1)

such that

• C is a (possibly) nodal genus g curve;

• xi are distinct nonsingular points on C, for i “ 1, ¨ ¨ ¨ , n;

• f : C Ñ X is a morphism such that β “ f˚rCs;

• If fpC0q is a point for C0 an irreducible component of C, then 2gpC0q ´ 2 ` npC0q ą 0, with

npC0q being the number of special points on C0.

The equivalence between a pair of stable maps pC;x1, ¨ ¨ ¨ , xn; fq, pC1;x1
1, ¨ ¨ ¨ , x1

n; f
1q is given by an

isomorphism

τ : C Ñ C1,

sending xi to x1
i such that f 1 ¨ τ “ f .

In addition, we have a notion of families, i.e. a geometric characterisation of deformations. Let B

be any scheme. Then a family of stable maps parametrised by B is given by the diagram

C
π
��

f // X

B

σi

AA (3.2.2)

where σi is a section of π for i “ 1, ¨ ¨ ¨ , n such that pπ´1pbq;σ1pbq, ¨ ¨ ¨ ,σnpbq; f |π´1pbqq is a stable

map of degree β for b P B.

Furthermore, a smooth, or fine, moduli space ĎMg,npX,βq admits a universal family where the base

is the moduli space itself, and every other family may be related to the universal family through

pull-back.

Remark. ĎM0,3pP1,βq is a smooth moduli space with ĎM0,4pP1,βq as universal family. More

generally;

ĎM0,n`1pX,βq
ϕn`1

��

evn`1 // X

ĎM0,npX,βq
x̃i

EE
(3.2.3)
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where ϕn`1 is the forgetful map given by forgetting mark xn`1

ϕn`1 : ĎM0,n`1pX,βq Ñ ĎM0,npX,βq
pC;x1, ¨ ¨ ¨ , xn, xn`1; fq ÞÑ pC;x1, ¨ ¨ ¨ , xn; fq,

(3.2.4)

and evn`1 is the evaluation map evaluating f at mark xn`1

evn`1 : ĎM0,n`1pX,βq Ñ X

pC;x1, ¨ ¨ ¨ , xn, xn`1; fq ÞÑ fpxn`1q,
(3.2.5)

and stabilising† if necessary.

A key property of the moduli space of stable maps is a stratification of the boundary (the subset

ĎMg,npX,βqzMg,npX,βq consisting of maps from singular curves), which admits a recursive struc-

ture vital to computations.

It turns out to be too restrictive to expect a smooth moduli space in general due to the presence

of nontrivial automorphisms‡, in which case there exist no universal family. The moduli space can,

however, be considered as a Deligne-Mumford (DM) stack/orbifold§.

A DM–stack is a generalisation of a variety, or scheme, which can be described locally as a quotient

of a scheme (which is called the coarse moduli space of the stack) by a finite group. Thus, to each

point in the stack there is an associated group which is called the isotropy group of the point.

Furthermore, ĎMg,npX,βq is compact, but not necessarily irreducible or connected. A consequence

of this is that we are forced to replace the usual fundamental class with a virtual fundamental class

which was introduced by Behrend and Fantechi [7], and Li and Tian [93] in the 1990s. The virtual

fundamental class is often denoted by r ĎMg,npX,βqsvir, and is a class in H2vdimpX,Qq, where vdim

is the virtual, or expected, dimension defined by

vdimp ĎMg,npX,βqq :“
ż

β
c1pTXq ` pdimpXq ´ 3qp1 ´ gq ` n,

with c1pTXq being the first Chern class of the tangent bundle of X. The virtual fundamental class

is often hard to describe, and its construction very technical. We will not go into the details of the

virtual fundamental class here. See the aforementioned original papers, or [5]¶ for more details on

this. The enumerative invariants of this theory are rational numbers called the Gromov–Witten

invariants.

†That is contracting unstable components.
‡The stability does, however, ensure that the set of automorphisms is finite.
§Note that this is different from what is usually called an orbifold in physics literature.
¶See this reference for a more friendly presentation.
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Definition 3.2.1 (GW-invariants). Let γ1, ¨ ¨ ¨ , γn P H˚pXq. Define the associated genus g n-point

(primary) Gromov–Witten invariant by

ă γ1 ‚ ¨ ¨ ¨ ‚ γn ąX
g,β :“

ż

r ĎMg,npX,βqsvir
nY

i“1
evi̊ pγiq (3.2.6)

where evi̊ is the pull-back of the evaluation map at the ith mark xi (given some fixed ordering),

and we are capping the integrand against the virtual fundamental class.

Furthermore, let ψi be the first Chern class of the cotangent line bundle on ĎMg,npX,βq which has

as fibre over a point given by Tp̊iC ‖, and let

ă τa1pγ1q ¨ ¨ ¨ τanpγnq ą“
ż

r ĎMg,npX,βqsvir
nY

i“1
ψai
i evi̊ pγiq.

Then, some instrumental properties include

1. The string equation:

ă τa1pγ1q ¨ ¨ ¨ τanpγnqT0 ąg,β“
nÿ

i“1

ă τa1pγ1q ¨ ¨ ¨ τai´1pγi´1qτai´1pγiqτai`1pγi`1q ¨ ¨ ¨ τanpγnq ąg,β .

(3.2.7)

2. The dilaton equation:

ă τa1pγ1q ¨ ¨ ¨ τanpγnqτ1pT0q ąg,β“ p2g ´ 2 ` nq ă τa1pγ1q ¨ ¨ ¨ τanpγnq ąg,β . (3.2.8)

3. The divisor equation:

Let γ P H2pXq. Then,

ă τa1pγ1q ¨ ¨ ¨ τanpγnqγ ąg,β“
ˆż

β
γ

˙
ă τa1pγ1q ¨ ¨ ¨ τanpγnq ąg,β . (3.2.9)

In Equations (3.2.7)–(3.2.9), T0 indicates the unit in the cohomology ring (i.e. the Poinaré dual of

the fundamental class). By restricting to genus zero invariants, one may construct the quantum

cohomology ring, which can be given the structure of a Frobenius manifold.

Quantum cohomology and Frobenius manifolds

There are two notions of quantum cohomology, called big and small. The small quantum cohomolo-

gy is to big quantum cohomology like a Frobenius algebra is to a Frobenius manifold. Here, we

‖More precisely, the line bundle is given by σ˚
i ωπ, where ωπ is the sheaf of relative differentials.
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give a brief description of both of these rings, starting with the latter. Note that in this section τi

is a certain class (to be specified) and not as in Equations (3.2.7)-(3.2.9).

The small quantum cohomology can be viewed as a deformation of the usual cohomology. Consider

the evenly graded part of H˚pXq with its usual cup-product and bilinear nondegenerate pairing

p , q;
pa, bq :“

ż
a Y b. (3.2.10)

Let 1X generate H0pXq, then

Lemma 3.2.2. pH˚pXq, p , q,Y,1Xq is a Frobenius algebra.

For a proof see [109].

We may generalise this construction in the following way. Let us define

a1 ‹β a2 :“ ev3˚pev1̊pa1q Y ev2̊pa2qq, (3.2.11)

over ĎM0,3pX,βq. Moreover, we want to be able to keep track of the curve class β, so let us introduce

a formal parameter qβ satisfying the exponential relation qβ1qβ2 “ qβ1`β2 . Then we may define a

new product

a1 ‹ a2 :“
ÿ

β

a1 ‹β a2 q
β . (3.2.12)

Now, extend the product (3.2.12) QrrH2pX,Zq`ss-linearly to H˚pXq bQ rrH2pX,Zq`ss, and call

H˚pXq bQ rrH2pX,Zq`ss with this structure the small quantum cohomology ring and denote it by

QHs̊ pXq.

Proposition 3.2.3. QHs̊ pXq is a Frobenius algebra with the unit 1X as in Lemma 3.2.2.

For a proof see proof of Proposition 5.2 in [109].

Example 8 (QHs̊ pXq of Pm Example 26.5.2 in [77]). Let τi be the class of a linear subspace of

Pm with codimension codimpτiq “ i, and let β be d times the class of a line. Then we have that

ă τi ¨ τj ¨ τk ą“ δi`j`k,mpm`1qd. (3.2.13)

This forces either d “ 0 or d “ 1. In the first case we get i ` j ` k “ m and thus the bracket gives

1, and in the second case, we get i ` j ` k “ 2m ` 1 which again results in the bracket being 1.

This means that the algebraic structure looks as follows.

• If i ` j ď m, then τi ‹ τj “ τi`j ,

• and if m ` 1 ď i ` j ď 2m we have τi ‹ τj “ q1τi`j´m´1.
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Hence,

QHs̊ pXq “ QrHsrrqss{pHm`1 ´ qq, (3.2.14)

where H “ τ1 is the hyperplane class.

Notice that only 3-point invariants appear in the definition of the small quantum cohomology.

Thus, given a description of the small quantum cohomology ring we are not able to recover all

GW-invariants. To be able to do this, it is necessary to consider the big quantum cohomology.

Let tτiui“0,¨¨¨ ,m be a homogeneous basis for H˚pX,Zq, with τ0 “ 1 P H0pX,Zq, where tτ1, ¨ ¨ ¨ , τpu
are Kähler classes∗∗.

Let

F ptq “
ÿ

n,β

ă γn ąβ

n!
“

ÿ

n0`¨¨¨`nmě3

ÿ

β

ă τn0
0 ‚ ¨ ¨ ¨ ‚ τnm

m ą tn0
0

n0!
¨ ¨ ¨ t

nm
m

nm!
, (3.2.15)

where γ “ ř
i tiτi, the first sum is over where γ is defined, i.e. pn,βq ‰ p0, 0q, p1, 0q, p2, 0q, ř

i ni “ n,

ă τn0
0 ‚ ¨ ¨ ¨ ‚ τnm

m ą”ă τn0
0 ‚ ¨ ¨ ¨ ‚ τnm

m ąβ qβ and F is considered as a formal power series in Qrrtss.
Now, differentiating F corresponds to adding terms to the bracket. In particular;

cijk :“ B3F

BtiBtjBtk “
ÿ

ně0

ÿ

β

1

n!
ă γn ‚ τi ‚ τj ‚ τk ąβ . (3.2.16)

Using this, we can define a new product

τi ‹ τj :“ cijkη
kfτf , (3.2.17)

where pηijq is the intersection matrix of H˚pXq;

ηij :“
ż

X
τi Y τj , (3.2.18)

and pηijq “ pηijq´1.

By extending (3.2.17) Qrrtss-linearly to H˚pXq bQ Qrrtss ” QH˚pXq, we have the following

Theorem 3.2.4. The big quantum cohomology, QH˚pXq, is an associative, commutative unital

Qrrtss-algebra.

Proof. A full proof of Theorem 3.2.4 may be found in [63] (proof of Theorem 4). The arguments

go roughly as follows.

Commutativity.

By (3.2.17) commutativity of QH˚pXq reduces to symmetry of cijk in all three indices. By (3.2.16)

cijk is a third partial derivative of F and so the result follows.

∗∗I.e. tτiui“1,¨¨¨ ,p is a basis of H1,1pX,Zq.
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Unity.

The unit of QH˚pXq is as in Lemma 3.2.2. From (3.2.16), using the string equation (3.2.7), it can

be shown that

c0jk “ă τ0 ‚ τj ‚ τk ą0“
ż

X
τj Y τk “ ηjk ùñ τ0 ‹ τj “ ηjeη

efτf “ τj . (3.2.19)

Associativity.

As is common, the hardest part of the proof concerns associativity, and so we shall not say anymore

about this apart from that it follows from the splitting property (Lemma 4.18 in [109]), and the

equivalence of points on P1.

Moreover, QH˚pXq is a Frobenius manifold where e “ τ0 via the isomorphism induced by sending

Btα ÞÑ τα. The Euler vector field is given by

E “ c1pXq `
ÿ

α

ˆ
1 ´ 1

2
degpταq

˙
tατα, (3.2.20)

satisfying

LEF
X
0 “ p3 ´ dimCpXqqFX

0 ` quadratic polynomial. (3.2.21)

Here, the prepotential FX
0 ” FX

0 pγq is given by

FX
0 pγq “

classicalhkkkikkkj
1

6

ż

X
γ3 `

quantumhkkkkkkkkkkkkkkkkkkkikkkkkkkkkkkkkkkkkkkj
8ÿ

n“0

ÿ

β

1

n!
ă γ ‚ ¨ ¨ ¨ ‚ γ ąloooooooomoooooooon

n

nX
0,n,β , (3.2.22)

and is indeed a solution of the WDVV equations (2.1.6), with t0 only appearing in the classical

part. Note here that the only non-zero terms are when β is an effective curve class [97], which

implies that the a priori infinite sum, (3.2.22) in fact consists of a finite number of terms [63].

Remark. The small quantum cohomology is obtained from the big quantum cohomology by

restricting the ‹-product to the parameters tτiui“1,¨¨¨ ,p corresponding to the Kähler classes. Thus,

one can think of F , or cijk, as having two parts, one coming from the small quantum cohomology

which encodes three-point invariants, and one carrying the remaining information. That is,

F “ Fclassical ` Fquantum ùñ cijk “ Ěcijk ` ĚΓijk. (3.2.23)

For the c-tensor, we have

Ěcijk “ cijkpt0, ¨ ¨ ¨ , tp, 0, ¨ ¨ ¨ , 0q “
ż

X
τi Y τj Y τk, (3.2.24a)

ĚΓijk “
ÿ

ně0

1

n!

ÿ

β‰0

ă γn ¨ τi ¨ τj ¨ τk ąβ“
ÿ

β‰0

ă τi ¨ τj ¨ τk ą q

ş
β τ1
1 ¨ ¨ ¨ q

ş
β τp
p (3.2.24b)

with γ as in (3.2.15) and qi “ eti .
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Remark. It is often the case that the small quantum cohomology is much easier to describe,

and sometimes this is sufficient, depending on what one wants to study. For example if the small

quantum cohomology is generically semisimple this is also the case for the big quantum cohomology.

However, if a generic small quantum cohomology is non-semisimple, this does not imply that the

big quantum cohomology is non-semisimple, as illustrated by Example 8 [36,64,101].

Remark. Some final remarks on this are in order. Firstly, there is no guarantee that the series

(3.2.15) converges. Thus, one can either treat everything formally, as we did here, leading to a

formal Frobenius manifold, or one can make the assumption that the series does indeed converge

on some subdomain and restrict thereafter. Secondly, at the beginning of this subsection, we

restricted to the even part of the cohomology H˚pXq in order for the bilinear form to be symmetric.

An alternative approach is to promote the structure to a super-manifold. We will not go further

into this, see [97] for more details.

3.3 Hurwitz Frobenius manifolds

Dubrovin gives in [41] sufficient conditions for when we may obtain Frobenius manifolds of type

MLG from a function by taking residues as in Example 2. This is phrased through the theory of

Hurwitz spaces, and such Frobenius manifolds are called Hurwitz Frobenius manifolds.

Hurwitz spaces are moduli spaces parametrising ramified covers of the Riemann sphere. A point

in such a space is an equivalence class rλ : Cg Ñ P1s, where Cg is a smooth genus g algebraic

curve and λ a morphism to the complex projective line realising Cg as a branched cover of P1. The

equivalence relation is here given by automorphisms of the cover, i.e. a pair of covers λ1 : Cg Ñ P1,

λ2 : Cg Ñ P1, are equivalent if and only if there exists a homeomorphism h : Cg Ñ Cg such that

λ1 “ λ2 ˝ h∗.

In a Frobenius manifold context, we want to consider Hurwitz spaces with fixed ramification over

infinity. Let the preimage of 8 consist of m`1 distinct points, denoted by 8i P Cg for i “ 0, ¨ ¨ ¨ ,m,

and let’s denote Cg by Cg,n to reflect this. Furthermore, let λ have degree ni ` 1 near 8i. We

denote such a Hurwitz space by Hg;n, where n :“ pn0, ¨ ¨ ¨ , nmq describes the ramification. This is

an irreducible quasi-projective complex variety of dimension†

dg;n :“ dimpHg;nq “ 2g ` 2m `
mÿ

i“0

ni. (3.3.1)

∗This can also be phrased in terms of equivalence classes of monodromy representations.
†This follows from the Riemann-Hurwitz formula.
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We will write π, λ and σi for the universal family, the universal map, and the sections marking 8i,

respectively, as depicted in the following commutative diagram:

Cg,n

��

� � // C
π

��

λ // P1

rλs � � pt //

Pi

EE

H

σi

BB (3.3.2)

We furthermore denote by d “ dπ the relative differential with respect to the universal family

and p cr
i P Cg,n » π´1prλsq the critical points dλ “ 0 of the universal map. As mentioned, by

the Riemann existence theorem, the critical values of λ, tuiui“1,¨¨¨ ,dg;n , serve as local coordinates

away from the closed subsets in Hg;n in which ui “ uj for i ‰ j, whose union is the discriminant.

Additionally, there is an action on a Hurwitz space given by the affine subgroup of the PGL2pCq-action
on the target,

pC,λq ÞÑ pC, aλ ` bq, ui ÞÑ aui ` b, (3.3.3)

for a, b P C, and i “ 1, ¨ ¨ ¨ , dg;n.
Let Hϕ

g;n be defined from Hg;n by fixing a meromorphic differential ϕ. In [41], Dubrovin classifies

the types of allowed differentials leading to a Hurwitz Frobenius manifold into five types. For

the purposes of this thesis the differential will always be the square of a third-kind meromorphic

differential ϕ P ΩCppλqq, that is, it has at most simple poles at the poles of λ and vanishing periods.

There is an additional compatibility condition between ϕ and λ, stating that the differential must

be admissible. We will not describe what this means in full generality, as it is quite technical, but

we will define it in Chapter 5 to the generality we require in this thesis.

Let us now construct a Frobenius manifold on the cover of Hϕ
g;n. We first posit that the coordinate

vector fields in the u-chart are idempotents of the algebra

Bui ¨ Buj “ δijBui , (3.3.4)

which provides the structure of a semisimple commutative unital algebra with identity and Euler

vector field

e “
dg;nÿ

i“1

Bui , E “
dg;nÿ

i“1

uiBui , (3.3.5)

arising as the generators of the affine action in (3.3.3). Again, notation is not chosen randomly, the

chart tuiu, consisting of the critical values of λ corresponds indeed to the canonical coordinates for

the resulting Frobenius structure.

What remains to be constructed to define a full-fledged Frobenius manifold structure on Hg,n is

a flat nondegenerate symmetric pairing playing the role of η, such that the vector fields e and E
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are, respectively, horizontal and linear under its Levi-Civita connection. This is where the chosen

admissible differential comes in. We may define η by the residue formula

ηpX,Y q :“
ÿ

i

Res
pcri

XpλqY pλq
dλ

ϕ2, (3.3.6)

for X,Y P ΓpHg;n, THg;nq. Furthermore, combining (3.3.4) and (3.3.6) the 3-tensor c is defined by

the LG formula

cpX,Y, Zq ” ηpX,Y ¨ Zq “
ÿ

i

Res
pcri

XpλqY pλqZpλq
dλ

ϕ2, (3.3.7)

which clearly satisfies the Frobenius property. Moreover, the second flat pairing is obtained by

replacing λ by logλ in (3.3.6),

gpX,Y q “
ÿ

i

Res
pcri

Xplog λqY plog λq
dlog λ

ϕ2. (3.3.8)

Definition 3.3.1 (LG–model). We call the marked meromorphic function λ, as above, a Landau-

Ginzburg (LG) superpotential for the Frobenius manifold, and ϕ its primary differential. Together

pλ,ϕq make up the Landau-Ginzburg model of the Frobenius manifold.

In fact, we have already seen an example of a Hurwitz Frobenius manifold;

Example 9. Example 2, as described above, where ϕ “ dq.

Example 10 (LG–model for QH˚pP1)). Example 3 above has the following LG–description:

pλ,ϕq “
ˆ
a0
µ

p1 ` µ2 ´ a1µq, dµ
µ

˙
.

Remark. Note that almost duality in this context can easily be seen as replacing λ by its logarithm,

due to the forms of the residue formulae (3.3.6)-(3.3.8).

A highly nontrivial problem in general is to find flat coordinates for the Saito metric, η. One benefit

of Hurwitz Frobenius manifolds is that such a set of coordinates may be found in a straightforward

way, which we will now describe.

Define local coordinates κi by λpµq “ κ
pni`1q
i pµq near µ “ 8i. Then we have the following
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Theorem 3.3.2 (Theorem 5.1 in [41]). Given an LG–model pλppq,ϕ “ dpq, the following functions

on Hgω ,nω give η-flat coordinates

ti;α “ Res8i

κ´α
i p dλ, i “ 0, ¨ ¨ ¨ ,m, α “ 1, ¨ ¨ ¨ , ni; (3.3.9)

textj “ p.v.

ż 8j

80

dp, j “ 1, ¨ ¨ ¨ ,m; (3.3.10)

tRes
k “ Res8k

λ dp, k “ 1, ¨ ¨ ¨ ,m, (3.3.11)

where the principal value, p.v., indicates subtraction of the divergent part in κi.

Remark. In general, there are more equations in Theorem 3.3.2, than the dimension of the

Frobenius manifold, so it is implicit in the theorem that some of these will result in equivalent

coordinates. Moreover, in the theorem as it is stated in [41], there are two additional ways to

obtain flat coordinates:

rj “
¿

bj

dp, (3.3.12)

sj “ ´ 1

2πi

¿

aj

λdp, j “ 1, ¨ ¨ ¨ , g, (3.3.13)

where tai, biui“1,¨¨¨ ,g is a choice of marked symplectic basis of integral one-cycles of the curve C, and
g is the genus of C. These, however, will not be necessary for this thesis as they will either give 0

or coincide with some of the above.

3.4 Mirror symmetry

We have now seen three very different settings in which Frobenius manifolds arise. While mirror

symmetry is a phenomenon whose definition varies widely, in this thesis it will be synonymous with

Frobenius manifold mirror symmetry:

Definition 3.4.1. Mirror symmetry is an equivalence of a pair of Frobenius manifolds

M – M1 (3.4.1)

where M, M1 are described in two distinct ways out of the three; A : MQ-coh, B : MLG, or C :

MV {G as defined in Sections 3.2, 3.3, and 3.1, respectively. The isomorphism between the pair is

called the mirror map.

Definition 3.4.1 implies that all the objects described throughout Chapter 2 are equivalent.
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We have already seen several examples of mirror symmetry. We have seen an instance of B–C

mirror symmetry between Example 2, where the superpotential is the miniversal deformation of a

simple singularity of type An, and Example 7 in which the Frobenius manifold is built on the orbit

space of the Weyl group associated to the An root system.

The attentive reader may have spotted a pattern, which indeed holds true in full generality; for

simply laced Dynkin types (i.e. R P tAn, Dl, Eru, for n ě 1, l ě 4, r “ 6, 7, 8), we have mirror

symmetry MLG – MV {G where the LG–superpotential is the miniversal deformation of the simple

singularity of type R, as shown in Table 3.2, and G is the Weyl group associated to a simple

complex Lie algebra of Dynkin type R [41];

blablablablablaAblablablablabla ... blablablablablaBblablablablabla
Frobenius manifold from V/G ... Frobenius manifold from λpq, aq

G = WR ... λR as in Table 3.2 with ϕ “ dq

R Singularity Miniversal deformation (λR)

Al ql`1 ql`1 ` al´1q
l´1 ` ¨ ¨ ¨ ` a1q ` a0

Dl ql´1
1 ` q1q

2
2 ql´1

1 ` q1q
2
2 ` al´1q

l´2
1 ` ¨ ¨ ¨ ` a1 ` a0q2

E6 q41 ` q32 q41 ` q32 ` a6q
2
1q2 ` a5q1q2 ` a4q

2
1 ` a3q2 ` a2q1 ` a1

E7 q31q2 ` q32 q31q2 ` q32 ` a7q
4
1 ` a6q

3
1 ` a5q1q2 ` a4q

2
1 ` a3q2 ` a2q1 ` a1

E8 q51 ` q32 q51 ` q32 ` a8q
3
1q2 ` a7q

2
1q2 ` a6q

3
1 ` a5q1q2 ` a4q

2
1 ` a3q2 ` a2q1 ` a1

Table 3.2: Miniversal deformations of hypersurface singularities as classified by Arnold.

We have also seen an instance of A–B mirror symmetry, between the Frobenius manifold built

on the quantum cohomology of the complex projective line (Example 3), and the LG–model in

Example 10;

pλ,ϕq “
ˆ
a0
µ

p1 ` µ2 ´ a1µq, dµ
µ

˙
.

Additionally, Example 3 is, in a sense, of typeMV {G, but nowG is the so-called extended affine Weyl

group of type A1 [46], which will be described in Chapter 4. Furthermore, the LG–superpotential

can be shown to arise from a family of curves realised as a characteristic equation of the Lax

operator associated to the relativistic Toda hierarchy of type A1. Thus, in this case we do indeed

have an instance of a ‘triangle’ of mirror symmetry between all the three types. In fact, this

is the simplest example of one of the main theorems of this thesis, Theorem 5.2.5, published

in [20]. As will later be shown, the B–C mirror symmetry of this kind generalises to any R P
tAl, Bl, Cl, Dl, E6, E7, E8, F4, G2u. Moreover, in the case of simply laced Dynkin types (that is R P
tAl, Dl, E6, E7, E8u) we have a A–B–C triangle of mirror symmetry where the A–model description

is in terms of the quantum cohomology of certain orbifolds. The latter will be further described in

Part III, Chapter 9.
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Remark. It is worth mentioning that different Frobenius manifold axioms come naturally in the

different descriptions. For example, in the A–description, semisimplicity is not guaranteed, and

highly nontrivial. In fact, there is a well-known conjecture, first formulated by Dubrovin, stating

that semisimplicty of the big quantum cohomology of X is equivalent to the existence of a full

exceptional collection in the bounded derived category of coherent sheaves on X∗. From the

B–model description, semisimplicity occurs by construction, flatness of η, e, and ∇E, on the other

hand, are all non-automatic. It is from this perspective weaker notions of Frobenius manifolds are

natural, by removing some of these axioms; for instance an almost Frobenius manifold lacks the

flatness of the identity vector field. Furthermore, F-manifolds, which lack a flat metric as well, form

an active field of research. One way to view the axioms of Frobenius manifolds (and its weaker

cousins) is through the notion of algebraic integrability, as we shall now describe.

3.5 Algebraic integrability and LG–models from Lie theory

As mentioned in the introduction, it can be extremely difficult to find a LG–description for a given

Frobenius manifold. One way to approach doing so is to relate the Frobenius manifold to some

integrable system in such a way that an LG–superpotential, λ, arises as the spectral parameter of

an associated spectral curve.

That is, through the equivalence of completely algebraically integrable systems and special Kähler

manifolds∗ where the associated Liouville tori, or fibration of abelian varieties, are given by (genera-

lised) Jacobians† of a family of algebraic curves which are given as the characteristic equation of a

Lax operator with a spectral parameter.

Cb “ tdetpLpλ, bq ´ µ1q “ 0u, (3.5.1)

where λ is the spectral parameter, the parameters bi’s are time independent elements of smooth

functions in involution, and act as action variables, and we think of (3.5.1) as a family of complex

plane curves in variables pλ, µq P P2. This curve together with the notion of almost duality induces

the Frobenius manifold structure [75].

If a Frobenius manifold is characterised in this way, we call it algebraic integrable. When this

holds, however, is generally unknown. It has been conjectured to have a connection with the

Hitchin integrable system [75], and while this is still a conjectural relationship, all currently known

instances of algebaic integrable Frobenius manifolds fit into this picture. For example, the case of

∗This implicitly uses homological mirror symmetry.
∗with a flat Lagrangian lattice on the cotangent space.
†More precisely Prym (-Tuyrins) subvarieties.
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the miniversal unfolding of a simple singularity was shown in [43] to arise from the open Toda chain‡

via almost-duality. Furthermore, some cases which are not Hitchin type is shown to not result in

a Frobenius manifold, such as Calogero-Moser systems [76]. I will not define all the associated

and aforementioned notions here. Rather, I will describe roughly how such a spectral curve is

constructed from Lie theory, and briefly show how it works in the case of Example 2. This will be

mostly following [17] for the general description, and [76] for An. If the reader is interested in a

more thorough description of the connection with special geometry, please see [75].

Definitions and initial setup

For this part, we generalise the presentation of [17].

We will now show how to obtain an integrable system and spectral curve from Lie theory. The

starting point in this description is a complex simple Lie algebra g of root type R, with Cartan

subalgebra h. Let G “ exp g be the corresponding simply-connected complex Lie group, and let

us fix a choice of simple roots Π. This choice of simple roots induces a splitting of the full root

system into positive and negative roots which again determines Borel subgroups B˘ intersecting at

the maximal torus T “ expphq. Thus, G is realised as a disjoint union of double cosets in terms of

the Weyl group

W : G “ B˘WB˘ “
ğ

pw`,w´qPWˆW
Cw`,w´ ,

where Cw`,w´ :“ B`w`B` X B´w´B´ are the double Bruhat cells of G.

Kinematics

Consider the algebraic torus P – ppCx̊qlR , pCẙqlR , tuGq with Poisson bracket txi, yjuG “ Cg
ijxiyj ,

where Cg is the Cartan matrix§, making P symplectic.

Define PToda :“ Cw̄,w̄{T Ă G{T , where w̄ is the ordered product of the lR simple reflections in W
(i.e. a Coxeter element of W). There is an injective morphism P Ñ PToda such that PToda inherits

the symplectic structure from G (since T is a trivial Poisson submanifold) given by the canonical

Belanin-Drinfeld-Olive-Turok solution of the classical Yang-Baxter equation ([8, 107]):

tg1b, g2uPL “ 1

2
rr, g1g2s, (3.5.2)

where

r “
ÿ

iPΠ
hi b hi `

ÿ

αP∆`
eα b e´α P g b g, (3.5.3)

‡More precisely, from a limit of the periodic Toda chain.
§Semisimplicity of the Lie group implies the nondegeneracy of the Poisson bracket.

45



with ∆` denoting the set of positive roots, and thi P h, e˘i P LiepB˘q|i P Πu being a Chevalley

basis for g¶.

Now, consider the Lax map:

L : P Ñ PToda px, yq ÞÑ
lRź

i“1

HipxiqEiHipyiqE´i, (3.5.4)

where Hipxiq “ exppxihiq, Eipxiq “ exppxieiq, and similarly for yi, are Chevally generators on G.
By Fock-Goncharov [60] this map is an algebraic Poisson embedding into an open subset of PToda.

Dynamics

Let us now define a complete integrable system of involutive Hamiltonians on G, and hence on

PToda. This is given by Weyl-invariant functions on T which is a subring of OpPTodaq generated

by the regular fundamental characters

Hipgq “ χρipgq, i “ 1, ¨ ¨ ¨ , lR, (3.5.5)

where ρi is the irreducible representation having the ith fundamental weight, ωi, as highest weight.

The Lax map (3.5.4) pulls back this integrable system to P, and fixing a faithful representation ρ,

the same dynamics on PToda takes the form of isospectral flows:

BρpLq
Bti “ tρpLq, HipLquPL “ rρpLq, pPipρpLqqq`s, (3.5.6)

where Pi P Crxs is the Weyl-invariant Laurent polynomial ξωi on the maximal torus in terms of

power sums of the eigenvalues of the argument, and pq` denotes the projection to the positive Borel

B`.

Now, since the flows (3.5.6) are isospectral, the spectrum of ρpLq are integrals of motion, and we

may define a family of spectral curves being the plane curve in A2 given by the zero locus of the

characteristic equation of Lpλq in representation ρ. In particular, this is an integral of motion since

the determinant is.

Example 11 (An). The Lax pair pL,P q for the open Toda chain is given by

L “
rkpgqÿ

i“1

pihi ` epαi,qqeαi ` fαi ` ζeα0 , P “
rkpqqÿ

i“1

fαi , (3.5.7)

where tαiu is a fixed choice of simple roots, with α0 denoting the highest root and thi, eαi , fαiu is

the Chevalley basis.

¶A Chevalley basis is chosen such that it satisfies the relations (2.1) in [17].

46



If one were to naively follow the description above, however, one would obtain a spectral curve

which is not quite the correct one. The way to look at this case is to consider it as a limit of the

periodic Toda chain. The periodic Toda chain has the spectral curve

Cb :“
"
ζ ` y

ζ
“ S̃px, b1pp, qq, ¨ ¨ ¨ , bnpp, qqq

*
, (3.5.8)

where S̃px, b1, ¨ ¨ ¨ , bnq is the miniversal unfolding of the simple singularity of type An with singular

point x “ 0. The spectral curve for the open Toda chain is obtained from (3.5.8) by taking the

limit y Ñ 0, which results in the pairs of branch points merging to form singular points.

If one were to treat the spectral curve limy ÞÑ0Cb as an LG–superpotential on the base B spanned by

tbiu, the identifications ζ “ λ, x “ µ, and taking ϕ “ dµ (and as usual employing almost duality)

one would indeed obtain the superpotential in Example 2.

Remark. While a multiplication and a compatible metric may be appropriately defined for any

integrable system, and the existence of a prepotential is guaranteed by the presence of the special

Kähler structure, there are several Frobenius manifold axioms which are far from automatic from

the integrable systems point of view. For instance, for the algebra to be associative, we must have

a so-called extra special Kähler structure (which implies the presence of a potential, F , satisfying

WDVV equations). Furthermore, the metric is certainly not flat by default. If these properties

hold, however, we call the associated structure a special F-manifold (in the language of Manin

[97]). On the other hand, a given Frobenius manifold does not necessarily have a special Kähler

structure. Thus, it would be interesting to investigate this further to attempt to describe the precise

relationship between the two structures. Some work has been done in this direction, such as [75]

where the authors show that the F -manifold is indeed canonical from this picture, but the full

Frobenius structure is not. See [76] for a friendly overview of the connection between Frobenius

manifolds and integrable structures.

This strategy turned out to be instrumental in finding B–models for a class of Frobenius manifolds

called Dubrovin-Zhang (DZ) manifolds, which we shall now describe.
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4

DUBROVIN–ZHANG MANIFOLDS

In Section 3.1, we described the construction of a Frobenius manifold structure on the orbit space

of a Coxeter group. Now, we want to restrict ourselves to the subset of these consisting of Weyl

groups. These are classified in terms of (undirected) Dynkin diagrams which are a subset of the set of

diagrams in Figure 3.1; the three infinite families (A,B,D) - classical types, and the five exceptional

types (E6, E7, E8, F4, G2 – I2p6q). In this section, a Dynkin diagram will be synonymous with a

directed Dynkin diagram, as they correspond to root systems and simple Lie algebras. These are

shown in Figure 4.1.

Now, the construction of Dubrovin and Zhang in [46] consists of taking the affine analogue of W ,

and extend it, and its action, in a certain way∗.

4.1 Frobenius manifold construction

We will here give a condensed description of the Dubrovin–Zhang construction of semisimple

Frobenius manifold structures on the space of regular orbits of extended affine Weyl groups, which

follows closely the account given in [20].

Let gR be a rank-lR complex simple Lie algebra associated to a root system R, hR the associated

Cartan subalgebra, dim hR “ lR, and WR the Weyl group. The construction of Dubrovin–Zhang

Frobenius manifolds depends on a canonical choice of a marked node in the Dynkin diagram of R,

which will be labelled k̄ P t1, . . . , lRu, and we let αk̄ and ωk̄ denote the corresponding simple root

and fundamental weight, respectively. The canonical node corresponds to the fundamental weight

associated to the fundamental representation of smallest dimension. This node is an “attaching”

vertex for the external nodes in the diagram, that is, one which if removed splits the corresponding

finite Dynkin diagram into disconnected A-type pieces. We depict the canonical nodes on the affine

Dynkin diagrams in Figure 4.1∗. The action of WR on hR may be lifted to an action of the affine

∗The extension is necessary in order to obtain a natural nondegenerate metric.
∗Note that the choice of canonical node is unique except when R “ Al where any node may be taken to be
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Figure 4.1: Affine Dynkin diagrams with canonical markings, as in [46, Table 1]. The node
corresponding to the affine root is marked in black, and the canonically marked node is indicated
by ˆ.

canonical, resulting in distinct Frobenius manifolds up to the symmetry αi Ñ αl`1´i.
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Weyl group xWR – WR ˙ Λ_
r pRq, with Λ_

r pRq being the lattice of coroots:

xWR ˆ hR ÞÑ hR , (4.1.1)

ppw,α_q, hq ÞÑ wphq ` α_, (4.1.2)

with

α_
i :“ 2

αi

pαi,αiq
Then the extended affine Weyl group, ĂWR, is defined as the semi-direct product ĂWR :“ xWR ˙ Z
acting on hR ‘ C by

ĂWR ˆ hR ‘ C Ñ hR ‘ C, (4.1.3)

ppw,α_, lq, ph, vqq ÞÑ pwphq ` α_ ` lωk̄, v ´ lq. (4.1.4)

Let ΣR denote the central† hyperplane arrangement associated to the root system R, and hregR :“
hRzΣR be the set of regular elements in hR. The restriction of (4.1.4) to h reg

R ‘ C is then a free

affine action, whose quotient defines the regular orbit space of the extended affine Weyl group of

R with marked node k̄ as

M DZ
R :“ phregR ˆ Cq{ĂWR – T reg

R {WR ˆ C˚ – pC˚qlR`1, (4.1.5)

where T reg
R “ expphregR q is the image of the set of regular elements of h reg

R under the exponential

map to the maximal torus TR. The isomorphism (4.1.5) follows from the Chevalley theorem

proven in [46], in which the ring of W̃R-invariant functions is isomorphic to the polynomial ring

Cry1, ¨ ¨ ¨ , yl, yl`1s where yi is a Fourier polynomial in the W-invariant polynomials in the linear

coordinates, txiu on V , with the final coordinate being exponential in xl`1, i.e. the coordinate

associated to the affine copy.

Remark. Let px1, . . . , xlRq be linear coordinates on hR with respect to tα_
1 , . . . ,α

_
lR

u, the coroot

basis, and extend these to linear coordinates px1, . . . , xlR ;xlR`1q on hR ‘ C. Writing Qi “ exi , we

denote by IR :“ CrQ˘
1 , . . . , Q

˘
lR`1s, the ring of regular functions on the algebraic torus TR ˆ C‹ »

pC‹qlR`1. By its definition in (4.1.5), M DZ
R is a smooth complex manifold homeomorphic to a

Zariski open subset of the affine GIT quotient Spec I ĂWR
R . Note that, in [46, Section 1, Definition

and Main Lemma], the authors consider a partial compactification of the latter to an affine scheme

SpecAR, where AR is a polynomial subring, satisfying suitable boundedness conditions at infinity,

of the Laurent polynomial ring IR. Then M DZ
R also sits in the underlying affine variety as an open

submanifold.

†A central hyperplane arrangement is one in which hyperplanes pass through the origin.
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The linear coordinates px1, . . . , xlR ;xlR`1q on hregR ‘C can serve as local coordinates on the regular

orbit space. By orthogonal extension of minus the Cartan–Killing form on hR, we define a

nondegenerate pairing ξ on hR ˆ C by

ξpBxi , Bxj q :“

$
’’’&
’’’%

´pKRqij if i, j ă lR ` 1,

dk̄ if i “ j “ lR ` 1,

0 otherwise,

(4.1.6)

with xlR`1 parametrising linearly the right summand in hR ‘ C. Here, di :“ ăωi,ωk̄ą
ăωk̄,ωk̄ą , as shown in

Table 4.1, with ă α,β ą being the pairing on hR̊ induced by the restriction of the Killing form to

the Cartan subalgebra. The quotient map ℵ : T reg
R ˆ C˚ Ñ M DZ

R from (4.1.5) defines a principal

WR-bundle on M DZ
R : a section σ̃i, lifts a (sufficiently small) open U Ă M DZ

R to the ith sheet of

the cover Vi P rσ´1
i pUq ” V1

Ů ¨ ¨ ¨ Ů
V|WR|.

W tdiu

Al di “

$
’&
’%

ipl ´ k̄ ` 1q
l ` 1

, if i ď k̄,

k̄pl ´ i ` 1q
l ` 1

, if i ą k̄

Bl di “
$
&
%

l ´ 1

2
, if i “ l,

i, otherwise

Cl di “ i

Dl di “
$
&
%

l ´ 2

2
, if i P tl ´ 1, lu,

i, otherwise

E6 t2, 3, 4, 6, 4, 2u
E7 t4, 6, 8, 12, 9, 6, 3u
E8 t10, 15, 20, 30, 24, 18, 12, 6u
F4 t3, 6, 4, 2u
G2 t3, 6u

Table 4.1: Affine Weyl groups and associated degrees, as in [46, Table 2].

Then we have a reconstruction theorem, analogous to Theorem 3.1.1, [46, Thm 2.1].

Theorem 4.1.1. There exists a unique (up to isomorphism) semisimple Frobenius structure M DZ
R

“ pM DZ
R , e, E, η, ¨q on the orbit space of ĂWR satisfying the following properties in flat coordinates

pt1, . . . , tlR`1q for η:

DZ-I e “ Btk̄ ;

DZ-II E “ 1

dk̄
BxlR`1

“ řlR
j“1

dj
dk̄

tjBtj ` 1

dk̄
BtlR`1

;
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DZ-III the intersection form is γ “ σ̃i̊ ξ;

DZ-IV the prepotential is polynomial in t1, ¨ ¨ ¨ , tlR`1, e
tlR`1.

Such Frobenius manifolds will always be of charge d “ 1, or equivalently, the prepotential will

be a degree 2 quasihomogeneous function of its arguments. Furthermore, by construction, the

monodromy group of MDZ
R is isomorphic to ĂWR.

4.2 Example and B–model outlook

Example 12 (A2, k “ 1, Example 2.2 in [46]). By Theorem 4.1.1 and Table 4.1 we have

tdiu “ tpωj ,ωkq{pωk,ωkqu “ tpωj ,ω1q{pω1,ω1qu “
"
1,

1

2
,
3

2

*
, e “ B1, E “ t1B1 ` 1

2
t2B2 ` 3

2
B3.

(4.2.1)

The ring of ĂWA2-invariant (Fourier) polynomials A – Crỹs, is generated by the global coordinates

on M “ SpecpAq, ỹ, given by

ỹj “
$
&
%
e2πidjx3yj j “ 1, 2,

e2πix3 j “ 3,
(4.2.2)

where yj are the W -invariant Fourier polynomials given in this case in terms of the elementary

symmetric polynomials sjpe2πiziq for i “ 1, 2, 3. As in [46], we use local coordinates tyju∗

yj “
$
&
%
2πix3 j “ 3,

ỹj otherwise.
(4.2.3)

Thus, in this case we have

y1 “ e
4
3
πix3

´
e2πix1 ` e´2πix2 ` e2πipx2´x1q

¯
, (4.2.4a)

y2 “ e
2
3
πix3

´
e2πix2 ` e´2πix1 ` e2πipx1´x2q

¯
, (4.2.4b)

y3 “ 2πix3. (4.2.4c)

From the Killing form we have the induced bilinear form;

p , q„ :“ 1

4π

˜
pωi,ωjq 0

0 ´ 1
dk

¸
“ 1

12π2

¨
˚̊
˝
2 1 0

1 2 0

0 0 ´9
2

˛
‹‹‚. (4.2.5)

∗Note that x3 and consequently y3 is not invariant.
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Then,

pgijq ” pdyi, dyjq„ “
l`1ÿ

a,b“1

Byi
Bxa

Byj
Bxb pdxa, dxbq„, (4.2.6)

which can be written as

pgijq “

¨
˚̊
˝
2t2e

t3 3et3 t1

3et3 2t1 ´ t22
2

t2
2

t1
t2
2

3
2

˛
‹‹‚, (4.2.7)

where tj “ yj . Since η´1 “ Leg and e “ Bk “ B1 we find,

pηijq “

¨
˚̊
˝
0 0 1

0 2 0

1 0 0

˛
‹‹‚. (4.2.8)

Using (2.3.4), together with the Euler vector field as given and η as in (4.2.8), we may solve for the

elements of the c-tensor. The nontrivial element of c are given by

c2,2,2 “ ´ t2
4
, c3,3,3 “ e

t3
2 , (4.2.9)

up to symmetry. Integrating results in the prepotential

F “ 1

2
t21t3 ` 1

4
t1t

2
2 ` 1

2
et3 ´ 1

96
t42. (4.2.10)

Remark. In Example 12, the flat coordinates coincided with tyju. This is not the case in general.

Furthermore, note that in this construction flat coordinates must be derived on a case-by-case basis.

Remark. In the case of Example 12, there is an alternative derivation using the reconstruction

theorem, Theorem 4.1.1, more directly. That is, one assumes the prepotential to be of the form as

in the Theorem, use the action of the Euler vector field (2.1.4), with d “ 1, to bound the degrees

and solve WDVV (which is easily done using a computer). While this is doable in very small

rank such as this example, it quickly becomes unfeasible. Therefore, one cannot obtain an explicit

prepotential in this construction in general.

Now, as often is the case, we are interested in B–model, or Landau-Ginzburg, descriptions of these

Frobenius manifolds. More precisely, we want to describe all DZ-manifolds as Hurwitz Frobenius

manifolds, as described in Section 3.3. Note that the Type 1 transformation, as described in Section

3.3, in general changes the charge of a Frobenius manifold, except when d “ 1, which is precisely

the case for Dubrovin–Zhang manifolds!
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Dubrovin and Zhang found Landau-Ginzburg descriptions for the DZ-Frobenius manifolds of A-type

already in the original paper [46]. They are given in terms of trigonometric polynomials

λl,k “ eikp ` a1e
ipk´1qp ` ¨ ¨ ¨ ` al`1e

ipk´l´1qp, with al`1 ‰ 0, (4.2.11)

where ϕ “ dp.

Furthermore, superpotentials for the remaining classical cases (i.e. R “ Bl, Cl, Dl) were found in

[44]. In fact, the authors also managed to remove the restriction of choosing a special canonical

Dynkin node. The resulting B–models are given by

λl,k,mpP q “ 1

pP 2 ´ 1qm
lÿ

j“0

ajP
2pk`m´jq, with P “ cosppq, (4.2.12)

where 1 ď k,m ď l, k ` m ď l, and ϕ “ dp. Here the canonical cases are given by setting k “ k̄,

and m “ 0.

The methods utilised in these papers do not, however, lend themselves to finding superpotentials

for the exceptional cases. The inspiration towards tackling this task came from dualities in physics.
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Part II

B–models for DZ–manifolds
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5

UNIFORM B–MODELS FOR DZ–MANIFOLDS

5.1 Integrable systems and spectral curves from affine Lie theory

The aim of this Section is to outline how to construct an integrable system from an affine complex

Lie algebra, and derive associated spectral curves, analogously to algebraic integrability as described

in Section 3.5, where the integrable system considered is the relativistic Toda chain. Through almost

duality, this will lead to LG–superpotentials for DZ-manifolds.

Most of the Lie algebraic setup in Section 3.5 carries through to the setting of the Kac-Moody

group Ĝ “ exppgp1qq, with gp1q – g b Crλ,λ´1s ‘ Cc being the affine Lie algebra corresponding to

R. Here we have adjoined the highest (affine) root which we denote by α0. Elements g P Ĝ have

the form MpλqqλBλ, where λ is the spectral parameter.

A set of Chevalley generators is then comprised of the Chevalley generators associated to G lifted

to Ĝ, as well as three additional generators

H0pqq “ qλBλ , E0 “ exp pλe0q, E0̄ “ exp pē0λq, (5.1.1)

arising from having adjoined α0. Here e0 P LiepB`q, and ē0 P LiepB´q.

Kinematics

Now we consider the torus pC˚q2plR`1q – pCx̊qlR`1ˆpCẙqlR`1, with exponentiated linear coordinates

px0, x1, ¨ ¨ ¨ , xlR ; y0, y1, ¨ ¨ ¨ , ylRq and (log-constant) Poisson bracket

txi, yjuĜ “ Cgp1q
ij xiyj . (5.1.2)

We consider the hypersurface P̂ given by the zero locus of
ślR

i“0pxiyiqδi ´ 1, with δi being the ith

Dynkin label∗. Now, P̂ is not symplectic, because the kernel of the map associated to the Cartan

∗The Dynkin labels of a weight are the coefficients of its expansion in terms of fundamental weights. The Dynkin
labels of an irreducible representation are the Dynkin labels of its highest weight.
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matrix is one-dimensional. Instead, we get that the regular function on the hypersurface

N :“
lRź

i“0

xδii “
lRź

i“0

y´δi
i (5.1.3)

is a Casimir of the bracket (5.1.2), and it foliates P̂ symplectically.

As in the non-affine case, we get a double coset decomposition of Ĝ and a distinguished cell Cw̄,w̄,

where w̄ corresponds to the longest cyclically irreducible word in the generators of xW . Then after

projecting to the trivial central (co-) extension

π : Ĝ Ñ LooppGq; g “ MpλqqλBλ ÞÑ Mpλq, (5.1.4)

we get an induced Poisson structure on each of the cells in the decomposition and on their quotients

Cw`,w´{AdT . Letting P̂Toda :“ Cw̄,w̄{AdT , we do obtain a Poisson manifold, of dimension 2lR ´1.

Consider

pLpλq “
ź

ĤipxiqÊiĤipyiqÊ´i “ E0pλ{y0qE0̄pλq
ź

HipxiqEiHipyiqE´i. (5.1.5)

Then L̂ is a Poisson morphism by similar argument as L in (3.5.4).

Dynamics

Now we have that the same statements hold as in the non-affine case with the addition of the

central Casimir N. The Lax map L̂ pulls back the integrable dynamics to P̂, and after fixing a

representation ρ we have isospectral flows

BρpL̂q
Bti “ tρ̂pLq, ĤipLquPL “ rzρpLq, pPipzρpLqqq`s, (5.1.6)

with Pi P Crxs expresses the ith fundamental character in terms of eigenvalues of ρ.

Since (5.1.6) are isospectral, functions of the spectrum for ρpL̂q are integrals of motion. Similarly

to the non-affine case, we want to consider the integrals of motion given by the vanishing locus of

the plane curve

detρpL̂pλq ´ µ1q, (5.1.7)

for pλ, µq P A2.

For reasons of simplicity, we choose to work in the smallest representation possible, that is, the

(nontrivial) irreducible representation of lowest dimension. Let ρω denote this minimal irreducible

representation, with ω being the associated highest weight. Table 5.1 shows ρω for each of the root

types together with its dimension. Note that for any R, ρω is quasiminiscule. That is, all non-zero
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R ρω dimpρωq
Al Fundamental/dual l ` 1
Bl Fundamental 2l ` 1
Cl Fundamental 2l
Dl Fundamental 2l
E6 Fundamental/dual 27
E7 Fundamental 56
E8 Adjoint 248
F4 Fundamental 26
G2 Fundamental 7

Table 5.1: Minimal nontrivial irreducible representations for simple Lie algebras.

weights in the weight system Γpρωq are in the same Weyl-orbit. Furthermore, if R ‰ Bl, E8, F4, G2,

it is miniscule (i.e. quasiminiscule with no zero weights).

For any g P G (in the representation ρω) we have,

Qω “ det
ρω

pg ´ µ1q “
dim ρωÿ

k“0

p´µqpdim ρω´kqχ^kρωpgq, (5.1.8)

where χ^kρω denotes the exterior characters of the minimal representation. The second equality

follows from the the cofactor expansion of the determinant, via the correspondence between elementary

symmetric polynomials, Young diagrams and wedge products [62]. Recall that the representation

ring of a simple Lie group is an integral polynomial ring generated by the fundamental representations.

Translating this fact to characters we have that the Weyl character ring associated to a simple Lie

group is generated by fundamental characters. Thus,

χ^kρωpgq “ pωk pχ1, . . . ,χlRq P Zrχ1, . . . ,χlRs, (5.1.9)

where χipgq :“ Trρipgq denotes the ith fundamental character. Since ρω is quasiminuscule, Qω

factorises as

Qω “ p1 ´ µqz0Qred
ω “ p1 ´ µqz0

ź

0‰ω1PΓpρωq

´
eω

1¨h ´ µ
¯
, (5.1.10)

where z0 is the dimension of the zero weight space of ρω, and eh with rehs “ rgs is a choice of Cartan

torus element conjugate to g. In particular, z0 “ 0 and Qred
ω “ Qω for R ‰ Bl, E8, F4, or G2.

Let us now define

Pωpw0, . . . , wlR`1;λ, µq :“ Qred
ω

ˆ
χi “ wi ´ δik̄

λ

w0
;µ

˙
, (5.1.11)

and consider, as w :“ pw0;w1, . . . , wlRq P C˚ ˆ ClR varies, the family of plane algebraic curves

in SpecCrλ, µs with fibre at w given by C
pωq
w :“ V pPωq. We compactify and desingularise the
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fibres over w by taking the normalisation, C
pωq
w , of their closure in P2. Marking the λ-projection

pλ, µq Ñ λ P P1 and varying w defines a subvariety MLG
ω of the Hurwitz space Hgω ,nω , where

gω “ h1,0
`
C

pωq
w

˘
, and nω records the ramification profile at infinity of the λ-projection.

Why the relativistic Toda chain?

The motivation behind considering the relativistic Toda chain in the first place comes from physics,

or more precisely the Gopakumar-Ooguri-Vafa (GOV) correspondence [69,108]. This correspon-

dence describes a duality between two theories in physics; a topological gauge theory (realised as

a UpNq Chern-Simons theory on the 3-dimensional sphere [121]), and a topological string theory

(the topological A–model on the resolved conifold TotpOp´1q ‘ Op´1qq Ñ P1). The duality has

profound consequences for mathematics. In fact, it provides a mirror theorem, in a sense, between

Gromov–Witten theory (or Donaldson-Thomas theory) and the theory of quantum invariants of

knots (Reshetikhin–Turaev–Witten invariants) [16].

In [12], Gaetan Borot and Andrea Brini consider this correspondence as N grows large for 3-dimen-

sional Spherical Seifert manifolds, which are quotients of the 3-dimensional sphere by the free action

of a finite isometry group Γ, which posesses an ADE-classification. They relate this to the Toda

integrable system as above and explicitly calculate the (affine co-extended) Toda spectral curve for

Dynkin type D (as type A was readily available in the literature), and conjecture that for all simply

laced cases, one should obtain a family of spectral curves inducing an LG–model for a DZ-manifold

associated to a simple laced Dynkin diagram. In particular, for the Dp`2-case, the resulting curve

is given by

XPToda
Dp`2

pX,Y q “ w0pX2 ` 1qpY ´ 1q2pY ` 1q2Y p `
2pp`2qÿ

i“0

p´1qiϵiXY i, (5.1.12)

where

ϵ̃ipXq “

$
’’’’’’&
’’’’’’%

ϵi ` w0

ˆ
X ` 1

X

˙
i “ p, p ` 4,

ϵp`2 ´ 2w0

ˆ
X ` 1

X

˙
i “ p ` 2,

ϵi otherwise,

(5.1.13)

with ϵ̃i “ w̃i, for i ď p, and

ϵ̃p`1 “ w̃p`1w̃p`2 ´

$
’’’’’’&
’’’’’’%

p
2

´1ÿ

k“0

w̃2k`1 p even,

p
2ÿ

k“0

w̃2k p odd,

(5.1.14a)
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ϵ̃p`1 “ w̃2
p`1 ` w̃2

p`2 ´ 2

$
’’’’’’&
’’’’’’%

p
2ÿ

k“0

w̃2k p even,

p
2ÿ

k“0

w̃2k`1 p odd.

(5.1.14b)

We shall see that (5.1.12), after taking the limit X Ñ 0, is a family of spectral curves inducing an

LG–model by the assignment X Ø λ, y Ø µ coinciding with (5.1.10) for R “ Dp`2 (see (5.3.13)).

In [17], Brini completes the description by deriving the remaining case of E8. Furthermore, he

proves that taking the limit as the Kähler volume of the base P1 goes to infinity (which is obtained

by the assignment above) is indeed the correct thing to do. Moreover, Brini connects the setup

to the E8 relativistic Toda chain and shows that the resulting family of curves does indeed induce

a Landau-Ginzburg description for the DZ-manifold associated to the most complicated case of

R “ E8. Following this result, there was little doubt that one could obtain analogous results for

the remaining simply laced cases E6 and E7 (and the already solved types Al, Dl). The non-simply

laced cases, however, do not follow from the physics, but Brini’s construction does not rely on

simply-lacedness, and it turns out that one can follow the exact same procedure for all Dynkin

types.

Let us now describe this recipe and find explicit expressions for families of spectral curves arising

from relativistic Toda chains. This will be reduced to finding relations in the associated Weyl

character ring. Before we dive into deriving these curves explicitly, we show that λ, together with

the primary differential dlogµ “ dµ
µ , make up an LG–model for some Frobenius manifold.

5.2 Frobenius manifold structure

In order to prove that pλ,ϕq give an LG-model for a Frobenius manifold, we must impose an

additional admissibillity condition on pλ,ϕq, as promised in Section 3.3. We must also describe

how we lift the Frobenius manifold structure on Hg,n to a twisted structure on Cg,n as described in

Section 3.3. This is necessary in order to be able to employ the full machinery of Hurwitz Frobenius

manifold theory as developed by Dubrovin in [41]∗.

Definition 5.2.1. A meromorphic function µ : Cg,n Ñ P1 on the universal family is λ-admissible

if it satisfies the following properties:

(i) µ does not factor through λ, i.e. E g : P1 Ñ P1 s.t. µ “ g ˝ λ;

(ii) 0 ‰ dµ P Ω1
Cg,n{Hg,n

;

∗This will be important in the proof of Theorem 1.3.1
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(iii) divpµq “ řl
i“0 aiσipHg,nq for ai P Z,

where divpµq denotes the divisor of µ (sometimes denoted pµq), σi is the ith section as shown in

(3.3.2), and Ω1
Cg,n{Hg,n

denotes the Cg,n-module of differential 1-forms of Cg,n over Hg,n defined by

the short exact sequence

0 Ñ π˚pΩ1
Hg,n

q Ñ Ω1
Cg,n Ñ Ω1

Cg,n{Hg,n
Ñ 0, (5.2.1)

with π : Cg,n Ñ Hg,n, denoting the projection. The datum of a λ-admissible projection µ allows

to define extra structure on the universal curve, C, as follows. We can first of all canonically

associate to it a relative one-form given by d log µ P Ω1
Cg,n{Hg,n

p80 ` ¨ ¨ ¨ ` 8mq which denotes

an exact third-kind relative differential one-form over Hg,n, which has simple poles at 8i with

residues Res8id log µ “ ai. The second ingredient that the µ-projection provides is a notion of a

meromorphic Ehresmann connection† on TCg,n, defined in terms of its singular foliation by level sets

of µ. Let p P Cg,n with dµppq ‰ 0, m :“ µppq, so that the leaf Cpmq
g,n :“ tp1 P Cg,n|µpp1q “ mu is locally

transverse to the fibres of the universal curve. Let U be a small neighbourhood of πppq P Hg,n.

By transversality, there is a canonical local holomorphic section σm : U Ñ π´1pUq of Cg,n, lifting
U to π´1pUq X Cpmq

g,n . Accordingly, holomorphic vector fields X P ΓpU, THg,nq are lifted to local

holomorphic sections pσmq˚X of TCg,n which are tangent to the leaves of the foliation. This defines

locally around p a holomorphic derivation as

δ
pµq
X f :“ Lpσmq˚Xf.

Globally, however, the leaves of the µ-foliation will fail to be transverse to the fibres of the universal

curve at the critical locus of µ. Thus the derivation δ
pµq
X takes values in the ring of meromorphic

functions on Cg,n, with poles on the ramification divisor of µ:

δ
pµq
X : H0pCg,n,OCg,nq ÝÝÝÑ H0pCg,n,KCg,nq,

f ÞÝÝÝÑ pδpµq
X fqppq :“ pLpσµppqq˚Xqfppq .

(5.2.2)

In more low-brow terms, and in local coordinates p “ pu1, . . . , udg;n ;µq on the complement of

dµ “ 0, the derivation δ
pµq
Buif is simply the partial derivative taken with respect to ui whilst keeping

µ constant. The meromorphicity of the derivation near an order-r ramification point qcr P Cg,n with

µpqcrq “ mpu1, . . . , udg;nq, dµpqcrq “ 0, is then just expressing that

δ
pµq
Bui pµppq ´ mq1{r “ ´r´1pµppq ´ mqp1´rq{rBuim

has a pole of order r ´ 1 at p “ qcr as soon as Buimpuq ‰ 0.

†The Ehresmann connection is a connection that makes sense on any smooth fibre bundle.
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With these definitions at hand, we can define a Frobenius manifold structureHrµs
g,n :“ pHg,n, ¨, η, e, Eq

on the Hurwitz space Hg,n. For later convenience, we will introduce an additional parametric

dependence of the Frobenius structure on a normalisation factor N P C‹: this will be immaterial

per se in the comparison with the Frobenius manifolds of 4.1.1, as such a factor can be scaled away

by a Frobenius manifold isomorphism given by a time-1{p2N q flow along the Euler vector field‡,

but it will be helpful in simplifying the notation of the proof of Theorem 5.2.5. In terms of the

datum of pλ, µ,N q, the metric η is defined by the residue formula

ηpX,Y q :“ ´N
ÿ

i

Res
pcri

δ
pµq
X λ δ

pµq
Y λ

dλ

ˆ
dµ

µ

˙2

, (5.2.3)

for X,Y P ΓpHg,n, THg,nq. Furthermore, combining (3.3.4) and (5.2.3) the 3-tensor cpX,Y, Zq is

defined by

cpX,Y, Zq :“ ηpX,Y ¨ Zq :“ ´N
ÿ

i

Res
pcri

δ
pµq
X λ δ

pµq
Y λ δ

pµq
Z λ

dλ

ˆ
dµ

µ

˙2

, (5.2.4)

which clearly satisfies the Frobenius property. Finally, the second flat pairing is, as implied by the

discussion in Section 3.3, obtained upon replacing λ by log λ in (5.2.3),

γpX,Y q :“ ´N
ÿ

i

Res
pcri

δ
pµq
X log λ δ

pµq
Y log λ

d log λ

ˆ
dµ

µ

˙2

. (5.2.5)

Then we have the following

Proposition 5.2.1. The residue formulae (5.2.3)–(5.2.5) define a Frobenius manifold structure

Hrµs
g,n :“ pHg,n, ¨, η, e, Eq, which is semisimple outside the discrimimant of Hg,n.

The statement of the Proposition is a direct specialisation of the Main Lemma and the proof of

Thm 5.1 in [41, Lecture 5]. Here Dubrovin classifies admissible differentials into fives types; I–V. If

µ is λ-admissible, the case ϕ :“ ?
Nd logµ considered here (an exact third kind differential having

at most simple poles at the poles of λ) is readily seen to satisfy the criteria of Type III given in

[41, Lecture 5], and therefore leads to an honest Frobenius manifold with LG–model pλ,?
Nd log µq.

Remark 5.2.2. While Hrµs
g,n is a Frobenius manifold, it is not obvious that the above defines an

immersion of MLG
ω into Hgω ,nω . This will follow from the “rectification statement” in Lemma

5.4.1, according to which MLG
ω embeds as a dimension-(lR `1) affine hyperplane into Hgω ,nω in the

respective flat coordinate systems.

‡As the Frobenius manifolds of Theorem 4.1.1 have charge d “ 1, their prepotentials are quasihomogeneous of
degree 3 ´ d “ 2. Hence, a time-s Euler flow scales them by 2s.
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In the next two Sections we will calculate the character relations (5.1.9), and therefore determine

explicitly the polynomials Pω. The following Proposition is an anticipated consequence of this

direct calculation.

Proposition 5.2.3. Let rPpjq
ω pw0, . . . , wlR ;µq :“ rλjsPω be the jth coefficient of Pω, as defined in

(5.1.11), as a function of λ, and let jmax
ω :“ degλ Pω. Then rPpjmax

ω q
ω is a product of a monomial µaω

and cylotomic polynomials Φkipµq

rPpjmax
ω q

ω pw0, . . . , wlR ;µq “ µaω
bωź

i“1

Φkωi
pµq, (5.2.6)

with aω P Zą0 and bω, k
ω
i P Zě0. Moreover,

rPpjq
ω pw0, . . . , wlR ; 0q “ δj0, (5.2.7)

lim
µ1Ñ0

p´µ1qdim ρω rPpjq
ω pw0, . . . , wlR ; 1{µ1q “ δj0. (5.2.8)

Remark 5.2.4. The projection λ : C
pωq
w Ñ P1 can only possibly have poles at µ “ 8 or at the

zeros of rPpjmax
ω q

ω . The equality in (5.2.6) entails then that δ
pµq
Bwi

rPpjmax
ω q

ω “ 0 since the right-hand side

is constant in w at fixed µ. In particular, the ramification profile nω is independent of w. The

second part of the Proposition implies that the zeros of µ must occur at points that are poles of

λ, since by (5.2.7) the equation Pωpλ, µq|µ“0 “ 0 has no solutions for finite λ. Likewise, replacing

µ Ñ µ “ 1{µ1 reveals that poles of µ are also poles of λ by (5.2.8). Therefore, d log µ has at most

simple poles at the poles of λ, showing in particular that µ satisfies property (iii) in Definition

5.2.1. As properties (i)-(ii) are obvious it is indeed λ-admissible.

Following the discussion of 3.3, and fixing Nω P C‹, we can then define a family of semisimple,

Frobenius algebras on TMLG
ω via (5.2.3)-(5.2.4):

ηpBwi , Bwj q “ ´Nω

ÿ

l

Res
pcrl

δ
pµq
Bwi

λ δ
pµq
Bwj

λ

dλ

ˆ
dµ

µ

˙2

, (5.2.9)

ηpBwi , Bwj ¨ Bwk
q “ ´Nω

ÿ

l

Res
pcrl

δ
pµq
Bwi

λ δ
pµq
Bwj

λδ
pµq
Bwk

λ

dλ

ˆ
dµ

µ

˙2

, (5.2.10)

γpBwi , Bwj q “ ´Nω

ÿ

l

Res
pcrl

δ
pµq
Bwi

log λ δ
pµq
Bwj

log λ

d log λ

ˆ
dµ

µ

˙2

, (5.2.11)

where tpcrl ul are the ramification points of λ : C
pωq
w Ñ P1. This doesn’t yet give a Frobenius

manifold, or indeed a Frobenius submanifold of Hrµs
gω ,nω , as η is not guaranteed to be nondegenerate

or flat at this stage. The following statement establishes that this is the case.
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Theorem 5.2.5 (Mirror symmetry for DZ Frobenius manifolds). The Landau–Ginzburg formulas

(5.2.9)–(5.2.11) define a semisimple Frobenius submanifold ιω : MLG
ω “ pMLG

ω , η, e, E, ¨q ãÑ Hrµs
gω ,nω .

In particular, (5.2.9) and (5.2.11) give flat, nondegenerate metrics on TMLG
ω , and the identity and

Euler vector fields read

e “ w´1
0 Bwk̄

, E “ w0Bw0 . (5.2.12)

Furthermore,

MLG
ω » MDZ

R . (5.2.13)

The explicit embedding ιω : MLG
ω ãÑ Hgω ,nω is described by the relations (5.1.10) in the character

ring of G, setting the coefficients associated to the interior of the Newton polytope of Pred
ω pλ, µq to

be the polynomials pωk pw1, . . . , wrq.
The proof of Theorem 5.2.5 requires two key steps:

1. computing the exterior relations (5.1.10) in the Weyl character ring of G: this was solved for

simply laced cases in [12], [18], and we complete the solution here in full generality;

2. proving that the LG formulas (5.2.9)–(5.2.11), combined with the reconstruction theorem

4.1.1, establish the mirror statement of Theorem 5.2.5.

We are now ready to perform the first step and construct explicitly the family of spectral curves.

We will then devote Section 5.4 to show that these do indeed induce LG mirror duals to type-R
Dubrovin–Zhang Frobenius manifolds, and a proof of Theorem 5.2.5.

5.3 Character relations and explicit superpotentials

Superpotentials for classical Lie groups

In the following we present the construction of the spectral curve for the classical root systems

R “ Al, Bl, Cl, Dl independently, and show how our construction for a weight ω corresponding

to a minimal-dimensional representation ρω recovers the mirror results of [44, 46]. We will use

the shorthand notation εi :“ χ^iρω for the exterior characters of ρω, while r0 ¨ ¨ ¨ , 0, 1, 0, ¨ ¨ ¨ 0sR in

subscript or superscript indicates that the associated expression depends on choosing a minimal

nontrivial irreducible representation, for Dynkin type R. Here the “1” is placed in position i if the

chosen representation is ρωi in Dynkin type R, and r0 . . . 0, 1, 0 ¨ ¨ ¨ , 0s is the Dynkin label associated

to the highest weight ωi. For instance if R “ G2, then the chosen representation is ρω1 which has

associated Dynkin label r10s.
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R “ Al

The Dynkin diagram for affine Al is shown in Figure 4.1. In this case we can choose any (non-affine)

node to be the marked one, since the removal of any node from the corresponding finite Dynkin

diagram results in two disconnected (non-affine) A-type pieces, with ranks adding up to l ´ 1.

A choice of minimal, nontrivial, irreducible representation ρω :“ ρ1 “ pl ` 1q for SLCpl ` 1q is the

defining pl`1q-dimensional representation, the other choice corresponding to its dual representation,

ρl “ ^l˝. We then have that εi “ χi for i “ 1, . . . , l, and ε0 “ εl`1 “ 1. Thus (5.1.8) becomes

Pr10...0sAl
“ p´1qk̄λµk̄

w0
` 1 ` p´1ql`1µl`1 `

lÿ

i“1

p´1qiwiµ
i, (5.3.1)

which defines a family of genus 0 curves. Setting (5.3.1) equal to zero and solving for λ gives

λ “ p´1qk̄w0p1 ` p´1ql`1µl`1 ` řl
i“1p´1qiwiµ

iq
µk̄

, (5.3.2)

which is, for every point in the moduli space, a meromorphic function of µ with poles at 0 and

8 of orders k̄, l ` 1 ´ k̄, respectively. We see that we have l ` 1 parameters w0, ¨ ¨ ¨ , wl, and so

the resulting Frobenius manifold is l ` 1 dimensional∗. In particular, it is an l ` 1 dimensional

submanifold of the Hurwitz space H0,nω , with ramification profile nω “ pk̄ ´ 1, l´ k̄q. This Hurwitz
space, however, is of dimension 2` k̄´1`l´ k̄ “ l`1, and so the DZ-Frobenius manifold associated

to Al is isomorphic to (a full-dimensional ball inside) its associated Hurwitz space. This, as we will

see, will not be the case for the other Dynkin types.

R “ Bl

For l ą 2, the minimal, nontrivial, irreducible representation of Spinp2l ` 1q is the defining

representation ρ1 “ p2l ` 1q of the special orthogonal group in p2l ` 1q-dimensions†, which is

the irreducible representation with highest weight ω1. In this case the marked node is k̄ “ l ´ 1, as

depicted in 4.1.

For i ă l, the ith fundamental representation ρi of Bl is the ith exterior power of p2l ` 1q. For

i “ l, the decomposition of the tensor square of ρl leads to

p
r10...0sBl
i “

$
&
%
χi if i ă l,

χ2
l ´ řl´1

j“0 χj if i “ l.
(5.3.3)

∗This is, in fact, the case for all DZ-manifolds associated to a simple Lie algebra of rank l.
†For l “ 2, the 4-dimensional spin representation ρ2 is both minimal and minuscule. It is also isomorphic to the

vector representation ρ1 of C2, which is included in the discussion of the next section.
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Together with the self-duality relation p
r10...0sBl
i “ p

r10...0sBl
2l`1´i , we get that the curve is the zero locus

of

Pr10...0sBl
“ p´1qlpµ ´ 1qpµ ` 1q2µl´1λ

w0
`

lÿ

i“0

p´1qiµip1 ´ µ2pl´iq`1qεi, (5.3.4)

with

εi “

$
’’’&
’’’%

1 if i “ 0,

wi if 1 ď i ă l,

w2
l ´ řl´1

j“0wj if i “ l.

(5.3.5)

Note that (5.3.4) has a factor of pµ ´ 1q, since p2l ` 1q has a one-dimensional zero weight space.

Setting to zero the reduced characteristic polynomial Pred
r10...0sBl

“ Pr10...0sBl
{pµ ´ 1q gives

λ “ p´1qlw0

µl´1pµ ` 1q2
2lÿ

j“0

µj

¨
˝

minpj,2l´jqÿ

i“0

p´1qiεi
˛
‚. (5.3.6)

For each point in the moduli space, this is a rational function in µ with three poles at 0,´1, and

8 of orders l ´ 1, 2, l ´ 1, respectively. Hence, M LG
r10...0sBl

is a sublocus in the p2l ` 1q-dimensional

Hurwitz space H0,nω , with nω “ pl ´ 2, 1, l ´ 2q. The latter carries an involution given by sending

µ Ñ 1{µ, and M LG
r10...0sBl

is characterised as the pl ` 1q-dimensional stratum that is fixed by the

involution.

R “ Cl

The minimal, nontrivial, irreducible representation for Spp2lq is the defining representation ρ1 “
p2lq of the rank 2l symplectic group. Again, this representation corresponds to the one in which

ω1 is highest weight. The canonical node is the lth node, as shown in Figure 4.1.

The exterior powers ^iρ1 are reducible, with only fundamental representations appearing as direct

summands in their decomposition, giving the character relations

p
r10...0sCl
i “

$
&
%

ř i
2
j“0 χ2j for i even,

ř i´1
2

j“0 χ2j`1 for i odd.
(5.3.7)

From this, and the fact that k̄ “ l for Cl, we see that the characteristic polynomial (5.1.8) is

Pr10...0sCl
“ p´1qlµlλ

w0
`

l´1ÿ

i“0

p´1qiεiµip1 ` µ2pl´iqq ` p´1qlεlµl, (5.3.8)

69



with ε2i “ ři
j“0 χ2j , ε2i`1 “ ři

j“0 χ2j`1 (and ε0 “ 1 as usual). Setting equal to zero and solving

for λ gives

λ “
p´1ql´1w0

´řl´1
i“0p´1qiεiµip1 ` µ2pl´iqq ` p´1qlεlµl

¯

µl
, (5.3.9)

which is a rational function in µ with two poles at 0 and 8 both of order l. Hence, the associated

covering Hurwitz space is H0,nω , with nω “ pl´1, l´1q, which has dimension 2l. As before, there is

an involution on this Hurwitz space sending µ Ñ 1{µ, with MLG
r10...0sCl

being the pl` 1q-dimensional

stratum that is fixed by it.

R “ Dl

For l ě 4, the minimal, nontrivial, irreducible representation of Spinp2lq is the defining vector‡

representation ρ1 “ p2lqv of SOp2lq, which corresponds to the irreducible representation with

highest weight ω1. The canonical node is the one with label l ´ 2, as shown in Figure 4.1.

The character relations for Dl were found in [12] to be

p
r10...0sDl
i “ χi, i ă l ´ 1, (5.3.10)

p
r10...0sDl
l´1 “ χl´1χl ´

$
&
%

ř l
2

´2

j“0 χ2j`1 if l is even,
ř l´3

2
j“0 χ2j if l is odd,

(5.3.11)

p
r10...0sDl
l “ χ2

l´1 ` χ2
l ´ 2

$
&
%

ř l
2

´1

j“0 χ2j if l is even,
ř l´3

2
j“0 χ2j`1 if l is odd,

(5.3.12)

and p
r10...0sDl
i “ p

r10...0sDl
2l´i , so that

Pr10...0sDl
“ p´1qlµl´2pµ2 ´ 1q2λ

w0
`

l´1ÿ

i“0

p´1qiεiµip1 ` µ2pl´iqq ` p´1qlµlεl, (5.3.13)

where as before we denote εipw1, . . . , wlq “ p
r10...0sDl
i pχj “ wjq, with ε0 “ 1. Setting (5.3.13) equal

to zero and solving for λ gives

λ “ p´1ql´1
w0

´řl´1
i“0p´1qiεiµip1 ` µ2pl´iqq ` p´1qlµlεl

¯

µl´2pµ2 ´ 1q2 , (5.3.14)

which, for every point w, is a rational function in µ with four poles at 0, 8, 1, ´1 of orders l ´ 2,

l ´ 2, 2, 2, respectively. Hence, the parent Hurwitz space is H0;nω , where nω “ pl ´ 3, l ´ 3, 1, 1q,
which has dimension 2l ` 2. Once more this hosts an involution obtained by sending µ Ñ 1{µ,
identifying MLG

r10...0sDl
as its fixed locus.

‡For l “ 4, this can be any of the irreducible 8-dimensional representations, related by triality.
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Comparison with the Dubrovin–Strachan–Zhang–Zuo construction

For the case of R “ Al, an LG–superpotential was already found in the original paper [41], with§

λ “
k`mÿ

j“0

bjµ
m´j , (5.3.15)

where bj P C and b0bk`m ‰ 0. Moreover, in [44], the authors construct a three-integer parameter

family of superpotentials of the form¶

λ DSZZpl, k,mq “
4mµm

lř
j“0

aj2
´2p´j`k`mq

´
µ`1?

µ

¯2p´j`k`mq

pµ ´ 1qm . (5.3.16)

The key result of [44] is an identification of (5.3.16) with a superpotential for a Dubrovin–Zhang

Frobenius manifold of type Bl, Cl, Dl, possibly with a non-canonical choice of marked node in the

Dynkin diagram, for suitable choices of pl, k,mq. In particular, the mirror theorem for the canonical

label k̄ is obtained by setting pl, k,mq equal to pl, l ´ 1, 1q, pl, l, 0q, and pl, l ´ 2, 1q, respectively. We

shall now show that the results of [41] and [44] coincide with our construction in the previous

section.

R “ Al

By using the fact that k ` m “ l ` 1, (5.3.15) becomes

λ “
řl`1

j“0 bjµ
l`1´j

µk
. (5.3.17)

Let

µ̂ “ µw
´ 1

l`1´k

0 . (5.3.18)

As

logpµ̂q “ logpµq ´ 1

l ` 1 ´ k
logpw0q ùñ dlogpµ̂q “ dlogpµq, (5.3.19)

the primary differential remains invariant under the change (5.3.18) and so it is allowed in Frobenius

theory. Then we have that (5.3.17) becomes

řl`1
j“0 bjµ̂

l`1´jw
´j

l`1´k

0

µ̂k̄
. (5.3.20)

§To relate this to the expression in [41] let µ “ eiϕ.
¶To relate this to the expression in [44] let µ “ e2iϕ.
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Hence, (5.3.17) is equivalent to (5.3.2) by

bj “ p´1qk̄

$
’’’’&
’’’’%

p´1ql`1 if j “ 0,

w
l`1

l`1´k̄

0 if j “ l ` 1,

p´1qjwjw
j

l`1´k̄

0 otherwise.

(5.3.21)

R “ Bl

In the case of Bl we consider (5.3.16) with k “ l ´ 1, m “ 1, which is

λ DSZZpl, l ´ 1, 1q “
4µ

řl
j“0 aj2

´2pl´jq
ˆ?

µ ` 1?
µ

˙2pl´jq

pµ ´ 1q2 . (5.3.22)

Simplifying (5.3.22) gives:

w0

pµ ´ 1q2
lÿ

j“0

aj2
´2pl´j´1qpµ ` 1q2pl´jq

w0 µl´j´1
“ p´1qlw0

pµ ` 1q2µl´1

2lÿ

β“0

p´1qβCβµ
β , (5.3.23)

where we have used the binomial theorem and let µ ÞÑ ´µ, with

Cβ “ p´1ql
w0

ÿ

j,α|j`α“β

aj2
´2pl´j´1q

ˆ
2pl ´ jq

α

˙
“ p´1ql

w0

βÿ

j“0

aj2
´2pl´j´1q

ˆ
2pl ´ jq
β ´ j

˙
. (5.3.24)

On the other hand, the superpotential constructed from the spectral curve, (5.3.6), is given by

λBl
“ p´1qlw0

µl´1pµ ` 1q2
2lÿ

j“0

µj

¨
˝

minpj,2l´jqÿ

i“0

p´1qiεi
˛
‚, (5.3.25)

which we can write as

λBl
“ p´1qlw0

µl´1pµ ` 1q2
2lÿ

j“0

bjµ
j , (5.3.26)

with bj “ řminpj,2l´jq
i“0 p´1qiεi; note that bj “ b2l´j . This means that we want to match up bi “

p´1qiCi, hence
minpi,2l´iqÿ

j“0

p´1qjεj “ p´1ql`i

w0

iÿ

j“0

aj2
´2pl´j´1q

ˆ
2pl ´ jq
i ´ j

˙
. (5.3.27)

We claim that

εi “ p´1ql
w0

lÿ

j“0

aj2
´2pl´i´1q

ˆ
2l ´ 2j ` 1

i ´ j

˙
. (5.3.28)
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Proof. The i “ 0 case is clear giving ε0 “ p´1ql
w0

2´2pl´1qa0 obtained by taking j “ 0.

So suppose 0 ă i ď l. Then (5.3.27) becomes

iÿ

j“0

p´1qjεj “ p´1ql`i

w0

iÿ

j“0

aj2
´2pl´j´1q

ˆ
2pl ´ jq
i ´ j

˙

ùñ εi “ p´1ql
w0

iÿ

j“0

aj2
´2pl´j´1q

ˆ
2pl ´ jq
i ´ j

˙
` p´1ql

w0

i´1ÿ

j“0

aj2
´2pl´j´1q

ˆ
2pl ´ jq
i ´ 1 ´ j

˙

“ p´1ql
w0

˜
ai2

´2pl´i´1q `
i´1ÿ

j“0

aj2
´2pl´j´1q

ˆˆ
2pl ´ jq
i ´ j

˙
`

ˆ
2pl ´ jq
i ´ 1 ´ j

˙˙¸
.(5.3.29)

Furthermore,

ˆ
2pl ´ jq
i ´ j

˙
`

ˆ
2pl ´ jq
i ´ 1 ´ j

˙
“ p2pl ´ jqq!

pi ´ jq!p2l ´ i ´ jq! ` p2pl ´ jqq!
pi ´ j ´ 1q!p2l ´ i ´ j ` 1q!

“
ˆ
2l ´ 2j ` 1

i ´ j

˙
,

which gives the result for i ď l. Hence, since εi “ ε2l`1´i, we have (5.3.28) @i.

R “ Cl

In the case of Cl, we consider (5.3.16) with k “ l,m “ 0 which is

λDSZZpl, l, 0q “
lÿ

j“0

aj2
´2pl´jq

ˆ?
µ ` 1?

µ

˙2pl´jq
. (5.3.30)

Simplifying (5.3.30) gives:

p´1ql´1w0

µl

lÿ

j“0

p´1ql´1aj2
´2pl ´ jqpµ ` 1q2pl´jq

w0µ´j
“ p´1ql´1w0

µl

2lÿ

β“0

Cβµ
β , (5.3.31)

where we again have used the binomial theorem, and with

Cβ “ p´1ql´1

w0

βÿ

j“0

aj2
´2pl´jq

ˆ
2pl ´ jq
β ´ j

˙
. (5.3.32)

Thus, the equivalence is obtained in the case of Cl by letting

εi ÞÑ p´1ql`i´1

w0

iÿ

j“0

aj2
´2pl´jq

ˆ
2pl ´ jq
i ´ j

˙
. (5.3.33)
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R “ Dl

For Dl, we want to consider (5.3.16) with k “ l ´ 2,m “ 1, which is of the form

λDSZZpl, l ´ 2, 1q “
4µ

řl
j“0 aj2

´2pl´j´1q
ˆ?

µ ` 1?
µ

˙2pl´j´1q

pµ ´ 1q2 . (5.3.34)

This is equivalent to

p´1ql´1w0

pµ ´ 1q2µl´2pµ ` 1q2
lÿ

j“0

p´1ql´1aj2
´2pl´j´2qpµ ` 1q2pl´jq

w0µ´j
“ p´1ql´1w0

µl´2pµ2 ´ 1q2
2lÿ

β“0

Cβµ
β , (5.3.35)

with

Cβ “ p´1ql´1

w0

ÿ
aj2

´2pl´j´2q
ˆ
2pl ´ jq
β ´ j

˙
, (5.3.36)

where, again, the binomial theorem has been used. Hence, the map

εi ÞÑ p´1ql`i´1

w0

iÿ

j“0

aj2
´2pl´j´2q

ˆ
2pl ´ jq
β ´ j

˙
(5.3.37)

gives the equivalence.

Superpotentials for exceptional Lie groups

We present here the construction of the spectral curve for the exceptional types E6, E7, F4, and

G2. The E8 case was treated extensively in [17] and [18], and we only give a very brief presentation

here.

As for the classical cases, the construction of the superpotential hinges on determining the character

relations (5.1.9) for all k. Explicitly, for all dominant weights ϖ “ ř
iϖiωi P ΛẁpRq we must

determine integers N
pω,kq
ϖ such that

pωk “
ÿ

ϖPΛẁpRq
N pω,kq

ϖ

lRź

i“1

χϖi
i . (5.3.38)

Definition 5.3.1. A set of dominant weights Πω Ă Γp^‚ρωq is called pivotal for ω if, @ϖ1 P
Γp^‚ρωq, Dϖ P Πω such that ϖ1 ĺ ϖ.

Here ϖ1 ĺ ϖ denotes the canonical partial ordering of weights given by ϖ1 ĺ ϖ ô ϖ ´ ϖ1 “
řlR

i“1 niαi with ni ě 0. Definition 5.3.1 then states that a set Πω of dominant weights is pivotal for

a representation ρω if it is contained in the weight system of the exterior algebra of ρω, and all the

74



other weights in Γp^‚ρωq are lower, in the partial order, than some element of Πω.

It will be useful, in the following, to consider pivotal sets that are as small as possible. As for the

classical cases, we take ω to sit in a minimal nontrivial orbit of WR, as described in Table 5.2.

Example 13. Consider the decomposition of the exterior algebra of ρω into irreducible represen-

tations,

Γp^‚ρωq “ à
ω1

m^‚ρωpω1qρω1 , (5.3.39)

and let Πω denote the finite set of dominant weights appearing on the right-hand side with

non-zero multiplicity. Then Πω is pivotal for ω, although not necessarily of minimal cardinality.

Suppose that ω “ α0 is the highest root, so that ρω “ g is the adjoint representation. Then the

dominant weight is given by twice the Weyl vector, 2w “ 2
ř

i ωi “ ř
αą0 α, and it appears with

multiplicity Mult^‚gpwq “ 1 in (5.3.39). Moreover, it is higher than any other highest weight in

the decomposition of ^‚ρω into irreducibles. In this case, Πα0 “ twu is pivotal and of minimal

cardinality.

R ω ρω |Iω|
E6 r100000s (resp. r000010s) 27E6 (resp. 27E6q 111

E7 r0000010s 56E7 907

E8 r00000010s 248E8 950077

F4 r0001s 26F4 74

G2 r10s 7G2 5

Table 5.2: Highest weights of minimal representations for exceptional root systems. The last column
indicates the cardinality of their sets of admissible exponents 5.3.2.

Lemma 5.3.1. The sets of dominant weights

Πω :“

$
’’’’’’’’’’’’’’’’’’’’’’&
’’’’’’’’’’’’’’’’’’’’’’%

␣r010120s, r120010s, r200200s, r110110s, r001030s, ω “ r100000sE6 ,

r030000s, r020020s, r000041s, r000050s(,
␣r0002022s, r0001113s, r0100132s, r0101041s, r1001051s,
r1001061s, r0011031s, r0010070s, r0000204s, r0110050s, ω “ r0000010sE7 ,

r0010070s, r1100070s, r1000090s, r0003011s, r0020040s,
r0004000s, r0000105s, r00000100s, r0000006s(,
tr22222222su, ω “ r00000010sE8 ,

tr0022su, ω “ r0001sF4 ,

tr20su, ω “ r10sG2 ,

(5.3.40)

are pivotal and of minimal cardinality for ω.
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For R “ E8, F4 and G2 the weight system of ρ is the set of short roots of R, and the single element

of its minimal pivotal set is then the sum of the positive short roots. For R “ E6, E7 the pivotal

sets of minimal cardinality in (5.3.40) can be constructed by direct inspection of the weight system.

Definition 5.3.2. Let Πω be as in Lemma 5.3.1. We call the finite set

Iω :“
#
ι P pZě0qlR

ˇ̌
ˇ̌Dϖ “

ÿ

k

ϖkωk P Πω s.t.
ÿ

k

pCRq´1
jk pιk ´ ϖkq P Zď0, @j

+
(5.3.41)

the set of admissible exponents of the exterior algebra ^‚ρω.

In other words, ι is admissible if and only if the corresponding dominant weight ϖι :“ ř
i ιiωi ĺ ϖ1

for some weight ϖ1 in the minimal pivotal sets of Lemma 5.3.1‖. We will use the short-hand

notation ϖι ĺ Πω when this happens. The terminology is justified by the following

Lemma 5.3.2. Let ι P pZě0qlR, ι R Iω. Then N
pω,kq
ϖι “ 0 for all k.

Proof. Consider the representation space version of (5.3.38),

^kρω “ à
ι

N pω,kq
ϖι

lRâ
i“1

ριii . (5.3.42)

By Definition 5.3.1, we have ϖ ĺ Πω for all ϖ P Γp^kρωq, and furthermore, by Definition 5.3.2,

the lR-tuple of its coefficients in the basis of fundamental weights is admissible. Equivalently, if

ι1 P pZě0qlRzIω is not admissible, then the corresponding dominant weight ϖι1 :“ ř
i ι

1
iωi R Γp^kρωq

is not in the exterior algebra. Taking multiplicities of (5.3.42) at ϖι1 then gives

0 “ m^kρωpϖι1q “
ÿ

ι

N pω,kq
ϖι

mbiρ
ιi
i

pϖι1q. (5.3.43)

Further notice that

mbiρ
ιi
i

pϖι1q “
$
&
%
1 , ι1 “ ι,

0 , ι1 ‰ ι and ι1 ´ ι R pZě0qlR .
(5.3.44)

Both equalities in (5.3.44) are consequences of the fact that the weights of a tensor product

representation are given by the sums of the weights of its factors, ΓpV bW q “ tv`w|v P ΓpV q, w P
ΓpW qu. In particular, the first equality states that the weight space of ϖι in biρ

ιi
i is 1-dimensional,

corresponding to the unique decomposition of ϖι “ ř
i ιiωi as a sum of highest weights for each

factor. The second is the assertion that ϖι1 R Γpbiρ
ιi
i q when ι1

j ą ιj for some j. As a consequence,

(5.3.43) is a linear homogeneous system in the unknowns N
pω,kq
ϖι with trivial kernel. The integral

‖This follows from the fact that inverse of the Cartan matrix for any R has positive definite entries, and two
times the sum of any row (or column) is an integer. See for example [?OnishchikV:2012] for classical types. The
equivalence then follows from the definitions of a fundamental weight, the partial ordering ĺ and pivotal sets.
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matrix M with coefficients pMqι1,ι :“ mbiρ
ιi
i

pϖι1q, in a choice of basis where the column pMqι1 is to

the left of the column pMqι whenever ι1 ´ ι P pZě0qlR , is upper-triangular and with ones on the

diagonal. The claim then follows.

By Lemma 5.3.2, the sum in the polynomial character decomposition (5.3.38) localises on the set

of admissible exponents, whose cardinality |Iω| is shown in Table 5.2.

Corollary 5.3.3. Fix a bijection σ : t1, . . . , |Iω|u Ñ Iω inducing a total order on the set of

admissible exponents, and let Nω P Mat|Iω |ˆdim ρωpZq with pNωqlk :“ N
pω,kq
ϖσplq . Then, there exist

explicit rational matrices Aω P GL|Iω |pQq, Bω P Mat|Iω |ˆdim ρωpQq such that Nω “ AωBω. In

particular, Nω is explicitly computable for all ω.

Proof. Fix Q :“ tpQpκq
1 , . . . , Q

pκq
lR

q P QlRu|Iω |
κ“1 rational points in TR in general position, and define

pDωqι,κ :“
lRź

i“1

χιi
i pQpκq

1 , . . . , Q
pκq
lR

q, (5.3.45)

pBωqκ,l :“ χ^lρωpQpκq
1 , . . . , Q

pκq
lR

q. (5.3.46)

Evaluating (5.3.38) at Q amounts to saying that

DωNω “ Bω. (5.3.47)

The identification of the Weyl character ring as an integral polynomial ring generated by the

fundamental characters, (5.1.9), assures that detDω ‰ 0 for general Q, and (5.3.47) is a rank-|Iω|
linear problem over the rationals. We then have Aω “ D´1

ω , and furthermore, the integrality of the

coefficients in (5.1.9) assures that Nω P Z. Furthermore, given any such Q, the rational matrices Aω,

Bω, and Nω are computable in an entirely explicit manner, as follows. The fundamental characters

on the right-hand side of (5.3.45) are given as

χipQpκq
1 , . . . , Q

pκq
lR

q “
ÿ

ω1PΓpρiq

lRź

j“1

´
Q

pκq
j

¯ω1
j
, (5.3.48)

and their value can be computed from the known expressions of the elements of the fundamental

weight systems Γpρiq, i “ 1, . . . , lR. The exterior characters in (5.3.46) can similarly be computed

from the knowledge of Γpρωq alone to evaluate the power sum virtual characters of ρω,

χρωppQpκq
1 qn, . . . , pQpκqqnlRq “

ÿ

ω1PΓpρωq

lRź

j“1

´
Q

pκq
i

¯nω1
j
, (5.3.49)
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from which the exterior characters χ^kρω can be recovered using the Girard–Newton identities,

kχ^kρωpQpκq
1 , . . . , Q

pκq
lR

q “
kÿ

n“1

p´1qn´1χ^k´nρωpQpκq
1 , . . . , Q

pκq
lR

qχρωppQpκq
1 qn, . . . , pQpκqn

lR
qnq. (5.3.50)

The integral linear system (5.3.47) can then be efficiently solved explicitly for Nω using Dixon’s

p-adic lifting algorithm.

Using (5.1.8)–(5.1.11), (5.3.38) and the complete calculation of the coefficients N
pω,kq
ϖι from Lemma

5.3.2 and Corollary 5.3.3, we can construct Landau–Ginzburg superpotentials for all R. In practice,

this was achieved for the exceptional cases∗∗ by the help of Mathematica in which the code follows

the outline above. We now describe the result of the remaining exceptional Dynkin types. Note that

in each case, the genus of the associated spectral curve was obtained using the Riemann-Hurwitz

formula, as shown more in detail for R “ F4, matching with that of [17].

R “ E6

The Dynkin diagram for the affine E6 root system is given in 4.1, for which the canonical label is

k̄ “ 3. In this case there are two nontrivial minimal irreducible representations, the 27-dimensional

fundamental representation ρ1 “ p27q with highest weight ω1 and its dual representation ρ5 “ p27q
with highest weight ω5, related by complex conjugation.

[λ]

[μ]

Figure 5.1: Newton polygon for the E6-spectral curve. The horizontal axis indicates the order
of λ and the vertical axis represents the order of µ. Thus, a dot is present at position pi, jq in
the diagram if and only if the coefficient of λiµj in the associated reduced spectral curve, Pω, is
nonzero.

The character relations (5.3.38) are given explicitly for ω “ ω1 in Appendix A.1. The resulting

family of spectral curves has fibres which are hyperelliptic curves (as the order of λ in this case is

∗∗Apart from the case of R “ G2 in which the relations were found manually.
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2 as seen on the Newton polygon) of genus 5, with Newton polygon as shown in Figure 5.1, and

ramification profile over 8

¨
˚̋

µ“0hkkikkj
3, 6 ,

µ“8hkkikkj
6, 3 ,

µ“εj3hkkikkj
3

˛
‹‚, j “ 0, 1, 2, (5.3.51)

where ε3 is a primitive third root of unity. This realises M LG
r100000sE6

as a 7-dimensional subvariety

of the 42-dimensional Hurwitz space Hgω ,nω with gω “ 5 and nω “ p5, 5, 2, 2, 2, 2, 2q, and explicit

embedding described by (A.1.1).

R “ E7

The Dynkin diagram for the affine E7 root system is given in Figure 4.1, in which we see that

the canonical label is k̄ “ 3. For this case there is a unique choice of minimal representation,

corresponding to the 56-dimensional fundamental representation having highest weight ω6. Choos-

ing this representation gives character relations which we include in Appendix A.2 for k “ 1, . . . , 11.

The resulting family of spectral curves has fibres of genus 33, with a degree 3 morphism to P1

inducing a 3 : 1 branched cover of the Riemann sphere with ramification profile over 8

¨
˝

µ“0hkkikkj
12, 6, 4,

µ“8hkkikkj
12, 6, 4,

µ“˘1hkkikkj
2

µ“˘ihkkikkj
4

˛
‚. (5.3.52)

Hence, M LG
ω is an 8-dimensional submanifold in the 130-dimensional Hurwitz space Hgω ,nω , with

gω “ 33 and nω “ p11, 5, 3, 11, 5, 3, 1, 1, 3, 3q. The associated Newton polygon is shown in Figure

5.2.

R “ E8

As mentioned, this case was thoroughly treated in [17], [18], and we will provide only a brief

presentation here. The Dynkin diagram for the affine E8 root system is given in Figure 4.1, and the

canonical label is, as for all the E-types, k̄ “ 3. In this case, the minimal, nontrivial, irreducible

representation is the 248-dimensional adjoint representation. Explicit character relations were given

in [17], where their derivation is explained in detail. It is shown in [17] that the resulting curve is

of genus 128 and induces a cover of the Riemann sphere with ramification over 8 at µ “ 0,8, in

addition to second, third and fifth roots of unity, with ramification profile given in [17, Eq. (5.34)].

Explicit flat coordinates and prepotential can also be found in [17]. The resulting parent Hurwitz

space is of dimension 518.
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[λ]

[μ]

Figure 5.2: Newton polygon for the E7-spectral curve. The horizontal axis indicates the order
of λ and the vertical axis represents the order of µ. Thus, a dot is present at position pi, jq in
the diagram if and only if the coefficient of λiµj in the associated reduced spectral curve, Pω, is
nonzero.

R “ F4

The Dynkin diagram for the affine root system of type F4 is shown in 4.1. In this case the canonical

[λ]

[μ]

Figure 5.3: Newton polygon for the F4-spectral curve. The horizontal axis indicates the order of
λ and the vertical axis represents the order of µ. Thus, a dot is present at position pi, jq in the
diagram if and only if the coefficient of λiµj in the associated reduced spectral curve, Pω, is nonzero.

node is the one corresponding to the fundamental weight ω2, ω “ r0001sF4 , and ρω will be the

26-dimensional fundamental representation, i.e. the irreducible representation of highest weight

ω4. The character relations (5.1.9) are then given as follows:
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p
r0001sF4
1 “ χ4,

p
r0001sF4
2 “ χ1 ` χ3,

p
r0001sF4
3 “ χ2 ` χ1χ4 ´ χ4,

p
r0001sF4
4 “ χ2

1 ` χ3χ1 ´ χ2
4 ´ χ2,

p
r0001sF4
5 “ χ2

1χ4 ´ χ3
4 ´ χ1χ4 ´ 2χ2χ4 ` χ3χ4 ` χ4 ` χ2

3 ´ χ2 ` χ3,

p
r0001sF4
6 “ χ3

1 ´ χ2
1 ´ χ2

4χ1 ´ 3χ2χ1 ` χ3χ4χ1 ` χ4χ1 ´ χ1 ´ χ3
4 ` χ2

4 ´ χ2 ´ χ2χ4 ` χ3χ4 ` χ4,

p
r0001sF4
7 “ χ1χ

3
4 ´ χ3

4 ´ χ1χ
2
4 ` χ2χ

2
4 ` 2χ2

4 ´ 2χ1χ4 ´ 2χ2χ4 ´ 3χ1χ3χ4 ` 2χ3χ4

` χ4 ` χ2
1 ´ χ1 ` χ1χ2 ´ χ2 ` χ2

1χ3 ´ χ1χ3 ´ 2χ2χ3,

p
r0001sF4
8 “ χ2

4χ
2
1 ´ χ3

1 ´ 2χ3χ
2
1 ` χ2χ1 ´ χ3χ1 ` χ2χ4χ1 ´ χ3χ4χ1 ´ χ4χ1

` χ3χ
3
4 ` χ3

4 ´ 2χ2
3 ´ χ2

4 ´ χ2 ` 3χ2χ3 ` χ3 ´ 3χ2
3χ4 ` 2χ2χ4 ´ 2χ3χ4 ` χ4,

p
r0001sF4
9 “ χ5

4 ´ χ1χ
3
4 ´ 4χ3χ

3
4 ´ 2χ3

4 ` 2χ1χ
2
4 ` 4χ2χ

2
4 ` χ1χ3χ

2
4 ` 2χ2

3χ4 ´ χ2 ` χ1χ2χ4 ` χ2
2

` 2χ1χ3χ4 ` 3χ3χ4 ´ 2χ2
1 ` χ2χ4 ´ 2χ1χ

2
3 ´ 2χ1χ2 ` 2χ1χ4 ´ 2χ2

1χ3 ´ 2χ1χ3 ´ χ2χ3,

p
r0001sF4
10 “ χ5

4 ` χ1χ
4
4 ´ χ1χ

3
4 ´ 5χ3χ

3
4 ´ 2χ3

4 ´ 2χ2
1χ

2
4 ` 3χ2χ

2
4 ´ 3χ1χ3χ

2
4 ´ χ3χ

2
4 ` 5χ2

3χ4

` 3χ1χ4 ` χ1χ2χ4 ` χ2χ4 ` 3χ1χ3χ4 ` χ2χ3χ4 ` 4χ3χ4

´ χ4 ` χ3
1 ´ χ2

2 ` χ1χ
2
3 ` 3χ2

3 ´ χ1χ2 ` χ2 ` 2χ2
1χ3 ` 3χ1χ3 ´ 3χ2χ3,

p
r0001sF4
11 “ χ1χ

4
4 ` χ2χ

3
4 ´ χ3χ

3
4 ` χ3

4 ´ χ2
1χ

2
4 ´ 2χ1χ

2
4 ´ 2χ2χ

2
4 ´ 5χ1χ3χ

2
4 ´ 2χ2

4 ` 2χ2
3χ4

´ χ1χ4χ2χ4 ` χ1χ3χ4 ´ 3χ2χ3χ4 ` χ3
3 ` 3χ2

1

` χ2
2 ` 4χ1χ

2
3 ` 2χ2

3 ` χ1 ` 3χ1χ2 ` 3χ2
1χ3 ` 5χ1χ3 ` 2χ2χ3 ` χ3,

p
r0001sF4
12 “ χ4

4 ´ χ5
4 ´ χ1χ

4
4 ` 3χ1χ

3
4 ` 2χ3χ

3
4 ` 2χ2

1χ
2
4 ` χ2

3χ
2
4 ´ χ1χ

2
4 ´ χ2χ

2
4 ` χ1χ3χ

2
4

` χ3χ
2
4 ´ 5χ1χ4 ´ 4χ2χ4 ´ 5χ1χ3χ4 ´ 3χ2χ3χ4 ` χ3χ4 ` χ4 ´ χ3

1

` 2χ2
2 ´ χ1χ

2
3 ` 3χ1χ2 ´ 3χ1χ3 ´ 2χ2χ3,

p
r0001sF4
13 “ 2χ4

4 ´ 2χ5
4 ´ 2χ1χ

4
4 ` 4χ1χ

3
4 ´ 2χ2χ

3
4 ` 6χ3χ

3
4 ` 2χ3

4 ` 4χ2
1χ

2
4 ` 2χ2

3χ
2
4

´ 2χ1χ
2
4 ´ 2χ2χ

2
4 ` 4χ1χ3χ

2
4 ´ 2χ2

4 ´ 2χ2
1χ4 ´ 4χ2

3χ4 ´ 2χ1χ4

` 2χ1χ2χ4 ´ 4χ1χ3χ4 ` 2χ2χ3χ4 ´ 4χ3χ4 ´ 2χ3
3 ´ 4χ2

1

´ 2χ2
2 ´ 4χ1χ

2
3 ´ 4χ2

3 ´ 4χ1χ2 ´ 4χ2
1χ3 ´ 4χ1χ3 ´ 2χ2χ3 ` 2, (5.3.53)

with p
r0001sF4
26´i “ p

r0001sF4
i . Note that the above relations in the character ring follow from those for

R “ E6 and ρ “ p27q or ρ “ p27q by folding. In particular M LG
F4,r0001sF4

sits inside M LG
r100000sE6

as

the fixed locus of the involution w1 Ø w5, w2 Ø w4. The generic fibre C
ω4
w is a genus 4 hyperelliptic
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curve with ramification over 8
¨
˚̋

µ“0hkkikkj
3, 6 ,

µ“8hkkikkj
3, 6 ,

µ“ε3hkkikkj
3 ,

µ“ε23hkkikkj
3

˛
‹‚, (5.3.54)

where ε3 is a primitive third root of unity, and the associated Newton polygon is shown in Figure

5.3. The extended affine F4-Frobenius manifold is thus realised as a 5-dimensional submanifold of

the 36-dimensional Hurwitz space Hgω ,nω , with gω “ 4 and nω “ p5, 5, 2, 2, 2, 2q.

R “ G2

The Dynkin diagram for the affine G2 root system is given in Figure 4.1, and the canonical label

is k̄ “ 2. In this case, ρω1 “ p7q is the 7-dimensional fundamental representation which is the

irreducible representation with highest weight ω1. We obtain the character relations

p
r10sG2
1 “ χ1, p

r10sG2
2 “ χ1 ` χ2, p

r10sG2
3 “ χ2

1 ´ χ2, (5.3.55)

and p
r10sG2
7´i “ p

r10sG2
i , hence

Pr10sG2
pλ, µ;w0, w1, w2q ”

3ÿ

i“0

p´1qipr10sG2
i

ˆ
w1, w2 ´ λ

w0

˙
µip1 ´ µ7´2iq,

and solving for λ

λ “ w0

`
µ6 ` p1 ´ w1qµ5 ` p1 ` w2qµ4 ` p1 ´ w2

1 ` 2w2qµ3 ` p1 ` w2qµ2 ` p1 ´ w1qµ ` 1
˘

µ2pµ ` 1q2 .

(5.3.56)

As was the case for R “ F4, the same superpotential could be obtained from the LG–model of

ω “ r1000sD4 by the order three folding of the D4 Dynkin diagram, and M LG
r10sG2

sits inside M LG
r1000sD4

as the fixed locus of the triality action sending pw1, w3, w4q Ñ pwϵp1q, wϵp3q, wϵp4qq with ϵ P S3. The

outcome is a family of rational functions in µ, with three poles at µ “ 0,´1,8, all of order two.

This means that the resulting Frobenius manifold is a 3-dimensional sublocus in the 7-dimensional

Hurwitz space H0,nω , with nω “ p1, 1, 1q.

Remark. In the computation of the genus of the above spectral curve we have used the Riemann-Hurwitz

formula. In the following we show this calculation in the case of R “ F4. Let X Ñ P1 be a cover

of the projective line of degree N with X being a compact and connected complex curve, then the

genus of X is by the Riemann-Hurwitz formula given by

g “ 1 ´ pNp2 ´ bq ` rqq
2

, (5.3.57)
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where r is the number of ramification points and b the number of branch points. When N “ 2, we

must have that b “ r, and we get

g “ b

2
´ 1. (5.3.58)

In order to find b (or in this case equivalently r), we look at the discriminant of the curve. That

is, b21 ´ 4b0b2, where bj “ rλjsP. In this case we obtain

1

w2
0

µ6pµ2 ´ 1q2pµ ´ 1q2fpµq2gpµq, (5.3.59)

where fpµq is a polynomial in µ of order 12, and gpµq is a polynomial in µ of order 10. Now, µ “ 1

is a pole of λ of order 2. Furthermore, as the Riemann-Hurwitz formula requires compactness, we

must consider the number of solutions of gpµq “ 0, which is 10. This means that the genus of CF4

is 10
2 ´ 1 “ 4, as claimed.

5.4 Mirror symmetry

Having constructed MLG
ω for all Dynkin types, we now move on to proving Theorem 5.2.5.

Consider the analogous expressions to Theorem 3.3.2 for our choice of ϕ (i.e. p “ logµ):

τi;α :“ Res8i

κ´α
i log µ dλ, α “ 1, ¨ ¨ ¨ , ni, (5.4.1a)

τ extj :“ p.v.

ż 8j

80

d log µ, j “ 1, ¨ ¨ ¨ , ℓpnωq, (5.4.1b)

τRes
k :“ Res8k

λ d log µ, k “ 0, ¨ ¨ ¨ , ℓpnωq. (5.4.1c)

Notice that there are more equations in (5.4.1a)–(5.4.1c) than the dimension lR ` 1. The following

Lemma describes how they are related.

Lemma 5.4.1. There exist complex numbers
␣tf pjq

i,α P Cuα“1,...,ni

(
i“1,...,ℓpnωq, tqj P Cuj“1¨¨¨ ,ℓpnωq,

trj P Cuj“0,¨¨¨ ,ℓpnωq, and holomorphic functions tti : M LG
ω Ñ Cui“1,...,lR`1 such that

τ extj

ˇ̌
MLG

ω
“ qjtlR`1,

τi;α
ˇ̌
MLG

ω
“

lRÿ

r“1

f
prq
i,α tr,

τRes
k

ˇ̌
MLG

ω
“ rktk̄. (5.4.2)

Moreover, pt1, . . . , tlR`1q are flat coordinates for the metric (5.4.27) on MLG
ω .
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Proof. Suppose that R is associated to a genus 0 curve, i.e. any of the root systems Al, Bl, Cl,

Dl or G2. Then, from the discussion of the previous sections, we have that MLG
ω Ă H0,nω is a

space of rational functions. The statement of the lemma is then a specialisation of [41, Thm 5.1],

which in particular asserts that tτi,α, τ extj , τRes
k u make a complete set of flat coordinates for the

metric (5.2.9) on a genus zero Hurwitz space; and since MLG
ω is a fixed-locus of an involution

acting linearly in these coordinates, it is specified by a linear condition of the form (5.4.2). For

the remaining four exceptional cases, the linear relations in (5.4.2) and the constancy of the Gram

matrix of the metric (5.2.9) in the chart pt1, . . . , tlR`1q follow from a direct residue calculation

from (5.4.1a)–(5.4.1c), and from making use of the explicit form of the spectral curve from (5.1.11)

for each Dynkin type. We employ Mathematica for large parts of these calculations. Resulting

expressions for flat coordinates can be found in Examples 20–23.

The following Lemma allows us to notably simplify the explicit computations.

Lemma 5.4.2. For a pole of λ, 8i, of order ni ` 1, it is sufficient to take the Puiseux expansion

of the spectral curve to order 0 in µ to determine Saito flat coordinates via Lemma 5.4.1.

Proof. As d logµ ” dµ

µ
, it is clear that only the coefficient of µ0 of the λ-expansion will contribute

to (5.4.1c).

Let us consider (5.4.1a) with p :“ logpµq. We are interested in the residue of

κ´αlogpµqpκqdλ “ κ´αlogpµqpκqλ1pκqdκ, (5.4.3)

at 8i for α “ 1, ¨ ¨ ¨ , ni. Let κ̃ :“ 1
κ . Then,

dκ “ dκ

dκ̃
dκ̃ “ ´dκ̃

κ̃2
. (5.4.4)

As λpκq „ κni`1, we have that λ1pκq „ pni ` 1qκni ùñ λ1 `
1
κ̃

˘ „ ´pni ` 1qκ̃´ni . Thus

κ´αppκqdλpκqdκ “ ´pni ` 1qp
ˆ
1

κ̃

˙
κ̃α´ni`1´1dκ̃. (5.4.5)

As we want to take the residue, we want to expand p
`
1
κ̃

˘
to order ni ` 1 ´ α in κ̃, which implies

that we want ppκq to order α ´ ni ` 1 in κ. Hence, as p is the inverse series of the series expansion

of λ near 8i, and maxpα ´ ni ´ 1q “ n1 ´ n1 ´ 1 “ ´1, it is sufficient to expand to order µ´1 to

capture the contribution in a.

Finally, by choosing a suitable candidate for 80, the lower limit becomes a constant, and so by

(5.4.1b), we are simply interested in the constant part of 1
µpκq

dµ
dκ . Thus, it is sufficient to expand

µ8pκq to order 1 in κ to capture the contribution in (5.4.1b). Hence, by the same logic as for a, it

is sufficient to consider the series expansion of λ near a pole to order µ´1.
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R “ F4

λ 8i α τi,α

λ1 0 1 1
6 t3

2 ´t1

p´1q 2
3 1 ´ ν5

2
?
3
t3

2 ´?
3 ν t1

p´1q 4
3 1 ´ ν3

2
?
3
t3

2 ´?
3ν3t1

λ2 0 1 0

2 ´ν4

6 t3

3 3ν3

2 t2

4 ´ν2t1

5 0

p´1q 2
3 1 ´ ν5

2
?
3
t3

2 ´?
3 ν t1

p´1q 4
3 1 ´ ν3

2
?
3
t3

2 ´?
3 ν3 t1

Table 5.3: This table shows the result of (5.4.1a) for R “ F4. Here, λi denotes the ith branch, i.e.
the ith solution of (5.1.11)“ 0 for λ. The second and third columns, respectively, indicate which

pole and value of α is associated with the expression shown in the final column, and ν :“ i`?
3

2 .
The result of 8i “ 8 is related to the corresponding expression for 8i “ 0 by a minus sign.

For R “ F4, Lemma 5.4.1 is shown in Table 5.3.

Remark. The contribution from the pole at 8 is the same as that from 0. This is due to the

symmetry under µ Ñ 1
µ (or equivalently, by the realness of the minimal representation for F4 as

shown in Table 5.1).

We need an additional Lemma before we give the proof of Theorem 5.2.5.

Lemma 5.4.1. Let pt1, . . . , tlR`1q be flat coordinates for (5.2.9) as in Theorem 3.3.2. Then tlR`1

“ logw0{dk̄ and, for all i “ 1, . . . , lR,

tipw0, . . . , wlRq P w
di{dk̄
0 Zrw1, . . . , wlRs. (5.4.6)
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Moreover, the change of variables w ÞÑ tpwq has a polynomial inverse

wipt1, . . . , tlR`1q P Qrt1, . . . , tlR`1, e
tlR`1s. (5.4.7)

Proof. A direct calculation from (5.4.1a)–(5.4.1c), using as above the explicit form of (5.1.11),

shows that the flat coordinates pt1, . . . , tlR`1q are related (up to normalisation) to pw0, . . . , wlRq as

ti “ w
di{dk̄
0 tipwq,

tlR`1 “ logw0

dk̄
, (5.4.8)

where tipwq are explicit integral polynomials in pw1, . . . , wlRq. Moreover, it can be verified directly

that

Bwj ti “ 0 if dj ą di,

degwj
ti “ 1 if dj “ di, (5.4.9)

implying that the inverse function t ÞÑ wptq is a polynomial in pt1, . . . , tlR , etlR`1q with rational

coefficients.

We are now in a position to prove Theorem 5.2.5.

Proof of Theorem 5.2.5. Consider the coordinate change

wipx1, . . . , xlRq “ χipehq “
ÿ

ω1PΓpρiq

lRź

j“1

eω
1
jxj , i “ 1, . . . lR. (5.4.10)

Further, identifying

w0 “ ecωxlR`1 , (5.4.11)

for cω P C‹, extends this to a local analytic isomorphism sending MDZ
R Q px1, . . . , xlR ;xlR`1q ÞÑ

pw0;w1, . . . , wlRq P MLG
ω . We shall now prove that this is, in fact, an isomorphism of Frobenius

structures upon checking the four defining properties, DZ-I through DZ-IV, of the reconstruction

theorem, Theorem 4.1.1.

DZ-I and DZ-II. Define holomorphic vector fields e, E P ΓpMLG
ω , TMLG

ω q as

e :“ Bwk̄

w0
, E :“ w0Bw0 . (5.4.12)
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Then, the one-parameter group of isomorphisms generated by the horizontal lift δ
pµq
e (resp.

δ
pµq
E ) to the universal curve acts on the superpotential by translation (resp. conformal

transformations) on the superpotential. To see this, note that, by (5.1.11),

w0 ÞÑ aw0 ⇝ λ ÞÑ aλ,

wk̄ ÞÑ wk̄ ` b{w0 ⇝ λ ÞÑ λ ` b. (5.4.13)

Since the unit and Euler vector field (3.3.5) of a Hurwitz–Frobenius manifold are characterised

as the generators of the affine action (3.3.3) on the superpotential, (5.4.13) identifies e with

the unit and E with the Euler vector field of MLG
ω . To verify [DZ-I] and [DZ-II], it then

remains to check that the expressions in (5.4.12) coincide with those for the respective vector

fields of MDZ
R . A simple calculation from Lemma 5.4.1 shows that

e “ 1

w0

lR`1ÿ

i“1

Bti
Bwk̄

Bti “ Btk̄ , (5.4.14)

E “ w0Bw0 “ w0

lR`1ÿ

i“1

Bti
Bw0

Bti “ BtlR`1

dk̄
`

lRÿ

i“1

diti
dk̄

Bti , (5.4.15)

thereby matching the expression of the unit and the Euler vector fields in Theorem 4.1.1.

DZ-III. Let us consider now the Gram matrix of the intersection pairing on MLG
ω in the x-chart.

Consider first the argument of the residues in (5.2.11),

Υijppq :“
δ

pµq
Bxiλ δ

pµq
Bxjλ

λµ2Bµλ dµppq, (5.4.16)

so that

γpBxi , Bxj q “
ÿ

l

Res
p“pcrl

Υijppq. (5.4.17)

From (5.4.16), we deduce that the pole structure of Υijppq is as follows.

(i) Υijppq has simple poles at the critical points tpcrl u, for which dλppcri q “ 0;

(ii) Υijppq has at most simple poles at λppq “ 0, and only when both i, j ‰ lR ` 1.

Indeed, from (5.4.11) we have that δ
pµq
BxlR`1

λ “ cωλ, thereby cancelling the zeros at

the denominator when either i or j “ lR ` 1;

(iii) Υijppq has at most simple poles at µppq “ 0 (for which λppq “ 8, see Remark 5.2.4) and

only when i “ j “ lR ` 1. To see why, notice that locally at a point p1 near µppq “ 0 we

have

λpp1q “ ecωxlR`1µpp1q´qpprp ` Opµqq, (5.4.18)
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where qppq P Zą0 and rppq P C. Then, the denominator in (5.4.16) has a leading Puiseux

asymptotics in µ of the form µ1´2qp , resulting from the combination of the order qp

divergence of λpµq, the order qp `1 divergence of Bµλpµq, and the double zero of µ2. For

the numerator, we have δ
pµq
Bxiλ „ µδi,lR`1´qp , since rppq is w-independent by Proposition

5.2.3, so that

ordµppq“0Υij “ 1 ´ δi,lR`1 ´ δj,lR`1; (5.4.19)

(iv) Superficially, there may be further poles to be expected at the critical points tqcrmu of the

µ-projection, dµpqcrmq “ 0, that is, where the Ehresmann connection (5.2.2) induced by

the µ-foliation is singular and δ
pµq
Bxiλ possibly develops a pole. However, these singularities

are offset by a vanishing of the same order of dµ{Bµλ, so that

ordqcrmΥij “ 0. (5.4.20)

Based on the above, we turn the contour around and equate the sum of residues at the critical

points in (5.2.11) to a much more manageable sum of residues at poles and zeros of µ and λ.

When i “ j “ lR ` 1, we only have poles at µ “ 0, and

γpBxlR`1
, BxlR`1

q “ Nω

ÿ

µppq“0

Res
p1“p

ΥlR`1,lR`1pp1q

“ Nωc
2
ω

ÿ

µppq“0

Res
p1“p

λ

µ2Bµλdµpp1q

“ Nωc
2
ω

ÿ

µppq“0

1

ordpλ
“ ´

ÿ

i:µp8iq“0

Nωc
2
ω

pnωqi ` 1
. (5.4.21)

Thus, setting

cω “ a
dk̄

¨
˝´Nω

ÿ

i:µp8iq“0

1

pnωqi ` 1

˛
‚

´1{2

, (5.4.22)

gives γpBxlR`1
, BxlR`1

q “ dk̄.

Suppose now that j “ lR `1, i ă lR `1. Our analysis above shows that Υij is regular outside

the critical locus of λ, and therefore

γpBxi , BxlR`1
q “ γpBxlR`1

, Bxiq “ δi,lR`1dk̄. (5.4.23)

Finally, let us look at i, j ă lR ` 1. In this case, outside tpcrl u, Υij has only simple poles at

the zeros of λ, i.e. when

0 “ Pωp0, µq “ Qred
ω pµq “

ź

0‰ω1PΓpρωq
pµ ´ eω

1pxqq

ðñ µ “ eω
1pxq , ω1 P Γpρωq, (5.4.24)
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where we’ve used the shorthand notation ω1pxq :“ řlR
n“1 ω

1
nxn. The evaluation of the residue

at pλ, µq “ p0, eω1pxqq gives

Res
µ“eω

1pxq
Υij “

δ
pµq
Bxiλ δ

pµq
Bxiλ

µ2pBµλq2
ˇ̌
ˇ̌
ˇ
µ“eω

1pxq
“ BxiQred

ω BxjQred
ω

µ2pBµQred
ω q2

ˇ̌
ˇ̌
ˇ
µ“eω

1pxq
(5.4.25)

“
e2ω

1pxqω1
iω

1
j

ś
ω2,ω3‰ω1

´
eω

1pxq ´ eω
2pxq

¯ ´
eω

1pxq ´ eω
3pxq

¯

e2ω1pxq ś
ω2,ω3‰ω1

`
eω1pxq ´ eω2pxq˘ `

eω1pxq ´ eω3pxq˘ (5.4.26)

“ ω1
iω

1
j , (5.4.27)

where the second equality makes use of the implicit function theorem. Summing over ω1 gives

γpBxi , Bxj q “ Nω

ÿ

ω1PΓpρωq
ω1
iω

1
j “ NωTrpρωphiqρωphjqq

“ NωC2pρωqpKRqij
“ Nω

pω,ω ` 2wq dimC ρω
dimC g

pKRqij , (5.4.28)

where w is the Weyl vector.

In (5.4.28) the first equality is immediate. The second reflects the fact that the resulting

trace gives a nondegenerate Ad-invariant bilinear form on h‹
R, hence proportional to the

Killing pairing since g is simple, and the final step identifies the proportionality factor with

the corresponding quadratic Casimir eigenvalue for the representation ρω in the appropriate

normalisation (see e.g. [62, Lect. 25.1]). Picking Nω :“ ´ dimC g
pω,ω`2wqdimC ρω

concludes the

identification of (5.2.11) with the intersection pairing in Theorem 4.1.1.

DZ-IV The final missing piece to invoke the reconstruction theorem, Theorem 4.1.1, is to prove

the quasi polynomiality of the prepotential of MLG
ω . Consider the change-of-variables∗

vi :“
$
&
%
logw0 if i “ 0,

wi otherwise,
(5.4.29)

and define

Ξijkppq :“ ´Nω

δ
pµq
Bvi λ δ

pµq
Bvjλ δ

pµq
Bvkλ

µ2Bµλ dµppq. (5.4.30)

∗This might look like an unnecessary piece of trivial additional notation at this stage and it just amounts to
replacing w0-derivatives of the superpotential with logarithmic w0-derivatives. The reader will forgive us as this
will help making the discussion of polynomiality completely manifest at the end of the argument. Indeed, while
components cpBwi , Bwj , Bwk q of the c-tensor in the w-chart are Laurent monomials (with coefficients in Qrw1, . . . , wlR s)
in w0 with exponent 2 ´ δi0 ´ δj0 ´ δk0, and in particular have negative power for i “ j “ k “ 0, the components
cpBvi , Bvj , Bvk q of the c-tensor in the v-chart will always be elements of e2v0Qrv1, . . . , vlR s (see (5.4.34)).
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Then the symmetric (0,3) tensor (5.2.10) in the v-chart reads

cpBvi , Bvj , Bvkq “
ÿ

l

Res
p“pcrl

Ξijkppq. (5.4.31)

The same analysis as the one we carried out to verify [DZ-III] reveals that Ξijk has poles

at the critical points (i) and the poles (iii) of λ. Additionally, it has poles at the critical

points (iv) of the µ-projection, due to the singularities of the derivation δ
pµq
X in (5.2.2). As

noted in (5.4.20), in the case of the intersection pairing, the poles of δ
pµq
Bxiλ and Bµλ in (5.4.16)

were cancelling out between the numerator and denominator in the Puiseux expansion of

Υijppq near qcrm. On the other hand, the additional factor containing δ
pµq
Bwk

λ in the numerator

of (5.2.10) may give rise to a pole with non-vanishing residue for Ξijkppq at qcrm.

To compute (5.4.31) we determine individually the residues of Ξijkppq using the known

expression of Pωpλ, µq from (5.1.11). By Proposition 5.2.3, the µ-coordinate of the poles

of λ have simple v-independent expressions, which are either µ “ 0, 8, or a root of unity (see

(5.2.8)). The calculation of the corresponding residues is straightforward, and we find

Res
p“8r

Ξijkppq P e2v0Qrv1, . . . , vlRs , r “ 1, . . . , ℓpnωq. (5.4.32)

On the other hand, the µ-coordinates of the critical points tpcrl u of λ (resp. tqcrmu of µ) are

given by the roots of DiscrµpPωqpµq (resp. DiscrλpPωqpµq). When degλ Pω ą 1, these are both

high degree polynomials in µ with v-dependent coefficients, and therefore µppcrl q and µpqcrmq
are given by complicated (algebraic) hypergeometric functions of pev0 , v1, . . . , vlR`1q. Since

Ξijk has in general non-vanishing residues at p “ qcrm, turning the contour around in the sum in

(5.4.31) will pick up some intricate hypergeometric contributions from these points, making it

difficult to provide a manifest proof of the polynomiality of their sum. One exception however

is when i “ 0, since δ
pµq
Bv0λ “ λ. In this case, the same count of the order of divergence as in

(5.4.20) shows that

ordqcrmΞ0jk “ 0 ùñ Res
p“qcrm

Ξ0jk “ 0. (5.4.33)

Here, the residue theorem implies that, closing the contour around the complement of tpcrl u,
(5.4.31) equates to a sum of residues coming only from the poles of λ,

cpBv0 , Bvj , Bvkq “ ´
ÿ

r

Res
p“8r

Ξ0jkppq P e2v0Qrv1, . . . , vlRs, (5.4.34)

where we used (5.4.32). In the same vein, we also obtain

ηpBvj , Bvkq “ ´
ÿ

r

Res
p“8r

1

λ
Ξ0jkppq P ev0Qrv1, . . . , vlRs. (5.4.35)
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To compute the remaining components rcijkpvq :“ cpBvi , Bvj , Bvkq, we use the associativity of

the Frobenius product in the v-chart:

ÿ

k,l

ˆ
rcijkrηklrc0lm ´ rcimkrηklrc0lj

˙
“ 0, (5.4.36)

where rηkl P e´v0Qpw1, . . . , wlRq is the inverse of the Gram matrix of (5.4.35). The set

of equations (5.4.36) give an a priori overconstrained inhomogeneous linear system for the

unknowns rcijkpvq with all i, j, k ‰ 0. It is not at all obvious, in principle, that a unique

solution of (5.4.36) exists; and even so, that such a solution is a polynomial (as opposed to

rational) function of pev0 , v1, . . . , vlRq. That this is the case, however, can be shown from a

direct calculation from (5.4.34)–(5.4.35) (by Mathematica), which gives

cpBvi , Bvj , Bvkq P e2v0Qrv1, . . . , vlRs. (5.4.37)

Using Lemma 5.4.1 together with (5.4.29), we finally deduce that

cpBti , Btj , Btkq “ BFR
BtiBtjBtk P Qrt1, . . . , tlR`1, e

tlR`1s. (5.4.38)

The claim now follows upon invoking Theorem 4.1.1.

Remark. The invariants wi and the basic invariants in [46], ỹj , do not coincide precisely; they are

related by a linear triangular rational transformation. The invariants tỹju are defined by

ỹjptq “ e2πidjtlR`1

ÿ

wPW
e2πipwpωi,tqq, (5.4.39)

and

wi “
ÿ

j

mρωi
pωjq

|Wωj | ỹjptq ` mρωi
p0q, (5.4.40)

where mρpωq is the multiplicity of the weight ω in the weight system, Γpρq, of the representation

ρ, and Wω is the Weyl orbit of ω.

Remark 5.4.2. The explicit form of (5.1.11) was crucially used in the computation of (5.4.34)–

(5.4.35), as well as in determining the flat coordinates in Lemma 5.4.1. Despite the disadvantage of

having to carry out a separate analysis of each of the seven Dynkin series, an immediate bonus of

this method is that closed-form polynomial expressions for the flat coordinates and, from (5.4.38),

the prepotentials are rather powerfully produced from straightforward residue computations. We

will illustrate this in detail in the following.
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Examples

The construction of closed-form flat frames for η and prepotentials in all Dynkin types does not

follow directly from the original Dubrovin–Zhang construction of the flat pencil†. One of the

advantages of the mirror formulation in Theorem 5.2.5 is that these can now be easily computed

using the Landau–Ginzburg formalism and Mathematica.

Classical root systems

Example 14 (A3, k “ 1 - detailed example). From (5.3.2) we have that

λ “ ´w0

µ

`
µ4 ´ w3µ

3 ` w2µ
2 ´ w1µ ` 1

˘
, (5.4.41)

which has poles at µ “ 0,8 of order 1, 3 respectively.

Step 1: Find flat coordinates.

We want to compute η-flat coordinates using Theorem 3.3.2.

Note that in general, for λ having poles at 0,8, a of orders k,m, r, respectively, we have

logpµ0q “ ´1

k
logpκq ` t00 ` t10κ

´1{k ` ¨ ¨ ¨ ` tk0κ
´1 ` Opκ´ k`1

k q, (5.4.42a)

logpµ8q “ 1

m
logpκq ` t18κ´ 1

m ` ¨ ¨ ¨ ` tm´18 κ´m´1
m ` Opκ´1q, (5.4.42b)

logpµaq “ t0a ` t1aκ
´ 1

r ` ¨ ¨ ¨ ` traκ
´1 ` Opκ´ r`1

r q. (5.4.42c)

a) Since the pole at µ “ 0 is of order 1, this will not contribute to part a, due to α “ 0. Let us

therefore focus on the pole at µ “ 8. The series expansion of λ near µ “ 8 is of the form

λ „
µÑ8 ´µ3w0 ` µ2w0w3 ´ µw0w2

˜
´w0w1 ` O

˜ˆ
1

µ

˙0
¸¸

” λ8, (5.4.43)

giving

κ “ pλ8q´ 1
3

inverse seriesùñ µ8 “ 1

κp´w0q 1
3

` w3

3
` κp´w0q 1

3

9
pw2

3 ´ 3w2q ` Opκ2q. (5.4.44)

†A priori one could try to construct a quasihomogeneous polynomial ansatz for the prepotential, impose the
associativity of the Frobenius product, and solve for the coefficients. This typically results in a large system of
non-linear equations, owing to the non-linearity of the WDVV equations, whose solution is already unviable e.g. for
R “ En. The proof of Theorem 5.2.5 shows that the Landau–Ginzburg formulas reduce this to an explicit calculation
of residues and a relatively small-rank, linear problem.
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Thus,

logpµ8q “ log

˜
1

κp´w0q 1
3

¸
` κp´w0q 1

3w3

3
` κ2p´w0q 2

3

18

`
w2
3 ´ 6w2

˘ ` Opκ3q. (5.4.45)

Removing the divergent part logκ and taking residues gives

α “ 2 :
“
κ´1

‰ ˆ
3 p.v. plogpµ8qq

κ2

˙
“ p´1q 1

3w
1
2
0 w3 ” p´1q 1

3 t1, (5.4.46a)

α “ 1 :
“
κ´1

‰ ˆ
3 p.v. plogpµ8qq

κ3

˙
“ p´1q 2

3

6
w

2
3
0 pw2

3 ´ 6w2q ” p´1q 2
3

6
t2. (5.4.46b)

b) By the discussion in the proof of Lemma 5.4.2, we need to take the logarithm of the rκ1s
coefficient of µ8pκq, if we choose 80 “ 0. From (5.4.44), we see that (up to proportionality) this is

t0 “ 4

3
logw0, (5.4.47)

where the constant factor has been chosen for later convenience.

c) The final coordinate (as can easily be read off from (5.4.43) as the constant part in µ) is given

by

´w0w1 ” ´t3. (5.4.48)

Remark. Note that while the pole at µ “ 0 does contribute to part c, its contribution is simply

negative the contribution from µ “ 8 (due to the fact that residues of all poles of a meromorphic

differential form on a compact Riemann surface sum to zero). In fact, as stated in Lemma 5.4.1,

we always get a single coordinate from this. In particular, we have that the residue at any pole

other than 0,8 vanishes.

This gives us the set of flat coordinates

t0 “ 4

3
logw0, t1 “ w

1
2
0 w3, t2 “ w

2
3
0 pw2

3 ´ 6w2q, t3 “ w0w1, (5.4.49)

with the inverse (mirror) map‡

wptq “ tw0 “ e
3t0
4 , w1 “ e´ 3t0

4 t3, w2 “ e´ t0
2

6
pt21 ´ t2q, w3 “ e´ t0

4 t1u. (5.4.50)

We can immediately see that we have the correct degrees (and indeed Euler vector field) by

comparing (5.4.15) and with the Coxeter exponents of the type A3 Weyl group (or the known

values for the degrees as in [46]).

‡Here we have, without loss of generality, made a choice of branch.
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Step 2: Derive η and c̃0ab.

Now, writing λ in flat coordinates gives

λ “
ˆ
µ3 ` 1

µ3

˙
e

3t0
4 ´ µ2t1e

t0
2 ` µ

6
e

t0
4

`
t21 ´ t2

˘ ´ t3, (5.4.51)

and by taking residues as usual (with e “ B3) we obtain

η “

¨
˚̊
˚̊
˝

0 0 0 1

0 0 ´ 1
18 0

0 ´ 1
18 0 0

1 0 0 0

˛
‹‹‹‹‚
. (5.4.52)

Following the discussion in the proof of Theorem 5.2.5, we also need c̃0abpwq, which in this case are

given by

c̃000 “ 2p´4w6
3 ´ 135w2

2w
2
3 ` 162w2

3 ` 108w3
2 ` 4374w2

1 ` 81w1p6w2w3 ´ w3
3q ` 6w2p7w4

3 ` 1080qq
2187w0

,

c̃001 “ 2

81
p´w3

3 ` 6w2w3 ` 108w1q, c̃002 “ 1

243
p4w4

3 ´ 27w2w
2
3 ` 54w1w3 ` 36w2

2 ` 432q,

c̃003 “ 4

729
p27w1p3w2 ´ w2

3q ` w3p´2w4
3 ` 15w2w

2
3 ´ 27w2

2 ` 54qq, c̃011 “ 4w0

3
, c̃012 “ w0w3

9
,

c̃013 “ 2

27
pw0p3w2 ´ w2

3qq “ c̃022, c023 “ w0

81
p4w3

3 ´ 15w2w3 ` 27w1q,

c̃033 “ ´2w0

243
p4w4

3 ´ 18w2w
2
3 ` 27w1w3 ` 9w2

2 ´ 54q.

Step 3: Maximal rank.

We consider the WDVV equations in w-coordinates;

c̃abcη̃
cdc̃def “ b ÐÑ e, (5.4.54)

as a linear system of equations in the unknowns cabc with a, b, c ‰ 0.

By choosing generic coordinates for w it is shown that there exists a unique solution. For instance,

by choosing pw0, w1, w2, w3q “ p5, 13, 23, 37q we obtain

c111 “ c112 “ c113 “ c122 “ 0, c123 “ c222 “ 25

3
, c133 “ c223 “ ´1850

9
,

c233 “ 135175

27
, c333 “ ´9875300

81
.

Step 4: Making an ansatz for F to solve for its coefficients.
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We know from Theorem 4.1.1 that the prepotential must be a polynomial in t1, t2, t3, e
t0 , t0.

Using this fact together with (2.1.4), we can restrict the prepotential to have a maximum of 8

terms. Letting γijklm denote the coefficient of the term of form ti1t
j
2t

k
3e

lt0tm0 we have the following

(potentially) non-zero coefficients:

γ20001, γ11100, γ03000, γ02200, γ01400, γ01010, γ00600, γ00210. (5.4.56)

Differentiating Fansatz ” ř
γijklmti1t

j
2t

k
3e

lt0tm0 , using the mirror map (5.4.50) to find the c-tensor

in curved w-coordinates (c̃), equating the relevant ones with (5.4.53) and solving WDVV with the

coefficients (5.4.56) as unknown, we obtain a unique solution (up to equivalence) for the prepotenial

in which the coefficients are given by

γ20001 “ 1

2
, γ11100 “ ´ 1

18
, γ03000 “ γ01400 “ ´ 1

3888
, γ02200 “ ´ 1

1296
,

γ01010 “ ´γ00210 “ ´1

6
, γ00600 “ ´ 1

19440
.

It can be easily verified that the resulting prepotential is indeed a solution to the WDVV system

of equations, making it the correct one by the reconstruction theorem, Theorem 4.1.1. This can

also be verified by comparison with the expression in [46, Example 2.5]. Note that in this case all

the coefficients in the ansatz turned out to be non-zero. This is the case in general.

The remaining examples are obtained in the exact same way, apart from the additional need for

taking Puiseux expansions near λ-poles for curves of non-zero genus. We therefore omit the details

and present flat coordinates and prepotentials only.

Example 15 (R “ B3). From (5.3.6) we have superpotential

λB3 “ w0pµ6 ` 1 ´ pµ5 ` µqpw1 ´ 1q ` pµ4 ` µ2qp´w1 ` w2 ` 1q ` µ3p´w2
3 ` 2w2 ` 2qq

µ2pµ ` 1q2 , (5.4.58)

which gives flat coordinates

t4 “ logw0

2
, t1 “ w

1
2
0 pw1 ` 1q, t2 “ w

1
2
0 w3, t3 “ w0pw1 ` w2 ` 2q. (5.4.59)

We obtain the prepotential for B3 to be

FB3 “ t4t
2
3 ` 1

2
t21t3 ` t22t3 ´ 1

48
t41 ´ 1

24
t42 ` 2t1t

2
2e

t4 ` t21e
2t4 ` 2t22e

2t4 ` 1

2
e4t4 , (5.4.60)

which is seen to be equivalent to the free energy in Example 2.7 in [46] by F ÞÑ F
2 and t2 Ø t3.
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Example 16 (R “ B4). For B4, (5.3.6) is

λB4 “ w0

µ3pµ ` 1q2
´
µ8 ` 1 ´ pµ7 ` µqpw1 ´ 1q ` pµ6 ` µ2qp´w1 ` w2 ` 1q

´ pµ5 ` µ3qpw1 ´ w2 ` w3 ´ 1q ` µ4pw2
4 ´ 2w1 ´ 2w3q

¯
,

(5.4.61)

which gives flat coordinates

t5 “ logw0

3
, t1 “ w

1
3
0 pw1 ` 1q, t2 “ w

1
2
0 w4, t3 “ w

2
3
0 p4w1 ´ w2

1 ` 6w2 ` 11q,

t4 “ w0p2w1 ` w2 ` w3 ` 2q.

In this case, the resulting prepotential is given by

FB4 “ 1

1944
t41t3 ´ 1

9720
t61 ´ 1

648
t21t

2
3 ` 1

9
t1t3t4 ´ 1

24
t42 ` t22t4 ` 1

1944
t33 ` t5t

2
4 ` 1

3
t21t

2
2e

t5

` 1

3
t22t3e

t5 ` 1

36
t41e

2t5 ` 1

18
t21t3e

2t5 ` 2t1t
2
2e

2t5 ` 1

36
t23e

2t5 ` 2t22e
3t5 ` 1

2
t21e

4t5 ` 1

3
e6t5 .

(5.4.63)

Example 17 (R “ C3). Here, the superpotential is given by

λC3 “ w0pµ6 ` 1 ´ pµ5 ` µqw1 ` pµ4 ` µ2qpw2 ` 1q ´ µ3pw1 ` w3qq
µ3

, (5.4.64)

which leads to the following flat coordinates:

t4 “ logw0

3
, t1 “ w

1
3
0 w1, t2 “ w

2
3
0 pw2

1 ´ 6pw2 ` 1qq, t3 “ w0pw1 ` w3q. (5.4.65)

In this case, the prepotential is

FC3 “ t4t
2
3 ´ 1

9
t1t2t3 ´ 1

9720
t61 ´ 1

1944
t41t2 ´ 1

648
t21t

2
2 ´ 1

1944
t32 ` 1

36
t41e

2t4 ´ 1

18
t21t2e

2t4

` 1

36
t22e

2t4 ` 1

2
t21e

4t4 ` 1

3
e6t4 ,

(5.4.66)

which is the same as the one found in Example 2.8 in [46] after letting F ÞÑ F
2 , and t2 ÞÑ ´6t2.

Example 18 (R “ D4). For l “ 4, (5.3.14) becomes

λD4 “ w0pµ8 ´ w1pµ7 ` µq ` w2pµ6 ` µ2q ` pw1 ´ w3w4qpµ5 ` µ3q ` 1q
µ2pµ2 ´ 1q2 , (5.4.67)

which has poles at µ “ 0,8, 1,´1, all of order 2. The resulting flat coordinates are

t5 “ logw0

2
, t1 “ w

1
2
0 w1, t2 “ w

1
2
0 pw3 ` w4q, t3 “ w

1
2
0 pw3 ´ w4q, t4 “ w0pw2 ` 2q, (5.4.68)
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which leads to the prepotential

FD4 “ t5t
2
4 ` 1

4
t22t4 ` 1

4
t23t4 ´ 1

48
t41 ` 1

2
t21t4 ´ 1

384
t42 ´ 1

64
t22t

2
3 ´ 1

384
t43 ` 1

2
t1t

2
2e

t5 ´ 1

2
t1t

2
3e

t5 ` t21e
2t5

` 1

2
t22e

2t5 ` 1

2
t23e

2t5 ` 1

2
e4t5 .

(5.4.69)

Example 19 (R “ D5). For l “ 5, (5.3.14) is given by

λD5 “ w0

µ3pµ2 ´ 1q2
´
µ10 ´ w1pµ9 ` µq ` w2pµ8 ` µ2q ´ w3pµ7 ` µ3q ` pw2 ´ w4w5 ` 1qpµ6 ` µ4q

´ pw2
4 ` w2

5 ´ 2w1 ´ 2w3qµ5 ` 1
¯
,

(5.4.70)

which has poles at µ “ 0,8, 1,´1, of orders 3, 3, 2, 2, respectively. We can compute the flat

coordinates

t6 “ logw0

3
, t1 “ w

1
3
0 w1, t2 “ w

1
2
0 pw4 ´ w5q, t3 “ w

1
2
0 pw4 ` w5q,

t4 “ w
2
3
0 pw2

1 ´ 6pw2 ` 2qq, t5 “ w0p2w1 ` w3q, (5.4.71)

which give the prepotential

FD5 “ t6t
2
5 ` 1

4
t22t5 ` 1

4
t23t5 ´ 1

9720
t61 ´ 1

1944
t41t4 ´ 1

648
t21t

2
4 ´ 1

9
t1t4t5 ´ 1

384
t42 ´ 1

64
t22t

2
3 ´ 1

384
t43

´ 1

1944
t34 ´ 1

12
t21t

2
2e

t6 ` 1

12
t21t

2
3e

t6 ` 1

12
t22t4e

t6 ´ 1

12
t23t4e

t6 ` 1

36
t41e

2t6 ´ 1

18
t21t4e

2t6

` 1

2
t1t

2
2e

2t6 ` 1

2
t1t

2
3e

2t6 ` 1

36
t24e

2t6 ´ 1

2
t22e

3t6 ` 1

2
t23e

3t6 ` 1

2
t21e

4t6 ` 1

3
e6t6 .

(5.4.72)

Exceptional root systems

Example 20 (R “ E6). For the exceptional cases, we find expressions for λ near any ramification

point by Puiseux expansions. By doing so, and calculating (5.4.1a)–(5.4.1c), we obtain the following

flat coordinates for R “ E6

t7 “ logpw0q
6

, t1 “ w
1
3
0 w1, t2 “ w

1
3
0 w5, t3 “ w

1
2
0 pw6 ` 2q, t4 “ w

2
3
0 p´w2

5 ` 12w1 ` 6w4q,

t5 “ w
2
3
0 pw2

1 ´ 6w2 ´ 12w5q, t6 “ w0p2w1w5 ` w3 ` 3w6 ` 3q. (5.4.73)
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In this case, we find that the prepotential is given by

FE6 “ ´ 1

19440
t61 ` 1

72
e2t7t2t

4
1 ´ 1

3888
t5t

4
1 ` 1

6
e6t7t31 ` 1

6
e3t7t3t

3
1 ` 5

18
e4t7t22t

2
1 ´ 1

1296
t25t

2
1

` 1

36
et7t22t3t

2
1 ` 1

36
e4t7t4t

2
1 ` 1

36
et7t3t4t

2
1 ´ 1

36
e2t7t2t5t

2
1 ` 1

72
e2t7t42t1 ` 1

2
e2t7t2t

2
3t1

` 1

72
e2t7t24t1 ` 1

2
e8t7t2t1 ` e5t7t2t3t1 ` 1

36
e2t7t22t4t1 ´ 1

6
e3t7t3t5t1 ´ 1

18
t5t6t1 ` 1

12
e12t7

´ 1

19440
t62 ´ 1

96
t43 ` 1

6
e6t7t32 ` 1

3
e3t7t33 ` 1

3888
t34 ´ 1

3888
t35 ` 1

2
e6t7t23 ´ 1

1296
t22t

2
4

` 1

72
e2t7t2t

2
5 ` 1

2
t7t

2
6 ` 1

6
e3t7t32t3 ` 1

3888
t42t4 ` 1

6
e3t7t2t3t4 ´ 1

36
e4t7t22t5 ´ 1

36
et7t22t3t5

´ 1

36
e4t7t4t5 ´ 1

36
et7t3t4t5 ` 1

4
t23t6 ` 1

18
t2t4t6.

(5.4.74)

Example 21 (R “ E7). Similar to the E6-case, by taking Puiseux expansions of the spectral

curve, we obtain the following flat coordinates

t8 “ logpw0q
12

, t1 “ w
1
4
0 w6, t2 “ w

1
3
0 pw1 ` 2q, t3 “ w

1
2
0 p2w6 ` w7q,

t4 “ w
1
2
0 p´w2

6 ` 8w1 ` 4w5 ` 12q, t5 “ w
2
3
0 p´w2

1 ` 26w1 ` 6w2 ` 12w5 ` 26q,
t6 “ w

3
4
0 p5w3

6 ` 24p6w1 ´ w5 ` 21qw6 ` 96w4 ` 288w7q,
t7 “ w0p3w2

1 ` 2w1pw5 ` 8q ` 3w2
6 ` 3w6w7 ` 2w2 ` w3 ` 7w5 ` 14q. (5.4.75)

98



The prepotential for E7 takes the form

FE7 “ ´ 1

4128768
t81 ` 1

18432
49e6t8t61 ` 1

18432
e2t8t2t

6
1 ` 1

294912
t4t

6
1 ` 1

384
e3t8t3t

5
1 ´ 1

2949120
t6t

5
1

` 19

192
e12t8t41 ` 5

288
e4t8t22t

4
1 ´ 1

49152
t24t

4
1 ` 1

8
e8t8t2t

4
1 ` 1

1536
13e6t8t4t

4
1 ` 1

1536
e2t8t2t4t

4
1

` 1

576
e4t8t5t

4
1 ` 1

4
e9t8t3t

3
1 ` 1

576
et8t22t3t

3
1 ` 25

96
e5t8t2t3t

3
1 ` 7

384
e3t8t3t4t

3
1 ` 1

576
et8t3t5t

3
1

` 1

9216
e6t8t6t

3
1 ` 1

9216
e2t8t2t6t

3
1 ` 1

147456
t4t6t

3
1 ` 1

6
e18t8t21 ` 1

288
e2t8t42t

2
1 ` 5

24
e6t8t32t

2
1

` 1

24576
t34t

2
1 ` 5

8
e10t8t22t

2
1 ` 5

8
e6t8t23t

2
1 ` 1

8
e2t8t2t

2
3t

2
1 ` 5

512
e6t8t24t

2
1 ` 1

512
e2t8t2t

2
4t

2
1

` 1

288
e2t8t25t

2
1 ´ 1

589824
t26t

2
1 ` 1

2
e14t8t2t

2
1 ` 1

32
e12t8t4t

2
1 ` 1

24
e4t8t22t4t

2
1 ` 1

8
e8t8t2t4t

2
1

` 1

144
e2t8t22t5t

2
1 ` 1

24
e6t8t2t5t

2
1 ` 1

96
e4t8t4t5t

2
1 ` 1

384
e3t8t3t6t

2
1 ` 1

3
e3t8t33t1 ` 1

64
e3t8t3t

2
4t1

` 1

6
e3t8t32t3t1 ` 7

6
e7t8t22t3t1 ` e11t8t2t3t1 ` 1

4
e9t8t3t4t1 ` 1

96
et8t22t3t4t1 ` 5

16
e5t8t2t3t4t1

` 1

6
e7t8t3t5t1 ` 1

6
e3t8t2t3t5t1 ` 1

96
et8t3t4t5t1 ` 1

576
e4t8t22t6t1 ´ 1

49152
t24t6t1 ` 1

1536
e6t8t4t6t1

` 1

1536
e2t8t2t4t6t1 ` 1

576
e4t8t5t6t1 ` 1

384
t6t7t1 ` 1

24
e24t8 ´ 1

19440
t62 ` 1

72
e4t8t52 ` 5

36
e8t8t42

´ 1

96
t43 ´ 1

49152
t44 ` 1

6
e12t8t32 ` 1

384
e6t8t34 ` 1

3888
t35 ` 1

4
e16t8t22 ` 1

2
e12t8t23 ` 2

3
e4t8t22t

2
3

` e8t8t2t
2
3 ` 1

64
e12t8t24 ` 1

64
e4t8t22t

2
4 ` 1

72
e8t8t25 ´ 1

1296
t22t

2
5 ` 1

72
e4t8t2t

2
5 ` 1

288
e2t8t4t

2
5

` 1

18432
e6t8t26 ` 1

18432
e2t8t2t

2
6 ` 1

294912
t4t

2
6 ` 1

2
t8t

2
7 ` 1

288
e2t8t42t4 ` 1

24
e6t8t32t4

` 1

8
e10t8t22t4 ` 1

8
e6t8t23t4 ` 1

8
e2t8t2t

2
3t4 ` 1

3888
t42t5 ` 1

36
e4t8t32t5 ` 1

36
e8t8t22t5 ` 1

6
e4t8t23t5

` 1

144
e2t8t22t4t5 ` 1

24
e6t8t2t4t5 ` 1

576
et8t22t3t6 ` 1

96
e5t8t2t3t6 ` 1

384
e3t8t3t4t6 ` 1

576
et8t3t5t6

` 1

4
t23t7 ` 1

128
t24t7 ` 1

18
t2t5t7.

(5.4.76)

Example 22 (R “ F4). In this case we obtain flat coordinates

t5 “ 1

6
logpw0q, t1 “ w

1
3
0 pw4 ` 1q, t2 “ w

1
2
0 pw4 ` w1 ` 2q,

t3 “ w
2
3
0 p´w2

4 ` 16w4 ` 6w3 ` 6w1 ` 11q, t4 “ w0p2w2
4 ` 6w4 ` w4w1 ` w3 ` w2 ` 4w1 ` 5q.

(5.4.77)
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The resulting prepotential is

FF4 “ ´ 1

9720
t61 ` 1

36
e2t5t51 ` 5

18
e4t5t41 ` 1

36
et5t2t

4
1 ` 1

432
t3t

4
1 ` 1

3
e6t5t31 ` 1

3
e3t5t2t

3
1

` 1

4
e2t5t3t

3
1 ` 1

2
e8t5t21 ` 1

2
e2t5t22t

2
1 ´ 1

32
t23t

2
1 ` e5t5t2t

2
1 ` 1

4
e4t5t3t

2
1 ` 1

4
et5t2t3t

2
1

` 9

16
e2t5t23t1 ` 3

2
e3t5t2t3t1 ` 1

2
t3t4t1 ` 1

12
e12t5 ´ 1

96
t42 ` 1

3
e3t5t32 ` 3t33

64
` 1

2
e6t5t22

` 9

16
e4t5t23 ` 9

16
et5t2t

2
3 ` 1

2
t5t

2
4 ` 1

4
t22t4.

(5.4.78)

Example 23 (R “ G2). For G2, we obtain flat coordinates

t3 “ logpw0q
6

, t1 “ w
1
2
0 pw1 ` 1q, t2 “ w0p2w1 ` w2 ` 2q. (5.4.79)

In this case, the prepotential takes the form

FG2 “ 1

2
t22t3 ` 1

4
t2t

2
1 ´ 1

96
t41 ` 1

3
t31e

3t3 ` 1

2
t21e

6t3 ` 1

12
e12t3 , (5.4.80)

which matches exactly the expression found in [46] Example 2.4.

Non-minimal irreducible representations

It is argued in [17], based on the isomorphism of Toda flows on Prym–Tyurin varieties associated

to different representations, [99, 100], that the Frobenius manifold obtained from the construction

is independent of the choice of highest weight ω.

Let us verify this explicitly for R “ G2. In this case picking ω “ ω2 gives the nontrivial irreducible

representation of G2 of smallest dimension after the fundamental, which is the 14-dimensional

adjoint representation ρω2 “ g2. By the same method of the previous section we obtain

p
r01sG2
0 “ 1,

p
r01sG2
1 “ χ2,

p
r01sG2
2 “ χ3

1 ´ χ2
1 ´ χ1p2χ2 ` 1q,

p
r01sG2
3 “ χ4

1 ´ χ3
1 ´ χ2

1p3χ2 ` 1q ` χ1 ` 2χ2
2 ` χ2,

p
r01sG2
4 “ χ3

1pχ2 ´ 1q ´ χ2
1pχ2 ´ 1q ´ χ1p2χ2

2 ´ χ2 ´ 1q ´ χ2
2 ` χ2,

p
r01sG2
5 “ χ5

1 ´ 2χ4
1 ´ 5χ3

1χ2 ` χ2
1p3χ2 ` 2q ` χ1p6χ2

2 ` 5χ2 ´ 1q ` χ3
2 ` 2χ2

2,

p
r01sG2
6 “ χ4

1 ´ 3χ3
1χ2 ` χ2

1pχ2
2 ´ χ2 ´ 2q ` χ1χ2p4χ2 ` 3q ` 2χ2

2 ` χ2,

p
r01sG2
7 “ 4χ4

1 ` 2χ3
1p3χ2 ` 1q ` 2χ2

1pχ2
2 ´ 2χ2 ´ 3q

´ 2χ1χ2p4χ2 ` 3q ´ 2χ3
2 ´ 6χ2

2 ` 2 ´ 2χ5
1, (5.4.81)
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and p
r01sG2
i “ p

r01sG2
14´i by reality of the adjoint representation. The characteristic polynomial (5.1.8)

then factorises as

P red
r01sG2

“ pµ ´ 1q2PG2, shortPG2, long, (5.4.82)

with the three factors corresponding to the three irreducible Weyl orbits of the adjoint represen-

tation associated to the zero, short, and long roots of G2:

PG2, short “ P red
r10sG2

,

PG2, long “ µ6 ` µ5 pw1 ´ w2 ` 1q ` µ4
`
w3
1 ´ 3w2w1 ´ w1 ´ 2w2 ` 1

˘

` µ3
`
2w3

1 ´ w2
1 ´ 4w2w1 ´ 2w1 ´ w2

2 ´ 4w2 ` 1
˘

` µ2
`
w3
1 ´ 3w2w1 ´ w1 ´ 2w2 ` 1

˘ ` µ pw1 ´ w2 ` 1q ` 1. (5.4.83)

For any w, the curve C
p1q
w “ tPG2, long “ 0u is a P1, and the λ-projection has ramification profile

` µ“0hkkikkj
1, 2 ,

µ“8hkkikkj
1, 2

˘
. (5.4.84)

The embedding ιr01sG2
: M LG

r01sG2
ãÑ H0;p0,1,0,1q gives the same flat coordinates (5.4.79) as for the

case ω “ r10sG2 , and up to scaling the prepotential coincides with the prepotential (5.4.80), as

expected.

5.5 Open problem: non-canonical DZ-Manifolds

In [17], it was proposed that the family of Frobenius algebras obtained in (5.1.11) through the shift

of wj Ñ wj ` δij
λ
w0

for any i should give the Frobenius structure corresponding to Dynkin node

αi. Theorem 5.2.5 shows that this is the case for i “ k̄, and this proposal is consistent with the

analysis of the generalised type-A mirrors of [46]. It turns out, however, that the conjecture is false

in this form at the stated level of generality. Let us consider the case R “ G2 where k̄ “ 2. We see

that shifting w1 instead of w2 in (5.3.55) yields

Pr10sG2
,i“1 “

ˆ
λ

w0

˙2

µ3 ` λ

w0
p´µ5 ´ 2w1µ

3 ´ µ ´ 2q ` µ6 ` pµ5 ` µqp1 ´ w1q

` pµ4 ` µ2qpw2 ` 1q ´ µ3pw2
1 ´ 2w2 ´ 1q ` 1.

(5.5.1)

Computing the metric in curved w-coordinates, η “ ř
ij η̃ijdw

idwj , gives

η̃ij “

¨
˚̊
˚̋

8w1 ` 1

4w0
1 0

1 0 0

0 0 0

˛
‹‹‹‚, (5.5.2)
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which is clearly a singular matrix. Hence, (5.5.1) cannot define a Frobenius manifold structure,

and the conjecture cannot hold. Three different efforts were made in an attempt to remedy this

failure.

Attempt 1: A more general shift

Firstly we attempted to generalise the shift in w1, keeping closely to the original conjecture.

Consider the shift

Ppµ;w1, w2q ÞÑ P
ˆ
µ; aw1 ` bw2 ` λ

w0
, w2

˙
, (5.5.3)

for some constants a, b P C. By setting (5.5.3) equal to zero and solving for λ we find

λ “ ´u0
µ2

´
µ4 ` µ2pau1 ` bu2 ` 1q ´ pµ ` 1

a
µ6 ` 2µ5 ´ µ4 ` 4µ3pu2 ` 1q ´ µ2 ` 2µ ` 1q

¯
.

(5.5.4)

We see that we still have µ ÞÑ 1{µ symmetry, however the poles are now 0 and 8 (both of order 2).

The metric (in curved w-coordinates) is given by

η “

¨
˚̊
˚̋

4paw1 ` w2q
w0

2a 2b

2a 0 0

2b 0 0

˛
‹‹‹‚, (5.5.5)

which might look slightly better, but is still a singular matrix for any choice of a, b. Hence, this

method does not solve the issue.

Attempt 2: Multiplying the canonical superpotential by a pole factor

The reason for considering this approach is that this seems to be what happens in [46], and [44],

for Al, and the remaining classical cases respectively.

This attempt consists of manipulating λ by multiplying it by a product of integer powers of pµ´pjq
where pj is a (finite) pole of λC . That is, we want to let

λ ÞÑ µmpµ ` 1qnλ, m, n P t´1, 0, 1u. (5.5.6)

Note that as long as |m|, |n| ď 1, we will always have poles at 0,8,´1, however the orders change

by ´m,´n for 0 and ´1 respectively.

The resulting metrics turn out to all be nondegenerate, which improves the situation somewhat.

Furthermore, of these only pm,nq “ p0,´1q gives a flat metric. Given that flat metrics are rare,

this is a hopeful sign. Let us investigate this case further.
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The new superpotential in the case of pm,nq “ p0,´1q is given by

rλ “ 1

pµ ` 1qλ. (5.5.7)

The metric is now

η “

¨
˚̊
˚̊
˝

25u21 ` 140u1 ` 72u2 ` 52

72u0

25u1 ` 52

36

1

2
25u1 ` 52

36

25u0
18

0

1

2
0 0

˛
‹‹‹‹‚
. (5.5.8)

This is a nonsingular matrix for generic points in the moduli space, and the Riemann tensor

Rρ
σµν “ BµΓρ

νσ ´ BνΓρ
µσ ` Γρ

µλΓ
λ
νσ ´ Γρ

νλΓ
λ
µσ (5.5.9)

is identically 0. Here, Γa
bc are the Christoffel symbols of the second kind;

Γd
ab “ ηdcΓcab, (5.5.10)

with

Γcab “ 1

2
pBbηca ` Baηcb ´ Bcηabq . (5.5.11)

The inverse matrix to η is given by:

η´1 “

¨
˚̊
˚̊
˝

0 0 2

0
18

25u0
´25u1 ` 52

25u0

2 ´25u1 ` 52

25u0
´2p25u1 ` 50u2 ´ 39q

25u0

˛
‹‹‹‹‚
. (5.5.12)

Furthermore, we know that flat coordinates for η are solutions tpuq of the system

B2
ijt “ Γk

ijBkt, (5.5.13)

with non-zero Christoffel symbols Γk
ij given by:

Γ1
11 “ ´ 1

u0
“ ´Γ3

13, Γ2
11 “ 25u1 ` 34

100u20
, Γ2

12 “ 1

2u0
“ Γ3

12, Γ3
11 “ 75u1 ` 100u2 ´ 26

100u20
.

Solving this system we could find

t0 “ logpu0q, t1 “ u0

ˆ
u1 ` u2 ` 2

25

˙
, t2 “ u

1
2
0

ˆ
u1 ` 34

25

˙
. (5.5.14)

In these coordinates, the metric takes the form

η “

¨
˚̊
˝

0 3 0

3 0 0

0 0
25

18

˛
‹‹‚, (5.5.15)
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which verifies that t is indeed a flat frame for η.

Furthermore, rλ becomes

rλpµ; tq “ ´ et0

625µ2pµ ` 1q3 p625µ6 `
´
625e´ t0

2 t2 ` 1475
¯
µ5 `

´
625t1e

´t0 ` 1425e ` 625e´ t0
2 r2

¯
µ4

(5.5.16)

`
´

p1250t1 ´ 625t22qe´t0 ´ 450e´ t0
2 t2 ` 1069

¯
µ3 `

´
625e´t0t1 ` 1425 ` 625e´ t0

2 t2

¯
µ2

(5.5.17)

`
´
625e´ t0

2 t2 ` 1475
¯
µ ` 625q. (5.5.18)

Notice that the differential of rλpµ; tq with respect to t1 is not a constant (it is ´ 1
µ`1). Hence we

will not get that c1ij “ ηij, and consequently, that B1 will not be identity in the tangent algebra.

Regardless of this we can find the components of the c-tensor in the usual way by taking residues.

Since B1 cannot be considered a unit, the only hope left is that the identity is actually a combination

of t-coordinates. Finding such a unit vector field, however, turned out to be not straight-forward.

Furthermore, even if a unit exists, it may not be covariantly constant, which suggests that we

have obtained a structure weaker than that of a Frobenius manifold, perhaps an almost Frobenius

manifold.

Note that we have only considered multiplying by powers of size at most 1. While it is possible

to consider more general powers, we decided to not pursue this direction as it seemed to only

complicate the structure even further.

Attempt 3: Changing the primary differential

So far we have attempted to make changes to the superpotential. We could, however, try to change

the primary differential instead while keeping the superpotential unchanged. The motivation behind

this attempt is that making such a change results in new solutions to the WDVV equations.

The idea of this attempt is to let the primary differential be

p “ α logpµq ` β logpµ ` 1q, (5.5.19)

where pα,βq P C (not both zero). More complicated changes to the differential would most likely

result in the g-metric no longer being Weyl-invariant.

The precise form of (5.5.19) expresses the positions of the poles of λ. In fact, the overall scaling

of ϕ is not important, as multiplying ϕ by some constant α will result in the metric and the flat

coordinates being multiplied by α as well. Hence, it is only important how β relates to α.
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For generic pα,βq we obtain generically (in w) a nondegenerate metric with components

η00 “ αpα ` βqp3w2
1 ` 22w1 ` 8w2 ` 19q ` β2pw2

1 ` 32w1 ` 8w2 ` 47q
4w0

, (5.5.20)

η01 “ η10 “ αpα ` βqp3w2
1 ` 10w1 ` 7q ` β2pw2

1 ` 18w1 ` 2w2 ` 21q
2pw1 ` 1q , (5.5.21)

η02 “ η20 “ α2 ` αβ ` β2, η11 “ w0

ˆ
3α2 ` 3αβ ` β2pw1 ` 9q

w1 ` 1

˙
, (5.5.22)

η12 “ η21 “ β2w0

w1 ` 1
, η22 “ 0. (5.5.23)

By calculating the curvature, we see that βpβ ` 2αq is a factor of every non-zero component of the

Riemann tensor. Since setting β “ 0 recovers the canonical case, we are forced to let β “ ´2α,

and by the above discussion we can choose pα,βq “ p1,´2q. This means that we are considering

the transformation

dlogpµq ” dµ

µ
ÞÑ p1 ´ µq

µp1 ` µqdµ, (5.5.24)

with λ1µ ÞÑ λ1
ˆ p1 ´ µq
µp1 ` µq

˙´1

. Furthermore, we can find flat coordinates

t0 “ logpu
3
2
0 pu1 ` 1q2q, t1 “ u0p4u1 ` u2 ` 6q, t2 “ ?

u0pu1 ` 5q. (5.5.25)

In these coordinates the metric takes the simple form

η “

¨
˚̊
˝
0 2 0

2 0 0

0 0 1

˛
‹‹‚. (5.5.26)

For this case the components of the c-tensor even seem to have reasonable form, and there is hope

that this structure does indeed correspond to a Frobenius manifold. The difficulty here arises due to

t0 having quite a complicated form, or rather the inverse transformation is complicated enough so

that it makes it difficult to write the c–tensor in flat coordinates in order to find a prepotential. One

way around this could be to make some additional assumptions for the form of the prepotential

in order to make an ansatz which could be verified. For the classical cases, [44], non-canonical

prepotentials could have terms rational in tl. While this could be an avenue for the future, it

is very likely that it is not the manifold we are looking for. Chances are, we have changed the

structure too much. More precisely, we are expecting the intersection form to be invariant under

node-change (up to change in flat coordinates), but here we have changed the intersection form in

a way that is not compatible with this.

We have seen that the conjecture in its most general form does not hold. Furthermore, opening

for more general shifts as well as allowed changes in the primary differential, i.e. scalings and
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translations of d log µ which are type I (Legendre) transformations [41], under which the intersection

form is invariant, does not resolve the nondegeneracy, and neither does attempting to change the

pole structure manually akin to that of (5.3.16). There is a further possible solution viewed from

the DZ–perspective. By making appropriate assumptions about the prepotential, one could choose

degrees, identity and Euler vector fields, as we would expect, and solve the WDVV equations.

While feasible in theory for G2, this is not a possible avenue for the other exceptional Dynkin types

due to computational complexity.

In summary, the problem of finding Frobenius manifolds associated to non-canonical nodes for

exceptional groups is still open, and indeed even the existence of non-canonical Frobenius manifold

structures for DZ-manifolds of exceptional types is, at present, unknown. We hope to investigate

this problem further at a later stage.

In the following Sections we will look at some applications and new directions of research arising

from the main theorem, Theorem 5.2.5.
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Part III

Applications & Ongoing Research
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6

APPLICATION I:

LYASHKO-LOOIJENGA MAPS

This Section describes an application of Theorem 5.2.5 to the world of topology.

The semisimple locus of a generically semisimple, n-dimensional Frobenius manifold M is topologi-

cally a covering of finite multiplicity over a quotient by Sn of the complement of their discriminant,

with covering map

LL : M ÝÑ pCnzDiscrMq{Sn

t ÞÝÑ te1puptqq, . . . , enpuptqqu (6.0.1)

assigning to t P M the unorderet set of its canonical coordinates in the form of their elementary

symmetric polynomials eipu1, . . . , unq. When M has a Landau–Ginzburg description as a holomor-

phic family of meromorphic functions, the application LL is the classical Lyashko–Looijenga (LL)

mapping, sending a meromorphic function to the unordered set of its critical values.

As anticipated in 1.3, a direct corollary of Theorem 5.2.5 is the computation of the degree of the LL

map of M LG
ω » M DZ

R . The calculation of the LL-degree can be tackled combinatorially through

the enumeration of certain embedded graphs [89, Section 1.3.2], which unfortunately proves to be

intractable for a general stratum of a Hurwitz space of arbitrary genus and ramification profile.

In the case of deg LLpM LG
ω q, however, its realisation as a conformal Frobenius manifold allows to

bypass the problem altogether by the use of the quasihomogeneous Bézout theorem. To this aim,

note that

detpz ´ pEptq¨qq “
lR`1ź

i“1

pz ´ uiptqq “
lR`1ÿ

j“0

p´1qjejpu1ptq, . . . , ulR`1ptqqzlR`1´j . (6.0.2)

Setting Q :“ etlR`1 , it follows from Theorems 4.1.1, 5.2.5 that the LL-map (6.0.1) is polynomial

in pt1, . . . , tlR`1,Qq since both the product and the Euler vector field are in (6.0.2). Moreover, it

follows from Definition (3.3.4) of the quantum product in canonical coordinates that the canonical

idempotents Bui have weight ´1 under the Euler scaling, meaning that eipuq is quasihomogeneous
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of degree i. We can then avail ourselves of the graded generalisation of Bézout’s theorem (see e.g.

[89, Theorem 3.3]).

Theorem 6.0.1. Let F : An Ñ An be a finite morphism induced by a quasihomogeneous map

F˚ : Cry1, . . . yns Ñ Crx1, . . . , xns with degrees pi (resp. qi) for yi (resp. xi) for i “ 1, . . . , n. Then

degF “
nź

i“1

pi
qi
. (6.0.3)

An immediate consequence of Theorems 4.1.1, 5.2.5, 6.0.1 is the following

Corollary 6.0.2. The degree of the LL-map of the Hurwitz stratum M LG
ω is

deg LLpM LG
ω q “ plR ` 1q!pωk̄,ωk̄qlR

ślR
j“1pωj ,ωk̄q . (6.0.4)

Corollary 6.0.2 is clear by the following. Note that the degrees of the canonical coordinates tuiu,
i.e. the critical values, are all one∗, while the degrees of the flat coordinates ttiu are given by

degptiq “ pωi,ωk̄q
pωk̄,ωk̄q (by Theorem 4.1.1 part II). Furthermore, the DZ-invariant yi is an elementary

symmetric polynomial in the canonical coordinates of degree i. Thus, by considering the pull

back of the composition Crt1, ¨ ¨ ¨ , tl`1s Ñ Cry1, ¨ ¨ ¨ , yl`1s Ñ Cru1, ¨ ¨ ¨ , ul`1s, Corollary 6.0.2 is

obtained by Theorem 6.0.1. We collect in Table 6.1 the calculation of the degrees for the minimal

choices of weight ω. Our expectation that M LG
ω » M DZ

R for any of the infinitely many choices

of dominant weight ω P ΛẁpRq implies that the same formula (6.0.4) would hold for the Hurwitz

strata associated to those non-minimal choices by the construction of 5.3.

For type Al, Corollary 6.0.2 recovers Arnold’s formula for the LL-degree of the space of complex

trigonometric polynomials, as was already shown in [46]. The fifth column indicates how ιωpM DZ
R q

sits as a stratum inside the parent Hurwitz space Hgω ,nω , either through explicit character relations

in ReppGRq or as a fixed locus of an automorphism of the Hurwitz space induced by the folding of

the Dynkin diagram.

∗This can be seen from (2.2.2).
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R gω nω dgω ;nω ιω
`
M DZ

R
˘

degp LLq
Al 0 pk̄ ´ 1, l ´ k̄q l ` 1 Hgω ,nω

pl ´ k̄q!pl ` 1ql
pl ´ k̄ ` 1qk̄k̄l´k̄

śl
j“k̄`1pl ´ j ` 1q

Bl 0 pl ´ 2, l ´ 2, 1q 2l ` 1
`
Hgω ,nω

˘µ2 2pl ` 1qlpl ´ 1ql´1

Cl 0 pl ´ 1, l ´ 1q 2l
`
Hgω ,nω

˘µ2 pl ` 1qll
Dl 0 pl ´ 3, l ´ 3, 1, 1q 2l ` 2

`
Hgω ,nω

˘µ2 4pl ` 1qlpl ´ 1qpl ´ 2ql´2

E6 5 p5, 5, 2, 2, 2, 2, 2q 42 (A.1.1) 23 ¨ 36 ¨ 5 ¨ 7
E7 33

p11, 5, 3, 11, 5,
3, 1, 1, 3, 3q 130 (A.2.1) 212 ¨ 33 ¨ 5 ¨ 7

E8 128

p29, 29, 14, 14, 14,
14, 14, 14, 9, 9,
9, 9, 5, 5, 4,
4, 4, 4, 4, 4,
2, 2, 0, 0q

518 [17,18] 24 ¨ 35 ¨ 55 ¨ 7

F4 4 p5, 5, 2, 2, 2, 2q 36
(5.3.53);`

M LG
r100000sE6

˘µ2 23 ¨ 33 ¨ 5

G2 0 p1, 1, 1q 7
(5.3.55);`

M LG
r1000sD4

˘S3 12

Table 6.1: Lyashko–Looijenga degrees for all Dynkin types. Here, the superscripts in the fifth
column, µ2, and S3 indicate that the Frobenius manifold lives inside a larger associated Hurwitz
(sub)space as a fixed locus of the action of an involution, or the symmetric group on a set of three
elements, respectively, as described in Section 5.3.
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7

APPLICATION II:

SAITO DISCRIMINANT STRATA

In this chapter, we study certain submanifolds of DZ-manifolds given by discriminant strata. In

particular, we investigate the form of the determinant of the Saito metric restricted to discriminant

strata, and prove an associated structural theorem. The result is the analogy of [1] to affine Weyl

groups. We also prove that discriminant strata are natural submanifolds as anticipated in [115].

7.1 Saito discriminant strata for non-affine Weyl groups

In [1] the authors treat Frobenius manifolds arising as orbit spaces of (non-extended, non-affine)

Weyl groups of simple complex Lie algebras, and investigate the form of the restriction of the

Saito metric to a discriminant stratum D, ηD
∗. In order to describe their results, we require some

notation.

Let S “ tβjuj“1,¨¨¨ ,k be a fixed collection of linearly independent roots in R determining a discrimi-

nant stratum D “ DS “ Xk
j“1Πβj

, where Πβj
:“ tx P V |pβj , xq “ 0u is the mirror to the hyperplane

defined by βj . Define the root system RD by the intersection RX ă S ą. It has an orthogonal

decomposition

RD “
lğ

i“1

Rpiq
D , (7.1.1)

where Rpiq
D is irreducible† for each i, and l P N. Let IpAq denote the defining polynomial for the

Coxeter arrangement, A, corresponding to W . Furthermore, let AD, AD, and AΠγ denote the

Coxeter arrangement corresponding to RD, the restriction of A to D, and the restriction of AD to

the hyperplane Πγ determined by some γ P RD, respectively.

∗More precisely, this is the pull back ι˚η along the immersion ι : D ãÑ MR, for MR being the underlying complex
manifold of the Frobenius manifold corresponding to the Weyl orbit space associated to R.

†A root system is irreducible if and only if the associated Dynkin diagram is connected.
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Symbol Meaning

R An irreducible root system

lR The rank of R
gR The complex simple Lie algebra with root system R
GR The simply connected complex simple Lie group exppgRq
hR The Cartan subalgebra of gR
TR The Cartan torus expphRq of gR
g A regular element of GR

The Weyl/affine Weyl/extended affine

WR/xWR/ĂWR Weyl group of Dynkin type R
h A regular element of hR

tα1, . . . ,αlRu The set of simple roots of R
tω1, . . . ,ωlRu The set of fundamental weights of R

ΛrpRq The lattice of roots of R
(resp. ΛrpRq˘) (resp. the semi-group of positive/negative roots)

ΛwpRq The lattice of all weights of R
(resp. ΛwpRq˘) (resp. the monoid of non-negative/non-positive weights)

ρω The irreducible representation of GR with highest weight ω

ρi The ith fundamental representation of GR, i “ 1, . . . , lR
Γpρq The weight system of the representation ρ

χω The formal character of ρω
χi The formal character of ρi

ri1 . . . ilRsR (without commas) Components of a weight in the ω-basis of R
px1, . . . , xlRq Linear coordinates on hR w.r.t. the coroot basis tα1̊ , . . . ,αl̊Ru
pQ1, . . . , QlRq pexppx1q, . . . , exppxlRqq

CR The Cartan matrix of R
KR The symmetrised Cartan matrix of R
n $ d A padded (i.e. parts are allowed to be zero) partition of d P N

|n| (resp. ℓpnq) The length of (resp. the number of parts in) a partition n

Table 7.1: Notation for Chapter 7.

Finally, defining, for any β P RzRD, RD,β :“ă RD,β ą XR, which has the decomposition

RD,β “
pğ

i“0

Rpiq
D,β, (7.1.2)

with β P Rp0q
D,β .

In [1] the authors prove, using the B–model for the classical cases and theory of hyperplane

arrangements for the exceptional cases, the following theorem.

Theorem 7.1.1 (Theorem 1.3 in [1]). Let

Ii :“ IpAΠγi
zAD

Πγi
q,
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with γi P Rpiq
D

‡. Then

detpηDq 9 IpAzADqm
lź

i“1

Iri
i , (7.1.3)

on D, where m “ 2 ´ řl
i“1 ri with ri “ rkpRpiq

D q and 9 represents proportionality up to a constant

(complex number).

Theorem 7.1.1 is proven in two steps by showing that it is equivalent to the following statements.

Theorem 7.1.2 (Theorem 2.7 in [1]). Let H P AD, and lH P D˚ be a covector such that H “
tx P D|lHpxq “ 0u. Then the determinant of the Saito metric is proportional to a product of linear

forms

detpηDq 9
ź

HPAD

lkHH , (7.1.4)

where kH P N.

Theorem 7.1.3 (Theorem 2.8 in [1]). Let H P AD, and β P R be such that βD is a non-zero

multiple of lH . Then, kH in Theorem 7.1.2 equals the Coxeter number of Rp0q
D,β.

For the classical cases, the authors prove Theorem 7.1.2 by manipulating associated superpotentials

in flat coordinates for the intersection form to find an expression for the determinant in canonical

coordinates. They then translate this expression to a “nice” frame via a Jacobian expressible in

terms of derivatives of λ restricted to the stratum evaluated at critical points, in which (7.1.4) is

obvious.

For exceptional Dynkin types, the authors of [1] prove Theorem 7.1.1 by a different path as the

authors did not have access to LG–models. They combine two approaches; they used the theory

of hyperplane arrangements which lead implicitly to the result in high and low codimension, and

then explicit calculations did so for the remaining cases (for El type strata).

The present chapter serves as an attempt to obtain analogous results for Dubrovin-Zhang manifolds.

In summary, we prove the following

Theorem 7.1.4. Let R P tAl, Bl, Cl, Dlu. Then,
detpηDq 9wd`1

0

ź

HPAD

lkHH F , (7.1.5)

with

F “
|Singµpλpµqq|ź

j“1

l̃
k̃j
j , (7.1.6)

‡It can be shown that Ii|D is independent of the choice γi.
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where lH , l̃j are linear forms in exponentiated linear coordinates, AD is the corresponding non-affine

hyperplane arrangement, kH , k̃j , d ` 1 P N, and Singµpλpµqq indicates the set of (finite) poles of λ.

Theorem 7.1.5. Let H P AD and β P R be such that βD is a non-zero multiple of the linear form

lH (after taking the logarithms of the exponentiated coordinates). Then, the multiplicity of lH in

Theorem 7.1.4, kH , is the Coxeter number of the root system R
p0q
D,β, as defined in (7.1.2), and k̃j is

such that λR „ Opµ´k̃j q, near 8j .

Similarly to [1], we must employ different strategies for classical and exceptional Dynkin types.

For the former, we will perform derivations very similar to that of [1]. For the latter, we do have

access to an explicit LG–description, but are still forced to employ a different method due to the

complexity of the associated spectral curves. While the method is different for the classical cases,

it will also differ from that of [1]. The idea here is to make use of the phenomenon that the dual of

discriminant strata embed into subalgebras of the corresponding simple Lie algebras. Then we may

perform residue calculations in coordinates representing fundamental characters in the subalgebra

to obtain the result. For the classical cases, we will prove Theorems 7.1.4–7.1.5, while for the

exceptional we shall present a conjecture together with a detailed proposal for a method of proof.

First, however, we must make some comments related to almost duality on D.

7.2 Almost duality for DZ-discriminant strata

Recall from Chapter 2 that almost duality (Definition 2.3.3) associates to a Frobenius manifold

pM, ¨, η, e, Eq, an almost Frobenius manifold (Definition 2.3.2) using the multiplication, ‹, (2.3.8),
arising from the second nondegenerate bracket g, (2.3.1), defined whenever the Euler vector field is

a unit in the tangent algebra. That is,

gpE ¨ X,Y q “ ηpX,Y q, u ‹ v “ E´1 ¨ u ¨ v. (7.2.1)

We will here show that a restricted version of this holds on discriminant strata as well, as the

authors of [1] proved in the non-affine case.

Lemma 7.2.1. Let x be g-flat coordinates, and let x0 P D. Then, e´1pxq is well defined as x

approaches x0, and e´1px0q P Tx0D.

Proof. Consider the components of e´1 with respect to g. By [1],

`
e´1

˘
j

“ η
`
E, Bxj

˘
, (7.2.2)
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and from Theorem 4.1.1 we have that

E “
lRÿ

α“1

dα
dk̄

tαBα ` 1

dk̄
BlR`1. (7.2.3)

Then (7.2.2) becomes

`
e´1

˘
j

“
lRÿ

α“1

dα
dk̄

tαη
`Bα, Bxj

˘ ` 1

dk̄
η

`BlR , Bxj

˘
(7.2.4)

“
lRÿ

α“1

dα
dk̄

tαBxj ptβqηαβ ` 1

dk̄
ηlR`1,j (7.2.5)

“
lRÿ

α“1

dα
dk̄

tαBxj ptβq ` 1

dk̄
Bxj pt1q, (7.2.6)

as, by [46], t can be scaled to give η “ pδα`β,lR`2q. This establishes the first part of the lemma.

Now, consider γ P RD. Then Bγ is orthogonal to any D, and by (7.2.6)

lim
xÞÑx0

pe´1pxq, Bγq “ 0, (7.2.7)

since BγtlR`2´α
ˇ̌
D

“ 0. Hence, e´1px0q P Tx0D.

In [59], it was shown that the ‹-multiplication is well-defined on D for u, v P Tx0D, and that

the resulting vector field u ‹ v|x0 P Tx0D, i.e. the restricted star multiplication is closed in TD.

Furthermore, it was proved in [1] that u ¨ v ” e´1 ‹ u ‹ v. Thus, Lemma 7.2.1 implies the following

Proposition 7.2.2. If u, v P Tx0D with x0 P DzΣD, then u ¨ v P Tx0D, with u ¨ v ” e´1 ‹ u ‹ v.

In order words, also the multiplication ¨ is well-defined and closed on D, and the relationship with ‹
descends to D. This implies that discriminant strata D are indeed natural submanifolds as defined

(and anticipated) in [115], which allow us to define the Euler vector field on D∗.

As the x-frame constitute flat coordinates for the intersection form, we must have that the determi-

nant of the restricted metric gD in coordinates which are linear combinations of xi, is also constant.

Thus, as we have established the analogous relation (7.2.1) on D, we have the following

Corollary 7.2.2.1. The determinant of the Euler vector field on D is proportional to the determi-

nant of the Saito-metric restricted to D;

detpEDq 9detpηDq. (7.2.8)

In anticipation of forthcoming results, we state the following

∗This follows from the fact that any natural submanifold of an F–manifold pM, ¨, E, gq is an F–manifold [115].
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Lemma 7.2.3. Let R P tAl, Bl, Cl, Dlu. Then, ηD is nondegenerate on DzΣD.

Lemma 7.2.3 is established through the explicit proof of Theorem 7.1.4 in the upcoming section.

Conjecture 7.2.3.1. ηD is nondegenerate on DzΣD, for any R.

For the exceptional Dynkin types (and in general), we expect the statement to follow from the

embedding of the dual of D into subalgebras of the associated Lie algebra to R, and LG–formulae

on D. It turns out that in coordinates representing fundamental character on the subalgebra,

detpηq is a non-zero polynomial. Thus the nondegeneracy should follow from the nonvanishing of

the Jacobian of the coordinate transformation from fundamental characters and linear coordinates

on the representation space of the Weyl group [46].

7.3 Classical Dynkin Types

In this section, we prove Theorem 7.1.4 for extended affine Weyl groups of classical type R P
tAl, Bl, Cl, Dlu, case-by-case. In order to do so, we write the superpotentials found in Section 5.3

in terms of linear coordinates x on V , which coincides with flat coordinates for the intersection

form.

This is done as follows. Recall that superpotentials are written in terms of w-coordinates, which

correspond to fundamental characters. To write fundamental characters explicitly in terms of

x-coordinates, one uses the Weyl character formula, or equivalently,

wk “

$
’&
’%

ÿ

ω1
m1ex¨ω1

if k ‰ 0,

ecωxl`1 if k “ 0,

(7.3.1)

where cω P C˚, as given in (5.4.22), and ω1 occurs in the weight system of ρk with multiplicity m1.

Example 24 (A3). The weight systems are (in the Dynkin-basis) given by

Γpρ1q “ tp1, 0, 0q, p´1, 1, 0q, p0,´1, 1q, p0, 0,´1qu, (7.3.2a)

Γpρ2q “ t˘p0, 1, 0q,˘p1,´1, 1q,˘p´1, 0, 1qu, (7.3.2b)

Γpρ3q “ tp0, 0, 1q, p0, 1,´1q, p1,´1, 0q, p´1, 0, 0qu. (7.3.2c)

In this case, all weights have multiplicity one, and so we find

w1 “ ex1 ` ex2´x1 ` e´x3 ` ex3´x2 , (7.3.3a)
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w2 “ e´x2 ` ex2 ` ex1´x3 ` e´x1`x2´x3 ` ex3´x1 ` ex1´x2`x3 , (7.3.3b)

w3 “ e´x1 ` ex1´x2 ` ex2´x3 ` ex3 . (7.3.3c)

Thus, by (5.3.2),

λpxq “ w0pµ ´ ex3qpµ ´ e´x1qpµ ´ ex1´x2qpµ ´ ex2´x3q
µ

. (7.3.4)

In the following we denote the restricted superpotential λ|D :“ λD and the restricted Saito metric

ηD :“ η|D, for some discriminant stratum D, with

ηDpζ1, ζ2q “
ÿ

qsPCritpλDq
Res
µ“qs

ζ1pλDqζ2pλDq
µ2λ1

Dpµq dµ, (7.3.5a)

cDpζ1, ζ2, ζ3q ” ηDpζ1 ‹ ζ2, ζ3q “
ÿ

qsPCritpλDq
Res
µ“qs

ζ1pλDqζ2pλDqζ3pλDq
µ2λ1

Dpµq dµ, (7.3.5b)

for ζ1, ζ2, ζ3 P TpD, p P DzΣD, and as usual λ1
Dpµq ” dλDpµq

µ .

R “ Al

LG–superpotentials

As suggested by the above, we want to write the LG-superpotentials obtained in Section 5.3 in

terms of the linear coordinates x on V ‘ C˚ using (7.3.1). Doing so for type A of rank l we get∗.

λpµ;xq “ p´1qk`lw0
śl`1

i“1pµ ´ aiq
µk

, (7.3.6)

where

ai “

$
’’&
’’%

e´x1 , i “ 1,

exl , i “ l ` 1,

exi´1´xi , otherwise.

That λ has this form in the x-frame can also be seen directly from the spectral curve, as zeros of λ are

the zeros of rλ0sPAl
, which are precisely ai as in (7.3). As in [46], we normalise the superpotential

by bringing w0 into the product, and redefining µ and taiu accordingly. Then (7.3.6) becomes

λpµ̂;xq “ p´1qk`l
śl`1

i“1pµ̂ ´ âiq
µ̂k

, (7.3.7)

∗This can be done by hand using the correspondence between the natural coordinates twiu and the DZ-invariants
tỹju as given in (5.4.40), and the fact that yj “ SW pe2πipωj ,xqq which is related to ỹj as in (4.2.8). For any specific
rank however, it is much more easily done using the Mathematica package LieArt [58].
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where âi “ aie
αx0 , @ i “ 1, ¨ ¨ ¨ , l ` 1, and similarly for µ, with α P C˚ being some constant†. In the

following we will drop â for readability.

Discriminant Strata for type A

The discriminant, Σ, consists of a union of hyperplanes, on which the η-pairing is nondegenerate.

From the Landau-Ginzburg perspective, it is the set

Σ “ tλ|λpqq “ 0 for some critical point qu.

Clearly, λpqq “ 0 if and only if q “ ai for some i. Suppose q “ am for m P t1, ¨ ¨ ¨ , l ` 1u. Then,

λ1pµq
ˇ̌
ˇ̌
ˇ
µ“q

“

“ 0hkkkkkkkikkkkkkkj
´k

µ
λpµq

ˇ̌
ˇ̌
ˇ
µ“am

`
l`1ÿ

j“1

λpµq
pµ ´ ajq

ˇ̌
ˇ̌
ˇ
µ“am

“ 0

ùñ
l`1ź

i“1
i‰m

pam ´ aiq “ 0.

From this it is clear that in order to consider the discriminant, we must have ai “ aj for at least

one pair of distinct labels ti, ju.
Thus, we can describe any discriminant stratum D by the following equations,

a1 “ ¨ ¨ ¨ “ am1 “ ξ1

am1`1 “ ¨ ¨ ¨ “ am1`m2 “ ξ2

...

ařd
j“1 mj`1 “ ¨ ¨ ¨ “ ařd`1

j“1 mj
“ ξd`1,

where
řd

j“0mj “ l ` 1.

The corresponding superpotential is given by

λDpµq “ p´1ql`k

µk

d`1ź

i“1

pµ ´ ξiqmi . (7.3.8)

Lemma 7.3.1.

λ1
Dpµq “ p´1ql`kpl ` 1 ´ kq

µk`1

d`1ź

i“1

pµ ´ ξiqmi´1
dź

j“0

pµ ´ qjq, (7.3.9)

for some qj P C.
†Notice that this can always be achieved by letting âi “ aie

cωx0
l`1´k , and µ̂ “ µe´ cωx0

l`1´k , similarly to the scaling in
Section 5.3, with cω as in (5.4.22) for Nω “ 1.
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Proof. Differentiating (7.3.8) with respect to µ:

λ1
Dpµq “ p´1ql`k

µk

¨
˚̊
˝

´k

µ

d`1ź

i“1

pµ ´ ξiqmi `
d`1ÿ

j“1

mjpµ ´ ξjqmj´1
d`1ź

i“1
i‰j

pµ ´ ξiqmi

˛
‹‹‚

“ p´1ql`k

µk`1

d`1ź

i“1

pµ ´ ξiqmi´1fpµ; ξq,

where fpµ; ξq is a polynomial in µ of order d`1 with rµd`1s “ ´k`řd`1
j“1 mj “ l`1´k. Factorising

fpµ; ξq in terms of its roots tqiudi“0 gives the statement.

Lemma 7.3.2.

λ2
Dpqrq “ p´1ql`kpl ` 1 ´ kq

qk`1
r

d`1ź

i“1

pqr ´ ξiqmi´1
dź

j“0
j‰r

pqr ´ qjq. (7.3.10)

Proof. Differentiating (7.3.9) with respect to µ:

λ2
Dpµqˇ̌

µ“qr
“ p´1ql`kpl ` 1 ´ kq B

Bµ

˜śd`1
i“1 pµ ´ ξiqmi´1

µk`1

¸
“ 0hkkkkkkkkkikkkkkkkkkj

dź

j“0

pµ ´ qjq
ˇ̌
ˇ̌
ˇ
µ“qr

`
śd`1

i“1 pµ ´ ξiqmi´1

µk`1

dÿ

s“0

dź

j“0
j‰s

pµ ´ qjq
ˇ̌
ˇ̌
ˇ
µ“qr

“ p´1ql`kpl ` 1 ´ kq
µk`1

d`1ź

i“1

pµ ´ ξiqmi´1
dź

j“0
j‰r

pµ ´ qjq
ˇ̌
ˇ̌
ˇ
µ“qr

.

Lemma 7.3.3. Let ui be the critical values of λ; ui :“ λDpqiq. Then

BuiλDpµqˇ̌
µ“qj

“ δij . (7.3.11)

Proof. Proof is identical to that of [1].

Proposition 7.3.4.

BurλDpµq “ µ

qrpµ ´ qrq
λ1
Dpµq

λ2
Dpqrq . (7.3.12)
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Proof. Differentiating (7.3.8) with respect to ur:

BurλDpµq “ p´1ql`k

µk

d`1ÿ

j“1

p´mjq Bξj
Bur pµ ´ ξjqmj´1

d`1ź

i“1
i‰j

pµ ´ ξiqmi

“ p´1ql`k

µk

d`1ź

i“1

pµ ´ ξiqmi´1F pµ; rq.

Here F pµ; rq is a polynomial in µ of degree d, and so is fully determined by its values on tqiu by

Lagrange interpolation. From Lemma 7.3.3

F pqi; rq “ δrip´1ql`kqkiśd`1
j“1pqi ´ ξjqmj´1

.

Hence,

F pµ; rq “
dÿ

s“0

Fspµ; rq “ Frpµ; rq,

where

Fspµ; rq “ F pqs; rq
dź

i“0
i‰s

pµ ´ qiq
pqr ´ qiq ,

which gives

BurλDpµq “ p´1ql`k

µk

d`1ź

i“1

pµ ´ ξiqmi´1 ¨ p´1ql`kqkrśd`1
j“1pqr ´ ξjqmj´1

dź

i“0
i‰r

pµ ´ qiq
pqr ´ qiq .

Finally, using Lemmas 7.3.1 and 7.3.2 to calculate
µλ1

Dpµq
qrpµ´qrqλ2

Dpqrq gives the statement.

Proposition 7.3.5.

Burpξaq “ ξa
qrpqr ´ ξaqλ2

Dpqrq .

Proof. Differentiating (7.3.8) with respect to ur, setting equal to (7.3.12), multiplying both sides

by 1
pµ´ξaqma´1 , and evaluating at µ “ ξa gives

ξa
qrpξa ´ qrqλ2

Dpqrq
λ1
Dpµq

pµ ´ ξaqma´1

ˇ̌
ˇ̌
ˇ
µ“ξa

“
d`1ÿ

j“1

Bξj
Bur

mjλDpµq
pµ ´ ξjqpµ ´ ξaqma´1

ˇ̌
ˇ̌
ˇ
µ“ξa

.

Since
λDpµq

pµ ´ ξaqma

ˇ̌
ˇ̌
ˇ
µ“ξa

“ λ1
Dpµq

mapµ ´ ξaqma´1

ˇ̌
ˇ̌
ˇ
µ“ξa

,
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we do indeed find

´ Bξj
Bur “ ξa

qrpξa ´ qrqλ2
Dpqrq .

Lemma 7.3.6.

ηDpBui , Buj q “ p´1qk`1Bij
q2i λ

2
Dpqiq , (7.3.13)

Bui ‹ Buj “ δijBui . (7.3.14)

Proof. Using (7.3.5a) together with Lemma 7.3.4, we have

ηDpBui , Buj q “ p´1qk`1
dÿ

s“0

Res
µ“qs

BuipλDpµqqBuj pλDpµqq
µ2λ1

Dpµq dµ

“ p´1qk`1

qiqjλ2
Dpqiqλ2

Dpqjq
dÿ

s“0

Res
µ“qs

λ1
Dpµq

pµ ´ qiqpµ ´ qjqdµ.

Due to the form in (7.3.9), it is clear that the residues will yield zero unless i “ j. Letting i “ j

gives

p´1qk`1

q2i λ
2
Dpqiq

“λ2
Dpqiqhkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkikkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkj¨

˚̋
p´1ql`kpl ` 1 ´ kq śd`1

j“1pqi ´ ξjqmj´1
śd

j“0
j‰i

pqi ´ qjq

qk`1
i

˛
‹‚.

For the second part of the proposition, we consider cDpBui , Buj , Buk
q. It follows from Lemma 7.3.4

that the residues are zero unless i “ j “ k, for which we have

cDpBui , Bui , Buiq “ p´1qk`1
dÿ

s“0

Res
µ“qs

pBuiλDq3
µ2λ1

Dpµqdµ “ p´1qk`1

λ2
Dpqiq3q3i

dÿ

s“0

Res
µ“qs

µλ1
dpµq2

pµ ´ qiq3dµ. (7.3.15)

By Lemma 7.3.1 we find

cDpBui , Bui , Buiq “ p´1qk`1pl ` 1 ´ kq2
λ2
Dpqiq3q2k`4

i

dÿ

s“0

Res
µ“qs

śd`1
j“1pµ ´ ξjq2pmj´1q śd

j“0
j‰i

pµ ´ qjq2

pµ ´ qiq dµ

“ p´1qk`1pl ` 1 ´ kq2
λ2
Dpqiq3q2k`4

i

d`1ź

j“1

pqi ´ ξjq2pmj´1q
dź

j“0
j‰i

pqi ´ qjq2 “ p´1qk`1

q2i λ
2
Dpqiq ,
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where we have used Lemma 7.3.2 in the final equality. Hence,

cDpBui , Buj , Buk
q “ δijδjkp´1qk`1

q2i λ
2
Dpqiq , (7.3.16)

which implies the statement by the nondegeneracy of ηD and Proposition 7.2.2.

Before we set out to calculate the determinant of the Saito metric in ξ-coordinates, we prove some

Lemmas which will be useful when doing so.

Lemma 7.3.7.
dź

i“0

qi “ ´ k

pl ` 1 ´ kq
d`1ź

a“1

ξa. (7.3.17)

Proof. Differentiating (7.3.8) with respect to µ and setting equal to (7.3.9) gives

p´1ql`k

µk`1

˜
´k

d`1ź

a“1

pµ ´ ξaqma ` µ
B

Bµ

˜
d`1ź

a“1

pµ ´ ξaqma

¸¸

“ p´1ql`kpl ` 1 ´ kq
µk`1

d`1ź

i“1

pµ ´ ξiqmi´1
dź

j“0

pµ ´ qjq

ùñ ´ k
d`1ź

a“1

pµ ´ ξaq ` µ
B

Bµ

˜
d`1ź

a“1

pµ ´ ξaqma

¸
“ pl ` 1 ´ kq

dź

j“0

pµ ´ qjq.

Comparing constant terms gives

´k
d`1ź

a“1

p´ξaq “ pl ` 1 ´ kq
dź

j“0

p´qjq,

and rearranging gives the statement.

Lemma 7.3.8.
dź

i“0

pξa ´ qiq “ ξama

pl ` 1 ´ kq
d`1ź

i“1
i‰a

pξa ´ ξiq. (7.3.18)

Proof. From Lemma 7.3.1 we have that

dź

i“0

pξa ´ qiq “ p´1ql`kµk`1λ1
Dpµq

pl ` 1 ´ kq śd`1
i“1 pµ ´ ξiqmi´1

ˇ̌
ˇ̌
ˇ
µ“ξa

“ p´1ql`kξk`1
a

pl ` 1 ´ kq
maśd`1

i“1
i‰a

pµ ´ ξiqmi´1

λDpµq
pµ ´ ξiqma

ˇ̌
ˇ̌
ˇ
µ“ξa

.
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Inserting (7.3.8), evaluating and using the fact that

λDpµq
pµ ´ ξaqma

ˇ̌
ˇ̌
ˇ
µ“ξa

“ λ1
Dpµq

mapµ ´ ξaqma´1

ˇ̌
ˇ̌
ˇ
µ“ξa

,

gives the statement.

Lemma 7.3.9.

z :“
śd

i“0 λ
2
Dpqiqśd

i“0
iăj

pq2i ´ q2j q2 “ C ¨
ś

i“0,¨¨¨ ,d
j“1,¨¨¨ ,d`1

pqi ´ ξjqmj´1

śd`1
a“1 ξ

k`1
a

, (7.3.19)

where C “ pl`1´kqd`k`2p´1qpl`kqd` dpd`1q
2 `l`1

kk`1 .

Proof. From Lemma 7.3.2, we have

śd
i“0 λ

2
Dpqiqśd

i“0
iăj

pq2i ´ q2j q2 “
dź

i“0

´
p´1ql`kpl ` 1 ´ kq

¯ ś
i,jpqi ´ ξjqmj´1

śd
i“0 q

k`1
i

ś
i

ś
j

j‰i

pqi ´ qjq
ś
iăj

pq2i ´ q2j q2

“ p´1qpl`kqpd`1qpl ` 1 ´ kqd`1

ś
i,jpqi ´ ξjqmj´1

´
´ k

pl`1´kq
śd`1

a“1 ξa

¯k`1
¨ p´1q dpd`1q

2

“ pl ` 1 ´ kqd`k`2p´1qpl`kqd` dpd`1q
2

`pl`1q

kk`1

ś
i,jpqi ´ ξjqmj´1

śd`1
a“1 ξ

k`1
a

,

where the second equality is obtained using Lemma 7.3.7.

Recall that in the beginning of this section, we dropped “hats” on ai, and consequently ξi, where

these are related by âi “ aie
cωx0
l`1´k , with ξ̂i “ âi|D. We are now ready to state and prove the main

result of this section.

Theorem 7.3.10.

detpηDpξ̂qq “ κ ¨
d`1ź

a“1

ξ̂ma´pk`2q
a

ź

1ďaăbďd`1

pξ̂a ´ ξ̂bqma`mb , (7.3.20)

and

detpηDpξqq “ κ ¨ ecωx0pd`1q
d`1ź

a“1

ξ´pk`2q
a

ź

1ďaăbďd`1

pξa ´ ξbqma`mb , (7.3.21)

where κ “ p´1qk`1`řd
i“1 imi

pl`1´kql´kkk`1

śd
a“0m

ma`1
a .
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Proof. Using Lemma 7.3.6,

detpηDpξqq “ pdetpBqq´2detpηDpuqq

“ pdetpBqq´2 p´1qpk`1qpd`1q
śd

i“0 q
2
i

śd
i“0 λ

2
Dpqiq

,

where B is the pd ` 1q-dimensional Jacobian matrix
´ Bξa

Bub

¯
b“0,¨¨¨ ,d

a“1,¨¨¨ ,d`1

. From Lemma 7.3.5;

detpBq “
śd`1

a“1 ξaśd
r“0 qr

śd
r“0 λ

2
Dpqrq ¨ detpAq,

where A is the d`1ˆd`1 matrix with entries 1
qr´ξa

, for r “ 0, ¨ ¨ ¨ , d, and a “ 1, ¨ ¨ ¨ , d`1. detpAq
is given by the Cauchy determinant

p´1q dpd`1q
2

śd`1
i“1
iăj

pξi ´ ξjq śd
i“0
iăj

pqi ´ qjq
ś

i“0,¨¨¨ ,d
a“1,¨¨¨ ,d`1

pqi ´ ξaq .

Hence,

detpηDpξqq “ p´1qpk`1qpd`1q
ś

i,apqi ´ ξaq2ś
a ξ

2
a

ś
i

iăj

pξi ´ ξjq2 ¨ z

“ Cp´1qpd`1qpk`1q ś
i,apqi ´ ξaqma`1

ś
a ξ

k`3
a

ś
i

iăj

pξi ´ ξjq2

“ Cp´1qpd`1qpk`1q`pd`1qpd`l`1q śd`1
a“1m

ma`1
a

pl ` 1 ´ kqd`l`2kk`1

śd`1
a“1 ξ

ma´k´2
a

śd`1
a“1

śd`1
i“1

i‰a

pξa ´ ξiqma`1

ś
1ďaăbďd`1pξa ´ ξbq2

“ κ ¨
d`1ź

a“1

ξma´k´2
a

ź

1ďaăbďd`1

pξa ´ ξbqma`mb ,

where κ “ pl ` 1 ´ kqd`k`2
śd`1

a“1m
ma`1
a

kk`1pl ` 1 ´ kqd`l`2
p´1qγ , with

γ “ pd`1qpk`1`pd`1qpd`l`1q`dpd ` 1q
2

`pl`kqpd`1q`k`1`dpd ` 1q
2

`
dÿ

i“1

imiq “ k`1`
dÿ

i“1

imi.

Here z is as defined in Lemma 7.3.9, the third equality is obtained by using Lemma 7.3.8, and in

the final equality we have used the fact that

d`1ź

a“1

d`1ź

b“1
b‰a

pξa ´ ξbqma`1 “ p´1q
řd

i“1 imi´ dpd`1q
2

ź

1ďaăbďd`1

pξa ´ ξbqma`mb`2. (7.3.22)
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Thus, recalling that we removed “hats” over ξi in the very beginning of this section, gives the first

part of Theorem 7.3.10.

Now, since

ξ̂a “ ξae
cωx0
l`1´k ùñ Bξ̂a

Bξb “ δabe
cωx0
l`1´k , (7.3.23)

we have that the Jacobian of the coordinate transformation ξ̂ ÞÑ ξ is

J :“
´

Bξa ξ̂b
¯

“ e
cωx0pd`1q

l`1´k . (7.3.24)

This gives,

detpηDq “ κ e
2cωx0pd`1q

l`1´k

d`1ź

a“1

e
cωx0pd`1q

l`1´k
pma´pk`2qq ź

1ďaăbďd`1

e
cωx0pd`1q

l`1´k
pma`mbq

¨
d`1ź

a“1

ξma´pk`2q
a

ź

1ďaăbďd`1

pξa ´ ξbqma`mb .

Notice that

ÿ

1ďaăbďd`1

“
d`1ÿ

b“2

pm1 ` mbq `
d`1ÿ

b“3

pm2 ` mbq ` ¨ ¨ ¨ ` md ` md`1

“ dm1 `
d`1ÿ

b“2

mb ` pd ´ 1qm2 `
d`1ÿ

b“3

mb ` ¨ ¨ ¨ ` md ` md`1

“
ÿ

pd ´ aqma

d`1ÿ

b“a

mb “ d
d`1ÿ

a“1

ma “ dpl ` 1q,

and so

2pd`1q `
d`1ÿ

a“1

ma ´ pd`1qpk`2q
ÿ

1ďaăbďd`1

pma `mbq “ l`1´k´dk`dpl`1q “ pd`1qpl`1´kq,
(7.3.25)

which gives

e
cωx0
l`1´k

p2pd`1q`řd`1
a“1 ma´pd`1qpk`2q ř

1ďaăbďd`1pma`mbqq “ ecωx0pd`1q. (7.3.26)

The second part of the theorem is then obtained by the fact that
śd`1

a“1 ξ
ma
a “ 1.

Proof of Theorems 7.1.4 and 7.1.5 for R “ Al. From Theorem 7.3.10, we have

detpηDpξ̂qq “ κ ¨
d`1ź

a“1

ξ̂ma´pk`2q
a

ź

1ďaăbďd`1

pξ̂a ´ ξ̂bqma`mb . (7.3.27)
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We also know that

Bξa ξ̂b “ δabe
cωx0
l`1´k , (7.3.28)

and that, for i, j ‰ 0,

Bxj paiq “

$
’’&
’’%

´ai if i “ j, i ‰ l ` 1,

ai if i “ j ` 1, i ‰ 1,

0 otherwise .

(7.3.29)

This implies that in order to find the Jacobian between ξ̂- and x-coordinates, we must compute the

determinant of a pd ` 1q ˆ pd ` 1q matrix, M , with entries of the form

Mij “
$
&
%

cω
l ` 1 ´ k

ξ̂i if j “ 0,

αij ξ̂j otherwise,
(7.3.30)

where αij “ Bxj pξiq{ξi P Z. Thus,

detpMq “ cω
l ` 1 ´ k

d`1ź

i“1

ξ̂i ¨ detpP q, (7.3.31)

where P is some constant integral nondegenerate matrix‡. Let detpP q “ β P Z, then

detpηDq “ detpηDqpξ̂q ¨ β2c2ω
pl ` 1 ´ kq2

d`1ź

i“1

ξ̂2i “ κ̃ ¨
d`1ź

a“1

ξ̂

“ ´khkkkkkkkkkikkkkkkkkkj
ma ´ k ´ 2 ` 2q
a

ź

1ďaăbďd`1

pξ̂a ´ ξ̂bqma`mb ,

(7.3.32)

where κ̃ “ κ ¨ β2c2ωpl`1´kq2 . Letting ξ̂ “ ξ̂pξq, we get

detpηDq “ κ̃ ¨ ecωx0pd`1q
d`1ź

a“1

ξ´k
a

ź

1ďaăbďd`1

pξa ´ ξbqma`mb , (7.3.33)

where we have used that
ř

1ďaăbďd`1pma ` mbq “ dpl ` 1q, and śd`1
a“1 ξ

ma
a “ 1, as in the proof of

Theorem 7.3.10. Hence, Theorem 7.1.4 holds for R “ Al.

Furthermore, notice that the second set of products in (7.3.33) is exactly the non-affine A-type

result of [1], Theorem 7.1.2. Therefore, the first part of Theorem 7.1.5 holds automatically from

Theorems 7.3.10 and 7.1.3. The second part of Theorem 7.1.5 holds as well as the superpotential,

(7.3.8), has a single pole for finite µ located at 0, of order k.

Example 25 (Ak“1
3 ). Let R “ A3 with k “ 1. The associated superpotential is given by (7.3.6):

λk“1
A3

“ w0pµ ´ e´x1qpµ ´ ex1´x2qpµ ´ ex2´x3qpµ ´ ex3q
µ

, (7.3.34)

‡The nondegeneracy of P can be seen from (7.3.29) and keeping in mind the restrictions of ai to D.
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with w0 “ ecx0 . Let us consider the discriminant stratum obtained by letting x3 ÞÑ ´x1, that is,

a3 ÞÑ a1 in the notation of (7.3.6). Thus,

λD “ ecx0pµ ´ e´x1q2pµ ´ ex1´x2qpµ ´ ex1`x2q
µ

. (7.3.35)

Using (7.3.5a), and taking the determinant we obtain:

detpηDpxqq “ ´128

81
c2pe2x2 ´ 1q2pe2x1`x2 ´ 1q3pe2x1´x2 ´ 1q3e3cx0´5x1´2x2 . (7.3.36)

The discriminant strata corresponds to mi “ 1 ` δi1, and d ” dimpDq ´ 1 “ 2. Hence, from

Theorem 7.3.10 and the proof of Theorem 7.1.4, we have

detpηDq “ κ̃ ¨ e3cx0pξ1ξ2ξ3q´1pξ1 ´ ξ2q3pξ1 ´ ξ3q3pξ2 ´ ξ3q2, (7.3.37)

with

κ̃ “ β2c2

pl ` 1 ´ kq2 ¨ p´1qk`1`řd`1
i“1 imi

pl ` 1 ´ kql´k

śd
a“1m

ma`1
a

kk`1
“ β2c2

32
¨ p´1q1`1`2`2`3

p3 ` 1 ´ 1q3´1

23 ¨ 12 ¨ 12
12

“ ´β2c2
23

34
.

Recall that β is the determinant of the constant matrix P “ pαijq ” Bxj pξiq{ξi from the proof of

Theorem 7.1.4, which in this case is of the form

P “

¨
˚̊
˝
1 ´1 0

1 1 ´1

1 1 1

˛
‹‹‚ ùñ detpP q ” β “ 4, (7.3.38)

giving κ̃ “ ´c2 2
7

34
. Writing (7.3.37) in terms of txiui“0,1,2 then gives

detpηDq “ ´c2
27

34
e3cx0 ¨ e´x1pe´x1 ´ ex1´x2q3pe´x1 ´ ex1`x2q3pex1´x2 ´ ex1`x2q2

“ ´c2
27

34
e3cx0´5x1´2x2pe2x2 ´ 1q2pe2x1´x2 ´ 1q3pe2x1`x2 ´ 1q3,

which precisely matches (7.3.36).

R P tBl, Cl, Dlu

In this section, we prove Theorem 7.1.4 for the remaining classical Dynkin types; Bl, Cl, Dl, G2,

including non-canonical marking.
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Superpotentials

As for R “ Al, we want to write the LG-superpotentials for R “ Bl, Cl, Dl in terms of linear

coordinates x, or in other words in flat coordinates for the second metric, g, using (7.3.1). Doing

so the superpotentials take the form

λpµq “ p´1qk`1w0

µkpµ ` 1qk1pµ ´ 1qk2
lź

j“1

pµ ´ ajqpµ ´ a´1
j q, (7.3.39)

where w0 “ ecωx0 , pk, k1, k2q “ pl ´ 1, 2, 0q, pl, 0, 0q, pl ´ 2, 2, 2q, for Bl, Cl, Dl, respectively. Again,

we can see that this form is correct simply by factorising rλ0sP (and checking the pole orders and

positions).

Furthermore,

ai “

$
’’’’’&
’’’’’%

ex1 , i “ 1

exi´xi´1 , i “ 2, ¨ ¨ ¨ , zk ` 1, ¨ ¨ ¨ , l
e2xl´xl´1 , R “ B, i “ l

exl`xl´1´xl´2 , R “ D, i “ l ´ 1.

In [44], we have that BCD superpotentials (including non-canonical) are given by,

λpP q “ a0
pP 2 ´ 1qmP 2n

lź

j“1

pP 2 ´ p2j q. (7.3.40)

The equivalence between (7.3.40) and (7.3.39) is given by µ “ e2iϕ with P “ cosϕ. Consequently,

p2j “ aj`a´1
j `2

4 , l “ k ` m ` n, k1 “ 2n, k2 “ 2m, and a0 “ p´1qm4kã0, with ã0 ” p´1qk`1w0:

λpP q “ p´1qma0

psin2pϕqqmpcospϕqq2n
lź

j“1

`
cos2pϕq ´ p2j

˘

“ 22pn`mqp´1qma0

e´pm`nq2iϕpe2iϕ ` 1q2npe2iϕ ´ 1q2m
lź

j“1

p4e2iϕq´1pe2iϕ ´ ajqpe2iϕ ´ a´1
j q

“ p´1qm22pn`m´lqa0
e2iϕpl´n´mqpe2iϕ ` 1q2npe2iϕ ´ 1q2m

lź

j“1

pe2iϕ ´ ajqpe2iϕ ´ a´1
j q.

Discriminant Strata

Again, the discriminant is given by the set

Σ “ tλ|λpqq “ 0 for some critical point qu.
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From (7.3.39) it is easy to see that the zeros of λpµq are given by µ “ aϵi for some a P t1, ¨ ¨ ¨ , lu
with ϵ P t1,´1u. Furthermore,

λ1pP q
ˇ̌
ˇ̌
ˇ
P 2Ñp2a

“ a0

“0hkkkkkkkkkkkkkkkkkkkkkkkkkkkikkkkkkkkkkkkkkkkkkkkkkkkkkkj
d

dp

ˆ
1

pP 2 ´ 1qmP 2n

˙ lź

j“1

pP 2 ´ p2j q
ˇ̌
ˇ̌
ˇ
P 2Ñp2a

` a0
pP 2 ´ 1qmP 2n

lÿ

j“1

2P
lź

i“1
i‰j

pP 2 ´ p2j q
ˇ̌
ˇ̌
ˇ
P 2Ñp2a

.

For this to equal zero we must have that pa “ pi for at least one i P t1, ¨ ¨ ¨ , luztau, unless n “ 0,

in which case we can also have pa “ 0.

Therefore, similarly to the A-case, we get that a discriminant strataD is determined by the following

equations;

p1 “ ¨ ¨ ¨ “ pm0 “ 0

ϵ1pm0`1 “ ¨ ¨ ¨ “ ϵm1pm0`m1 “ ξ1

ϵm1`1pm0`m1`1 “ ¨ ¨ ¨ “ ϵm1`m2pm0`m1`m2 “ ξ2

...

ϵřd´1
j“1 mj`1p

řd´1
j“0 mj`1 “ ¨ ¨ ¨ “ ϵřd

j“1 mj
přd

j“0 mj
“ ξd,

where ϵi P t˘1u, for all i, m0 P NY t0u, with m0 “ 0 whenever n ‰ 0, mj P N for all j P t1, ¨ ¨ ¨ , du,
and

řd
j“1mj “ l´m0. Note that the dimension of D is d`1. In fact, we will use tξiui“1,¨¨¨ ,d Y ta0u

as a basis for D. For simplicity we shall omit writing ϵi.

Hence,

λDpP q “ a0

pP 2 ´ 1qmP 2pn´m0q
dź

i“1

pP 2 ´ ξ2i qmi , (7.3.41)

is the restriction of λpP q to the stratum D.

Lemma 7.3.11.

λ1
DpP q “ 2ka0

pP 2 ´ 1qm`1P 2pn´m0q`1

dź

i“1

pP 2 ´ ξ2i qmi´1
dź

i“0

pP 2 ´ q2i q, (7.3.42)

where qi P C.
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Proof.

λ1
DpP q “ a0

pP 2 ´ 1qm`1P 2pn´m0q`1

dź

i“1

pP 2 ´ ξ2i qmi´1

¨

¨
˚̊
˝p´2mP 2 ´ 2pn ´ m0qpP 2 ´ 1qq

dź

i“1

pP 2 ´ ξ2i q ` 2P 2pP 2 ´ 1q
dÿ

j“1

mj

dź

i“1
i‰j

pP 2 ´ ξ2i q

˛
‹‹‚

loooooooooooooooooooooooooooooooooooooooooooooooooooooooomoooooooooooooooooooooooooooooooooooooooooooooooooooooooon
GpP q

.

Notice that GpP q is an even polynomial in P of degree 2pd`1q, with rP 2pd`1qs “ 2p´m´n`m0 `
řd

j“1mjq “ 2p´m ´ n ` m0 ` l ´ m0q “ 2k.

λ1
DpP q “ 2ka0

pP 2 ´ 1qm`1P 2pn´m0q`1

dź

i“1

pP 2 ´ ξ2i qmi´1
dź

i“0

pP 2 ´ q2i q,

where qi, i “ 0, ¨ ¨ ¨ , d are the critical points of λD.

Lemma 7.3.12.

λ2
Dpqrq “ 4ka0

q
2pn´m0q
r pq2r ´ 1qm`1

dź

i“1

pq2r ´ ξ2i qmi´1
dź

i“0
i‰r

pq2r ´ q2i q. (7.3.43)

Proof. Using Lemma 7.3.11, we have

λ2
Dpqrq “ B

BP
`
λ1
DpP q˘

ˇ̌
ˇ̌
ˇ
PÑqr

“ 2ka0
B

BP

˜ śd
i“1pP 2 ´ ξ2i qmi´1

pP 2 ´ 1qm`1P 2pn´m0q`1

¸
“ 0hkkkkkkkkkkikkkkkkkkkkj

dź

i“0

pP 2 ´ q2i q
ˇ̌
ˇ̌
ˇ
PÑqr

` 2ka0
śd

i“1pP 2 ´ ξ2i qmi´1

pP 2 ´ 1qm`1P 2pn´m0q`1

dÿ

j“0

2P
dź

i“0
i‰j

pP 2 ´ q2i q
ˇ̌
ˇ̌
ˇ
PÑqr

“ 4ka0
śd

i“1pP 2 ´ ξ2i qmi´1

pP 2 ´ 1qm`1P 2pn´m0q
dź

i“0
i‰r

pP 2 ´ q2i q
ˇ̌
ˇ̌
ˇ
PÑqr

,

hence, evaluation gives the lemma.

As usual, we have the following

Lemma 7.3.13.

BuiλDpP q
ˇ̌
ˇ̌
ˇ
P“qj

“ δij . (7.3.44)
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The proof of this Lemma is identical to the proof of Lemma 4.2 in [1].

Furthermore,

Proposition 7.3.14.

BurλDpP q “ 2P pP 2 ´ 1q
pq2r ´ 1qpP 2 ´ q2r q

λ1
DpP q

λ2
Dpqrq . (7.3.45)

Proof. Differentiating (7.3.41), we find

BurpλDpP qq “ a0
śd

i“1pP 2 ´ ξ2i qmi´1

P 2pn´m0qpP 2 ´ 1qm

¨
˚̊
˝

Burpa0q
a0

dź

i“1

pP 2 ´ ξ2i q `
dÿ

j“1

mjp´2ξjBurpξjqq
dź

i“1
i‰j

pP 2 ´ ξ2i q

˛
‹‹‚

“ a0
śd

i“1pP 2 ´ ξ2i qmi´1

P 2pn´m0qpP 2 ´ 1qm F pP ; rq.

Note that F pP ; rq is an even polynomial in P of degree 2d, and thus is fully determined by its

values on the critical points of λD, tqiu, through the Lagrange interpolation formula§.

From Lemma 7.3.13, we have that

F pqi; rq “ δriq
2pn´m0q
i pq2i ´ 1qm

a0
śd

j“1pq2i ´ ξ2j qmj´1
.

Then, F pP ; rq “ FrpP ; rq, with

FspP ; rq “ F pqs; rq
dź

i“0
i‰s

P 2 ´ q2i
q2r ´ q2i

.

Hence,

BurpλDpP qq “
śd

i“1pP 2 ´ ξ2i qmi´1

P 2pn´m0qpP 2 ´ 1qm
q
2pn´m0q
r pq2r ´ 1qm

śd
j“1pq2r ´ ξ2j qmj´1

dź

i“0
i‰r

P 2 ´ q2i
q2r ´ q2i

. (7.3.46)

Furthermore, using Lemmas 7.3.11 and 7.3.12,

2P

pP 2 ´ q2r q
λ1
DpP q

λ2
Dpqrq “ 2P

pP 2 ´ q2r q
2ka0

śd
i“1pP 2 ´ ξ2i qmi´1

pP 2 ´ 1qm`1P 2pn´m0q`1

dź

i“0
i‰r

pP 2 ´ q2i q

¨ q
2pn´m0q
r pq2r ´ 1qm`1

4ka0
śd

i“1pq2r ´ ξ2i qmi´1

¨
˚̋ dź

i“0
i‰r

pq2r ´ q2i q

˛
‹‚

´1

.

§Since |tqiu| “ d ` 1.
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Simplification of the above expression gives precisely (7.3.46).

Now, let us use the results obtained thus far to describe the change of coordinates between the

ξ-frame and canonical coordinates.

Proposition 7.3.15. Let ξ0 ” a0. Then,

Burpξaq “

$
’’’’&
’’’’%

2ξa
pq2r ´ ξ2aq

pξ2a ´ 1q
pq2r ´ 1qλ2

Dpqrq , a ‰ 0,

a0

˜
δr0

λDpq0q ` 4

pq2r ´ 1qλ2
Dpqrq

˜
dÿ

j“1

mjξ
2
j pξ2a ´ 1q

pq20 ´ ξ2j qpq2r ´ ξ2j q

¸¸
, a “ 0.

(7.3.47)

Proof. • a ‰ 0:

BurpλDpϕqq “ λDpP qBurpa0q
a0

´ 2
dÿ

j“1

mjξjBurpξjq λDpP q
pP 2 ´ ξ2j q .

Setting the above expression equal to (7.3.45), dividing both sides by pP 2 ´ ξ2aqma´1 and

letting P Ñ ξa gives:

“ 0hkkkkkkkkkkkkkkkkkkikkkkkkkkkkkkkkkkkkj
λDpP q

pP 2 ´ ξ2aqma´1

Burpa0q
a0

ˇ̌
ˇ̌
ˇ
PÑξa

´ 2
dÿ

j“1

mjξjBurpξjq λDpP q
pP 2 ´ ξ2j qpP 2 ´ ξ2aqma´1

ˇ̌
ˇ̌
ˇ
PÑξa

“ 2P pP 2 ´ 1q
pP 2 ´ q2r qpq2r ´ 1qλ2

Dpqrq
λ1
DpP q

pP 2 ´ ξ2aqma´1

ˇ̌
ˇ̌
ˇ
PÑξa

,

and since
λDpP q

pP 2 ´ ξ2aqma

ˇ̌
ˇ̌
ˇ
PÑξa

“ λ1
DpP q

pP 2 ´ ξ2aqma´1

ˇ̌
ˇ̌
ˇ
PÑξa

¨ 1

2maξa
,

we find

Burpξaq “ ´ 2ξa
pξ2a ´ q2r q

pξ2a ´ 1q
pq2r ´ 1qλ2

Dpqrq .

• a “ 0:

Similarly,

BurpλDpϕqq
λDpP q “ Burpa0q

a0
´ 2

dÿ

j“1

mjξjBurpξjq
P 2 ´ ξ2j

“ Burpa0q
a0

´ 2
dÿ

j“1

mjξj
pP 2 ´ ξ2j q

2ξjpξ2j ´ 1q
pξ2j ´ q2r q

1

pq2r ´ 1qλ2
Dpqrq ,
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where we have used the already proven expression for a ‰ 0.

Letting P Ñ q0, and using Lemma 7.3.13 gives

δr0
u0

“ Burpa0q
a0

` 4

pq2r ´ 1qλ2
Dpqrq

dÿ

j“1

mjξ
2
j pξ2j ´ 1q

pq20 ´ ξ2j qpq2r ´ ξ2j q , (7.3.48)

and by rearranging we obtain the statement.

Let us now find the Saito metric in tuiu-coordinates, as well as showing that these are indeed

orthonormal in the tangent space, i.e. they act as canonical coordinates.

Lemma 7.3.16.

ηDpBui , Buj q “ p´1qkδij
λ2
Dpqiq

2

pq2i ´ 1q , (7.3.49)

Bui ¨ Buj “ δijBuj . (7.3.50)

Proof. The restriction of the η-metric to the stratum D is defined as

ηDpBui , Buj q :“ p´1qk
dÿ

s“0

Res
p“qs

BuipλDpP qqBuj pλDpP qq
pP 2 ´ 1qλ1

DpP q dP. (7.3.51)

By Lemma 7.3.14, this becomes

4p´1qk
pq2i ´ 1qpq2j ´ 1qλ2

Dpqiqλ2
Dpqjq

dÿ

s“0

Res
P“qs

P 2pP 2 ´ 1q2λ1
DpP q

pP 2 ´ q2i qpP 2 ´ q2j qpP 2 ´ 1qdP.

From Lemma 7.3.11, it is clear that the residues will be zero unless i “ j, in which case we find

4p´1qkqi
λ2
Dpqiq2

2ka0

pq2i ´ 1qm`2q
2pn´m0q`1
i

dź

j“1

pq2i ´ ξ2j qmj´1
dź

j“0
j‰i

pq2i ´ q2j q “ p´1qk
λ2
Dpqiq

2

pq2i ´ 1q .

In order to prove (7.3.50) we consider the c-tensor, (7.3.5b) (in P ), in canonical coordinates. Again,

by Lemma 7.3.14, we have that the residues vanish unless i “ j “ k. Thus, the non-zero elements

are given by

cDpBui , Bui , Buiq “ p´1qk
dÿ

s“0

Res
P“qs

pBuiλDq3
λ1
DpP qpP 2 ´ 1qdP “ p´1qk

λ2
Dpqiq3

dÿ

s“0

Res
P“qs

8P 3λ1
DpP q2

pP 2 ´ q2i q3pP 2 ´ 1qdP.
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By Lemma 7.3.11, we find

cDpBui , Bui , Buiq “ 8p´1qk
pq2i ´ 1q3λ2

Dpqiq3
dÿ

s“0

Res
P“qs

P pP 2 ´ 1q3p2ka0q2
pP 2 ´ q2i qpP 2 ´ 1q2m`3P 4pn´m0q

¨
dź

j“1

pP 2 ´ ξ2i q2mi´2
dź

j“0
j‰i

pP 2 ´ q2j q2dP

“ 2p´1qk
λ2
Dpqiq3

1

pq2i ´ 1q
p4ka0q2

pq2i ´ 1q2m`2q
4pn´m0q
i

dź

j“1

pq2i ´ ξ2j q2mi´2
dź

j“0
j‰i

pq2i ´ q2j q2

“ p´1qk
λ2
Dpqiq

2

pq2i ´ 1q .

This (and comparing to (7.3.49)) implies the statement by the nondegeneracy of ηD and Proposition

7.2.2.

Now, before we try to calculate the determinant of ηD, we will obtain some lemmas which will

prove very useful in the subsequent manipulations.

Lemma 7.3.17.
dź

i“0

q2i “ pm0 ´ nq
k

dź

a“1

ξ2a. (7.3.52)

Proof.

λ1
DpP q “ a0

d

dP

ˆ
1

pP 2 ´ 1qmP 2pn´m0q

˙ dź

a“1

pP 2 ´ ξ2aqma

` a0

pP 2 ´ 1qmP 2pn´m0q
d

dP

˜
dź

a“1

pP 2 ´ ξ2aqma

¸

“ a0

pP 2 ´ 1qm`1P 2pn´m0q`1

dź

a“1

pP 2 ´ ξ2aqma´1pp´2mP 2 ´ 2pn ´ m0qpP 2 ´ 1qq
dź

a“1

pP 2 ´ ξ2aq`

`P pP 2 ´ 1q d

dP
p

dź

a“1

pP 2 ´ ξ2aqmaqq

“ 2ka0

pP 2 ´ 1qm`1P 2pn´m0q`1

dź

i“1

pP 2 ´ ξ2i qmi´1
dź

i“0

pP 2 ´ q2i q.

Simplifying and comparing the constant term gives:

dź

a“1

p´ξ2aqma´12pn ´ m0q
dź

a“1

p´ξ2aq “ 2k
dź

i“1

p´ξ2i qmi´1
dź

i“0

p´q2i q. (7.3.53)
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Lemma 7.3.18.
dź

i“0

pξ2a ´ q2i q “ ξ2amapξ2a ´ 1q
k

dź

i“1
i‰a

pξ2a ´ ξ2i q. (7.3.54)

Proof. From Lemma 7.3.11, we have

dź

i“0

pξ2a ´ q2i q “ pP 2 ´ 1qm`1P 2pn´m0q`1

2ka0

λ1
DpP q

śd
i“1pP 2 ´ ξ2i qmi´1

ˇ̌
ˇ̌
ˇ
PÑξa

“ pξ2a ´ 1qm`1ξ
2pn´m0q`1
a

2ka0

2ξamaλDpP q
pP 2 ´ ξ2aqma

śd
i“1
i‰a

pP 2 ´ ξ2i qmi´1

ˇ̌
ˇ̌
ˇ
PÑξa

,

where we have used L’Hospital’s rule in reverse to obtain the second equality. Inputting (7.3.41)

gives the lemma.

Lemma 7.3.19.
dź

i“0

pq2i ´ 1q “ m

k

dź

a“1

pξ2a ´ 1q. (7.3.55)

Proof. This proof starts the same way as the proof of Lemma 7.3.17, only now we let P Ñ 1 after

the differentiation, instead of 0. This gives

λ1
DpP qˇ̌

PÑ1
“ p´2mq

dź

a“1

p1 ´ ξ2aq “ 2pl ´ m ´ nq
dź

i“0

p1 ´ q2i q.

Lemma 7.3.20.

z :“
śd

i“0 λ
2
Dpqiqśd

i“0
iăj

pq2i ´ q2j q2 “ C ¨ad`1
0

dź

a“1

ξ2pma´1´n`m0q
a

dź

a“1

pξ2a´1qma´m´2
dź

a“1

dź

i“1
i‰a

pξ2a´ξ2i qma´1, (7.3.56)

where C “ 4d`1k2pd`1qp´1q dpd`1q
2

`pd`1ql´n´m0
śd

a“1m
ma´1
a

pn ´ m0qn´m0mm`1kk
.
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Proof. Using Lemmas 7.3.12, 7.3.17, 7.3.19 and 7.3.19;

z “
dź

r“0

¨
˚̋ 4ka0

q
2pn´m0q
r pq2r ´ 1qm`1

dź

i“1

pq2r ´ ξ2i qmi´1
dź

i“0
i‰r

pq2r ´ q2i q

˛
‹‚

¨
˚̊
˝

dź

i“0
iăj

pq2i ´ q2j q2
˛
‹‹‚

´1

“
śd

r“0 p4ka0q
´ pm0´nq śd

a“1 ξ
2
a

k

¯n´m0 ´
m

śd
a“1pξ2a´1q

k

¯m`1 p´1q dpd`1q
2

dź

r“0

dź

i“1

pq2r ´ ξ2i qmi´1

“ 4d`1p´1q dpd`1q2
2

`l´n`dpd`1q`d
řd

j“1 mjk2pd`1q

mm`1pn ´ m0qn´m0kk

dź

a“1

mma´1
a

¨ ad`1
0

dź

a“1

ξ2pma´1´n`m0q
a

dź

a“1

pξ2a ´ 1qma´m´2
dź

a“1

dź

i“1
i‰a

pξ2a ´ ξ2i qma´1.

Note that if m “ 0 or m0 “ n “ 0, then the resulting expression for z is simply the above expression

multiplied by
´
m

śpξ2a´1q
k

¯m`1
, or

´ pm´n0q ś
ξ2a

k

¯n´m0

, respectively.

We are now ready to prove Theorem 7.1.4 for R “ Bl, Cl, Dl, i.e. to complete the proof of this

theorem for classical Dynkin types.

Theorem 7.3.21.

detpηpxqq “ ραad`1
0 ¨

dź

a“1

ξ2pma`m0´nq
a pξ2a ´ 1qma´m

ź

1ďaăbďd

pξ2a ´ ξ2b qma`mb , (7.3.57)

where ρ “ ad`1
0 p´1q´d2`pd`1qpl`kq´n´m0`ř

j jmj`1
śd

a“1m
ma`1
a

2d`3kk´1mmpn ´ m0qn´m0
, α “ c2 Bξ̂dBxd

, and if m “ 0 or

n “ m0 “ 0, one simply removes the corresponding singular factor.

Proof.

detpηpξqq “ pdetpBqq´2detpηpuqq, (7.3.58)

where B “ pBurpξaqq. Then, detpBq “ řd
r“0p´1qrBr0 detpJrq, where Jr is the pdˆdq matrix pBuiξaq,

with a “ 1, ¨ ¨ ¨ , d, and i “ 0, ¨ ¨ ¨ , r̂, ¨ ¨ ¨ , d. Hence, by Proposition 7.3.15, detpBq can be expressed

as
detpBq

a0
“ detpJ0q

λDpq0q `
dÿ

r“0

4p´1qr
λ2
Dpqrqpq2r ´ 1q

˜
dÿ

j“1

mjξ
2
j pξ2j ´ 1q

pq20 ´ ξ2j qpq2r ´ ξ2j q

¸
detpJrq,

where

detpJrq “ p´1qd2d śd
a“1 ξapξ2a ´ 1q

śd

i“0
i‰r

λ2
Dpqiqpq2i ´ 1q ¨ detpAq,
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and A is the d ˆ d matrix with entries
1

ξ2a ´ q2i
, where a “ 1, ¨ ¨ ¨ , d, i “ 0, ¨ ¨ ¨ , r̂, ¨ ¨ ¨ , d. The

determinant of A is the Cauchy determinant

p´1q dpd´1q
2

śd

s“1
săj

pξ2s ´ ξ2j q śd

s“0
săj, s,j‰r

pq2s ´ q2j q

śd

a“1,j“0
j‰r

pξ2a ´ q2j q .

Combining, we find

detpBq
a0

´ detpJ0q
λDpq0q “ p´1q

dpd ` 1q
2 2d`2

dź

a“1

ξapξ2a ´ 1q
ź

iăj

pξ2i ´ ξ2j q
dÿ

r“0

¨
p´1qr ś

săj
s‰r

pq2s ´ q2j q
śd

i“0pq2i ´ 1qλ2
Dpqiq śd

a“1

śd
i“0
i‰r

pξ2a ´ q2i q
dÿ

j“1

mjξjp2j´1q
pξ2j ´ q20qpξ2j ´ q2r q

“ p´1q
dpd ` 1q

2 2d`2
śd

a“1 ξapξ2a ´ 1q ś
iăjpξ2i ´ ξ2j q řd

j“1mjξjpξ2j ´ 1q
śd

i“0pq2i ´ 1qλ2
Dpqiq

¨
śd

j“0

ś
săjpq2s ´ q2j q

śd
a“1

śd
i“0pξ2a ´ q2i q

dÿ

r“0

śd
a“1pξ2a ´ q2r q

pξ2j ´ q20qpξ2j ´ q2r q ś
i‰rpq2r ´ q2i q .

Let z “ P 2, then

λpzq
zpz ´ 1qdλdz

“
śd

j“1pz ´ ξ2j q
k

śd
i“0pz ´ q2i q .

Hence,

dÿ

r“0

śd
a“1pq2r ´ ξ2aq

pq20 ´ ξ2j qpz ´ ξ2j q ś
i‰rpq2r ´ q2i q “ k

dÿ

r“0

pz ´ q2r qλpzq
pq20 ´ ξ2j qpz ´ ξ2j qzpz ´ 1qdλdz

ˇ̌
ˇ̌
ˇ
z“qr

“ k

˜
dÿ

r“1

Res
zÑqr

λpzq
pq20 ´ ξ2j qpz ´ ξ2j qzpz ´ 1qdλdz

dz`

` Res
zÑq0

λpzq
pz ´ ξ2j qpz ´ ξ2j qzpz ´ 1qdλdz

dz

¸

“ ´ k

˜
Res
zÑ8 ` Res

zÑξ2j

¸ ˜
λpzqdz

pz ´ ξ2j qzpz ´ 1qdλdz

˜
1

pq20 ´ ξ2j q ` 1

pz ´ ξ2j q

¸¸

“ ´ kRes
zÑξ2j

λpzq
pz ´ ξ2j q2zpz ´ 1q λ

dz

dz

“ ´ k

mjξ2j pξ2j ´ 1q .

139



Using this,

detpBq
a0

“ detpJ0q
λDpq0q `

p´1q dpd`1q
2 2d`2

śd
a“1 ξapξ2a ´ 1q ś

iăjpξ2i ´ ξ2j q ś
iăj
i‰r

pq2i ´ q2j q
ś

i‰rpq2i ´ 1qλ2
Dpqiq śd

a“1

ś
i‰rpξ2a ´ q2i q

Furthermore,

detpJ0q
λDpq0q “

p´1q dpd`1q
2

q2d`2k
śd

a“1 ξapξ2a ´ 1q śd
s“1
săj

pξ2s ´ ξ2j q śd
s“0
săj

pq2s ´ q2j q
śd

r“0 λ
2
Dpqrqpq2r ´ 1q śd

a“1
j“0

pξ2a ´ q2j q ,

which gives,

detpBq “ γ ¨

śd
a“1 ξapξ2a ´ 1qśd

s“1
săj

pξ2s ´ ξ2j qśd
s“0

săj

pq2s ´ q2j q
śd

r“0 λ
2
Dpqrqpq2r ´ 1q śd

a“1

śd
j“0pξ2a ´ q2j q ,

where

γ “ 2d`3p´1q dpd`1q
2 ka0.

Hence, by Lemma 7.3.20,

detpηpξqq “ pdetpBqq´2 p´1qkpd`1q2d`1

śd
i“0 λ

2
Dpqiqpq2i ´ 1q

“ γ´2p´1qkpd`1q2d`1 ¨
śd

a“1

śd
j“0pξ2a ´ q2j q2

śd
a“1pξapξ2a ´ 1qq2 śd

s“1
săj

pξ2s ´ ξ2j q2
śd

r“0 λ
2
Dpqrqpq2r ´ 1q

śd
s“0
săj

pq2s ´ q2j q2

“ γ´2p´1qkpd`1q2d`1 ¨
śd

r“0pq2r ´ 1q śd
a“1

śd
j“0pξ2a ´ q2j q2

śd
a“1pξapξ2a ´ 1qq2 śd

s“1
săj

pξ2s ´ ξ2j q2 ¨ z

“ ρ ¨
ś

a,jpξ2a ´ q2j q2 śd
a“1 ξ

2pmj´n`m0´1q
a pξ2a ´ 1qmj´m´2

ś śpξ2j ´ ξ2i qmj´1
śd

i“0pq2i ´ 1q
śd

a“1 ξ
2
apξ2a ´ 1q2 ś

iăjpξ2i ´ ξ2j q2

“ ρ ¨
śd

a“1 ξ
2pmj´2´n`m0q
a pξ2a ´ 1qmj´m´4

ś
a

ś
i‰apξ2a ´ ξ2b qma´1

ś
iăjpξ2i ´ ξ2j q2

¨
˜
ξ2apξ2a ´ 1qma

ś
i‰apξ2a ´ ξ2i q

k

¸2

¨
˜
m

k

dź

a“1

pξ2a ´ 1q
¸

“ ρ ¨
dź

a“1

ξ
2pmj´n`m0q
a pξ2a ´ 1qmj´m´1

ź

aăb

pξ2a ´ ξ2b qma`mb ,

where

ρ “ Cad´1
0 2d`1p´1qkpd`1q

γ2
m

ś
m2

a

k2d`1
p´1q´ dpd´1q

2
`řd´1

j“1 jmj`1

“ ad`1
0 2d´3p´1q´d2`pd`1qpl`kq´n´m0`ř

j jmj`1
śd

a“1m
ma`1
a

kk´1mmpn ´ m0qn´m0
.
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Here we have used Lemmas 7.3.17–7.3.19, and the analogous fact to (7.3.22).

Now, as p2j ´ aj ` a´1
j ` 2

4
, we have that ξj “ ˘pξ̂j ` ξ̂´1

j ` 2q 1
2

2
for j ‰ 0 and

Bξj
Bxi “

$
’’&
’’%

c a0 δi0 j “ 0,

˘1

4

1

pξ̂j ` ξ̂´1
j ` 2q 1

2

¨ ξ̂
2
j ´ 1

ξ̂2j
¨ Bξ̂j

Bxi otherwise .

Furthermore, from (7.3) we see that pBxi ξ̂jq is a lower triangular matrix with βj ξ̂j at the j
th diagonal

entry, where

βj “

$
’&
’%

Bξ̂d
Bxd j “ d,

ξ̂j otherwise .

Then, since

ξ2j ´ 1 “ ξ̂j ` ξ̂´1
j ` 2

4
´ 1 “ pξ̂j ´ 1q2

4ξ̂j
,

we get that
Bξj
Bxi “ βj

2ξj
pξjpξ2j ´ 1q 1

2 q.
Hence,

detpηpξ̂qq “ a20
22d

detpηpξqq ¨ αpξ2a ´ 1q,

with α “ Bξ̂dBxd
c2.

Proof of Theorems 7.1.4 and 7.1.5 for R “ Bl, Cl, Dl. From Theorem 7.3.21, we already have that

Theorem 7.1.4 holds. Furthermore, as for the A-case, we see the non-affine contribution arising as

a factor. In [1], the authors obtain (Theorem 4.14)

detpηDpξqq 9
dź

i“1

ξ
2pmi`m0q
i

ź

iďiăjďd

pξ2i ´ ξ2j qmi`mj . (7.3.59)

Thus, in order to complete the proof of Theorems 7.1.4 and 7.1.5 for classical Dynkin types, we

must explain the origin of the multiplicities of the additional factors. By comparing the result

to (7.3.41), we see indeed that they match precisely with the pole locations and orders of the

appropriate superpotential.

Remark. As this method works for meromorphic superpotentials (and not just holomorphic as in

[1]), it is possible to perform a similar derivation for other superpotentials found in literature. For

example, it should be straight-forward to prove an analogous result for the generalised extensions

introduced in [96,124].
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7.4 Exceptional Dynkin types

Discriminant strata for implicit superpotentials

Let the spectral curve associated to R be given by

CR : Ppµ,λ;xq “
Mÿ

i“0

biλ
i “ 0, (7.4.1)

where M ă 8 and bi are polynomials of µ, x. By setting λ “ 0, we see that the zeros of λ coincide

with the zeros of b0. Moreover, b0 may be factorised in x-coordinates as

b0 “ w0

śdimpρq
i“0 pµ ´ aiqśN

i“1pµ ´ 8iqni`1
, (7.4.2)

for some 3 ď N ď 8, and ai “ efi , with fi being integral linear polynomial functions of x. Thus,

the zeros of λ are given by taiu. By the implicit function theorem we have

Bµλ “ ´BµP
BλP , (7.4.3)

which means that the critical points of λ, i.e. the zeros of λ1pµq, are the zeros of BµP. Hence,

BµP
ˇ̌
λ“0

“ Bµb0
ˇ̌
µ“aj

“ w0śN
b“1pµ ´ 8bqni`1

ÿ

i

ź

i‰j

paj ´ aiq “ w0śN
b“1paj ´ 8bqnb`1

ź

i‰j

paj ´ aiq.
(7.4.4)

Thus, what we saw for the classical cases makes up a more general fact; the discriminant strata

are determined by the zeros of b0, and λD is still obtained by setting ai “ aj for some distinct pair

pi, jq.

Discriminant strata as duals to parabolic subalgebras

While we do have a B–model description for the exceptional cases, and the discriminant strata may

be determined similarly to the classical cases, the above method, and even its overall philosophy,

proves unfeasible for exceptional Dynkin types. The reasons for this are the following. Firstly,

in the polynomial defining the spectral curve, λ appears now of order greater that one∗. This

results in multiple branches and non-rational expressions for λ, which complicates attempting the

above method. More importantly, an expression for λ2
Dpqiq, which was the crux of the classical

calculations, will be highly complicated, and not likely to be useful. Therefore, we are forced to

∗When R “ G2 we still have a genus zero spectral curve and λ appearing of order one, so it could in theory
be possible to perform a similar calculation for this case. It is not obvious, however, how to do this since the step
consisting of using Lagrange interpolation is not automatically available due to the form of λD.
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find an alternate route to the result. Instead, we want to take advantage of the simple form that

the spectral curves take in w-coordinates. We want to write

detpηpξqq “
ˆ
det

ˆBw̃i

Bξj
˙˙2

detpηpw̃qq, (7.4.5)

where w̃ is the induced independent w-coordinates on the discriminant. It turns out that this is

actually computable, and it relies on the fact that discriminant strata are unions of hyperplanes

in the root space corresponding to Weyl walls [46]. Therefore, as these are determined by roots,

the dual, D˚, of a discriminant, D, may be realised by the removal of the associated node(s) in the

appropriate Dynkin diagram.

Recall that ai “ efipxq, meaning a discriminant strata is given by the relation fi “ fj for some

i ‰ j. In Example 24 we saw that the functions fi were determined by the weight system Γpρq (due
to the weight system being a union of Weyl orbits).

This means that

fi ´ fj “
$
&
%
0, if ai “ a´1

j

αk, otherwise,
(7.4.6)

for some αk P R, and that every αk P R may be written as a difference fi ´ fj .

Hence, setting ai “ aj for i ‰ j is equivalent to setting αk “ 0 for some k P t1, ¨ ¨ ¨ , lR}, which
again is equivalent to removing a node in the associated Dynkin diagram. In other words, we may

characterise a discriminant strata, D, by the (potentially disconnected) Dynkin diagram found by

removing the nodes corresponding to the relations determining D. While this is a general fact, it

is quite easy to confirm it in the exceptional cases explicitly, which are the ones we shall employ

this reasoning to. Let us do so for R “ G2.

Example 26 (G2). The root system for G2 is given by the vectors (in the α-basis):

˘tp1, 0q, p0, 1q, p3,´1q, p1,´1q, p3, 2q, p2,´1q, p0, 0qu. (7.4.7)

Furthermore, the functions fi appearing in the exponentials of the zeros of b0 for G2 are

˘tx1, x2 ´ x1, x2 ´ 2x1u. (7.4.8)

Setting pa, bq ” ax1 ` bx2, it is easy to see that every difference of a pair in (7.4.8) gives an element

in (7.4.7), and, conversely, that every element in (7.4.7) can be written as the difference of a pair

of expressions in (7.4.8).

Thus, we may characterise all the discriminant strata for any given R, by their dual root systems.

See Figure 7.1 for the case of R “ F4.
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A1 ˆ A2B3

F4

C3

C2B2
A2A1 ˆ A1

A1

Codimension 1

Codimension 2

Codimension 3

Figure 7.1: F4 discriminant strata. The purple, red, and teal lines represent removing α4, α2 or
α3, α1, respectively from the Dynkin diagram associated to F4 as shown in Figure 4.1.

More importantly, this gives us a way to compute natural curved coordinates w̃ on discriminant

strata. Since,

wi “ Trρi

´
ehpxq

¯
, (7.4.9)

where hpxq “ řl
i“1 xihi P Cartanpgq, with thiu being Chevalley generators for G, we get the

corresponding expression on D

wi “ Trρi

´
ehpxq

¯ ˇ̌
ˇ̌
ˇ
xPD

“
ÿ

j

nijTrR̃j
eh̃pxq, (7.4.10)

where h̃pxq P CartanpLiepGDqq with GD being a Lie subgroup of G, and nij P Zě0 the coefficients of

the decomposition

ρi “ ‘jnijR̃j , (7.4.11)

for R̃j P ReppGDq. Thus,
wi “

ÿ

ij

nijQ̃jpw̃q, (7.4.12)

where Q̃j is polynomial in w̃ which are the dimpDq independent natural coordinates on D given by

w̃i “ Trρ̃i

´
eh̃pxq

¯
. (7.4.13)

This makes it possible to find restricted w´coordinates w̃, and wpw̃q, which lets us employ the

method of turning around the contour to compute ηDpw̃q as in Chapter 5. Furthermore, the

Jacobian

ˆBw̃i

Bξj
˙

is already known since we now know wpw̃q, wpxq, and ξpxq. Let us see how this

works through an easy example.
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Example 27 (A1 Ă G2). One way of decomposing the fundamental weights of G2 into A1 gives

w1pw̃q “ 3 ` 2w̃1, w2pw̃q “ w̃2
1 ` 4w̃1 ` 2. (7.4.14)

Note that the dimension of ρ1 in A1 is 2, and so 3`2 ¨2 “ 7, and 22 `4 ¨2`2 “ 14, which is exactly

the dimension of ρ1 and ρ2 in G2, respectively. Such a dimension test may serve as a sanity check

in general. We call the corresponding discriminant strata D1. Letting w0 “ w̃0, (5.3.56) becomes

λD1pw̃q “ ´pµ ´ 1q2w̃0pµ2 ´ µw̃1 ` 1q2
µ2pµ ` 1q2 . (7.4.15)

Note that the positions and orders of the poles of λD1 and λ are unchanged. This will always be

the case, as the leading order coefficient of λ near any pole is independent of w1, ¨ ¨ ¨ , wlR for any

R. Furthermore, notice that µ ÞÑ 1
µ symmetry is maintained and that λD looks like two copies of

non–reduced A1 with the addition of the extra pole structure arising from G2.

Turning the contour around and evaluating the residues at the poles of λD1 , we find that

ηD1 “
¨
˝ ´1

5w̃2
1 ` 28w̃1 ` 32

w̃0
8w̃1 ` 20

8w̃1 ` 20 12w̃0

˛
‚ ùñ detpηD1pw̃qq “ ´4pw̃1 ´ 2q2. (7.4.16)

On the other hand, by writing fundamental characters of G2 in x-coordinates, (5.3.56) becomes

λpxq “ ´ecx0pµ ´ ex1qpµ ´ e´x1qpµ ´ ex2´x1qpµ ´ ex1´x2qpµ ´ e2x1´x2qpµ ´ ex2´2x1q
µ2pµ ` 1q2 . (7.4.17)

Furthermore, (7.4.15) in x-coordinates is given by

´ecx0pµ ´ 1q2pµ ´ ex1q2pµ ´ e´x1q
µ2pµ ` 1q2 . (7.4.18)

Thus, we see that we obtain (7.4.18) from (7.4.17) by letting

x2 ÞÑ x1, x2 ÞÑ 2x1, or x1 ÞÑ 0. (7.4.19)

This makes sense from the perspective of the root system. A natural choice of simple roots are (in

the α-basis) given by

tp1, 0q, p0, 1qu, (7.4.20)

and so we see that the discriminant stratum considered is characterised by removing the first node

in the Dynkin diagram. The remaining relations are given by

x2 ÞÑ 0, x2 ÞÑ 3x1, x2 ÞÑ 3x1
2

, (7.4.21)

and corresponds to removing the second Dynkin node. Finding detpηpxqq from (7.4.18) directly in

x gives

´4c2e2cx0´4x1pex1 ´ 1q4pe2x1 ´ 1q2. (7.4.22)
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Now,

w̃1pxq “ ex ` e´x, and w̃0 “ ecx0 . (7.4.23)

Thus, the Jacobian matrix becomes

J ”
ˆBw̃i

Bxj
˙

“
˜

cecx0 0

0 ex1´e´x1

¸
ùñ detpJq2 “ c2e2cx0´2x1pe2x1 ´ 1q2. (7.4.24)

Hence,

detpηDpxqq ” detpηDqpω̃qdetpJq2 “ ´4e´2x1pex1´1q4 ¨ c2e2cx0´2x1pe2x1 ´ 1q2, (7.4.25)

which is precisely (7.4.22).

Finally, Let ξ “ ex1 . Then, as ex1 ` e´x1 “ ξ2 ` 1

ξ
, (7.4.22) is given by

´4c2ξ0pξ2 ´ 1q2pξ ´ 1q4
ξ2

“ ´4c2ξ0pξ2 ´ 1q4pξ ´ 1q2
ξ2pξ ` 1q2 , (7.4.26)

meaning Theorem 7.1.4 holds for R “ G2 and D1.

Moreover, notice that the denominator in the final expression is now in the correct form for Theorem

7.1.5. The result of employing the method of [1] is shown in Table 7.2. Consequently, we find that

Theorem 7.1.5 also holds for R “ G2 and D1.

βD RD,β Rp0q
D,β hpRp0q

D,βq
2x1 B2 B2 4

x1 A1 ˆ A1 A1 2

Table 7.2: RD1,β for R “ G2.

Remark. Now we may sense the reason for the non-affine contributions appearing among the

linear form decomposition of the determinant, as these factors arise from the Jacobian,
´

Bw̃iBxj

¯
in

the subalgebra, which sees nothing of the affine extension or of the spectral curve itself.

While it is possible to find expressions for w in terms of characters associated to subalgebras for G2,

F4, E6 and E7, as in Example 27, R “ E8 proves a challenge. More specifically, when attempting

to consider the subalgebra associated to R “ E7 in the Lie algebra associated to R “ E8 (that is we

remove node α7 in Figure 3.1), it is possible to decompose the fundamental characters associated

to nodes 1, 2, 5, 6, 7, 8 (in the labelling of Figure 4.1) by using a combination of Mathematica and

SageMath. However, w3 and w4 seem unfeasible. It is therefore necessary to provide the following

workaround.
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1. Firstly, the Weyl character ring Zrχis can be shown to be isomorphic to the ring

Zrtχk^ρ7u5k“1, tχk^ρ1u2k“1,χ8s (where nodes 1, 7, 8 are the leaves of the Dynkin diagram as in Figure

3.1). This means that it is possible to decompose χj for all j into expressions only involving χ^kρi ,

for i P t1, 7, 8u, and consequently also χ3, and χ4. Indeed, the resulting relations are given by

χ3 “ χ^5ρ7 ´ χ^ρ7χ^3ρ7 ` 2χ^ρ7χ^2ρ7 ´ 2χ2
ρ7 ` χρ7 , (7.4.27a)

χ4 “ χ^4ρ7 ´ χρ7χ^2ρ7 ` χ^2ρ7 ` χ2
ρ7 ´ χρ7 . (7.4.27b)

Notice that these only involve characters of wedge sums of ρ7, which simplifies the process signifi-

cantly.

2. Now one can decompose the direct sums using the Künneth formula for exterior powers;

Theorem 7.4.1. Let R be a ring and let M , N be R-modules. Then, for k ě 0 there exists an

R-module isomorphism

^kpM ‘ Nq –
kà

i“0

´
^ipMq bR ^k´ipNq

¯
. (7.4.28)

As ρ7 can be decomposed into polynomials of fundamental characters in E7, using Mathematica,

we are simply left with wedge products of these on the subalgebra associated to R “ E7. Thus, the

remaining step is to decompose wedge products of fundamental representations in the subalgebra

in terms of fundamental representations of the subalgebra. This brings us to the next step, which

must be performed for most R, not just the two difficult nodes in E8. Nevertheless, we explain it

in the context of E7 ãÑ E8.

3. Decompose χ^kρi into polynomials in χρi for i “ 1, ¨ ¨ ¨ , 7 in E7. This may be done by taking a

“sampling” of sufficiently many points on the Cartan torus, giving a linear system of equations in

the coefficients of an ansatz polynomial. The sampling size is necessarily finite. As a sanity check,

one can then test if the result is correct by comparing the dimensions. For instance, if χρi on E8

decomposes into
ř7

j“1 αjχρj for α P Z (after performing the necessary wedge decomposition on

E7), we should have that dimρi “ ř7
j“1 αjdimpρjq. This is straight-forward to do in Mathematica.

By knowing wipw̃q, where w̃i is the ith fundamental character of the appropriate subalgebra, we

can find the determinant of the Saito metric as follows. Simply input wpw̃q into the spectral curve.

Then, we can perform residue calculations by LG–formulae after turning the contour around in the

usual way to compute detpηpw̃qq. Note that as the leading coefficient in the expansion of λ near

any pole only depends on w0 “ w̃0, the orders of the poles do not change. Then, the result is found

by taking the Jacobian (which is known to have the appropriate behaviour by [1]), and factorise

into appropriate ξ-coordinates as indicated by the factorisation of b0.
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Since Theorems 7.1.4–7.1.5 are shown to be true for R “ Al, Bl, Cl, Dl, G2 and the corresponding

results in [1] include all exceptional cases, it is tempting to conjecture a factorisation of an analogous

form for all R.

Conjecture 7.4.1.1. Let R be as in Figure 4.1. Then,

detpηDq 9wd`1
0

ź

HPAD

lkHH F , (7.4.29)

with

F “
|Singµpλpµqq|ź

j“1

l̃
k̃j
j , (7.4.30)

where lH , l̃j are linear forms in exponentiated linear coordinates, AD is the corresponding non-affine

hyperplane arrangement, kH , k̃j , d ` 1 P N, and Singµpλpµqq indicates the set of (finite) poles of λ.

Conjecture 7.4.1.2. Let H P AD, and let β P R be such that βD is a non-zero multiple of

the linear form plHq (after taking the logarithms of the exponentiated coordinates). Then, the

multiplicity of lH in Theorem 7.1.4, kH , is the Coxeter number of the root system R
p0q
D,β , as defined

in (7.1.2), d “ dimpDq ´ 1, and k̃j is such that λR „ Opµ´k̃j q, near 8j .

We aim to prove Conjectures 7.4.1.1–7.4.1.2 in the near future.

Remark. While the second method must be performed on a case-by-case basis, it is beneficial

when considering non-minimal representations as this usually results in a higher genus curve, and

higher orders of λ even if one can solve for λ in the minimal representation.

Remark. While much of the Frobenius structure remains intact under the projection, the resulting

submanifold is not in general a Frobenius manifold. In our context, in fact, none of them are as η

has generically non-zero curvature in all cases. This is consistent with the statements in [115], that

a natural submanifold of a Frobenius manifold is a Frobenius manifold if and only if it is a pure

caustic.

Remark. There are a couple of natural outstanding tasks in the context of this thesis. One is

to relate the critical locus of λ, and λD to the dimension of the associated Frobenius manifold, or

discriminant stratum D, respectively, as the critical values of a Landau-Ginzburg superpotential

correspond to canonical coordinates. Secondly, it would make sense to relate the discriminant strata

to mirrors of the affine Weyl group. We hope to accomplish both these tasks shortly.

Remark. When the submanifold is Frobenius, we know that it encodes certain contracted Gromov–

Witten invariants of the ambient manifold (see for example [116]). An interesting question is
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whether the submanifolds consisting of discriminant strata also can be related to enumerative

geometry.
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8

APPLICATION III:

DUBROVIN-ZHANG INTEGRABLE HIERARCHIES

In this section we focus predominantly on the bottom horizontal arrow in Figure 1.2. That is,

the principal hierarchy associated to a semisimple Frobenius manifold. We also mention briefly its

dispersive analogue (the right-most vertical arrow in Figure 1.2).

In the context of Frobenius manifolds, we are interested in systems of hydrodynamic type. That

is, systems defined by equations of the form

rit “ V i
j prqrjX , i “ 1, ¨ ¨ ¨ , N. (8.0.1)

If the system is diagonalisable, we can write (8.0.1) as

uit “ vipuquiX , (8.0.2)

and we call tuiu Riemann invariants, and tviu characteristic velocities (here we assume vi ‰ vj for

i ‰ j).

Further, the system is Tsarev integrable∗ if

Buk

˜
Bujv

i

vi ´ vj

¸
“ Buj

ˆ Buk
vi

vi ´ vk

˙
, (8.0.3)

for i, j, k pairwise distinct. If a system is (Tsarev) integrable, then the general solution of the

system depends on N functions of a single variable.

Theorem 8.0.1 (Sevennec). A (Tsarev) integrable system can be written as a system of conserva-

tion laws

rit “ BXf iprq. (8.0.4)

Conversely, if a system of conservation laws admits Riemann invariants, then its characteristic

velocities satisfy the integrability conditions (8.0.3).

∗Alternative terminology is semi-Hamiltonian or rich.
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8.1 The principal hierarchy of a Frobenius manifold

Here, we recall the general theory of principal hierarchies associated to semisimple Frobenius

manifolds as formulated by Dubrovin in [40].

The principal hierarchy is bihamiltonian as we have two compatible Hamiltonian structures (induced

by the two compatible metrics η and g). It is of hydrodynamic type and is diagonalisable with the

canonical coordinates as Riemann invariants. Now, however, instead of a finite system, we have an

infinite quasilinear system of partial differental equations. We call m the level of the hierarchy and

we have a system as (8.0.1) for every level, with N “ n, the dimension of the Frobenius manifold.

Hamiltonian structure

Recall from Chapter 2 that we have a deformed connection r∇ on any (semisimple) Frobenius

manifold, whose flatness implied a system of differential equations solved by (the gradients of)

its flat sections. A basis of flat sections for ∇̃,
ř

αW
α
β Bα, can be taken to have the form W β

α “
ř

ν η
ανBβhνpu, zqzVzR for some constant matrix R (determined by the monodromy data of the

Frobenius manifold; see [42, Lecture 2]) and hpu, zq P ΓpOMqrrzss.
We now build an integrable hierarchy on the formal loop space of M, LM :“ tu : S1 Ñ Mu, where
an element u P LM is an n-tuple u “ pu1, . . . , unq with ui P CrrX,X´1ss a formal Laurent series in

a periodic coordinate X P S1.

The Taylor coefficients hα,mpuq :“ rzm`1shα define Hamiltonian densities for which the correspon-

ding local Hamiltonians

Hα,mrus :“
ż

S1

hα,mppupXqqdX, (8.1.1)

are in involution

tHα,m, Hβ,nurλs “ 0, (8.1.2)

with respect to any element (that is for any λ) of the pencil of (hydrodynamic) Poisson brackets:

tuαpXq, uβpY qurλs “ pγαβ ` ληαβqδ1pX ´ Y q `
ÿ

δ

Γαβ
δ puqBXuδ δpX ´ Y q, (8.1.3)

where Γαβ
δ denotes the Christoffel symbol of the Levi-Civita connection of γ˚ in the flat coordinate

chart t for η˚. The corresponding involutive Hamiltonian flows

BTα,mu
β :“ tuβ , Hα,murλs “

ÿ

δϵ

„
pγβδ ` ληβδqB2

uδuϵhα,mpuquϵX ` Γβδ
ϵ Buδhα,mpuqBXuϵ

ȷ
, (8.1.4)

for α “ 1, . . . , n and m “ 0, . . . ,8 define an integrable hierarchy of quasilinear PDEs on LM,

called the principal hierarchy of M; the dependent variables uα “ uαpX,T q are called the normal

152



coordinates of the hierarchy. This hierarchy moreover satisfies the τ -symmetry condition

BTµ,mhν,nppupX,T qq “ BTν,nhµ,mpupX,T qq “ B3 log τpX,T q
BXBTµ,mBTν,n

, (8.1.5)

for some function τpX; pTµ,mqµ,mq. In particular, uαpX,T q “ B2
X,Tα,0

log τ “ B2
X,Tα,0

F . In general,

however, this system is very difficult to solve. The process of finding solutions simplifies significantly

if starting from a B–model, as we will see in the next section.

Example 28 (KdV). The KdV hierarchy is determined by the following relations

uti “

$
’’’’’’’&
’’’’’’’%

ux i “ 0,

uux i “ 1,

u2

2!
ux i “ 2,

...

(8.1.6)

Remark. There is a general construction by Dubrovin and Zhang to promote the principal hier-

archy to have dispersion. This is a deformation of the principal hierarchy, introducing a small

dispersion parameter ϵ, and in the dispersionless limit ϵ ÞÑ 0 one recovers the principal hierarchy.

Example 29 (KdV). The KdV hierarchy with dispersion is determined by the following relations

uti “

$
’’’’’’’’’&
’’’’’’’’’%

ux i “ 0,

uux ` ϵ2

12
uxxx i “ 1,

u2

2!
ux ` ϵ2

12
puuxxx ` 2uxuxxq ` ϵ4

240
up5q i “ 2,

...

(8.1.7)

with utk P Crϵ, u, ux, uxx, ¨ ¨ ¨ , up2k`1qs, for general k. It is easy to see that as ϵ ÞÑ 0, we recover

Example 28.

We shall not go further into this construction here as it is past the scope of this thesis. If interested,

see [47] for more details.

8.2 Principal hierarchy from the B–model

A notable consequence of the determination of the prepotential and the superpotential of a Frobeni-

us manifold is a straight-forward route to describe its principal hierarchy, i.e. having such a mirror
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theorem helps us solve the problem of finding flat sections of the deformed connection and gives us

a presentation of the principal hierarchy in normal form.

An immediate adaptation of [41, Proposition 6.3] gives the following

Proposition 8.2.1. With conventions as in Section 5.4, let rhi,αpτ, zq, rh ext
j pτ, zq, rh res

k pτ, zq be the

flat coordinates for the deformed connection (2.3.10) on M DZ
R ˆ C‹ normalised such that rhi,α “

τi,α ` Opzq, rh ext
j “ τ ext

j ` Opzq, rh res
k “ τ res

k ` Opzq. Then,

rhi,αpτ, zq “ ´ni ` 1

α
Res8i

καi 1F1

`
1, 1 ` α

ni ` 1
; zλpµq˘dµ

µ
, (8.2.1)

rh ext
j pτ, zq “ p.v.

ż 8j

80

ezλ
dµ

µ
, (8.2.2)

rh res
k pτ, zq “ Res8i

ezλ ´ 1

z

dµ

µ
, (8.2.3)

where 1F1pa, b;xq “ ř8
n“0

paqnxn

pbqnn! is Kummer’s confluent hypergeometric function, and paqn :“ Γpa`
nq{Γpaq.

Theorem 5.2.5 also provides a dispersionless Lax–Sato description of (8.1.4) and (8.2.1)–(8.2.3) as

a specific reduction of the universal genus-gω Whitham hierarchy with ℓpnωq punctures [40,88]. Let
rCw be the universal covering of Cω,k̄

w zt8iui, the fibre at w of the Landau–Ginzburg family of 5.2.5,

viewed as an analytic variety. Following [41], we consider second and third kind differentials Ωi,α,

Ω ext
j , Ω res

k defined on rCw such that

Ωi,α;m “ ´ 1

ni ` 1

„ˆ
α

ni ` 1

˙

m`1

ȷ´1

dλα{pni`1q`m ` regular,

Ω ext
j;m “

#
´dψmpλq

nj`1 ` regular near 8i,
dψmpλq
n0`1 ` regular near 80,

Ω res
i;m “ ´d

ˆ
λm`1

pm ` 1q!
˙

` regular, (8.2.4)

where ψmpλq :“ λm{m!plog λ ´ Hmq, and Hm is the m th harmonic number. Then, (8.1.4) and

(8.2.1)–(8.2.3) are equivalent to the dispersionless Lax system

BTpi,αq;mλ “ tλ, qi,α;mu LS, BT ext
i;m

λ “ tλ, q ext
j;m u LS, BT res

i;m
λ “ tλ, q res

i;mu LS, (8.2.5)

where

qi,α;mpµq :“
ż µ

Ωi,α;m, q ext
j;m pµq :“

ż µ

Ω ext
j;m , q res

j;mpµq :“
ż µ

Ω res
j;m, (8.2.6)

and

tfpµ,Xq, gpµ,Xqu LS :“ µ pBµfBXg ´ BXfBµgq . (8.2.7)

Having a closed-form superpotential for M DZ
R from Theorem 5.2.5 in particular provides explicit

expressions for the Lax–Sato and Hamiltonian densities.
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8.3 The type-R extended Toda hierarchy

We call the bihamiltonian integrable hierarchy defined by (8.1.4) and (8.2.1)–(8.2.3) in the case

of a DZ-Frobenius manifold of Dynkin type R the dispersionless extended R-type Toda hierarchy.

For R “ An, this coincides with the dispersionless limit of the bi-graded Toda hierarchy of [25].

The adjective “extended” refers to the Hamiltonian flows generated by H ext
j rus, which are higher

order versions of the space translation. We refer to the Hamiltonian flows generated by Hi,αrus and
H res

k rus as the stationary flows of the hierarchy.

Example 30 (R “ G2). Let us consider for example R “ G2. We construct explicitly the whole

tower of Hamiltonian densities for the stationary flows of the type-G2 dispersionless Toda hierarchy.

In principle, these can be computed (up to a triangular linear transformation in the flow variables

Tα,m) by imposing the recursion relation, coming from the first line of (2.3.10),

B2
tαtβ

hγ,m “
ÿ

δ

cδαβBtδhγ,m´1, (8.3.1)

with γ “ 1, 2, 3, m ě 0, hγ,0 “ ř
δ ηγ,δtδ, and cγαβ are the structure constants of the quantum

product determined by the prepotential (5.4.80). While the recursion (8.3.1) is ostensibly very

hard to solve directly, the combination of Theorem 5.2.5 and Proposition 8.2.1 allows to give closed

forms for the stationary Hamiltonians Hγ,m, γ “ 1, 3, parametrically in m. This is most easily

achieved in flat coordinates px0, x1, x2q for the second metric γ, and in Hamiltonian form for the

corresponding Poisson bracket. From (5.3.56) we have

λpµq “ w0

µ2pµ ` 1q2
6ź

i“1

pµ ´ aipxqq, (8.3.2)

with

a1 “ ex1 , a2 “ e´x1`x2 , a3 “ e2x1´x2 , a4 “ e´x1 , a5 “ ex1´x2 , a6 “ ex2´2x1 . (8.3.3)

Labelling the punctures at µ “ 0, ´1 and 8 as 80, 81 and 82 respectively we have:

rh res
0;m “ ´rh res

2;m “ h3,m, rh res
1;m “ 0,

rh0,1{2;m “ rh2,1{2;m “ h1,m, rh1,1{2;m “ ´2rh0,1{2;m.

(8.3.4)
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From (8.2.1) and (8.2.3) we then get that

h1,m “
2m`1ÿ

j“0

ÿ

k1,...,k6“0,...,2m`1ř
i ki“2m`1´j

p2m ` 1qjepm`1{2qx0

j!p32qm
6ź

i“1

aipxqm`1{2´ki pm ´ ki ` 3{2qki
ki!

,

h3,m “
2mÿ

j“0

ÿ

k1,...,k6“0,...,mř
i ki“2m´j

p2mqjemx0

j!m!

6ź

i“1

aipxqm´ki pm ´ ki ` 1qki
ki!

,

(8.3.5)

where paqm “ Γpa ` mq{Γpmq “ apa ` 1q ¨ ¨ ¨ pa ` m ´ 1q is the Pochhammer symbol. In these

coordinates, the Gram matrix of the second metric γ and its inverse read

pγq “

¨
˚̊
˝

´1 0 0

0 12 ´6

0 ´6 4

˛
‹‹‚, pγ´1q “

¨
˚̊
˝

´1 0 0

0 1
3

1
2

0 1
2 1

˛
‹‹‚. (8.3.6)

Let xi “ fipt1, t2, t3q, i “ 0, 1, 2 be the change-of-variables expressing the x-coordinates in the flat

coordinate chart pt1, t2, t3q for the first metric η, and define accordingly wi “ fipu1, u2, u3q for the

corresponding dependent variables for the principal hierarchy. In these coordinates, the second

Poisson bracket takes the form (recall that γij :“ pγ´1qij)
twipXq,wjpY qu0 “ γijδ1pX ´ Y q (8.3.7)

and the stationary flows are given by

Bwi

BTj,m
“ twi, Hj,mu0 “

ÿ

k“0,1,2

γikBwkhj,mpwqBXwk, j “ 1, 3. (8.3.8)

Remark. As mentioned in the introductory result summary, there are some expectations with

regards to the integrable hierarchies associated to DZ-manifolds, for simply laced Dynkin types.

It is expected that these will be found by taking the dispersionless limit of the Hirota integrable

hierarchies constructed in [102] via the relation to 1-dimensional Deligne-Mumford stacks as desc-

ribed in Section 9.2. For non-simply laced Dynkin types, we expect them to be new. In these cases

it would be of interest to explicitly describe the hierarchies further, and show whether they may

be obtained from symmetry reductions of the Hirota hierarchies.

Remark 8.3.1. In [118], a deformation scheme for the genus zero universal Whitham hierarchy

is introduced in terms of a Moyal-type quantisation of the dispersionless Lax–Sato formalism. It

would be intriguing to apply these ideas to the cases when M LG
ω embeds into a genus gω “ 0

Hurwitz space, and verify that the resulting dispersionful deformation of the Principal Hierarchy is

compatible with the hierarchy obtained by the quantisation of the underlying semisimple CohFT.

We hope to attempt this in the future.
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9

APPLICATION IV:

AN ORBICURVE NORBURY-SCOTT CONJECTURE

We will now discuss a conjecture arising naturally from the results of Chapter 5. It concerns a

recursive procedure by the name of Topological Recursion, and is represented by the left-most

vertical arrow in Figure 1.2.

9.1 Topological recursion

Topological Recursion (TR) is a universal recursive procedure in which one inputs a spectral curve,

and obtains a sequence of symmetric differential forms as output. It was first discovered in the

context of random matrix theory, and formally defined in [52]. It turns out that there is a surprising

connection between this formalism and various problems in enumerative geometry. For instance,

Mirzakhani’s recursion of hyperbolic volumes [104] was proven in [54] by the use of random matrix

models and geometrically in [123] to be a special case of the procedure. This is also the case for

Gromov–Witten invariants of toric Calabi-Yau threefolds (the BKMP conjecture [14,98]) as proven

in [53], and in [57] for Calabi-Yau orbifolds, as well as Hurwitz numbers (as conjectured in [15]

and proven in [51]). The specific connection to enumerative geometry, for instance for what class

of spectral curve one should expect to obtain geometric invariants, is still largely unknown and

very much an active area of research. Nevertheless, it is hard to understate its importance as the

formalism provides a straight-forward way to obtain enumerative invariants in algebraic geometry

which can be extremely difficult to compute using the standard methods, as exemplified above.

The recursion has an initial input called a spectral curve which is not quite the same as what we

called a spectral curve in the previous parts of this thesis, as it contains some additional data. A

spectral curve in this context, which we will call a TR spectral curve, is defined as follows.

Definition 9.1.1 (TR Spectral Curve). A TR spectral curve, S, is a tuple pΣ, x, y,ω0,2q, where
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• Σ is a Riemann surface∗;

• x is a meromorphic function providing a ramified cover of the Riemann sphere with simple

ramification points (zeros of dx);

• y is a meromorphic function such that the zeros of dy are not zeros of dx;

• ω0,2 is a symmetric bidifferential on ΣˆΣ with a double pole on the diagonal with bi-residue

1.

Definition 9.1.2. (Topological Recursion) Let ω0,1 :“ ydx. Then, the topological recursion

procedure produces from S multi-differentials ωg,n on Σn by recursion on 2g ´ 2 ` n ą 0 by

ωg,npz1, ¨ ¨ ¨ , znq :“
rÿ

i“1

Res
z“ai

Kpz1, zq
´
ωg´1,n`2pz,σpzq, z2, ¨ ¨ ¨ , znq

`
1ÿ

g1`g2“g

I1\I2“t2,¨¨¨ ,nu

ωg1,|I1|`1pz, zI1qωg2,|I2|`1pσpzq, zI2q
¯
,

(9.1.1)

where taiu are the ramification points of x, σ is the involution swapping a pair of sheets in the

cover, the dash above the sum indicates the omittance of the case pgi, |Ii| ` 1q “ p0, 1q, and K is

the recursion kernel defined by

Kpz1, zq :“ 1

2

şz
w“σpzq ω0,2pz1, wq

pypzq ´ ypσpzqqdxpzq . (9.1.2)

It is a nontrivial fact that the multidifferential ωg,n is symmetric in all its arguments (despite the

seemingly special role of z1 in (9.1.1)). In addition, its only poles are at the ramification points

taiu.
The TR invariants ωg,n also satisfy the dilaton equation; let 2g ´ 2 ` n ą 0, then

rÿ

i“1

Res
z“ai

ωg,n`1pz1, ¨ ¨ ¨ , zn, zn`1qΦpznq “ p2 ´ 2g ´ nqωg,npz1, ¨ ¨ ¨ , znq, (9.1.3)

where Φ is such that dΦ “ ω0,1 ” ydx.

Remark. The reason for the name topological recursion is that one can pictorially represent ωg,n

and the formula (9.1.1) in terms of surfaces of genus g and with n boundaries. Thus 2g ´ 2 ` n

becomes the (negative of the) Euler characteristic of the surface.

∗In TR theory, this Riemann surface need not be connected or compact. To use Givental–Teleman theory to link
it to Frobenius manifolds, however, we do require compactness, and so we shall assume this property implicitly.
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As (9.1.1) is quite complicated, we provide here an example calculation to get a sense of how the

recursion works.

Example 31 (pg, nq “ p0, 3q). Note that in this case, g ´ 1 is negative, and we are only left with

the second sum in (9.1.1). Moreover, the second sum can only be split such that g1 “ 0 “ g2, and

I1 “ t2u, or I2 “ t3u, up to relabelling. This gives

ω0,3pz1, z2, z3q “
rÿ

i“1

Res
z“ai

Kpz1, zq pω0,2pz, z2qω0,2pσpzq, z3q ` ω0,2pz, z3qω0,2pσpzq, z2qq , (9.1.4)

which is now fully described by the input data.

Example 32 (pg, nq “ p1, 1q). In this case, the second sum in (9.1.1) vanishes as we are not

allowing for Ii “ ∅ and g “ 0 at the same time. Hence,

ω1,1pz1q “
rÿ

i“1

Res
z“ai

Kpz1, zqω0,2pz,σpzqq, (9.1.5)

which again only contains data from the TR spectral curve.

In general, to obtain the n-form ωg,n, one needs the multidifferentials ωg1,n1 with 2g ´ 2 ` n ą
2g1 ´ 2 ` n1, although it can be seen from (9.1.1) that for ω0,n, only invariants with g “ 0 are

required as the first sum vanishes.

Example 33 (Mirzakhani’s recursion). Consider the TR spectral curve given by†

pΣ, xpzq, ypzq,ω0,2pz1, z2qq “
ˆ
P1,

z2

2
,
sinp2πzq

2π
,

dz1, dz2
pz1 ´ z2q2

˙
. (9.1.6)

We see that σpzq “ ´z, as this keeps x invariant, and there is a single ramification point at z “ 0.

The recursion kernel is

Kpz1, zq “ 1

2

şz
w“´z

dz1dwpz1´wq2´
sinp2πzq

2π ´ sinp´2πzq
2π

¯
dx
dzdz

“ 2π

2

2zdz1
z21´z2

2 sinp2πzqzdz “ 1

pz21 ´ z2q
π

sinp2πzq
dz1
dz

, (9.1.7)

which by Example 32 gives

ω1,1pz1q “ Res
z“0

1

pz2 ´ z21q
π

sinp2πzq
dz1
dz

dz dz

p2zq2 “ 1

8z21

ˆ
1

z21
` 4π2

6

˙
dz1. (9.1.8)

On the other hand, the hyperbolic volume of the moduli space of genus 1 bordered Riemann surface

with one geodesic of length L, is given by (Table 1 in [104]‡)

V1,1 “ L2 ` 4π2

48
. (9.1.9)

†Technically speaking, ypzq is here not defined at z “ 8 P P1. This is not a problem, however, as ω0,1 ” ydx is.
‡In Table 1 in [104] the volume appears as twice this value. This is due to Mirzakhani using the imaginary part

of the Weil-Petersson pairing as opposed to the Weil-Petersson Kähler form given by half this.
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Taking the Laplace transform

ż 8

0
V1,1pLqe´z1LLdL “ 1

8z41
` π2

12z21
, (9.1.10)

we obtain precisely the functional part of (9.1.8).

Remark. In Example 33, we saw that the ω1,1 was related to the associated hyperbolic volume

through the Laplace transform. This seems to be a general feature, and in a sense, the Laplace

transform is here taking the role of the mirror map. We will see the Laplace transform appearing

again when considering Frobenius manifolds in this context.

Remark. The ω0,2 as in Example 33, is often called the Bergmann Kernel. It is the unique

bidifferential on the Riemann sphere, with a pole of order two on the diagonal with vanishing

residue (up to holomorphic terms)§. In mathematics, this choice has historically been the correct

one when considering TR on genus-zero curves, however, note that the Topological Recursion

procedure also allows additional poles away from the diagonal, and more general forms have been

found in physics literature. This, as we will see, will be crucial when treating DZ–manifolds.

Remark. What is described here may be called global topological recursion. There is also a local

version (which is often how TR is usually defined) in which one only requires small disks near the

ramification points, and the involution σ is replaced by a set of local deck-transformations {σi},
where σi is defined near the ramification point ai. However, for Frobenius manifolds in which we

have only simple ramification points, which we will be concerned with, these two notions of TR

coincide. There are also several generalisations of TR. Examples of this include the Bouchard–Ey-

nard topological recursion [13], in which ramification points of x need not be simple, and the newly

introduced refined topological recursion, currently valid for genus 0 spectral curves [82], which takes

as input a refined spectral curve and allows for fractional g, to name a few.

Connection with Frobenius manifolds

The connection between Frobenius manifolds is ultimately due to the results of Alexander Givental.

In Givental theory [66–68], one associates to a semisimple Frobenius manifold a formal Gromov–

Witten potential of the form

Ŝ´1
t Ψ̂tR̂t∆̂tZ

ˆr
KdV, (9.1.11)

where t is a semisimple point in the manifold, r is its dimension, St, Rt are r ˆ r matrix series’, Ψt

and ∆t are r ˆ r matrices, and ZKdV is the Kontsevich-Witten τ function of the KdV integrable

§For higher genus curve one must also normalise along a fix choice of symplectic basis.
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hierarchy, with the â indicating that a certain quantisation procedure has been performed. For

instance let R “ ř8
k“0Rkz

k :“ e
ř8

k“1 rkz
k
, we have that

R̂ :“ e
ř8

k“1p´1qkrkzk . (9.1.12)

All objects of (9.1.11) are defined using the Frobenius structure. S is called a calibration of the

Frobenius manifold, and the matrix Ψ represents the transformation matrix between canonical and

flat coordinates. To describe R, consider the system

∇zS “ 0. (9.1.13)

There exists a solution in a neighbourhood of a semisimple point t, ΨtRtpzqeU
z where R “ 1 `

ř8
l“1Rkz

k, satisfying Rt̊ p´zqRtpzq “ 1 and the recursion relation

Ψ´1dpΨRk´1q “ rdU,Rks, (9.1.14)

with U :“ Ψ´1UΨ being the matrix associated to the multiplication by the Euler vector field, in

canonical coordinates. This solution is uniquely determined by the homogeneity condition
˜
zBz `

ÿ
uiBui

¸
Rtpzq “ 0. (9.1.15)

Finally, ∆ is related to the entries of η in the canonical basis: ∆´1
i “ η

´
B

Bui
, B

Bui

¯
. See Example 34

for how these are calculated. It was proved in [119] that the formal potential (9.1.11) does indeed

coincide with the actual Gromov–Witten potential, to all genera, when the associated Frobenius

manifold is constructed through quantum cohomology.

Example 34. For the case R “ A2 it is possible to derive the R-matrices to any finite order

(computer time permitting) in the formal variable by Frobenius manifold theory and some help

from Mathematica from the recursion relations (9.1.14). This goes as follows. By (9.1.14) in order

to consider R, we must obtain the matrix Ψ, which is defined by

Bα “
ÿ

i“1

ψiαfi, (9.1.16)

where Bα is the vector, in the Saito-flat basis, with 1 in position α, and zeros otherwise, and fi is

an idempotent basis obtained by normalising the eigenvectors of U [41].

The Frobenius structure is given by

F “ t22t0
2

` t2t
2
1

4
´ t41

96
` t1e

t0 , e “ B2, E “ 3

2
B0 ` 1

2
t1B1 ` t2B2. (9.1.17)

Hence

η “

¨
˚̊
˝

0 0 1

0 1
2 0

1 0 0

˛
‹‹‚, ùñ η´1 “

¨
˚̊
˝

0 0 1

0 2 0

1 0 0

˛
‹‹‚. (9.1.18)
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Recall that the matrix corresponding to multiplication by the Euler vector field is defined by

Uα
β :“ Eϵcαβϵ ” Eϵcϵβρη

ρα, (9.1.19)

where α denotes the row and β denotes the column.

Thus, we get

U ” `
Uα
β

˘ “

¨
˚̊
˝

t2
t1
4

3
2

3et0 t2 ´ t21
4

t1
2

2t1e
t0 3et0

2 t2

˛
‹‹‚, (9.1.20)

which has characteristic polynomial

´u3 `u2
ˆ
3t2 ´ 1

4
t21

˙
´u

ˆ
3t22 ´ 1

2
t2t

2
1 ´ 9

2
t1e

t0

˙
` t32 ´ 1

4
t22t

2
1 ´ 9

2
t2t1e

t0 ` t31e
t0 ` 27

4
e2t0 . (9.1.21)

At the origin this becomes 27
4 ´ u3 which shows that the eigenvalues evaluated at the origin are

pairwise distinct, and thus it is indeed a semisimple point on the Frobenius manifold.

Let us set t1 “ t2 “ 0, but keep t0. Then we have

U “

¨
˚̊
˝

0 0 3
2

3et0 0 0

0 3et0
2 0

˛
‹‹‚, uj “ 3

2
2
3

p´1q 4j
3 , for j “ 1, 2, 3. (9.1.22)

The corresponding eigenvectors are given by

vj “

¨
˚̊
˝

1

2
1
3
e´ 2t0

3 p´1q´ 2j
3

2
1
3 e´ ´t0

3 p´1q 2j
3

1

˛
‹‹‚, for j “ 1, 2, 3. (9.1.23)

However, we are interested in obtaining an idempotent basis, tfiui“1,2,3, which means we need to

normalise

fj :“ vi?ă vj , vj ą “ vj ¨
˜

´ 2
1
6 e

t0
3

3
1
2 p´1q 2j´1

3

¸
“

¨
˚̊
˚̊
˝

1

2
1
6 3

1
2
e´ t0

3 p´1q´ 2p2j`1q
3

´2
1
2

3
1
2

p´1q 1
3

´2
1
6

3
1
2
e

t0
3 p´1q 1´2j

3

˛
‹‹‹‹‚
. (9.1.24)

We are now ready to calculate the transition matrix Ψ. Using (9.1.16) we get

Ψ “ 1?
3

´
2

1
6 p´1q γ´2

3 e
t0
3 2´ 1

2 p´1qγ 2´ 1
6 p´1q 2´γ

3 e´ t0
3

¯
γ“1,2,3

. (9.1.25)

It can be easily checked that Ψ satisfies ΨUΨ´1 “ U , where U is the diagonal matrix with Uii “ ui

and ΨTΨ “ η, as is required from theory, and serve as a sanity check. In addition, we see that at

t0 “ 0 we get

Ψp0q “ 1?
3

´
2

1
6 p´1q γ´2

3 2´ 1
2 p´1qγ 2´ 1

6 p´1q 2´γ
3

¯
γ“1,2,3

. (9.1.26)
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Now, setting e
2t0
3 “ z´1, and using the recursion (9.1.14), we may obtain a truncated solution for

R to any fixed order in z. See Appendix B for the result up to rz9s. It can be easily checked that

(9.1.15) is indeed satisfied.

Remark. It is a highly nontrivial fact that the expression (9.1.11) is independent of the chosen

semisimple point t.

In [49], the authors, using a graphical approach, provide a local identification of Givental theory and

the theory of Topological Recursion. This goes roughly as follows. Let x, y, B be as in Definition

9.1.1, and let the number of ramification points of x be n. As all ramification points are simple,

we can define local coordinates wi on a neighbourhood Ui of the ramification point ai by

x
ˇ̌
Ui

“ ´w2
i

2
` xpaiq. (9.1.27)

Then the identification goes as follows.

Theorem 9.1.3 (Theorem 4.1 in [49] rephrased following [48]).

∆
´ 1

2
i “ dy

dwi
p0q; (9.1.28a)

R´1pζ´1qji “ ´ 1

2πζ

ż 8

´8
Bpwi, wjq

dwi

ˇ̌
ˇ̌
ˇ
wi“0

¨ expwjq´xpajqζ ; (9.1.28b)

nÿ

k“1

`
R´1pζ´1q˘i

k
∆

´ 1
2

k “
?
ζ?
2π

ż 8

´8
dypwiqexpwjq´xpajqζ . (9.1.28c)

Additionally, B satisfies the Laplace relation

?
ζ1ζ2
2π

ż 8

´8

ż 8

´8
Bpwi, wjqexpwjq´xpcjqζ1`xpwjq´xpcjqζ2 “

ř `R´1pζ´1
1 qikR´1pζ2qjk

ζ´1
1 ` ζ´1

2

. (9.1.29)

Moreover, in [48], the authors relate the identification in Theorem 9.1.3 to an LG–description of a

Frobenius manifold, as in the following

Theorem 9.1.4 (Theorem 6.1 in [48]). Consider a Frobenius manifold with an associated LG–

model pλ, dpq induced by a Riemann surface C of genus g such that there is precisely one critical

point in each singular fibre λ : C Ñ C. Fix a symplectic basis pAi,Biqgi“1 of H1pC,Zq. Then, the

following identification ((somethingsomething);

x ÐÑ λ, y ÐÑ p, ω0,2 ÐÑ Bpp1, p2q, (9.1.30)
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where Bpp1, p2q is the unique bidifferential on C with a double pole on the diagonal of vanishing

residue with the normalization
¿

p1PAi

Bpp1, p2q “ 0, @ i “ 1, ¨ ¨ ¨ , g. (9.1.31)

There are, however, some caveats to Theorem 9.1.4. Firstly, it is assumed throughout [48] that

the charge for a Frobenius manifold, d is different from one. Secondly, the authors impose a

compatibility condition for the pair pp,Bpp1, p2qq; that the 1-form

d

ˆ
dy

dx
pzq

˙
`

nÿ

i“1

Res
z1“ai

dy

dx
pz1qBpz, z1q, (9.1.32)

is invariant under each local involution σi
¶.

While the second assumption may hold for DZ-manifolds, the first ensures that we cannot apply

Theorem 9.1.4 directly to DZ-manifolds.

Theorems 9.1.3, 9.1.4 together with (9.1.11), imply that the TR–invariants (under a suitable limiting

procedure) should match with the GW–invariants of the associated space (if it exists). Despite the

fact that Theorem 9.1.4 is not directly applicable to DZ-manifolds, the implication still holds for

the simplest case of DZ-manifolds in which R “ A1. This is called the Norbury–Scott Conjecture.

Let the spectral curve S be defined by

S “

$
’’’’’’’’&
’’’’’’’’%

Σ “ P1;

x “ z ` 1

z
;

y “ logz;

ω0,2 “ Bpz1, z2q ” dz1dz2
pz1 ´ z2q2 .

(9.1.33)

The connected stationary‖ Gromov–Witten invariants of P1 are given by
*

nź

i“1

τbipωq
+

g,d

“
ż

r ĎMg
npP1,dqsvir

nź

i“1

ψbi
i evi̊ pωq (9.1.34)

where notation is as in Section 3.2.

Assembling these into a generating function gives

Ωg
npx1, ¨ ¨ ¨ , xnq “

ÿ

b

*
nź

i“1

τbipωq
+

g,d

¨
nź

i“1

pbi ` 1q!x´bi´2
i dxi. (9.1.35)

¶An equivalent condition is that the 1-form is given as a pull-back x˚ω.
‖The stationary invariants include intersections with ψ-classes.
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In [106] Paul Norbury and Nick Scott conjectured the following.

Conjecture 9.1.4.1 (Norbury-Scott). For 2g´2`n ą 0, the generating function of the Gromov–

Witten invariants of P1 gives an analytic expansion of the TR-invariants of S around a branch of

txi “ 8u:
ωg,n „ Ωg,npx1, ¨ ¨ ¨ , xnq. (9.1.36)

Remark. Note that the unstable terms pg, nq “ p0, 1q, p0, 2q, are not analytic at x Ñ 8, and so in

order to perform the expansion, we must remove this singularity, which is done by

ω0,1 ´ logpxq dx „ Ω0,1pxq, ω0,2 ´ dx1dx2
px1 ´ x2q2 „ Ω0,2px1, x2q. (9.1.37)

The conjecture was proven in genus 0 and 1 in the original paper by Norbury and Scott [106], by

finding explicit relations between the coefficients of the generating function arising from TR and

the Gromov–Witten invariants, in a highly nontrivial fashion. Their methods, however, did not

lend themselves to a general proof. The proof was completed in [49], using the identification of

Theorem 9.1.3, deriving the objects arising from the Frobenius structure explicitly and making a

direct comparison. Most importantly the authors managed to find an explicit closed formula for

the R–matrix from TR–theory matching the one explicitly found from Frobenius manifold theory.

This proved the Conjecture on the level of cohomological field theories. Then they promoted the

proof to Gromov–Witten theory by equating the contribution from the S-matrices in (9.1.11).

In order to formulate an analogous conjecture for the rest of the DZ-manifolds associated to simply

laced Dynkin diagrams, we must first connect them to the quantum cohomology of some space. As

mentioned in the introduction, these spaces will be 1-dimensional orbifolds.

9.2 Quantum cohomology of DM–stacks and a mirror symmetry

triangle

There is a generalisation of Gromov–Witten theory to orbifolds, as described in Section 3.2. The

theory describing the quantum cohomology of such spaces is called Chen-Ruan orbifold cohomology

[27]. We shall now describe this theory to the generality needed, mainly following [81].

Definition 9.2.1 (Orbifold/Stack). A Deligne-Mumford (DM) stack, or orbifold∗, X , is a coarse

moduli space†, with underlying topological space |X |, such for any point x P |X | a neighbourhood

of x, Ux, is isomorphic to Cn{Gx for some n and a finite, possibly trivial, group Gx.

∗Note that this is not quite the same as what physicists call an orbifold.
†Recall that this means that there remains a finite number of automorphisms.
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We denote the Chen-Ruan cohomology ring of a stack X by HC̊RpX q. As vector spaces we have,

HC̊RpX q – Hd̊RpIX ,Cq, (9.2.1)

where the subscript dR on the right-hand side denotes the de-Rham cohomology, and IX is the

inertia stack associated to X which can be viewed as follows.

Each element in IX may be characterised as a pair px, gq P X ˆGx, where Gx is the isotropy group

at x. Thus the inertia stack has several connected components, one which arises from the identity

element;

tpx, eGqu – X . (9.2.2)

The other components are called twisted sectors.

While HC̊RpX q is isomorphic to the cohomology of the inertia stack as vector spaces, the cup

product and graded structure differ. The grading is given by the concept of age which implies a

degree shift by a rational number which is constant on each component of the inertia stack. See

Example 35 for how it works in a simple case. For a precise definition of the cup product and age

see [27].

We will be concerned with X “ P1 which is thoroughly treated in [81]. Furthermore, these orbifolds

will be of the type effective, that is the isotropy group of a generic point of the orbifold is trivial.

More precisely, we will consider DM stacks with 2 or 3 points pi with nontrivial isotropy group,

called orbifold points. The orders of the group associated to pi, ai is called a weight, and we have

a restriction of these weights given by the Euler characteristic needing to be positive‡:

χorb :“
ÿ

i

1

ai
ą 0, (9.2.3)

which is necessary in order for the associated semisimple Frobenius manifold to be semisimple.

Example 35 (P1
r,s). Let P1

r,s denote the DM–stack with coarse moduli space |P1
r,s| “ P1, with two

orbifold points p1, p2 which can, without loss of generality, be placed at 0, and 8, respectively by the

automorphism group of P1. We have an action of Zr (Zs) at 0 (8) given by multiplication by roots

of unity. Let us calculate HC̊RpP1
r,sq. From the discussion above, we know that the inertia stack

has r` s´ 1 components: I P1
r,sp1q, I P1

r,spx1q, and I P1
r,spx2q, where x1 “ k1{r for k1 “ 1, ¨ ¨ ¨ r´ 1,

and x2 “ k2{s for k2 “ 1, ¨ ¨ ¨ , s ´ 1. By (9.2.2), the untwisted sector IP1
r,sp1q is simply P1

r,s

which is topologically equivalent to P1. Thus, H˚pP1
r,s,Cq “ă 1,ω ą, where ă 1 ą“ H0pP1q, and

ă ω ą“ H2pP1q. Furthermore, we have r ` s´ 2 components arising from the r ´ 1 twisted sectors

over 0, and the s´ 1 twisted sectors over 8 corresponding to the nontrivial elements of Zr and Zs,

respectively. Each twisted sector is a copy of BZr (BZs) where BG denotes the classifying space

‡Equivalently, X is a Fano orbifold.
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of G. Hence, H˚pICr,spx1qq “ă 0k1 ą, and H˚pIz,P1
r,spx2qq “ ă 8k2 ą, with 0k1 ,8k2 being the

multiplicative identity of Zr, Zs, respectively. Since Zr (Zs) acts on T P1
r,s by e

2πk1
r (e

2πk1
s ), we

have that 0k1 P H
2k1
r

CR pP1
r,sq, p8k2 P H

2k1
s

CR pP1
r,sqq.

Remark. For an orbicurve to be toric, we must have precisely two orbifold points, and so whenever

there exist three such points, we have non-toric orbifolds.

Remark. Note that when the weights r, s are pairwise coprime, we have an equivalence with

the weighted projective line Pr,s – Prr, ss. For non-coprime weights on the other hand, the two

spaces are distinct which can be seen by considering the relation P1rγb, γcs – P1rb, cs for weighted
projective spaces, which clearly does not hold for Example 35.

In this section mirror symmetry is understood as an isomorphism of Frobenius manifolds arising

from quantum cohomology and orbit spaces (i.e. A ´ C mirror symmetry). However, we will see

that such a mirror symmetry implies a triangle A ´ B ´ C mirror symmetry by Theorem 5.2.5.

Paolo Rossi proves in [111], using techniques from Symplectic Field theory, that in the simply laced

cases the DZ-manifolds are indeed isomorphic, as Frobenius manifolds, to the quantum cohomology

of Fano P1 orbifolds. More specifically, he considers a Frobenius manifold structure on the space

of tripolynomials, Mp,q,r, consisting of polynomials of the form

F px, y, zq “ ´xyz ` P pxq ` P2pyq ` P3pzq, (9.2.4)

of degrees p, q, r in x, y, z, respectively such that 1
p ` 1

q ` 1
r ą 1, and constructs a structure of

Frobenius manifold on them. He then proves the following

Theorem 9.2.2. Let Mp,q,r be the space of tripolynomials, M the corresponding Frobenius

manifold structure, and P1
p,q,r be the orbicurve with three orbifold points of weights p, q, r, respect-

ively. Then we have the following isomorphisms of Frobenius manifolds:

Mp,q,r – M
`
QH˚ `

P1
p,q,r

˘˘
. (9.2.5)

Theorem 9.2.2 is proved by comparing the associated ring structures, and explicitly writing the

relations in the quantum product.

Remark. In the case of r “ 1, the above theorem was already proven in [103]. Furthermore, Mp,q,1

is trivially equivalent, as Frobenius manifolds, to MDZ
Al

, for P ` q “ l ` 2 as proved by Dubrovin

and Zhang [46], and [103] by relating the Frobenius manifold structure to the extended bigraded

Toda hierarchy [25].
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Rossi finds that the only cases in which the prepotential is polynomial in t1, ¨ ¨ ¨ , t, et are precisely

those with pp, q, rq “ pk, l ´ k ` 1, 1q, p2, 2, l ´ 2q, or p2, 3, l ´ 3q, where in the final case we must

have l P t6, 7, 8u. Note that k in the first case does indeed correspond to the choice of canonical

node, k̄, for Al. The remaining isomorphisms then hold by the reconstruction theorem, Theorem

4.1.1. Hence, for simply laced Dynkin types, we have a triangle of mirror symmetry.

As we have now connected (the simply laced) DZ–manifolds to quantum cohomology, we are ready

to state a conjecture akin to that of Norbury-Scott, Conjecture 9.1.4.1.

9.3 Generalised conjecture and preliminary work towards a proof

Unfortunately, the Frobenius manifolds obtained from extended affine Weyl groups do not satisfy

the criteria to make usage of Theorem 9.1.4, as we have d “ 1, which is highlighted by the authors

considering P1 in the appendix of [48]. In fact, it can be easily seen that the Bergmann kernel

cannot be the correct two-point function. For instance, in the case R “ A2 this gives an ω0,3 “ 0.

Thus we must add some holomorphically nontrivial terms to the Bergmann kernel. This arises from

the fact that we are now in the equivariant setting.

An additional consequence of the GOV correspondence and the results of [12, 17], is precisely a

conjectural form of the input data for running topological recursion on the spectral curves computed

in Chapter 5, and it turns out that only the two-point function needs to be altered. That is, we

want to take pΣ, x, yq “ pCR,λR, logpµqq, as in Chapter 5, while the two-point function should

correspond to the symmetrised Bergmann Kernel, in the language of [17], which is given by

ω0,2pz1, z2q :“ Pg̊EΨpz1, z2q, (9.3.1)

where

Pg :“
ÿ

ωPW{Wα0

ă ω´1pα0q,α0 ą ω, (9.3.2)

in the notation of Chapter 5. Here Ψ is a sub-lattice of the first integral homology of the spectral

curve satisfying some technical conditions and, E is a primitive of the Bergmann Kernel (see [17]

for the details).

Remark. We expect to evaluate λ at a suitable semisimple point, to mimic the Norbury-Scott

Conjecture. For R “ Al we propose this point to be given by t being the origin giving pw0, wq “
p1, 0q, which is equivalent to taking the standard Kähler structure. By the previous discussion, the

result should be independent of the point chosen.

We are now ready to state the main Conjecture.
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Conjecture 9.3.0.1 (Orbicurve Norbury–Scott). Let S “ pCR,λR, logpµq,ω0,2q, where CR is the

spectral curve as in Chapter 5 associated to root system R, λR is the corresponding LG–super-

potential and ω0,2 as in (9.3.1). Then, the Topological Recursion procedure applied to S recovers

the (orbifold) Gromov–Witten theory of XR, in the limit µ Ñ 8 by

ωg,n „ Ωg
npxq, (9.3.3)

where Ωg
npxq is the generating function of the associated (orbifold, stationary) Gromov–Witten

invariants, and

XR “

$
’’&
’’%

Pα1,α2 , R “ Al, with α1 ` α2 “ l ` 1,

P2,2,l´2, R “ Dl,

P2,3,l´3 R “ El.

(9.3.4)

Remark. Note that, while y ” logpµq is not meromorphic, it is sufficient to consider

y „
6g´6`2nÿ

k“1

p1 ´ µ2qk
´2k

, (9.3.5)

to obtain TR–invariants up to ωg,n [106].

Let us investigate Conjecture 9.3.0.1 for R “ Al.

R “ Al

We consider the TR spectral curve

S “

$
’’’’’’’’’&
’’’’’’’’’%

Σ “ P1,

x “ λl,kpµ; 1, 0q “ p´1qkp1 ` p´1ql`1µl`1q
µk

,

y “ p ” logpµq,
ω0,2pµ1, µ2q “

ÿ

kPZl

p´1q 2k
l

dµ1 dµ2

pµ1 ´ p´1q 2k
l µ2q2

,

(9.3.6)

where the superpotential has been scaled by a factor of p´1ql´k for later convenience∗.

We can write ω0,2 as

ω0,2pµ1, µ2q “
ÿ

kPZl

BSpµ1, ξkµ2q “ BSpµ1, µ2q `
ÿ

kPZnzt0u
BSpµ1, ξkµ2q, (9.3.7)

∗Such a scaling has no effect on the Frobenius structure.
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where BSpµ1, µ2q is the Bergmann Kernel, and ξk is the kth root of unity. It is easy to see that in

the case of A1, in which Zlzt0u is empty, (9.3.7) reduces to the Bergmann Kernel, which is proven to

be the correct choice in [49]. Note that (9.3.7) clearly satisfies the axioms of Topological Recursion

as

Bkpµ2, µ1q “ dµ1dµ2

˜
e

2πk
l

pµ2 ´ e
2πk
l µ1q2

` e´ 2πk
l

pµ2 ´ e´ 2πk
l µ1q2

¸
(9.3.8)

“ dµ1dµ2

˜
e

2pik
l

e
4πk
l pe´ 2πk

l µ2 ´ µ1q2
` e´ 2πk

l

e´ 4πk
l pe 2πk

l ´ µ1q2

¸
“ Bkpµ1, µ2q, (9.3.9)

where

Bkpµ1, µ2q “ BSpµ1, e
2πk
n µ2q ` BSpµ1, e

´ 2πk
n µ2q, ω0,2pz1, z2q “

r l´1
2

sÿ

k“1

Bkpz1, z2q. (9.3.10)

By Theorem 9.1.3, the two-point function ω0,2 and the R–matrix are intimately connected. Thus,

it makes sense to consider the R-matrix more in depth for R “ Al. Note that it is usually a highly

nontrivial problem to obtain the matrices occurring in R explicitly.

The R–matrix for Al

We consider the origin, pw0, wq “ p1, 0q, at which λ “ p´1ql
µk̄ ´ µl`1´k̄. Near a ramification point

aj of λ, as all ramification points are simple, we may choose a local coordinate ζj such that

λ “ ´ ζ2j
2 ` λpajq, with λpajq “ uj . Then, from Theorem 9.1.3, we have

ξipµq :“
ż µ ω0,2pζi, ¨q

dζi

ˇ̌
ˇ̌
ˇ
ζi“0

“
ÿ

kPZl

p´1q 2k
l

ż µ dµ1pζiqdµ2

pµ1pζiq ´ p´1q 2k
l µ2q2

(9.3.11)

“ p´1q 2k
l

ż µ dµ1pζiq
dζi

dµ2

˜
1

pµ1pζiq ´ p´1q 2k
l µ2q2

¸ ˇ̌
ˇ̌
ˇ
ζi“0

. (9.3.12)

Letting µpζiq “ ai ` βi∆iζi ` Opζ2i q, we get

ξipµq “ βi∆i

ÿ
p´1q 2k

l

ż µ dµ2

pai ´ p´1q 2k
l µ2q2

“ βi∆i

ÿ

kPZl

1

ai ´ p´1q 2k
l µ

, (9.3.13)

giving

pR´1qji puq “ ´βi∆ie
λpajq

?
2πu

ÿ

kPZl

ż 8

´8
e´ ζ2j

2u´
ai ´ p´1q 2k

l µpζjq
¯dζj . (9.3.14)

In µ (9.3.14) becomes
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pR´1qji puq “ ´βi∆ie
´λpajq

u?
2πu

ÿ

kPZl

ż

Γj

¨
˝

p´1ql`1k̄

µk̄`1 ´ pl ` 1 ´ k̄qµl´k̄

pp´1q 2k
l µ ´ aiq

˛
‚e

1
u

ˆ
p´1ql
µk̄

´µl`1´k̄

˙

dµ, (9.3.15)

where Γj is a Hänkel, or keyhole type, contour enclosing 0 and ´8.

Attempt 1: Explicitly equating invariants

In [31, 32], the authors defined a framework for computing Gromov–Witten invariants for a class

of complete intersections in toric DM–stacks. As the orbifolds associated to R “ Al are indeed

included in this framework, one could explicitly compute GW–invariants, and try to match these

up with coefficients of the expansion of TR–invariants in the vein of [105, 106]. While this could

be feasible in low genus, and would give evidence for the validity of Conjecture 9.3.0.1, it is highly

unlikely to give a general proof as the level of difficulty increases exponentially with the genus.

Furthermore, as the simply laced cases with R ‰ Al are not toric, this method would, at best,

provide proof for the A-case only. Therefore, it would be better to use the framework as a check

after the fact.

Attempt 2: Explicit coordinates

In [49], the authors equate the R–matrix for R “ A1 from TR with the expression constructed from

the Frobenius manifold structure, by finding a closed form expression. This is done by inverting

to find and insert µpζq explicitly. While this is doable for l “ 1, it is highly unlikely to work in

general. Already for low rank, the inversion requires the use of Lagrange inversion theorem leading

to complicated expressions which seem to make general rank expressions unattainable. We are

therefore encouraged to pursue other directions.

Attempt 3: Method of Steepest Descent

A common method for analysing integrals of exponential form is the method of steepest descent.

The aim of the method of steepest descent is to approximate an integral of the form

ż

γ
fpzqeαgpzq, (9.3.16)

by evaluating its asymptotic as α ÞÑ 8. The method requires fpzq, gpzq to (locally) be complex

analytic functions in order to deform the contour γ Ñ γ1 such that the imaginary part of gpzq
is constant along the new contour, making it possible to approximate the remaining integral by

Laplace’s method.
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Consider (9.3.14). As the contour goes along the real line, the imaginary part of the function in the

exponent of the integrand is indeed constant, and so we are already on the required steepest descent

integration contour. However, whenever i “ j, and k “ 0 we have a pole at the µ “ aj ô ζj “ 0,

which necessarily lies on the steepest descent path, making the integral ill-defined. This severely

complicates using this method to obtain the R-matrix, even order-by-order.

Attempt 4: Relating to ODEs

A different approach, inspired by [26,29], consists of relating the integrals to an integral representa-

tion of a solution of an ordinary differential equation (at least asymptotically, which is sufficient

for the purposes of the R-matrix). More precisely, suppose we have an integral of the form

ψpxq “
ż

γ
eV ptq`tppxqdt, (9.3.17)

such that V 1ptq P Crt, t´1s†, and γ is some domain. Then the associated differential equation is

given by

V 1
ˆ

d

dx

˙
ψ “ ppxqψ. (9.3.18)

Thus, the analysis of the asymptotics of exponential integrals, is reduced to the analysis of the

asymptotics of a collection of ODEs.

Explicitly, we have the following recipe

1. integrate by parts to eliminate the poles in the pre-exponential factor (while in µ);

2. expand into a finite number of terms forming a basis of solutions, whose size should be equal

to the number of ramification points of λ;

3. find an associated ODE, as above, for each term.

Remark. Note that in our case, we have some additional facts to our disposal;

• if the minimal nontrivial irreducible representation ρ as in Chapter 5 is real, we have λpµq “
λ

´
1
µ

¯
,

• for type A, the Frobenius manifold associated to k is equivalent to the one associated to

l ` 1 ´ k for any rank l,

• changing λ ÞÑ αλ for any constant α results in an equivalent Frobenius manifold.

†Note that this allows for simple logarithmic terms in V ptq.
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These facts could aid in the analysis of the R-matrix integral.

Example 36 (R “ A1). In this case we have

λ “ ´w0pµ2 ` 1 ´ w1µq
µ

pw0,wq“p1,0qÞÝÝÝÝÝÝÝÝÑ ´µ ´ 1

µ
, (9.3.19)

which matches that of [49]. Then, by (9.3.15):

`
R´1

˘j
i

“ ´βi∆ie
´λpajq

u?
2πu

ż

Γj

1 ´ 1
µ2

ai ´ µ
e

λ
udµ, (9.3.20)

with ai “ ˘1. Note that by inputting ai, we obtain two terms proportional to

I1 :“
ż

Γj

1

µ
e

λ
udµ, I2 “

ż

Γj

1

µ2
e

λ
udµ. (9.3.21)

Let us consider the recipe above. We have already integrated by parts to eliminate the poles, i.e.

step 1, as well as expanded into terms whose number equals the number of ramification points.

Thus, we want to manipulate the two integrals I1, I2 to be of the appropriate form (9.3.17). Letting

u ÞÑ 1
u , and µ̃ “ ´µ

u , we get

I1
u

“ ´
ż

Γj

e
´pµ̃u` 1

µ̃
q´logpµq

dµ̃,
I2
u

“ ´
ż

Γj

e
´pµ̃u` 1

µ̃
q´2logpµq

dµ̃, (9.3.22)

which are both of the form (9.3.17), with

V1ptq “ ´logptq ´ 1

t
, ùñ V 1

1ptq “ ´1

t
` 1

t2
, (9.3.23a)

V1ptq “ ´2logptq ´ 1

t
, ùñ V 1

1ptq “ ´2

t
` 1

t2
, (9.3.23b)

and p1pxq “ p2pxq “ x. Now, if we further let u ÞÑ ´u2

4 , we find

I1 „ 1

2πi

ż 0`

´8
e
µ̃´u2

4µ̃
dµ̃

t
, I2 „ u

2πi

ż 0`

´8
e
µ̃´u2

4µ̃
dµ̃

t2
, (9.3.24)

which is an integral representation of the Bessel function of the first kind , i.e. an integral

representation of Bessel’s differential equation [55, Equation 10.9.19], given by

Ωνpzq “ p z2qν
2πi

ż 0`

´8
et´

z2

4t
dt

tν`1
, (9.3.25)

for z “ u, t “ µ̃ and with ν “ 0, 1 for I1, I2, respectively, for which the asymptotic behaviour is

well known.
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The next step would be to consider the asymptotic analysis of the ODE associated to the case

R “ A2 obtained by the recipe, and make a comparison to the R-matrix arising from the Frobenius

structure in this case as found by Example 34. Thereafter, it would be natural to attempt to find an

integral representation of generalised Bessel type, from the R-matrix from TR-theory for arbitrary

rank l, and perhaps show that it respects the recursion relation and the homogeneity condition

(9.1.14), (9.1.15). This would provide a proof on the level of cohomological field theories. We see

this as one of the more promising directions towards a proof of Conjecture 9.3.0.1.

Remark. An additional possible validation of Conjecture 9.3.0.1, comes from the notion of the

G–function. The G–function is a function on a semisimple Frobenius manifold solving the Getzler

system of equations [65], [45]:

ÿ

1ďα1,α2,α3,α4ďdim

zα1zα2zα3zα4∆α1α2α3α4 “ 0, (9.3.26)

where

∆α1α2α3α4 “ 3cµα1α2
cνα3α4

B2G

BtµBtν ´ 4cµα1α2
cνα3µ

B2G

Btα4Btν ´ cµα1α2
cνα3α4µ

BG
Btν ` 2cµα1α2α3

cνα4µ

BG
Btν `

` 1

6
cµα1α2α3

cνα4µν ` 1

24
cµα1α2α3α4

cνµν ´ 1

4
cµα1α2νc

ν
α3α4µ,

with ci1,¨¨¨ ,im :“ BmF ptq
Bti1 , ¨ ¨ ¨ , Btim .

Furthermore, the G–function encodes the data of the first order deformation of the associated

principal hierarchy (the first step of the right-most vertical arrow in Figure 1.2) as

G “ log

ˆ
τI

Ψ
1
24

˙
ùñ F1pt, tXq “ 1

24
logpdetpcαβγptqtγXqq ` Gptq, (9.3.27)

with τI being the isomonodromic Tau–function, and F1 the free energy.

Thus, as the results of Chapter 5 give explicit prepotentials, it is possible to explicitly solve

(9.3.26) and describe genus one GW-invariants by comparing to the result obtained by utilising

the framework described in Method 1 above. More generally, the methods of [84, 85], would lend

themselves to the verification of the two-point function in the TR-spectral data. As a bonus, the

G–function together with a description of the DZ-manifold caustic (for R ‰ Al), would finally

settle a conjecture stated by Ian Strachan in [117]. We hope to find G–functions associated to

DZ-manifolds in the near future.

Remark. In [56], the authors considered the equivariant version of the spectral curve associated

to R “ A1 (that is including parameters instead of fixing at a semisimple point) and proved results

which in the non-equivariant limit, reduced to the Norbury–Scott Conjecture. They also considered

another limit, the large radius limit, at which their results provide a proof of the Bouchard–Marino
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conjecture of simple Hurwitz numbers [15]. Thus, it would be natural and interesting to formulate

a similar conjecture and consider the analogous limit for simply laced root types other than A1.
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10

CONCLUSION

In this thesis we have derived a mirror theorem for Dubrovin-Zhang Frobenius manifolds taking

a uniform form for all Dynkin types, in which its proof is reduced to quite straight-forward

complex analysis and Lie theory. These results are important for a number of reasons. Firstly,

it is nice to finally settle a problem which has stood open since the late 1990s, and to do so in

a uniform way. Secondly, via the relation with orbicurves, these Frobenius manifolds provide

explicit examples of a class of non-toric DM–stacks, which are certainly not of abundance in

literature. Finally, the results open up many fascinating avenues of research, some of which have

been successfully dealt with in this thesis. We have considered four applications belonging to

quite different areas of mathematics; topological degrees of LL-maps, Saito discriminant strata,

integrable hierarchies, and the Topological Recursion procedure. Some of these have been, or are

near to be, completed (the first two), and some have been commenced (the last two). We hope

to continue research in these directions in the near future. There are many more applications and

adjacent research questions which have not been dealt with in this thesis. These include calculating

G-functions associated to DZ-manifolds, the Bouchard–Marino conjecture (both of which were

briefly mentioned in the final chapter), Buryak’s conjecture which relates the Dubrovin-Zhang

hierarchy to the double-ramification hierarchy constructed using moduli spaces of curves (this

conjecture is represented by the small diagonal dotted line in the top right corner of Figure 1.2),

and integrable hierarchies associated to discriminant strata, to name a few.

We hope the reader has enjoyed this window into the world of Frobenius manifolds, and its large

variety of applications. We expect the results of this thesis will lead to many exciting publications

in the future.
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[9] P. Berglund and T. Hübsch, A generalized construction of mirror manifolds, Nucl. Phys., B393 (1993).

[10] B. Blok and A.N. Varchenko, Topological conformal field theories and the flat coordinates, Int. J. Mod. Phys. A, 7

(1992), 1467–1490.

[11] L. A. Borisov, Towards the mirror symmetry for Calabi-Yau complete intersections in Gorenstein toric Fano varieties.

Preprint available at arxiv: alg-geom/9310001.

[12] G. Borot and A. Brini, Chern–Simons theory on spherical Seifert manifolds, topological strings and integrable systems,

Adv. Theor. Math. Phys., 22 (2018), 305–394.

[13] V. Bouchard and B. Eynard, Think globally, compute locally, J. High Energ. Phys., 143 (2013).

[14] V. Bouchard, A. Klemm, M. Marino, and S. Pasquetti, Remodeling the B-model, Commun. Math. Phys., 287 (2009),

117–178.

[15] V. Bouchard and M. Marino, Hurwitz numbers, matrix models and enumerative geometry, Proc. Symp. Pure Math.,

78 (2008), 263–283.

[16] A. Brini, On the Gopakumar–Ooguri–Vafa correspondence for Clifford–Klein 3-manifolds, Topological recursion and its

influence in analysis, geometry, and topology. Proceedings of Symposia in Pure Mathematics, 100, pp. 59–82, 2018.

[17] , E8 spectral curves, Proceedings of the London Mathematical Society, 121 (2020), 954–1032.

[18] , Exterior powers of the adjoint representation and the Weyl ring of E8, J. Algebra, 551 (2020), 301–341.

[19] A. Brini, R. Cavalieri, and D. Ross, Crepant resolutions and open strings, J. Reine Angew. Math., 755 (2019), 191–245.

[20] A. Brini and K. van Gemst, Mirror symmetry for extended affine Weyl groups, J. Ec. Polytech. - Math, 9 (2022),

907–957.

[21] A. Buryak, Double ramification cycles and integrable hierarchies, Commun. Math. Phys., 336 (2015), 1085–1107.

[22] P. Candelas, X. C. De La Ossa, P. S. Green, and L. Parkes, A pair of Calabi–Yau manifolds as an exactly soluble

superconformal theory, Nucl. Phys. B, 359 (1990), 21–74.

[23] P. Candelas, M. Lynker, and R. Schimmrigk, Calabi–Yau manifolds in weighted P4, Nucl. Phys. B, 341 (1990), 383–

402.

[24] N. Caporaso, L. Griguolo, M. Marino, S. Pasquetti, and D. Seminara, Phase transitions, double-scaling limit, and

topological strings, Phys. Rev., D75 (2007), 046004.

[25] G. Carlet, The extended bigraded Toda hierarchy, J. Phys. A, 39 (2006), 9411–9435.

[26] S. Charbonnier, N. K. Chidambaram, E. Garcia-Failde, and A. Giacchetto, Shifted Witten classes and topological

recursion. Preprint available at arxiv: 2203.16523.

[27] W. Chen and Y. Ruan, Orbifold Gromov–Witten theory, Contemp. Math., 310 (2002), 25–85.

[28] J. Cheng and T. Milanov, The extended D-Toda hierarchy. Preprint available at arxiv: 1909.12735.

[29] N. K. Chidambaram, E. Garcia-Failde, and A. Giacchetto, Relations on M̄g,n and the negative r–spin Witten

Conjecture. Preprint available at arxiv: 2205.15621.

[30] A. Chiodo and Y. Ruan, LG/CY correspondence: The state space isomorphism, Adv. Math., 227 (2011).

[31] T. Coates, A. Corti, H. Iritani, and H-H. Tseng, A mirror theorem for toric stacks, Compos. Math., 151 (2015),

1878–1912.

[32] , Some applications of the mirror theorem for toric stacks, Adv. Theor. Math. Phys., 23 (2019), 767–802.

179



[33] G. Cotti, Geometry and Analytic Theory of Semisimple Coalescent Frobenius Structures, PhD thesis, SISSA (2017).

Available here.

[34] H. S. M. Coxeter, The Complete Enumeration of Finite Groups of the Form R2
i = (RiRj)

kij = 1, J. London Math.

Soc., 10 (1935), 21–25.

[35] M. J. Crescimanno and W. Taylor, Large N phases of chiral QCD in two-dimensions, Nucl. Phys. B, 437 (1995), 3–24.

[36] J. A. Cruz Morales, A. Mellit, N. Perrin, and M. Smirnov, On quantum cohomology of Grassmannians of isotropic

lines, unforlding of An-singularities and Letschetz exceptional collections, Ann. Inst. Fourier (Grenoble), 69 (2019), 955–

991.

[37] R. Dijkgraaf, Herman L. Verlinde, and Erik P. Verlinde, Topological strings in d < 1, Nucl. Phys., B352 (1991),

59–86.

[38] W. F. Doran and R. S. Garavuso, Hori–Vafa mirror periods, Picard–Fuchs equations and Berglund–Hübsch-Krawitz
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Part IV

Appendices





A

Character relations for E6 and E7

A.1 R “ E6

The character relations for ρ “ ρω1 and k “ 1, . . . , 13 are:

p
r100000sE6
0 “ 1,

p
r100000sE6
1 “ χ1,

p
r100000sE6
2 “ χ2,

p
r100000sE6
3 “ χ3,

p
r100000sE6
4 “ ´χ2

5 ´ χ2χ5 ` χ1 ` χ4 ` χ4χ6,

p
r100000sE6
5 “ χ2

1 ´ 2χ2
5χ1 ` 2χ4χ1 ` χ2

4 ` χ5χ
2
6 ` χ2 ´ 2χ3χ5 ` χ5 ´ χ2χ6 ´ χ5χ6,

p
r100000sE6
6 “ χ1χ5 ´ χ3

5 ´ χ2χ
2
5 ` 2χ4χ5 ´ 2χ1χ6χ5 ` χ4χ6χ5 ` χ3

6

` 2χ1χ2 ´ 2χ3 ` χ2χ4 ´ 3χ3χ6,

p
r100000sE6
7 “ 2χ2

2 ` χ5χ2 ´ 2χ5χ6χ2 ` χ3χ
2
5 ` χ1χ

2
6 ` χ4χ

2
6 ´ 3χ1χ3

´ 2χ3χ4 ` χ4 ´ χ2
5χ6 ´ χ1χ6 ` χ4χ6,

p
r100000sE6
8 “ χ2χ

3
5 ´ χ1χ6χ

2
5 ` χ2

6χ5 ` χ1χ2χ5 ´ 2χ3χ5 ´ 3χ2χ4χ5 ` χ3χ6χ5

´ 2χ6χ5 ` χ5 ´ χ2
1 ´ χ2χ

2
6 ` χ2χ3 ` χ1χ4 ` χ2

1χ6 ´ χ2χ6 ` 2χ1χ4χ6,

p
r100000sE6
9 “ χ1χ

4
5 ´ χ6χ

3
5 ` χ2χ

2
5 ´ 4χ1χ4χ

2
5 ` χ2χ6χ

2
5 ´ χ2

2χ5 ´ χ1χ
2
6χ5 ´ 4χ1χ5

` χ4χ5 ` 3χ4χ6χ5 ` χ3
6 ` χ2

3 ` 2χ1χ
2
4 ` χ1χ2 ´ 6χ3 ` 4χ2

1χ4 ´ 4χ2χ4

` 4χ1χ3χ5 ´ 2χ2χ4χ6 ´ 3χ3χ6 ` 3,

p
r100000sE6
10 “ χ5

5 ´ 5χ4χ
3
5 ` χ1χ6χ

3
5 ´ χ2

6χ
2
5 ´ χ1χ2χ

2
5 ` 5χ3χ

2
5 ´ χ2

5 ´ 2χ2
1χ5 ` 5χ2

4χ5 ` χ2χ5

` χ2χ3χ5 ` 4χ1χ4χ5 ` χ2
1χ6χ5 ´ 2χ2χ6χ5 ´ 3χ1χ4χ6χ5 ` χ1χ

2
6 ` 2χ4χ

2
6 ` 2χ1

` χ2
1χ2 ´ 5χ1χ3 ` 2χ1χ2χ4 ´ 5χ3χ4 ´ χ2

2χ6 ´ 2χ1χ6 ` χ1χ3χ6 ´ χ4χ6,
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p
r100000sE6
11 “ χ6χ

4
5 ´ χ2χ

3
5 ` χ1χ3χ

2
5 ´ χ4χ

2
5 ` 2χ1χ6χ

2
5 ´ 4χ4χ6χ

2
5 ´ 2χ2

6χ5 ´ χ1χ2χ5 ` χ2χ6

` 3χ3χ5 ` 3χ2χ4χ5 ´ 2χ1χ2χ6χ5 ` 3χ3χ6χ5 ´ χ6χ5 ` χ1χ
2
2 ` 2χ2

4 ` 2χ2
4χ6

` 2χ2
1χ

2
6 ´ 2χ2χ

2
6 ` 2χ2 ´ 3χ2

1χ3 ` χ2χ3 ` χ2
2χ4 ` χ1χ4 ´ 2χ1χ3χ4 ´ 2χ2

1χ6,

p
r100000sE6
12 “ 2χ6χ

3
1 ` χ2

5χ
2
1 ´ χ4χ

2
1 ´ 2χ2χ5χ

2
1 ´ χ2

5χ6χ
2
1 ` χ4χ6χ

2
1 ` 3χ5χ

2
6χ1 ` 2χ2χ1 ` 6χ3χ6

´ 3χ2χ3χ1 ` χ2χ4χ5χ1 ` χ5χ1 ´ 5χ2χ6χ1 ´ 2χ5χ6χ1 ` χ3
2 ` χ3χ

3
5 ´ 3χ4χ5χ6 ´ χ3

1

´ χ3
5 ´ 2χ3

6 ` 3χ2
3 ´ χ3 ` χ2χ4 ` 3χ2

2χ5 ´ 3χ3χ4χ5 ` 2χ4χ5 ` χ3
5χ6 ´ χ2χ

2
5χ6,

p
r100000sE6
13 “ χ4

1 ´ 2χ2
5χ

3
1 ` 2χ4χ

3
1 ` χ2

4χ
2
1 ´ 3χ2χ

2
1 ´ 2χ3χ5χ

2
1 ´ χ5χ

2
1 ´ χ2χ6χ

2
1 ` 4χ5χ6χ

2
1

` 2χ3
5χ1 ` 2χ2χ

2
5χ1 ´ 2χ2

6χ1 ` χ3χ1 ´ 4χ2χ4χ1 ` χ2
2χ5χ1 ´ 4χ4χ5χ1 ´ χ3

5χ6χ1

` 3χ3χ6χ1 ` χ4χ5χ6χ1 ´ χ6χ1 ` 2χ1 ` χ2
2 ´ 2χ2χ

2
4 ` χ3χ

2
5 ` χ2χ4χ

2
5

` χ2
5χ

2
6 ´ 3χ3χ4 ` 2χ4 ` χ2χ5 ´ χ2χ3χ5 ` χ2

2χ6 ´ 2χ2
5χ6 ´ 2χ2χ5χ6. (A.1.1)

A.2 R “ E7

We include here the character relations for ρ “ ρω6 and k “ 1, . . . , 11; note that by reality, we

have pρ56´k “ pρk. The full set of character relations for k up to 28 is available upon request.

p
r0000010sE7
0 “ 1,

p
r0000010sE7
1 “ χ6,

p
r0000010sE7
2 “ χ5 ` 1,

p
r0000010sE7
3 “ χ4 ` χ6,

p
r0000010sE7
4 “ χ3 ` χ5 ` 1,

p
r0000010sE7
5 “ ´pχ1 ´ 1qχ4 ` `´χ2

1 ` χ1 ` χ2 ` χ5 ` 1
˘
χ6 ` χ2χ7,

p
r0000010sE7
6 “ ´2χ3

1 ` p1 ´ 2χ5qχ2
1 ` `

χ2
6 ´ χ7χ6 ` χ2

7 ` 4χ2 ´ 2χ3 ` 2χ5 ` 2
˘
χ1 ` χ2

2 ` χ2
5

´ χ3 ` 2χ5 ` 2χ2pχ5 ` 1q ` χ4χ6 ´ χ4χ7 ´ χ6χ7 ` 1,

p
r0000010sE7
7 “ χ4

`´χ2
1 ` χ1 ` χ2 ` 2χ5 ` 2

˘ ` p´χ3
1 ` p2χ2 ` χ5 ` 3qχ1 ` 2χ2 ´ 2χ3 ` χ5

` 1qχ6 ` χ7

`´2χ2
1 ` pχ2 ´ 2χ5 ` 1qχ1 ` χ2

7 ` 3χ2 ´ 3χ3

˘
,

p
r0000010sE7
8 “ p2χ2

6 ` χ4χ6 ´ 2χ7χ6 ` χ2
7 ` 4χ2 ´ 2χ3

1 ´ 4χ3 ` 2χ5 ´ 2χ4χ7qχ1

` χ2
2 ` 2χ2

4 ` χ2
6 ` χ5χ

2
7 ` χ2

7 ´ 2χ3 ´ 3χ3χ5 ` 3χ4χ6 ` χ4χ7 ´ χ5χ6χ7 ` χ6χ7

` χ2pχ2
6 ` χ7χ6 ` χ2

7 ´ 2χ3 ` 2χ5q ` pχ3 ´ 2χ5 ´ χ6χ7 ` 2qχ2
1,
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p
r0000010sE7
9 “ pχ1 ` 2qχ3

6 ´ 2χ1χ7χ
2
6 ` p´χ3

1 ` χ2
1 ` `

χ2
7 ` 2χ2 ´ 2χ3 ´ 2χ5

˘
χ1 ´ χ2

5

´ 3χ3 ´ 2χ5 ` χ2pχ5 ` 1q ´ 1qχ6 ` p´pχ5 ` 2qχ2
1 ` pχ2 ` χ3 ` χ5

` 2qχ1 ` χ2
5 ´ χ3 ` 3χ5 ` 2χ2pχ5 ` 1q ` 2qχ7 ` χ4pχ3

1 ´ χ2
1 ` p´3χ2 ` χ5

` 2qχ1 ´ χ2
7 ´ 2χ2 ` χ3 ` 3χ5 ´ χ6χ7 ` 4q,

p
r0000010sE7
10 “ χ5χ

4
1 ´ χ6χ7χ

3
1 ` `´χ2

6 ´ 2χ7χ6 ` χ2
7 ´ p4χ2 ` 1qχ5 ` χ4pχ6 ` χ7q˘

χ2
1

´ pχ2
4 ` 3χ7χ4 ´ 4χ2

5 ´ χ2χ
2
6 ´ 2χ2

6 ` χ2
7 ´ 3χ2χ6χ7 ´ 3χ6χ7 ` χ5

`
4χ2

6 ` χ2
7 ´ 2

˘qχ1

` χ6χ
3
7 ` χ2

3 ` 4χ2χ
2
5 ` 2χ2

5 ` χ2χ
2
6 ´ 5χ5χ

2
6 ´ 5χ2

6 ´ χ2χ
2
7 ´ χ5χ

2
7 ` 3χ4

6

` 5χ5 ´ 4χ2χ4χ6 ` 3χ4χ6 ` χ4χ5χ6 ´ 2χ2χ4χ7 ` χ4χ7 ` 2χ2χ6χ7 ` 2χ5χ6χ7

` 2χ2χ5 ` χ6χ7 ` χ3

`´6χ2
6 ´ 3χ7χ6 ` p4χ1 ` 5qχ5 ` 4

˘ ´ χ2
7 ` 2χ2

2χ5 ` 3,

p
r0000010sE7
11 “ `´χ2

1 ` 4χ1 ` 2χ5

˘
χ3
6 ` pχ1 ´ χ2 ´ 2pχ5 ` 1qqχ7χ

2
6 ` pχ5

1 ´ 5pχ2 ` 1qχ3
1

` `´χ2
7 ` χ2 ` 5χ3 ´ 4χ5 ` 3

˘
χ2
1 ` p5χ2

2 ` 4pχ5 ` 2qχ2 ´ 2χ2
5

´ 8χ3 ´ 1qχ1 ` 3χ2
2 ´ χ2

5 ` χ5χ
2
7 ` χ2

7 ´ 2χ3 ´ 5χ3χ5

´ χ5 ` χ2

`
2χ2

7 ´ 5χ3 ` 7χ5 ` 2
˘ ` 1qχ6 ´ χ2

4χ7 ` χ4p2χ3
1 ´ pχ5 ´ 1qχ2

1

` `
χ2
6 ´ 2χ7χ6 ´ 6χ2 ` χ3 ` 4χ5 ´ 3

˘
χ1 ` χ2

5 ´ χ2
6 ´ χ2

7 ` 5χ3

` 3χ5 ` χ2p2χ5 ´ 7q ` 2χ6χ7 ` 3q ` χ7p´χ4
1 ` χ5χ

3
1 ` p4χ2 ´ 2χ5 ` 3qχ2

1 ` pχ2
5

` χ5 ` χ2
7 ´ 4χ3 ´ χ2p3χ5 ` 1q ´ 3qχ1 ´ 2χ2

2 ` χ2
5 ` 3χ3 ` χ3χ5 ` 3χ5 ´ χ2pχ5 ` 2q

` 2q.
(A.2.1)
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B

R-matrices for affine A2

Note that in the notation of Chapter 9, x “ 1
z .

rx´1s :

¨
˚̊
˚̋

1´i
?
3

36 3?2x
´ ip?

3´iq
18 3?2x

´ 1
9 3?2x

´ ip?
3´iq

18 3?2x
´ 1

18 3?2x

ip?
3`iq

18 3?2x

´ 1
9 3?2x

ip?
3`iq

18 3?2x
1`i

?
3

36 3?2x

˛
‹‹‹‚,

rx´2s :

¨
˚̊
˝

1`i
?
3

432 22{3x2
´7´3i

?
3

324 22{3x2
1`5i

?
3

324 22{3x2

4`i
?
3

162 22{3x2 ´ 1
216 22{3x2

4´i
?
3

162 22{3x2

1´5i
?
3

324 22{3x2
´7`3i

?
3

324 22{3x2
1´i

?
3

432 22{3x2

˛
‹‹‚,

rx´3s :

¨
˚̊
˚̋

´ 5
69984x3 ´205`5i

?
3

23328x3

5p41´i
?
3q

23328x3

5ip?
3`41iq

23328x3 ´ 5
69984x3 ´205`5i

?
3

23328x3

5p41`i
?
3q

23328x3

5ip?
3`41iq

23328x3 ´ 5
69984x3

˛
‹‹‹‚,

rx´4s :

¨
˚̊
˚̋

4025ip?
3`iq

10077696 3?2x4

175ip23?
3`61iq

1259712 3?2x4

175p2´21i
?
3q

629856 3?2x4

175p65´19i
?
3q

1259712 3?2x4

4025
5038848 3?2x4

175p65`19i
?
3q

1259712 3?2x4

175p2`21i
?
3q

629856 3?2x4

175p´61´23i
?
3q

1259712 3?2x4
´ 4025p1`i

?
3q

10077696 3?2x4

˛
‹‹‹‚,

rx´5s :

¨
˚̊
˚̋

´ 17395p1`i
?
3q

20155392 22{3x5

1225ip639?
3`529iq

90699264 22{3x5

1225p´1223´55i
?
3q

90699264 22{3x5

1225ip292?
3`347iq

45349632 22{3x5
17395

10077696 22{3x5

1225p´347´292i
?
3q

45349632 22{3x5

1225ip55?
3`1223iq

90699264 22{3x5

1225p´529´639i
?
3q

90699264 22{3x5

17395ip?
3`iq

20155392 22{3x5

˛
‹‹‹‚,

rx´6s :

¨
˚̊
˚̋

31237745
19591041024x6

2695p811`11591i
?
3q

3265173504x6

2695ip11591?
3`811iq

3265173504x6

2695p811´11591i
?
3q

3265173504x6
31237745

19591041024x6

2695p811`11591i
?
3q

3265173504x6

´2695ip11591?
3´811iq

3265173504x6

2695p811´11591i
?
3q

3265173504x6
31237745

19591041024x6

˛
‹‹‹‚,
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rx´7s :

¨
˚̊
˚̋

961865905ip?
3`iq

705277476864 3?2x7

385385p17159`17471i
?
3q

352638738432 3?2x7

385385p17393´78i
?
3q

176319369216 3?2x7

385385p17627`17315i
?
3q

352638738432 3?2x7

961865905
352638738432 3?2x7

385385p17627´17315i
?
3q

352638738432 3?2x7

385385p17393`78i
?
3q

176319369216 3?2x7

385385p17159´17471i
?
3q

352638738432 3?2x7
´ 961865905p1`i

?
3q

705277476864 3?2x7

˛
‹‹‹‚,

rx´8s :

¨
˚̊
˚̋

´ 63122484425p1`i
?
3q

33853318889472 22{3x8

3578575p148873`52917i
?
3q

6347497291776 22{3x8 ´3578575ip100895?
3´4939iq

6347497291776 22{3x8

´3578575ip23989?
3´76906iq

3173748645888 22{3x8
63122484425

16926659444736 22{3x8

3578575ip23989?
3`76906iq

3173748645888 22{3x8

3578575ip100895?
3`4939iq

6347497291776 22{3x8

3578575p148873´52917i
?
3q

6347497291776 22{3x8

63122484425ip?
3`iq

33853318889472 22{3x8

˛
‹‹‹‚,

rx´9s :

¨
˚̊
˚̋

1588239577925
16452712980283392x9

60835775p4410203`26107i
?
3q

1828079220031488x9

60835775ip26107?
3`4410203iq

1828079220031488x9

60835775p4410203´26107i
?
3q

1828079220031488x9
1588239577925

16452712980283392x9

60835775p4410203`26107i
?
3q

1828079220031488x9

´60835775ip26107?
3´4410203iq

1828079220031488x9

60835775p4410203´26107i
?
3q

1828079220031488x9
1588239577925

16452712980283392x9

˛
‹‹‹‚.
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