Gauge Boson Coupling Measurements in Final

States with a W Boson Produced with Additional
Photons using The ATLAS Detector

by
Miaoyuan Liu

Department of Physics
Duke University

Date:

Approved:

Alfred T.Goshaw, Supervisor

Steffen Bass

Glenn Edwards

Ashutosh Kotwal

Chris Walter

Dissertation submitted in partial fulfillment of the requirements for the degree of
Doctor of Philosophy in the Department of Physics
in the Graduate School of Duke University
2015



ABSTRACT

Gauge Boson Coupling Measurements in Final States with a
W Boson Produced with Additional Photons using The
ATLAS Detector

by
Miaoyuan Liu

Department of Physics
Duke University

Date:

Approved:

Alfred T.Goshaw, Supervisor

Steffen Bass

Glenn Edwards

Ashutosh Kotwal

Chris Walter

An abstract of a dissertation submitted in partial fulfillment of the requirements for
the degree of Doctor of Philosophy in the Department of Physics
in the Graduate School of Duke University
2015



Copyright (© 2015 by Miaoyuan Liu
All rights reserved except the rights granted by the
Creative Commons Attribution-Noncommercial Licence


http://creativecommons.org/licenses/by-nc/3.0/us/

Abstract

This thesis presents a first measurement of triple gauge boson production pp —
W(lv)yy + X with the ATLAS experiment at the LHC. A dataset collected from
proton-proton collisions during 2012 is used for this study, corresponding to an inte-
grated luminosity of 20.3 fb~!. The measured cross section is compared to the most
precise Standard Model predictions available and is used to set limits on anomalous
quartic gauge couplings. Sensitivity studies are also presented for W~ events pro-
duced in vector boson scattering. Results show a promising first observation of this
Standard Model electroweak process with the pp collision dataset collected by the
ATLAS experiment during 2012.

v



Contents

Abstract iv
List of Tables X
List of Figures Xiv
Acknowledgements xxi
1 Introduction 1
2 Theory and Motivation 3
2.1 Introduction to the Standard Model . . . . . . . . .. ... ... ... 4
2.2 Electroweak sector and Gauge boson couplings . . . . . ... ... .. 6
2.3 Anomalous gauge boson coupling . . . . ... ... ... ... ... 9
2.3.1 Overview . . . . ..o 9

2.3.2 Parametrization of anomalous couplings . . . ... ... ... 10

2.3.3 Unitarization procedure . . . . . . . ... ... ... ... .. 14

2.4 W~ production and vector boson scattering Wy . . . .. .. .. .. 16
2.5 Monte-Carlo Event Generation . . . . .. ... ... ... ... ... 21
2.6 SUMMATY . . . . ... 23

3 The LHC and the ATLAS experiment 25
3.1 Imtroduction to the LHC . . . . .. .. ... ... ... ... ..... 26
3.2 Introduction to the ATLAS detector . . . . . ... .. ... .. ... 31
3.2.1 Imner detector . . . . . . . ... 31



3.2.2 Calorimeters . . . . . . . . ., 34

3.23 Muonsystem . . ... 38
3.2.4 Triggering system . . . . . .. ..o 39
3.3 Particle detection with the ATLAS detector . . . . .. ... ... .. 40
3.3.1 Reconstruction and identification of electrons and photons . . 41
3.4 Status and future plans for the LHC and ATLAS detector . . . . .. 46
The ATLAS Inner Tracker Monitoring and Upgrade 48
4.1 Description of the transition radiation tracker . . . . . . .. ... .. 49
4.1.1 Detection of charged particles with the TRT . . . . . . . . .. 49
4.1.2 Detector layout and gas mixture . . . . . .. .. ... ... .. 51
4.2 Monitoring the performance of the TRT . . . .. ... ... .. ... 54
4.2.1 Aging and other performance issues . . . . . . ... ... ... 54
4.2.2 Methods for monitoring the TRT . . . . ... ... ... ... 54
4.2.3 Summary of wire aging studies . . . .. ... .. ... L. 61
4.2.4  Monitoring the TRT in future LHC runs . . . . . . . . .. .. 62
4.3 Plans for the replacing the ATLAS Inner Detector in Phase 2 upgrade 64
4.3.1 ATLAS Inner Tracker for HL-LHC . . . . ... .. ... ... 65
4.3.2 Particle detection with silicon strips . . . . . .. .. ... ... 65
4.3.3 Tests of silicon strip tracker components . . . . . . . .. ... 68
4.4 SUMMATY . . . . . oo 80
Measurement of pp— W~vy + X Production 81
5.1 Data and Simulated samples . . . . . . . ... ... 82
5.2 Event Selection . . . . . . ... 82
5.2.1 Event quality requirements . . . . . . . .. ... ... ... .. 82
5.2.2 Triggering and object definitions . . . . . . .. ... ... ... 83

vi



5.2.3 Kinematic cuts . . . . . . ... 88

5.3 Wny Signal Extraction . . . . . .. .. ..o oo 93
5.3.1 Candidate events . . . . . . .. ... ... L. 93
5.3.2 Data-driven background estimation for fake photons and fake

electrons . . . . ..o 94

5.4 Summary of the measured pp — W(ev)yy + X signal . . . . . . . .. 102

Interpretation of pp— W~yv + X Measurement Results 109

6.1 Cross section measurement . . . . . . . .. ... 110
6.1.1 Fiducial Region Definition . . . . . . .. ... ... ... ... 110
6.1.2  Acceptance and Efficiency . . . . ... ... ... ... ... 111
6.1.3 The Fiducial Cross-Section Measurement . . . . . . . . . . .. 113
6.1.4 Comparison to the SM theory prediction . . . . . .. .. ... 117

6.2 Anomalous quartic coupling (aQGC) analysis . . . . . . ... .. .. 121
6.2.1 Limits extraction procedure . . . . . . ... .. ... ... .. 121
6.2.2 Unitarity constraint . . . . . . . ... ... 124
6.23 Results. . . . .. .. 125
6.2.4 Comparison to other experiments . . . . . . .. .. ... ... 125

6.3 Results and Conclusions . . . . .. .. .. ... ... L. 129

Analysis of W(ev) + v Produced via Vector Boson Scattering in pp

collisions 130

7.1 Analysis strategy . . . . . . . ... 131

7.2 Event Selection and Signal Region Definitions . . . . . . .. ... .. 132

7.3 Background analysis . . . ... ... 134
7.3.1 Inclusive selection of W(ev)y . ... ... ... ... ... .. 136
7.3.2 2jetregionof Wev)y . . ... ... 137
7.3.3 VBSregionof W(ev)y . ... ... ... 138

Vil



7.4 Summary of the Event Yield . . . . . .. ... .. ... 0. 139
7.5 Conclusions and plans . . . . . . . ... ... L. 140
8 Conclusions 142
A Experimental data-driven methods 144
A.1 Tagand Probe method . . . . . . . ... ... ... ... ..., 144
A.1.1 General Method . . . . . . . . ... ... L. 144
A.1.2 Trigger efficiency in Wy . . . . o 0oL 145
A2 ABCD method . . . . . . ... ... ... 145
A.2.1 General Formunilam . . . .. .. ... ... 145
A.2.2 Jet faking electrons in W~ . . . . . ..o 147

A.2.3 Jet faking electron and photon background in Vector Boson
Scattering Wy . . . . ..o 152
A.3 2D Template Fit Method . . . . . . . . ... ... ... ... ..... 154
A.3.1 General Method . . . . . . . ... ... 154
A.3.2 Template Determination . . . . . . ... ... ... ... .. 154
A.3.3 Signal-Leakage Corrections . . . . . . . ... ... ... .... 154
A.3.4 Template Fit Method Results . . . . . ... ... ... .... 158
A.3.5 Statistical Uncertainties Estimate . . . . . . . ... ... ... 160
A.3.6 Systematic Uncertainties Estimate . . . . .. ... ... ... 163

A.3.7 Background Extrapolation for the Exclusive Selection in the
Electron Channel . . . . . . ... .. ... ... .. ... ... 166

B More on the interpretation of the measured pp — Wy~ + X results 168

B.1

Correction factors . . . . . . . . .. 168
B.1.1 Statistical Uncertainty of the Correction Factor . . . . . . .. 168
B.1.2 Systematic Uncertainty on Correction Factors . . . . . . . .. 170
B.1.3 Statistical error on the systematic uncertainty . . . . . . . .. 173

viil



B.2 aQGC analysis . . . . . .. ..

B.2.1 aQGC region optimization

B.2.2 Correction Factor for different aQGC scenarios . . . . . . . ..

C TRT aging monitoring plots

D Event selection table for W+~ analysis

Bibliography

Biography

1X

177

180

181

187



List of Tables

3.1

4.1

5.1

5.2

5.3

5.4

6.1

The main parameters of the inner detector. r x A¢ is the transverse
plane. . ...

The aging parameters (107°) for runs with low instantaneous lumi-
nosity and runs with high instantaneous luminosity from Period B.

Results of the 2D template fit method using the inclusive event se-
lection. For each category the result of the fit and the event yield is
given. The yield column is the fitted normalizations for each com-
ponent and the yield in signal region is the integrals in the isolated
photon regions. The uncertainties are statistical only. . . . . . . ..

Expected number of background events in the electron channel with
one real and one fake photon, two fake photons, and for the total fake
photons background. v — jet category contains events with p. > ]ojT6 t
while it is the opposite for jet —~. . . . . ... ...

Number of candidate events in data passing the full selection of Section 5.2
in the electron and muon channels for the inclusive case. The number of
background events from misidentified photons and leptons, as estimated
from data, and from MC derived backgrounds are also shown. The sub-
traction of these backgrounds yields the measured signal in each channel,
with statistical and systematic uncertainties. . . . . . . . . . .. .. ..

Number of candidate events in data passing the full selection of Section 5.2
in the electron and muon channels for the exclusive case. The number of
background events from misidentified photons and leptons, as estimated
from data, and from MC derived backgrounds are also shown. The sub-
traction of these backgrounds yields the measured signal in each channel,
with statistical and systematic uncertainties. . . . . . . . . . .. .. ..

Definition of the fiducial region where the cross-section is evaluated.
pi is the transverse momentum of the neutrino coming from the W
decay. The jet veto is only applied in the exclusive selection. . . . . .



6.2

6.3

6.4

6.5

6.6

7.1

Al

A2

Correction factor for the inclusive and the exclusive selection along
with their statistical and relative systematic uncertainty in the elec-
tron channel. The statistical uncertainty on the systematic component
is also given for completeness. . . . . . .. ...

Fiducial cross-section measurements of the pp — lvy~ process for two
isolated photons with pr >20 GeV. . . . . . . .. ... .. ... ...

Parton to particle level correction factors Ty, and 7', for the differ-
ent signal regions as obtained from SHERPA, and ALPGEN MC. In
the upper part of the Table, only statistical errors are quoted. The
lower part shows the SM parton to particle level correction factor av-
eraged over both lepton flavours. SHERPA is used as the baseline and
the deviation from ALPGEN is quoted as the systematic uncertainty.

Comparison of the cross-section measurements of the pp — lvvyy pro-
cess with the MCFM SM NLO predictions. . . . . . .. ... ... ..

Expected and observed 95% limits obtained analyzing the full 2012
data sample for the faro, fus and frg aQGC parameters in each of
the two decay channels studied and for the combination of the two.

Number of candidate events in the electron channel for the inclusive,
2 jet and VBS categories. The number of background events with
misidentified photons and leptons, estimated from data driven tech-
niques, and other backgrounds from simulated samples are also shown.
Row "Ngata — Npkg' shows the sum of Wy QCD and W+ VBS events.
Number of W~ QCD events in VBS region is given by Monte Carlo
full simulated sample generated by SHERPA 1.3.1. The uncertainty
is statistical only. . . . . . ..o

Definition of signal (A) and control regions (B, C, D) using electron
isolation, missing transverse energy, transverse mass and total trans-
verse momentum requirements. The track quality requirements are
relaxed for non-isolated control region B and C to increase statistics
in these regions. The electron calo strip and EM calorimeter track
matching variables are inverted to suppress the Zvy background in low
Mz and low EJ¢ or low p' control region (C, D) in which this

background is dominant . . . . .. ... ...

The number of observed events in data and the contribution from EW
processes with real electron (N*"W) predicted by MC simulation in
control region A, B, C and D. The MC estimations are normalized to
the process cross section and luminosity. . . . . . .. .. .. ... ..

X1

126



A.3 Signal leakage parameters used to calculate the fake-electron back-
ground. ...

A.4 Results of the fake-electron background estimation with the ABCD
method for several different choices of the control region definitions.
The deviation is taken as an systematic uncertainty on the nominal
value. . ...

A.5 Breakdown of the size of the systematic uncertainties affecting the
fake-electron background estimation for the inclusive and exclusive
selection. . . . . . ..

A.6 Control region definitions for jet faking photons. non-isolated region
is defined by reversing photon isolation cut, i.e. Iso > 6GeV, non-
tight region is defined the same way by requiring a non-tight photon
passing the requirement in Chapter 5 in the event. . . . . . . . . . ..

A.7 Control region definitions for electron faking photons. non-isolated

region is defined by reversing electron isolation cut, i.e. Iso/pr > 0.1,
low-MET regions is defined to be : M ET < 20GeV, My < 20GeV .

A.8 The event counts in signal and control regions for different processes
from data and Monte Carlo simulated samples. Monte Carlo closure
tests and signal leakage parameters as well as the results from ABCD
data driven method. . . . . . .. ..o Lo

A.9 Input for the signal leakage correction derived from W~~ MC using
the inclusive selection. The uncertainties shown are statistical only.

A.10 Inputs for Monte Carlo for signal leakage correction derived from W+
+ jets MC using the inclusive selection. The uncertainties shown are
statistical only. . . . . . ..o

A.11 Number of events in the control regions used for the calculation of the
signal-leakage corrections. . . . . . . ... ... L0

A.12 Results of the 2D fit method using the inclusive selection. For each
category the result of the fit and the event yield is given. The uncer-
tainties are statistical only. Details on how the statistical uncertainties
are obtained can be found in Section A.3.5.. . . . . .. ...

xii

152

156

158



A.13 Results of the 2D fit method using the exclusive selection. For each
category the result of the fit and the event yield is given. The uncer-
tainties are statistical only. Details on how the statistical uncertainties
are obtained can be found in Section A.3.5. The results for the elec-

tron channel is extrapolated from the Nj distribution as described in
Section A.3.7. . . . . o

A.14 Systematic uncertainties for the electron channel using the inclusive
selection. . . . . . . L

A.15 The result of the fake-photon background estimation using the exclu-
sive selection in the electron channel. For each background category
the estimated number of events and its statistical and systematic un-
certainty is given. The numbers are obtained by using the zero-jet bin
of the Nj distribution obtained from data (see text). . . . . . . . ..

B.1 Correction factor for the inclusive and the exclusive selection along
with their statistical and relative systematic uncertainty in the muon
channel. . . . . . . ...

B.2 Correction factor for the inclusive and the exclusive selection along
with their statistical and relative systematic uncertainty in the elec-
tron channel. . . . . . ...

B.3 Expected 95% CL limits on f and fy3 using different signal regions
defined by lower diphoton invariant mass (M,,) cuts. The numbers
in parentheses are the lower and upper limits. The limits converge to
minimum values starting from 300 GeV. . . . ... .. ... ... ..

B.4 Correction factor A x C for the inclusive and the exclusive electron
selection for different points in the (aQGC) phase space. . . . . . ..

B.5 Correction factor A x C for the inclusive and the exclusive muon se-
lection for different points in the (aQGC) phase space. . . . . .. ..

D.1 The number of events after each selection step for the electron chan-
nel is shown. This is performed on a data set collected from period
B, corresponding to an integrated luminosity of 5.3 fb~!. A filtered
sample is used. It is a subset of the whole dataset which as 116070903
events in total. . . . .. ..

xiil

158



List of Figures

2.1
2.2

2.3

2.4

2.5

2.6

2.7

2.8

The Standard Model . . . . . . . . . . ... 4

Gauge boson couplings in the SM EWK sector. (a) WW A,(b) WV Z,(c)
WWWW, () WWZZ, () WWAA(H) WWZA . . ... ... ... 10

[lustrations of the topologies of the final states used to test gauge
boson couplings : (a) W+ final state to test the WW~ vertex, (b)
vector boson fusion W production to test WW (Z~) vertex. (c¢) Wy
final state to test W W~ final state, (d) Vector boson scattering Z~y
final state to test WW Z~ final state. . . . . . ... .. ... .. ... 11

A heavy boson X contributes to TGC at one loop level as shown on
the right and QGC at tree level on the left. . . . . . .. ... ... .. 14

Argand circle is shown on the left. In the right plot, v is the elec-
troweak scale defined as (v2Gr)~Y/2 =246 GeV. It shows the satura-
tion of WW vector boson scattering amplitude Ax due to K-matrix
unitarization. . . . . ... Lo oL 15

Main contributions to the W~ final state. In general, the final state
photons can come from: the final state radiation, the initial state
radiation, the fragmentation of an initial state quark or gluon, a TGC
vertex or a QGC vertex. [1] . . . ... ... Lo 17

K factor as a function of the invariant mass of the di-photon system.
Vetoed calculation veto events with an additional hadronic jet with
Pt>50 GeV [2] . . . . . . 18

QGC WWZ~ and WW~~ contributes to W+ produced in vector boson
scattering. . . . . . . ... 19

X1v



2.9 Sherpa collision simulation. Sketch of a proton proton collision at high
energy. In the upper hemi-sphere of the figure partons from the initial
protons (large green ellipses) radiate gluons and finally interact in the
hard interaction (red blob). The products of the hard interaction pro-
duce a parton shower (in red) which then hadronizes (the green blobs
are hadrons) which then decay into the final state particles, all shown
as small green blobs. The lower hemisphere of the figure depicts the
underlying event, starting from some gluons radiated off the protons,
which also produce a parton shower (purple). The beam remnants
(blue blob) are considered part of the underlying event. Photon radi-
ation occurs at all stages in the event generation (indicated as yellow
T

3.1 The LHC Accelerator Complex . . . . ... .. ... ... ......

3.2 The peak instantaneous luminosity delivered to ATLAS per day versus
time during the p-p runs of 2010, 2011 and 2012. . . . . . . . .. ..

3.3 Integrated luminosity in 2011 and 2012 . . . . . . . .. .. ... ...
3.4 The ATLAS detector . . . . . . .. . . ... ... .. ... ...
3.5 The inner detector of the ATLAS detector . . . . ... ... .. ...
3.6 The Calorimeter system of the ATLAS detector . . . . .. ... ...
3.7 The Electromagnetic calorimeter in the ATLAS detector . . . . . ..
3.8 Muon systems in the ATLAS detector . . . . . ... ... ... ....
3.9 Trigger systems in the ATLAS detector . . . . . . . ... ... ....

3.10 Electron reconstruction efficiency as a functions of n and Er. Open
circles are results from Monte Carlo simulations, Solid markers are
estimated from data using a "Tag and Probe” method described in
appendixX. . ... L

3.11 The fraction of high threshold TRT hits . . . .. ... ... .. ...

3.12 Electron identification efficiency as a functions of Er for the Like-
lyHood(LH) method is shown. Open circles are results from Monte
Carlo simulated electrons, Solid markers are measurements from data
using a "Tag and Probe” method described in appendix. . . . . . ..

3.13 Photon identification efficiency as a functions of Er for converted (top)
and unconverted (bottom) photons. Results are measured from Z —
Il events using a "Tag and Probe” method described in appendix.

XV

45



3.14

4.1

4.2

4.3

4.4

4.5

4.6

4.7

4.8

4.9

4.10

4.11

4.12

4.13

Plan for LHC evolution in the next 10 years. LS stands for 'Long
Shutdown’ . . . . . . . . 46

A cross section view of the straws to show signal detection in the TRT. 50

Turn-on of Transition Radiation from Muons measured in the ATLAS
Barrel TRT (Oct’2008). Most of the particles produced at the LHC
lie in an energy range of 500 MeV to 100 GeV. With the equation of
E = mry, pions have gamma factors in the range of [10,10%] while a
500 MeV electron has a gamma factor of 103. . . . . . .. .. .. .. 52

Left: X-Y Slice of the TRT Barrel. Phi modules with gas flow coming
in from Side A is shown as black blocks. Right:A diagram of the gas
flow in End-cap A. . . . . .. 53

HT, .o as a function of hit z position in the TRT barrel detector for
Period E 2012 data. On the left is input A and on the right is input
C. Layer 2 is shown as an example here. . . . . . ... ... ... .. 56

The relative change (A HT,q1i0 /(2xave HT,q4,)) for Period E 2012
Data for Layer 2 . . . . . . . ... 56

HT, 40 as a function of hit r for Period E 2012 Data end-cap A (left)
end-cap C (right). . . . . . .. ... o oo o 58

A HT,q1i0 /(2xaverage HT,4,) for Period E 2012 Data in end-cap A.
The left plot is for type-A wheels and the right plot is for type-B wheels. 58

Ozone accumulation effect for the Barrel. The increase in the slope
value indicates a decrease in the HT,.;, along the gas flow direction
due to the gas gain drop caused by ozone accumulation. The accumu-
lation stabilizes later in the run. . . . . . . . . .. ... ... 60

Fitted slopes as a function of u for Period E 2012 Data for the barrel 61

Ozone accumulation for runs with different instantaneous luminosity
for period B 2012. Dashed (Solid) lines are for runs with low (high)
instantaneous luminosity. . . . . . .. . ..o 62

Aging monitoring study on data taken in 2012, plotted as a function
of integrated luminosity. The top plot is for the barrel and the bottom
left (right) is for wheel-type A (B). . . . ... ... ... ... ... . 63

Aging monitoring study for data from the beginning of each run of
2012. The left (right) plot is for the barrel (end-cap). . . . . .. . .. 63

Baseline layout of new ATLAS inner tracker (active areas) for HL-LHC. 66

xXvi



4.14
4.15
4.16
4.17

4.18

4.19
4.20
4.21
4.22
4.23
4.24
4.25
4.26
4.27

5.1

5.2

Shortened version of full stave, "stavelet”. The stavelet width is 12 cm.

A silicon strip sensor. . . . . ... ..
Test system for a single module at CERN. . . . ... ... ... ...
Strobe delay versus efficiency for two adjacent chips. . . . . .. . ..

Threshold scan. The threshold scan as a function of the channel num-
ber and the threshold scan for a single channel are shown. . . . . ..

Three point gain test. . . . . . . . .. ... oL
ENC result for one hybrid from the 3 point gain tests.. . . . . . . ..
Response curve measurement result for one chip. . . . . . . . . .. ..
Noise injection to the cooling pipe test. . . . . . . . .. .. ... ...
Test system for a stavelet. . . . . . . .. ... ... ...
Diagram of the CO2 cooling system. . . . . . ... .. .. ... ...
CO2 cooling system. . . . . . . .. ...
The thermodynamic cycle of the CO2 cooling system. . . . . . . . ..

Test results for CO2 cooling system, two sensors were used in the
test, one located at the end where the cooling pipe enters the box
(outside), the other one located at the other end (inside) where the
cooling pipe goes out of the box. T stands for temperature and H
stands for Humidity. . . . . . . .. ... ...

Invariant mass of electron and leading photon (top left), electron and
sub-leading photon (top right), electron and two photons (bottom
left), and total vector sum of transverse momentum of electron and
two photons (bottom right). Events shaded in the box are rejected.

Optimization of the total vector sum of the transverse momentum of
electron and two photons. The chosen lower cut is at 30 GeV. The
right plot shows the percentage of events which survived the pi* cut.

xXvil

66

91

92



5.3

5.4

5.5

5.6

5.7

5.8

5.9

5.10

An event display of selected W (ev)~~ candidate. Photons are yellow,
electrons are green and their electromagnetic showers are in red in the
plot. Missing transverse energy is shown as red line. The left plot is
a x-y plane cross section view, the upright plot is a log plot in n-¢
space with the pr shown in z coordinate. The lower right is a plot of
the cross section view across the center of the detector, parallel to the
beam line (n —z plane). . . . . ... ..o Lo

The E&° distribution for the leading (left) and subleading (right)
photon from simulated W~y events using the inclusive selection are
shown as black dots. The fitted photon isolation PDFs F, ; (E%°') and
F, 5(E%°%) are shown as solid lines. . . . . .. ... ... ... ... .

The jet EX° distribution for the leading (left) and subleading (right)
photon candidate from the data using the inclusive selection are shown
as black dots. The fitted PDFs F}; and F}, are shown as solid lines.

The two-dimensional EX° distribution for the jj-PDF determined us-
ing the inclusive event selection. Left: (Ej°!, E7°?) distribution in
the TT sample. Right: Corresponding smoothed PDF Fj;. . . . ..

Projection of the two-dimensional isolation distributions onto the trans
verse isolation energy of the leading (left) and subleading (right) pho-
ton candidates. The black line shows the result of the final fit and the
colored lines show the different components. . . . . . . . . ... ...

A sketch presentation of the signal region (A) and three control re-
gions (B, C and D) used the ABCD method. Region A contains events
with an isolated electron and high E}***  region B has the requirement
on electron isolation reversed, region C has the requirement on vari-
ables related to EI'** reversed, while region D has both requirements
reversed. . .. ..

Leading photon FEr(left), Eta(middle), Isolation(right) distributions
in the electron channel obtained with the inclusive selection. The
W~g + Wiy + Wjj-label denotes the fake photon background com-
ponent and the fake lepton component is labelled “yv + jet”. The tt,
W(— 1v)vy7v and diboson (WW W Z)contributions are combined and
labelled as “Other”. The hashed areas show the total uncertainty on
the background estimate. . . . . . .. . ... oL

Subleading photon Er(left), n(middle), Isolation(right) distributions
in the electron channel obtained with the inclusive selection. . . . . .

XVviii

97



5.11

5.12

5.13

5.14

6.1

6.2

7.1

7.2

7.3

7.4

7.5

Leading electron pr(left), n(right) distributions in the electron channel
obtained by using the inclusive selection. . . . . . . .. .. ... ... 107

AR between leading and subleading pr photons(left) and diphoton
invariant mass distribution(right) in the electron channel. . . . . . . . 107

Missing transverse energy (left) and W transverse mass distribution(right)
in the electron channel obtained by using the inclusive selection. . . . 108

Number of jets distribution for the electron channel obtained by using
the inclusive selection. . . . . . . . .. ... L L 108

Cross-section and parabolic fit as a function of the coupling for the
three operators F)o, Fiys and Frg. The parameters and goodness of

the fit are given in the graphs. . . . . . . .. .. ..o 0L 126
Comparison of the 95 % exclusion limits on fy9, fa3 and fro obtained

from different measurements. . . . . . . . . . ... .. 127
Vector boson scattering producing W+~ events. . . . . . . .. ... .. 131

Optimization of the VBS region. Significance is defined as S/ VB,
where S is the number of signal events predicted by the Monte Carlo
simulated samples, B is the sum of the backgrounds taken from Monte
Carlo simulation or data driven methods. It is is calculated for differ-
ent M;; and dYj; setsof cuts. . . ... ... 134

Pt balance distributions of W (ev)y VBS, W (ev)y QCD events after
requiring M;; > 600 GeV, dY;; > 2. A selection cut for VBS events
is applied at pt balance < 0.1. . . . . . . . . . ... ... ... ..., 135

Distribution of number of jets for selected inclusive W(ev)y candi-
dates. ‘DD’ stands for data driven. . . . . . . ... ..o 138

Selected kinematic distributions of VBS W+ events with M;; > 600
GeV, dYj; > 2 and pt balance < 0.1 imposed. Backgrounds with
misidentified photons and leptons are estimated from data driven tech-
niques and are labeled as 'DD’ in the legend. Other backgrounds are
taken from simulated samples. Electron pr (first row, left), missing
transverse energy (first row, right), transverse mass of the W boson
(second row, left), photon pr (second row, right) and M;; (bottom)
distributions are shown. . . . . .. ... 141

XIX



Al

A2

A3

A4

C.1

C.2

C.3

Projection of the two-dimensional isolation distributions on the trans-
verse isolation energy of the leading (left) and subleading (right) pho-
ton candidate for the muon channel (top) and the electron chan-
nel (bottom). The black dots represent the data selected using the
inclusive selection. The black line shows the result of the fit and the
colored lines show the different components. . . . . . . . . ... ...

Projection of the two-dimensional isolation distributions on the trans-
verse isolation energy of the leading (left) and subleading (right) pho-
ton candidate for the muon channel. The black dots represent the data
selected using the exclusive selection. The black line shows the result
of the fit and the colored lines show the different components. The re-
sults for the electron channel is extrapolated from the Nje distribution
as described in Section A.3.7.. . . . . ... ...

Pull distributions for the four event yields in the signal region from
10000 pseudo-experiments. In addition the mean, width and goodness-
of-fit of a gaussian fitted to these distributions is shown. . . . . . ..

Pull distributions from pseudo-experiments used to evaluate the sys-
tematic uncertainty due to limited control region statistics. The re-
sults are shown for the muon (a—d) and electron (e-h) channel using
the inclusive selection. . . . . . . . .. ..o

The relative change (A HT,qi0 /(2xave HT,q,)) for Period E 2012
Data for long straws(up), short straws z <0 (down left) and z >0
(down right) in layer 1. . . . . . . . ... ... oo o

The relative change (A HT,q10 /(2xave HT,4,)) for Period E 2012
Data for layer 2 and 3 in Barrel. . . . . . . . . .. ... ... ... ..

A HT,u1i0 /(2xaverage HT,4,) for Period E 2012 Data in end-cap A.

160

The left plot is for type-A wheels and the right plot is for type-B wheels.179

XX



Acknowledgements

This thesis would not have been possible without the support of my friends, family,
and colleagues. I would first like to thank my Ph.D. advisor, Professor Al Goshaw,
for the guidance he has given me over the last five years at Duke, for always being
patient and supportive. The members of my committee, comprised of Prof. Bass,
Edwards, Kotwal and Walter, have given me invaluable feedbacks to my preliminary
exam, my thesis and research work. I thank them for the time and efforts they spent
to help directing my graduate studies towards a Ph.D.

I would also like to thank members of the Duke ATLAS group. Prof.Arce,
Prof. Kruse and Prof.Kotwal have given me invaluable feedbacks to my research work
during group meetings and private conversations. Our postdoctoral researchers, An-
drea Bocci, Enrique Kajomovitz, Shu Li provided me with stimulating conversations
which helped completing and improving the work documented in this thesis. Work-
ing within ATLAS would have been a far less productive and enjoyable experience
without the people I have met along the way. Zhijun Liang has given me indis-
pensable feedback and guidance as I have continued my studies. I would like to
thank colleagues who I worked with on various projects in the ATLAS collaboration.
Thanks to my Duke and CERN friends. Life without their companionship would be
difficult to imagine.

Finally, I would like to devote this thesis to my parents. None of these would

not have been achieved without their love, and being supportive, always, of my life

xx1



choices.

xxil



1

Introduction

The Standard Model (SM) of particle physics describes observed experimental phe-
nomena up to the highest particle interaction energies with a few exceptions. Results
from collider experiments have validated the SM for collisions with center of mass en-
ergies up to 8 TeV. However, the theory is not able to explain gravity or observations
of dark matter. The core of the SM is the gauge structure determined by the under-
lying SU(3)c x SU(2), x U(1)y symmetry. The SU(2), x U(1)y electroweak (EWK)
sector predicts self-couplings between the gauge bosons (W, Z and ). Signatures
with multiple electroweak gauge bosons at hadron colliders are essential in testing
the SU(2), x U(1)y gauge structure. Precise SM predictions of these signatures can
be calculated and compared to experimental findings. Physics beyond the SM (BSM)
can change the production rate of multi-bosons processes and be used to probe the
scale of new physics, providing constraints on anomalous couplings forbidden in the
SM.

In the SM, a boson self-coupling interaction point can have associated three or four
gauge bosons, referred to as triple or quartic couplings respectively. Triple gauge

boson couplings have been measured extensively and found to be consistent with
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the SM predictions by experiments at the Fermilab Tevatron and the CERN Large
Hadron Collider (LHC). However, quartic couplings have never been probed pre-
viously because the contributions from these couplings are of very low rate. The
dataset collected by the ATLAS detector at the LHC during 2012 provides unique
opportunities to observe these processes for the first time. W bosons produced in
association with two additional photons, W~~, and W~ produced in vector boson
scattering are the most promising first observations as they are produced at rela-
tively high rates compared to other quartic coupling processes. This thesis presents
a first measurement of pp — W~~+ X production and W+ produced by vector boson
scattering using a dataset collected by the ATLAS detector at the LHC.

The contents of this thesis are presented as follows. A brief overview of the cur-
rent theory framework and a physical motivation for measuring W~~v and vector
boson scattering W~ production are given in Chapter 2. In Chapter 3, the LHC
experiment and ATLAS detector are described. Chapter 4 presents my work on the
monitoring program for the Transition Radiation Tracker (TRT) of the ATLAS inner
tracker and my contributions to constructing testing facilities for the R&D work to
replace the inner tracker during future upgrades. The pp — W~y + X data analysis
is described in Chapter 5, leaving the interpretation of the measured results to be
discussed in Chapter 6. Preliminary results are presented in Chapter 7 of a measure-
ment of the pp — W(ev)y + 2 jets, with W+ produced by vector boson scattering

(WZ/y — Wr) via quartic gauge boson couplings.



2

Theory and Motivation

The Standard Model (SM) has been a huge success in the field of particle physics
during the past 50 years. In this chapter I will start with an introduction to the
history and the mathematical formalism of the SM in Section 2.1, then move onto
a detailed description of the electroweak sector and gauge boson couplings in Sec-
tion 2.2. I will then discuss in Section 2.3 how one can test gauge boson couplings
against the SM predictions at a collider experiment and also utilize any deviations
from the SM as a model independent way of probing physics beyond the SM (BSM).
Since this thesis presents a first measurement of W~y production and W~ vector
boson scattering, the theory motivation for these measurements will be reviewed in
Section 2.4. Finally the methods used to simulate experimental signatures at hadron

colliders from theory predictions will be briefly described.
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FIGURE 2.1: The Standard Model

2.1 Introduction to the Standard Model

The Standard Model is a particle physics theory that was developed throughout the
latter half of the 20th century. It is a unified description of all the interactions of the
known fundamental particles (except gravity). The structure of the SM is shown in
Figure. 2.1 [3]. It contains three generations of quarks (purple), three generations
of leptons (green), four gauge bosons (red) and the recently discovered Higgs boson.
The fundamental particles in the figure are mathematically represented by states
of quantized fields. The SM is a quantum field theory which obeys the SU(3)c x
SU(2) xU(1)y gauge symmetry. Electromagnetism mediated by photons is a gauge
theory under U(1) transformations. In this case the gauge transformations are local
complex phase transformations of the fields of charged particles, and gauge invari-
ance necessitates the introduction of a massless vector (spin-1) particle (the photon),
whose exchange mediates the electromagnetic interactions.

Guided by the gauge theory of electrodynamics, attempts were made to construct
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a gauge theory of weak interactions based on SU(2) symmetry. In the mid-1960s
the hypothesized charged intermediate vector boson (W#) was complemented with
a neutral partner to achieve the required symmetry. To apply such a gauge theory to
weak interactions, one arranges quarks, such as a u-quark and a d-quark and leptons,
such as an electron and a neutrino, into weak isospin doublets. The transformation
of the two states in a weak isospin doublet into each other under weak interactions is
mediated by the W boson . The difficulty in the case of weak interactions was that
they were known to be short range, mediated by very massive vector bosons, whereas
a gauge-invariant theory require the gauge bosons to be massless. The Higgs boson,
a scalar (spin-0) particle, and the Higgs mechanism were proposed to solve this prob-
lem [4]. The theory starts with a gauge-invariant Lagrangian, but the ground state
of the theory is not invariant under the gauge transformations. The breaking of the
invariance leads to a gauge-invariant and renormalizable theory with massive vector
bosons. The recently discovered boson at the LHC announced on July, 4th, 2012,
together with more recent experimental tests of its features, provide strong evidence
for the Higgs boson and Higgs mechanism [5] [6].

The SU(3) group of the Quantum Chromo Dynamics (QCD) sector introduces an-
other degree of freedom referred to as color with the interactions mediated by eight
bi-colored gauge bosons called gluons. The theory of the strong interaction acquired
its modern form in 1970’s, when experiments confirmed that the hadrons were com-
posed of fractionally charged quarks [7]. One important feature of QCD is that due
to color confinement, which means the color force mediated by the gluons increases
when quarks are pulled apart, thus predicting no individual quark can be observed.
The QCD sector is not of direct interests in terms of the physics topics covered in
this thesis, albeit essential in understanding the phenomenology in hadron collider
experiments which will be described in detail later in this chapter. Recent discoveries
of the top quark (1995) [8] [9], tau neutrino (2000) [10] and the Higgs boson (2012)
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have given further credence to the Standard Model, and complete the set of particles
shown in Figure 2.1.

Despite its huge success in explaining and predicting most of the current experimen-
tal findings, the SM is an incomplete theory for various reasons. The first one being
the failure to unify gravity, one of the four fundamental forces, into the theoretical
framework. It also does not have candidates for fundamental particles that form
dark matter as now observed in astrophysics experiment. From a theoretical point
of view, the SM also suffers from issues such as the strong CP problem!, and the
fact that it requires many input parameters. Therefore one expect new physics to
emerge above a certain energy scale where the SM breaks down, revealing a more
fundamental understanding of elementary particles. Searches for new physics rely
both on direct searches for particles predicted by specific extensions to the SM and

precision measurements of processes predicted by the SM.
2.2 Electroweak sector and Gauge boson couplings

Although the electromagnetic forces and weak forces appear very different at low en-
ergy scales, they can be unified into electroweak forces described by SU(2), x U(1)y
symmetry?.

The dynamics of the SM, i.e., the motion defining interactions between excitations of
the fields, can be described by a Lagrangian. In order to illustrate the gauge theory
structure and the dynamics in the Electroweak (EWK) sector, the Lagrangian and

the interactions is constructed as shown below from Chapter 15 in [11]:

! The strong CP problem asks why quantum chromodynamics (QCD) does not seem to break the
CP-symmetry.

2 L indicates that the SU(2) operates on the left-handed projection of the weak isospin doublet.
Y is the hyper charge of the U(1) symmetry, defined as 2(Q — T5z.), where Q is the electric charge
(e.g +2/3 for u quark) and T3z, project the third component of the left-handed weak doublet (e.g
+1/2 for u quark.)
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Where each symbol is defined as following:

e ¢ and g are the coupling strength constants for the U(1)y, SU(2); group

respectively®. 7 are 1/2x o, where o are Pauli matrices.
e W, is the three-component SU(2), gauge field.
e W, is defined as ,W, —0,W, — gW, x W,,
e B, is the boson field corresponding to the U(1)y symmetry, B, = 0,B,—0d,B,..

o L, L, R,R represent the left and right handed fermion isospin doublets and

their hermitian conjugates.

e Y is the weak hyper charge of the U(1)y group.

3 In a quantum field theory with a dimensionless coupling constant g, if g is much less than 1 then
the theory is said to be weakly coupled. In this case it is well described by an expansion in powers
of g, called perturbation theory. If the coupling constant is of order one or larger, the theory is
said to be strongly coupled. g = VAraMy /My .g' = (Gr/(hc)® x 4¢/2MyC?)'/2| where « is fine
structure constant and G is Fermi constant.



e ¢ is the Higgs field, ¢, is another higgs doublet constructed from ¢ which
transforms identically to ¢ and is used to generate fermion masses. GG; and Gs

describe the couplings of fermions to the Higgs boson.
e V(¢) is the effective potential of the Higgs field. V(¢) = -u?¢? + 1/2X¢™.

The non-abelian nature of the SU(2) group , i.e. the feature that the term W, W, —
W, W, does not vanish, gives terms involving the self-coupling of three or four gauge
boson vectors from —%WW - WH_ To give an more physical understanding, the
relations between the vector boson fields and physical particles are given as follows

(omitting the four vector index for simplicity):
e The massive neutral boson : Z = cosfy Ws-sinfy, B.
e The massless neutral boson (photon): A = cosfy Ws+sinfy, B.

e The massive charged W bosons: W* = (W, F ilW3).

S

Where yy is defined as the weak mixing angle, sin?fy, = 0.231 [3] in the M S scheme.
Using these relations, one can expand —%WW - WH with the physical particles
W=, Z,~. The graphical presentation of the expansion can be illustrated with the
corresponding Feynman diagrams for trilinear couplings and quartic couplings that
are allowed by the SM as shown in Figure 2.2. The allowed Triple Gauge Couplings
(TGC) are WIWA and WW Z and Quartic Gauge Couplings (QGC) are WW Z A,
WWAA WWZZ, and WWWW.

These electroweak couplings can be tested at a hadron collider experiment with dis-
tinct experimental signatures. The triple gauge boson coupling interactions can be
tested by looking at two categories of topologies: final states with two gauge bosons
(di-boson production) or vector boson fusion channel with a single W or Z boson

produced in association with two forward/backward jets in the final state. Quartic



coupling vertices can be tested with tri-boson production and a vector boson scatter-
ing processes with two gauge bosons produced associated with two forward /backward
jets. Diagrams for selected final states to illustrate these topologies are shown in Fig-
ure 2.3. Here the massless neutral boson A is noted as 7, which is conventionally
used in the experimental community. Each diagram corresponds to a matrix element,
the square of which can be converted into the probability of observing such an event
in nature as measured by a cross section. Thus one can make connections between
the theoretical prediction based on these diagrams and experimental measurements
of cross sections in experiments. As shown in Figure 2.3 (c), gauge boson couplings
can generate a signature of a W boson with two photons. Figure 2.3 (d) shows a
signature of a W boson plus a photon generated along with two quarks. These two
production processes can be measured experimentally and are documented in this
thesis. Such final states can also be used to set constraints on physics beyond the

SM, which will be discussed in detail in the following section.

2.3 Anomalous gauge boson coupling

2.8.1 Owerview

Any gauge boson couplings that are forbidden by the SM are referred to as anoma-
lous gauge boson couplings. Experimentally the contributions from these anomalous
couplings enhance the production of di-bosons, tri-bosons and modify the vector bo-
son fusion/scattering in the high energy region probed by experiments. Examining
the deviation from the SM predictions in the high energy regime serves as a model
independent way of searching for new physics. Unlike searches motivated by specific
extensions of the SM, model independent searches do not have any preferences for
the specific kinematic regions, but aim at providing a general direction to where new

physics occurs. For example, a search for a Z’ boson predicted by an additional
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FIGURE 2.2: Gauge boson couplings in the SM EWK sector. (a) WWA,(b)
WWZ,(c) WWWW, (d) WWZZ, (e) WWAA,(f) WWZA

U(1) symmetry group would be performed in regions which are optimized for Z’
production but possibly blind to the production of other particles that are predicted
by another BSM model. A model independent search has advantages of not biasing
the phase space in the process, though may not be as sensitive as a search dedicated

to a specific model.
2.3.2  Parametrization of anomalous couplings

Two conceptually different approaches were proposed in the late 1970s to parametrize
anomalous gauge boson couplings. The first approach is referred as the anomalous
electroweak gauge boson coupling framework and the other one is the effective field
theory (EFT) framework.

e Parametrization using anomalous coupling framework

Taking trilinear gauge boson coupling for example, in the anomalous electroweak

gauge boson coupling parametrization, the most general effective Lagrangian for
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FiGUrE 2.3: Illustrations of the topologies of the final states used to test gauge
boson couplings : (a) W+ final state to test the WW~ vertex, (b) vector boson
fusion W production to test WW (Z~) vertex. (c) W~ final state to test WW -~y
final state, (d) Vector boson scattering Z+ final state to test WW Z~ final state.

WWYV, (V=v or Z), with lorentz invariance and CP conservation required can be

written as [12]:

v
Lwwv/gwwy = ig) WLWHVY = WIV, W) + iky WIW,V* + Z_M2 Wi W, v
(2.1)

where W*# denotes the W~ field and W,, = W, — o, W,. V,, = 0,V, —d,V,,
where V,, is the photon A, or Z, field. The coupling constants are chosen to be :
gww~ = —€, gwwz = —ecot(By ). In the SM, g/ = ky = 1, and Ay = 0. The last

term illustrates an anomalous gauge boson coupling. Experimental constraints on
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the allowed range of ky — 1 and Ay are presented as anomalous gauge boson cou-
pling limits. A detailed procedure of extracting this limit is described in the analysis
results sections. It is important to point out that this parametrization of anomalous
gauge boson coupling terms does not impose SM gauge invariance.

e Parametrization using Effective Field Theory EFT

The effective field theory approach considers the SM as the low energy limit of a
more general BSM theory and new physics is introduced through operators that
have dependence on a energy scale A. The resulting modified effective field theory

extension of the standard model is [13]:

L=Loy + 3504250+
i J

where the O; are dimension-six operators and the O, are dimension-eight operators,
and the dots indicate yet higher dimension operators. The coefficients ¢; are di-
mensionless parameters indicating the strength that new physics couples to the SM
particles. The SM is recovered in the limit of A — 0.

aTGCs can be introduced with dimension six operators in the following way: assum-
ing C and P conservation, there are just three independent dimension-six operators
that affect the electroweak triple vector boson self interactions [13]. They can be

chosen to be:

OWWW = TT[WM,/WVPW#]
Ow = (D,®)'Wm(D,®)
Op = (D,®)'B*(D,®)

where @ is the Higgs doublet field. D, is the covariant derivative constructed with
the electroweak gauge boson vector fields: D, = 0, + % gTW,, + % g'B,, WW =T7W,
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with WH# defined in Section 2.2. There are direct transformations to convert one
set of anomalous coupling parameters to the EF'T parametrization for the anomalous
triple gauge boson coupling vertices. The coefficients of the dimension-six operators

can be translated to the anomalous coupling parameters, for example:

3M2 92
/\7 = >\Z = —2/‘@ OWWW

where Cyyww is the coefficient in front of Opyw. A complete set of translations are
documented in [13], while no such simple relations exist for the anomalous quartic
coupling parameters.

The EFT approach respects SU(2), x U(1)y gauge symmetry [13], which is a fun-
damental difference from the anomalous coupling approach. The modifications of
the SM due to heavier resonances (new physics) that are beyond the energy reach
of current experiments will occur with additional loops induced by these particles
while still respecting gauge invariance of the SM in the low energy regime. The limits
obtained from the W~y and VBS W~ analysis presented in this thesis are quoted
based on the more modern EFT approach.

e Anomalous Quartic Couplings

The triple gauge boson couplings were probed with experiments at the LEP accel-
erator, and tested with much higher precision with Tevatron and LHC data, setting
very constraint limits on the aTGC parameters.

However, we just started directly studying the quartic couplings. It is important
to notice that new physics due to anomalous triple couplings and quartic couplings
could contribute to the deviations from the SM in very different ways. As illustrated
in Figure 2.4, the exchange of heavy bosons can generate a tree level contribution
to four gauge boson couplings while its effect in a triple gauge vertex would only
appear at one loop level, and consequently be suppressed with respect to the quartic

one [14]. Tt has also been argued that with the existence of a light Higgs boson, we
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X GC vertex
Z[y

FIGURE 2.4: A heavy boson X contributes to TGC at one loop level as shown on
the right and QGC at tree level on the left.

are lead to test the dimension eight effective operators through the final states of

tri-boson production and vector boson scattering processes at the LHC [15].

2.3.83  Unitarization procedure

Unitarization is a natural constraint for a physics process because the number of ob-
served events must be finite. The cross section for processes with non-zero anomalous
coupling parameters diverges at high energies. A non-unitarized model can generate
extra high energy events and produce more sensitive though non-physical limits on
the anomalous coupling parameters. Thus a unitarization procedure is necessary.
There are two commonly used procedures, the K matrix method and the form factor
approach.

e K matrix method

The K matrix method is commonly used for the treatment of the pion scattering
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FIGURE 2.5: Argand circle is shown on the left. In the right plot, v is the electroweak
scale defined as (v/2G )12 =246 GeV. It shows the saturation of WW vector boson
scattering amplitude Ax due to K-matrix unitarization.

which is a 2 — 2 process. The application to the gauge boson coupling case is
discussed in detail in [16]. The main idea is summarized as following: for the pro-
cesses of interest, the elastic scattering amplitude has to lie on the Argand circle
|A(s) — £| = 3 shown in Figure 2.5 on the left.

For example, as shown in [16], for the process of WW vector boson scattering, by
projecting an amplitude exceeding the unitarity constraint on the real axis back to

the argand circle with the relation below:

Als
A (s) = %,425)

a finite scattering amplitude is achieved as shown in Figure 2.5 on the right.
e Form factor approach
The form factor approach introduces scale dependent functions F(s) to modify the

coupling parameters f : f(s) = F(s) x f [1].
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where A%, is a new energy scale and n is an integer. However n = 2 is favored
in general since it provides the best attenuation for dim-8 operators and preserves
unitarity at high energies including aQGC effects [17].

The K matrix method is a more natural choice for unitarization and does not in-
troduce dependence on additional parameters. However the form factor approach
is used in the W~y (2 — 3 process) presented in this thesis, due to the lack of the

implementation of the K-matrix approach in the theoretical generators.
2.4 W~ production and vector boson scattering W~y

e Experiment background review

Measurements of the production of W and Z bosons in association with high energy
photons provide important tests of the SM. Total and differential cross—sections
for the di-boson production processes W /Z plus one photon have been reported
previously by the ATLAS and CMS collaborations, including the determination of
limits on anomalous triple gauge boson couplings [18] [19].

W~ production and W+~ vector boson scattering (VBS) have never been tested
experimentally due to the low production rate. The cross section is a few fb 4 for
W~ and on the order of 10 fb for VBS W+, with the W boson decaying leptonically,
at a center of mass energy of 8 TeV in pp collisions [2]. The 20 fb~! data collected
by the ATLAS detector at the LHC (introduced in Chapter 3) at 8 TeV during 2012
provides opportunities to study these two processes and probe the existence of the
SM quartic coupling. In addition, W+~ is a irreducible background for searches such

as Higgs boson produced associated with a W boson with the Higgs boson decaying

4 A barn is defined as 10~2¥m?(100fm?, fm is one fermi) and is approximately the cross sectional
area of a uranium nucleus. A femptobarn (fb) is 1071® barn.
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to two photons, and searches for supersymmetric particles in the final state of di-
photon with large missing transverse energy [20].

o W~~ production and W+~ VBS in the SM.

The W+~ channel probes the WW~~y coupling. However the measured W~ signal
includes also contributions from other processes such as initial state radiation (ISR)
and triple gauge boson coupling (TGC) as shown in Figure 2.6. Contributions and

inferences between multiple diagrams make it a complex process to study. The

g ——pnnan Yy

a) + 5 permutations

b) + 1 permutation
g —»—— Yy

) Y ¢ + 3 permutations
/ W

+ 4 permutations

FIGURE 2.6: Main contributions to the W=~ final state. In general, the final state
photons can come from: the final state radiation, the initial state radiation, the
fragmentation of an initial state quark or gluon, a TGC vertex or a QGC vertex. [1]
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FiGure 2.7: K factor as a function of the invariant mass of the di-photon system.
Vetoed calculation veto events with an additional hadronic jet with Pt >50 GeV [2]

Wn~~ final state has interesting behaviors that have been calculated theoretically, for
example, the K factor, which is defined as oxro/0r0, °, has dependence on kinematic
variables as shown in Figure 2.7. For an electroweak process, the k-factor of W~~y
is also relatively large, the reason being that the destructive interference between
ISR and TGC contributions at LO is suppressed at the NLO due to additional
gluon radiation. A large k-factor indicates a bigger uncertainty on the theoretical
calculation [2]. A better understanding of the production rate from experiments or
theory calculations is important in understanding the background to BSM physics.
A measurement of W~ would provide better understanding of W~ production and
probes WWn~~ coupling.

The quartic couplings that can be probed by the VBS W~ are WWZ~ and WW~~y

as shown in Figure 2.8. The advantage of a VBS final state is that the scattered

5 o0 is the calculation of the cross section at leading-order, and onro is the calculation at

next-to-leading order, the orders are for the strong coupling constant c
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F1cURE 2.8: QGC WWZ~ and WW~~ contributes to W+~ produced in vector boson
scattering.

final-state quarks carry significant transverse momentum and are detected as very
energetic forward/backward jets in the detector which can be used as a handle to
suppress QCD backgrounds.

e aQQGC contributions to W~~ production and W~ VBS.

The aQGCs may be introduced with both dimension-6 or dimension-8 operators.
For WW~~ the formalism used in the LEP studies were dimension-6 operators which
generated purely aQGC vertices, with no anomalous triple gauge couplings (aTGCs).

These are written as:

620,W =

LY = < A‘; F, FFWe . W,, (2.2)
62 w

T AQFWF“BWQ W;. (2.3)

and limits have been derived for the parameters a}/ and a!” [17]. However generally,
operators of dimension 6 also modify three weak boson coupling and thus are typically
better constrained by the measurement of di-boson final states. Therefore it has been
proposed to study the aQGCs in a dimension-8 effective lagrangian formalism [17].

There are a total of 18 dimension-8 operators that do not generate aTGCs, of which

14 generate aQGCs of the form WW+~. The full list may be found in [17]. Three
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operators in particular are considered here, referred to as M2, M3 and 70. The
operators M2 and M3 have been chosen since they allow a comparison to previous
measurements at LEP and TeVatron as described below [21]. In the unitary gauge
the aQGCs Lagrangian terms (Lo corresponds to M2 for example) corresponding

to these operators are:

2,,2 2,,2
v v

Laa = —f”f [ Fyun P + 82, 2y 2 — 250y Fyy 2 [ I WF W=7 + £ 752 (2.4)
A 4 8c2,

c _ M3 g s L2 g gseuF Z#ﬂ][ﬂmﬁww Ly zZ"] (2.5)

M3 = A4 wd pr w&pv wCwl up 4 B 862 B .

w

Lro — ,LAT;MWWWW] x T [Wo 127 | (2.6)

where fy;o and fys3 are coupling parameters of dim-8 operators, M2 and M3. Wy~
channel can supply information for the constraints on anomalous coupling param-
eters, fro, fae and fars [15]. fare and fas are relate to those of the dimension-6

formalism as

fare al s
PO T 27
Jus al s
AT A2 222 (2:8)

Thus the limits found on fy» and fy/3 may be directly compared to previous results
from the LEP and other experiments.

o W~y and VBS W analyses in this thesis

A first-time measurement of the tri-boson production process of a W boson with two
high energy photons is presented in Chapter 5 of this thesis. This analysis measures
the production cross—section for p+p — lvyy+ X (¢ = e or u) at 4/s = 8 TeV with
a data set of integrated luminosity of 20.3 fb™! collected by the ATLAS detector in
2012 and compares it to SM NLO predictions. Limits on anomalous gauge boson
coupling parameters, fro, fae andfys, are also provided.

An analysis of vector boson scattering W (ev)y events selected from the dataset is

presented in Chapter 7, with preliminary results of data analysis described.
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2.5 Monte-Carlo Event Generation

In order to compare the theoretical predictions with experimental observations, the
physics processes of interest as well as the detector response to the final state par-
ticles need to be simulated. In this section, I will discuss the event generation step,
leaving discussions of detector response to the chapter of descriptions of the LHC

and the ATLAS detector.

Event generators are used to model the complex physics processes occurring in colli-
sions of high energy particle beams. A collision event in a hadron collider is shown in
Figure 2.9. First, the interaction of a pair of partons originating from the incoming
protons is simulated. This interaction of the two initial state partons is called the
hard process. The parton components of the incoming protons are described by the
parton density functions (PDFs) and the hard process is described by a matrix ele-
ment corresponding to one or several Feynman diagrams. Calculations are normally
categorized according to the power of ag and g, in the Feyman diagrams. Higher
order QCD effects not accounted for in the matrix element are simulated later in
the so called parton-shower process, in which gluon splitting and gluon radiation are
taken into consideration. The fundamental difference between gluon radiation sim-
ulated in this process and one calculated in the matrix element at NLO is that spin
correlations and interference effects are neglected. In the next step called hadroniza-
tion, all colored objects are combined into colorless hadrons, which are allowed to
decay. The colored remnants are allowed to interact, forming underlying events.
Monte Carlo generators used to generate the signal processes and the cross sections
of processes of interests are summarized here.

e Leading-Order event generators

AlpGen [22]

AlpGEN (A collection of codes for the generation of multi-parton processes in hadronic
collisions) is a LO generator for SM processes with a emphasis on multijet final states.

HERWIG+JIMMY [23] are then used for parton showers and hadronization for the
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FiGURE 2.9: Sherpa collision simulation. Sketch of a proton proton collision at
high energy. In the upper hemi-sphere of the figure partons from the initial protons
(large green ellipses) radiate gluons and finally interact in the hard interaction (red
blob). The products of the hard interaction produce a parton shower (in red) which
then hadronizes (the green blobs are hadrons) which then decay into the final state
particles, all shown as small green blobs. The lower hemisphere of the figure depicts
the underlying event, starting from some gluons radiated off the protons, which also
produce a parton shower (purple). The beam remnants (blue blob) are considered
part of the underlying event. Photon radiation occurs at all stages in the event
generation (indicated as yellow lines)
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samples used in the studies in this thesis because these are not supported in AlpGen.

SHERPA [2}]

SHERPA (Simulation for High Energy Reactions of PArticles) is a framework that
uses AMEGIC++ (A Matrix Element Generator In C++) as the matrix element
generator, by providing hard tree-level matrix elements and suitable integrators for
1 — n particle decays and 2 — n particle scatterings. Parton showering and hadro-
nisation are also integrated as part of the SHERPA framework.

o Next-to-Leading-Order event generators

MCFM

MCFM (Monte Carlo for FeMtobarn processes) [25] is a parton-level event integrator
which gives results for many processes. W+~ is calculated at NLO in MCFM.

VBFNLO

VBFNLO (Vector Boson Fusion at Next-to-Leading Order) [26] is a parton level
Monte Carlo program for the simulation of vector boson fusion, double and triple
vector boson production in hadronic collisions at NLO. Anomalous couplings in the
EWK sector are also implemented for selected processes. Both the W~~ process and
VBS W+ process are included in VBFNLO. Cross sections with anomalous couplings
are also calculated with VBFNLO and used for extracting aQGC limits.

2.6 Summary

The formalism of the SM was introduced in this Chapter, with an emphasis on the
electroweak sector. The gauge boson couplings in the EWK sector and anomalous
couplings were discussed in detail to motivate the measurement of the pp — Wyy+X

and vector boson scattering W+ processes at the LHC. These measurements are also
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used as probes of BSM physics. The phenomenology at a hadron collider was de-

scribed at the end to bridge the theoretical calculations and experimental observables.
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3

The LHC and the ATLAS experiment

This Chapter will describe the hadron collider (LHC) and particle detector (ATLAS)
used to collide protons beams and collect data that are studied in this thesis. Upgrade
plans for the ATLAS detector to operate in future high-luminosity LHC (HL-LHC)

running conditions will also be discussed.
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3.1 Introduction to the LHC

The LHC is a super-conducting accelerator installed in a 27 km circular tunnel that
is buried 100 meters underground. It is located at the European Organization for
Nuclear Research (CERN). The LHC spans the border between France and Switzer-
land, near the city of Geneva. A diagram of the LHC is shown in Figure 3.1. Beams
of protons traveling in opposite directions in separate beam pipes around the ac-
celerator ring are guided and accelerated to the final center of mass energy. The
protons collide at interaction points along the ring at the locations of the four LHC
experiments: ALICE, ATLAS, CMS, and LHCb. The two general purpose detectors,
ATLAS and CMS, are designed to record as much information as possible about the
proton—proton collisions with the aim of looking for any sign of new physics. ATLAS
and CMS are the largest experiments at the LHC. LHCDb is a single sided forward
spectrometer specifically designed to investigate the physics of beauty quarks and
hadrons. ALICE is used to investigate collisions of heavy ions. Its strength is the
ability to reconstruct a large number of tracks in each collision. The aim is to study
exotic states of matter at very high densities, such as a quark—gluon plasma. Two
smaller experiments, TOTEM and LHC{, are placed at some distance from the inter-
action points to investigate particles produced at very small angles in the collisions.
This region is experimentally inaccessible to the other detectors. TOTEM focuses on
the measurement of the total elastic and diffractive cross sections of proton—proton
interactions. LHCf uses the high energy protons to simulate the reaction chains in-
duced by cosmic rays in the atmosphere.

The acceleration of the protons is accomplished in several steps. Protons, obtained
from hydrogen atoms, are injected into a linear accelerator called Linac2 which accel-
erates the protons to a kinetic energy of 50 MeV. The protons are then injected into

the Proton Synchrotron Booster (PS Booster), which accelerates them to 1.4 GeV.
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After the PS Booster, the protons are sent to the Proton Synchrotron (PS) where
they are accelerated to 25 GeV. They are then sent to the Super Proton Synchrotron
(SPS) where they are accelerated to 450 GeV. In the final step the protons are ac-
celerated to the full LHC energy. Under normal operating conditions, the colliding
beams will circulate for many hours before the beams are dumped and the process
repeated.

Another important characteristic of the LHC operation is the luminosity. The per-
formance is typically described by the instantaneous luminosity and the integrated
luminosity. The luminosity of a particle collider determines the rate of particle col-
lisions it produces. Assuming a process pp— X, the luminosity £(t) is the process-
independent proportionality factor between the rate R, x(t) and its production

cross-section oy, x:

Rypx(t) = L(t) X oppx (3.1)

The instantaneous luminosity depends on the structure of the incoming beams and
the collision rate as shown in Equation 3.2, where n; ) are the number of particles per
bunch in beam 1(2), 01(2)2(y) are the transverse gaussian profiles for the two colliding
beams. The beams are generally well-described by gaussian density profiles by the
time the beam reaches high energy. f, is the revolution frequency of the bunches.
This equation shows that in order to achieve high luminosity, one needs tightly

focused beams with highly populated proton bunches colliding at high frequency.

nins fr

2 2/ 2 2
2m/o1, + 05, o1y T 03y

L (3.2)

The integral over time is called integrated luminosity, commonly denoted with £={ L(#)dt,
and is measured in units of inverse barns. The integrated luminosity describes the

total number of collisions recorded over a period of time. The number of expected
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events produced in a dataset of luminosity £ can be calculated as:
Ntotal(pp - X) =L x Opp—X (33)

The LHC is designed to produce collisions with a center of mass energy of 14 TeV.
During the initial turn-on in 2008, one of the links between super-conducting magnets
failed, leading to an explosion that damaged several other magnets. Problematic
connections were found and repaired in several other magnet inter connections and
additional quench protection was added. Until further repairs it was decided to run
the LHC at a reduced energy. In 2010 and 2011, the LHC was operated at 3.5 TeV
per beam, producing /s = 7 TeV collisions. In 2012, the energy was increased to 4
TeV per beam, producing /s = 8 TeV collisions. All collisions were recorded with
a proton bunch spacing of 50 ns. Figure 3.2 shows the instantaneous luminosity of
the 2010, 2011, and 2012 data sets. Figure 3.3 shows the integrated luminosity of
the 2011, and 2012 data sets. The data sets collected in 2012 are the basis of the
analysis work presented in this thesis. The large integrated luminosity of 20.3 fb~!
allows for the study of rare processes such as triboson production and vector boson
scattering. The LHC has been shut down in 2013-2014 for repairs, after which it is

expected to be operated at 6.5-7 TeV per beam with a bunch spacing of 25 ns.

28



CMS

LHC

2008 (27 km)
North Area
AlLICe LHCb
0 TT40 TT41
SPS R A
- neutrinos
TT10
[\ ATLAS CNOLS
1 WSD\ BEEE  Gronsasso
1
AD
1998 (182 m)
e BOOSTER
1972 (157 m)}
o 1SOLDE&
5 p - East Area
n-ToF PS
O
LINAC 2
neutrons
LINAC 3 » L
e )
» p(proton) » ion » neutrons » P (antiproton) —-— proton/antiproton conversion  » neutrinos  » electron

LHC Large Hadron Collider SPS  Super Proton Synchrotron PSS Proton Synchrotron

AD Antiproton Decelerator CTF=3 Clic Test Facility CNGS Cern Neutrinos to Gran Sasso  1SOLDE  Isotope Separator OnLine DEvice
LEIR LowEnergylonRing LINAC LINear ACcelerator n-TorF Neutrons Time Of Flight
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3.2 Introduction to the ATLAS detector

ATLAS is a general purpose detector, designed to cover a phase space of almost 47
steradians in solid angle around the interaction point (IP) [27]. An overview is shown
in Figure 3.4, where the main sub-detector systems are shown: the inner detector, the
electromagnetic calorimeters, the hadronic calorimeters, and the muon spectrometer.
The nominal interaction point is defined as the origin of the coordinate system, while
the beam direction defines the z-axis and the z-y plane is transverse to the beam
direction. The positive z-axis is defined as pointing from the interaction point to the
centre of the LHC ring and the positive y-axis is defined as pointing upwards. The
azimuthal angle ¢ is measured around the beam axis in the x-y plane, and the polar
angle 6 is the angle from the beam axis. The pseudo-rapidity is defined as n = -In
tan(f/2) (in the case of massive objects such as W/Z boson or jets, the rapidity y
= 1/2In[(E + p.)/(E - p.)] is used). The transverse momentum pr , the transverse
energy Er , and the missing transverse energy E™*% are defined in the z-y plane.

Each sub-detector will be discussed in the following subsections. The inner detector
and calorimeter systems will be described at a detailed level. The muon system will
be presented for completeness but the analyses documented in this thesis do not use

muons.

3.2.1 Inner detector

The inner detector (ID) is designed to measure the trajectories of charged particles
with great precision and to determine the position of the collision vertex and any
secondary vertices. Secondary vertices occur when relatively long-lived particles like
tau leptons and b-hadrons decay. The reliable reconstruction of secondary vertices

is essential for the tagging of jets originating from a b-quark.
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F1GURE 3.4: The ATLAS detector

The ID is composed of three sub-detectors immersed in a solenoidal magnetic field
of 2 T parallel to the beam axis. A schematic drawing of the ID is presented in
Figure 3.5. The sub-detectors are arranged as cylindrical layers in the central re-
gion (barrels), and disk or wheel like structures in the forward and backward regions
(end-caps). Moving from the center to outside of the barrel detector, there are three
layers of silicon pixel sensors (PIX), four layers of silicon strip detectors (SCT) and
a straw tube tracker (TRT). The PIX and SCT are based on silicon semiconductor
technology while the TRT is a gaseous detector. In total the ID extends 6.2 m in
length, 2.1 m in diameter and covers a pseudo-rapidity range of || < 2.5. After
alignment of the ID components, a transverse impact parameter resolution of 22 um

and a relative transverse momentum resolution o, /pr = 4.83 x 107GeV ™! x pr
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have been achieved for high momentum tracks.

e The Pixel detector.

The Pixel Detector (PIX) provides a very high granularity, high precision set of mea-
surements as close to the interaction point as possible. The system provides three
point measurements that determine precise impact parameters allowing the ID to
identify short-lived particles. Pixels are grouped in 1744 modules with 46,000 pixels
each, where every pixel is a readout channel. Each module is divided into 16 readout
chips which are directly connected to the sensor substrate via bump-bonds to every
pixel. The pixel dimensions are 50 pmx400 pm and provide a single hit resolution
of 10 pm in the transverse plane and 115 ym in z for the barrel and in radius for the
end-caps.

e The Silicon Strip Detector.

The Silicon Strip Detector (SCT) is designed to provide eight precision measure-
ments per track in the intermediate radial range, contributing to the measurement
of momentum, impact parameter and vertex position. The SCT is divided into four
barrel layers and nine end-cap disks on each side with a total of 4088 modules. Each
module consists of four sensors, two being daisy chained and glued back to back to
provide a stereo angle of 40 mrad. Typical point measurement precision is presented
in Table 3.1.

e The Transition Radiation Detector.

The Transition Radiation Tracker (TRT) is based on the use of straw tube detectors,
which can operate at high rates due to their small diameter and the isolation of the
sensor wires located in individual gas volumes. Electron identification capability is
added by employing Xenon gas to detect transition radiation photons created in a
radiator between the straws. The TRT consists of two main sections, the barrel
detector and the end-caps. The barrel part covers the central pseudo-rapidity region

(In| < 1.0). The TRT end-caps cover the forward and backward pseudo-rapditiy
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Table 3.1: The main parameters of the inner detector. r x A¢ is the transverse plane.

Detector Section 7 coverage Resolution(um) Layers
Pixel B-layer +2.5 rxA¢ = 12,z= 110 1

Barrel +1.7 rxA¢ = 12,z= 110 2

End-cap 1.7-2.5 rxA¢ = 12,r= 110 3

SCT Barrel +1.4 rxA¢ = 16,z= 580 4
End-cap 1-2.5 rxA¢ = 16,r= 580 9

TRT Barrel +0.7 rxA¢ = 170 3
End-cap 0.7-2.0 rxA¢ = 170 14

regions (1.0 < |n| < 2.0). The TRT is approximately 144 c¢m long and is composed
of 298,144 straws of diameter 4 mm. Each straw is filled with a gas mixture, with
the straw wall held at a high voltage of 1530 V and a gold-plated tungsten wire at

the center with diameter 31 ym. The TRT will be described in detail in Chapter 4.

3.2.2 Calorimeters

The calorimeter system measures the energy of hadrons, electrons and photons. It
provides coverage up to || = 4.9. An overview of the calorimeter system is shown in
Figure 3.6. Hadrons, electrons and photons deposit their energy during showering
in the calorimeter system without reaching the muon system.

The ATLAS calorimeters are a type known as sampling calorimeters. Only a fraction
of the energy produced by the particle is measured by active detector sensors. The
energy of the full shower can be inferred from the observed energy. The energies
of electrons and photons are measured by the liquid-argon (LAr) electromagnetic
(EM) barrel and end-cap calorimeters. The EM calorimeter is a lead-LAr detector
with a specially designed geometry that provides uniform coverage and fast readout.
The EM calorimeter is segmented into four radial sections with different granularities.

Figure 3.7 shows a cut-away view of the different layers in the EM barrel calorimeter.
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F1GURE 3.5: The inner detector of the ATLAS detector

The first sampling has a depth of 4.3 radiation lengths. The calorimeter readout is,

as seen in Figure

= (0.0031 x 0.098).

3.7,

in thin 7 strips, where each strip has the size (An x Ayp)

This provides an excellent resolution in the 1 coordinate that

helps distinguish between showers initiated by electrons or photons and showers

initiated by neutral pions decaying into two photons.

is deposited in the second sampling layer.

The majority of the energy

It has a depth of 16 radiation lengths.

Electromagnetic showers (which will be referred to as clusters) with energy below 50

GeV are fully contained in this layer. For the position measurement of the cluster,

the two coordinates are equally important, resulting in square cells of size (An x Ay)

= (0.0245 x 0.0245). The third sampling layer is coarser and adds additional depth

to the calorimeter to capture the highest energy electrons and photons. The clusters

are wide at this point and the cell size can be doubled in the n direction without loss
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F1GURE 3.7: The Electromagnetic calorimeter in the ATLAS detector

of resolution. The EM calorimeters cover the pseudo-rapidity range |n| < 3.2.

The Tile calorimeters and the LAr Hadronic end-cap calorimeter are designed to
measure the energy of hadrons. A range of || < 1.7 is covered by the Tile calorimeter
that is separated into a barrel and two extended barrel cylinders. In the end-caps,
1.5 < |n| < 3.2, a copper and liquid argon detector with parallel plates, similar to
the electro-magnetic calorimeter, is employed due to its better radiation tolerance.
The LAr forward calorimeters provide both electromagnetic and hadronic energy
measurements and extend the pseudo-rapidity coverage to |n|= 4.9. The energy

resolutions of the EM and the Hadronic calorimeters are:

o 10% o 50%
— = ®07T%EM). - = ——— @ 3%(Hadroni 3.4
£~ JBGey) O THEM)LE = Gy ®3Hadronic) (3:4)
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FIGURE 3.8: Muon systems in the ATLAS detector

3.2.8  Muon system

The calorimeter is surrounded by the muon spectrometer (MS) which measures the
trajectory of muons as they traverse the detector. The layout of the MS is shown in
Figure 3.8. Over the range of |n| < 1.4, magnetic bending is provided by a central
barrel toroid. For 1.6 < |n| < 2.7, muon tracks are bent by two smaller end-cap
magnets inserted into both ends of the barrel toroid. In the region 1.4 < || < 1.6,
the bending is provided by a combination of the barrel and end-cap fields.

In the barrel region, the positions of the muons are measured in chambers arranged
in three cylindrical layers around the beam axis. In the transition and end-cap

regions, the chambers are arranged in three planes perpendicular to the beam. Over
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most of the n range, the muon positions are measured by Monitored Drift Tubes.
In the range 2 < || < 2.7, Cathode Strip Chambers are used. The muon detector
provides information used in the trigger system. The muon trigger chambers cover
the pseudorapidity range of || < 2.4. Resistive Plate Chambers are used in the barrel
and Thin Gap Chambers in the end-cap regions. The trigger chambers provide
precise timing and well-defined py thresholds. The uncertainty on the transverse

momentum measurement is less than 10% for a muon with pr < 1000 GeV.
3.2.4 Triggering system

ATLAS has three levels of triggering to keep the data taking at an affordable rate
and still capture interesting physics signatures. It is designed to record events at ap-
proximately 200 Hz from the LHC’s 40 MHz proton-proton bunch crossing rate. The
system has three levels as shown in Figure 3.9. The first level (L1) is a hardware-
based system using a subset of the information recorded by the calorimeter and the
muon detectors. It requires about 2 micro-seconds to reach its decision, including
the propagation delays on cables between the detector and the underground counting
room where the trigger logic is housed. All of the information from the detector must
be stored in pipeline memories until the L1 decision is available. The level 2 trigger is
a software-based system which refines the selection of candidate objects compared to
L1, using full-granularity information from all detectors, including the inner tracker.
In this way, the rate can be reduced to 1kHz. The Event filter (EF) level trigger is
software-based. It uses offline physics and event reconstruction algorithms accessing
the full event data and is expected to have a latency of a few seconds . A trigger
requiring three EF level electromagnetic clusters is used in the W~ analyses and a
trigger requiring a single lepton in the vector boson scattering W~ analysis. More

details about these triggers are provided in Chapter 5 and 6.
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FI1GURE 3.9: Trigger systems in the ATLAS detector

3.3 Particle detection with the ATLAS detector

Particle detection is a general term describing the process of using the recorded elec-
tronic signals to reconstruct and identify specific particles produced in the proton-
proton collisions. Charged particles leave hits passing through the ID, and their
momenta can be reconstructed from these hits with pattern recognition algorithms.
Electrons, photons and jets deposit most of their energy in the calorimetry system
where energy information is recorded in calorimeter cells. Various clustering algo-
rithms are used to reconstruct electromagnetic showers left by electrons or photons
and hadronic showers produced by hadrons. The reconstructed tracks and clus-
ters are then matched to identify particles such as electrons, photons and jets. The
recorded variables describing reconstructed clusters are used for further classification
of the type of reconstructed particle.

Tracks recorded by the inner detector and muon system are used to identify muons.
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Neutrinos escape the detector without being detected and only the information in
the transverse plane can be reconstructed using four momentum conservation, since
the kinematics along the z-axis is unknown for the incoming partons. tau leptons
and b-quark jets leave a secondary decay vertex that is displaced from the primary
interaction point. This information is used to reconstruct and identify tau leptons

and b-quark jets.

3.3.1 Reconstruction and identification of electrons and photons

Since electrons and photons are of primary importance for the analyses discussed in
this thesis, their detection will be described in more detail.

The reconstruction of electrons and photons starts with the information recorded by
the calorimeter cells. A ”sliding- window” algorithm is used to reconstruct clusters
from the energy deposited in the cell. This algorithm is based on summing cells
within a fixed-size rectangular window with the position of the window adjusted
so that its contained energy is a local maximum. The clusters are matched to the

reconstructed tracks, and the particles are then categorized as follows.

e Electrons are reconstructed if there is a suitable match with a track of py >

0.5 GeV.

e Photons are reconstructed if there is no reconstructed track matched to the
cluster (unconverted photon candidates) or if there is a reconstructed conver-

+

sion vertex matched to the cluster (converted photon— eTe™ candidates)

Converted photon candidates are efficiently reconstructed only if the conversion ra-
dius is below 800 mm. High efficiency in this range can only be achieved if one
considers, in addition to double-track conversions, the so-called single-track conver-

sions, i.e. those for which only one track is reconstructed and no hits are found in the
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FiGURE 3.10: Electron reconstruction efficiency as a functions of n and Er. Open
circles are results from Monte Carlo simulations, Solid markers are estimated from
data using a ”"Tag and Probe” method described in appendix.

first layer of the pixel detector. A large fraction of single-track conversion candidates
correspond to a track reconstructed only in the TRT detector. The reconstruction
efficiency for electrons as a function of the transverse energy Er and pesudorapidity
1 can be found in Figure 3.10. The efficiency is greater than 95 % for electrons over
the kinematic range used for analysis presented in this thesis.

The reconstructed particle candidates are then subjected to identification procedures
designed to ensure that true objects are selected with a high and uniform efficiency,
while suppressing background. For electrons, the backgrounds are from photon con-
versions and QCD jets, while for photons, misidentified signatures from QCD jets
need to be suppressed.

The identification algorithm uses variables with discriminating power between de-
sired particle candidates and background events. As mentioned before, an electron
passing through the TRT will produce additional transition radiation photons, re-
sulting in a stronger signal (referred as high threshold hits). The fraction of the
high threshold hits associated with a track initiated by electron candidates has a
well-separated distribution from the background events which are mostly hadrons as

shown in Figure 3.11. Electrons can then be selected by requiring the fraction of
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high threshold hits on the track to be larger than 0.15. The baseline electron and
photon identification algorithms in ATLAS rely on variables which deliver good sepa-
ration between isolated electrons/photons and fake signatures from QCD jets. These
variables include information from the calorimeter and, in the case of electrons, com-
bined calorimeter/tracker information. Several selection criteria with different signal
efficiencies are available for different purposes in analyses. Looser selections apply
fewer requirements on the variables, resulting in higher efficiency for the desired par-
ticle candidates while suffering from larger background from fake signatures. Choices
of variables used to define each operating point can be found in [28]. Starting from
2014, an electron identification algorithm based on a likelihood method has been de-
veloped by the ATLAS collaboration. These cuts are studied and chosen for the best
selection efficiency of the signal process and rejection power of background events
coming from other processes with false signatures. The identification efficiencies for

electrons and photons are shown in Figures 3.12 and 3.13.
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3.4 Status and future plans for the LHC and ATLAS detector

At the time of writing this thesis, the LHC is shut down for repairs. A new pixel
layer is being installed in the ATLAS ID. Run 2 is expected to start in the Spring
of 2015 with 6.5 TeV per beam and a proton bunch spacing of 25 ns. The goal is to
collect 100 fb~! data by the next scheduled shutdown in 2018. The expected peak
luminosity and integrated luminosity the LHC is designed to achieve in the next 10
years are shown in Figure 3.14.

In order to meet the challenges and take advantage of the high peak luminosity con-
ditions and large integrated luminosity of the future LHC, there are plans to upgrade
the ATLAS detector to preserve and improve the current detection capabilities. The
upgrades plans are referred to as Phase 1 and Phase 2 as shown in Figure 3.14.

The phase 1 upgrade focuses on enhancements to the ATLAS trigger system to cope
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with luminosities beyond the LHC nominal design value, while retaining the same
physics performance [29]. For example, the new trigger system will allow ATLAS to
maintain low pp trigger thresholds for isolated leptons by increasing the granularity
of the calorimeters involved in the Level-1 trigger.

After 2024, the High luminosity LHC(HL-LHC) will provide unprecedented pp lu-
minosities, resulting in an additional integrated luminosity of about 2500 fb~! over
ten years. This will present a unique opportunity to extend searches for new physics,
and to significantly improve the study of the Higgs boson. To preserve the current
detection capabilities of the ATLAS detector in the HL-LHC running conditions, the
current inner tracker needs to be fully replaced [30]. In addition, the readout of the
calorimeter and muon systems will be upgraded. A new trigger architecture will be
implemented exploiting the upgrades of the detector to maintain and improve the
performance. Research and development (R&D) work on the inner tracker replace-

ment to prepare for the Phase 2 upgrade will be reported in Chapter 4.
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4

The ATLAS Inner Tracker Monitoring and Upgrade

The Transition Radiation Tracker (TRT) is constructed from gas-filled straw tubes
that act as drift chambers for particle tracking and are also used to detect transition
radiation for particle identification. The TRT improves curvature measurements of
charged particle tracks and is useful for electron identification. As electrons are
essential to analyses in this thesis, studies of the TRT performance are presented
in detail in this Chapter. Aging of a straw tube detector under LHC operating
conditions is a concern for its long-term operation. A study of the phenomena of
wire aging and how it is monitored is presented. The Chapter ends with a description
of plans to replace the current inner detector with an all-silicon tracker. As described
in Chapter 3, this will be needed for operation of the ATLAS detector in the high

luminosity conditions expected in HL-LHC running.
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4.1 Description of the transition radiation tracker

The particle detection principle used by the TRT will be described in this section.
The detector layout, gas flow and gas mixture will also be presented since these are
essential in understanding the monitoring procedure of straw tube aging. The aging

study and monitoring results will be summarized at the end of this Section.
4.1.1 Detection of charged particles with the TRT

The basic detector unit of the TRT is a 4 mm diameter straw tube which is filled
with a gas mixture of 70% Xe + 27% COy +3% O,. As shown in Figure 4.1, when
a charged particle passes through a straw, it ionizes the gas, freeing electrons which
are subjected to strong acceleration by an electric field and subsequently collide
with other atoms, producing more free electrons. This process repeats and creates
an avalanche effect resulting in an amplified signal. The electrons drift towards
the center wire and produce a signal. The space between the straws is filled with
polypropylene fibers. When a charged particle passes through a boundary with a
different index of refraction, in this case between the gas and the fibre, it produces
tradition radiation (TR) as shown in Figure 4.1. The TR carries enough energy to

liberate electrons from the gas, resulting in a stronger signal.
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FIGURE 4.1: A cross section view of the straws to show signal detection in the TRT.
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Collected signals are amplified and digitalized in the readout electronics located
at the end of the straw. Thresholds are set on the signal shape to convert the analog
signal to a digital signal, recorded as a hit used in the track reconstruction. There
are two thresholds defined for a signal, a Low Threshold (LT) which is set at around
300 eV and a High Threshold (HT) at 6-7 KeV. This is the energy associated with
the amount of ionization deposited in the straw as described by the Bethe-Bloch
formula. *

The probability of transition radiation increases with the relativistic gamma fac-
tor (v = E/mc?). For a given energy, this allows a discrimination between a lighter
particle (which has a high gamma factor) and a heavier particle (which has a low

gamma factor). The dependence of the transition radiation effect on the gamma

factor is shown in Figure 4.2.
4.1.2  Detector layout and gas mizture

The TRT consists of two main sections, the barrel and the end-caps. The barrel
covers the central pseudo-rapidity region |n| < 1.0 and the end-caps cover the forward
and backward pseudo-rapditiy regions 1.0 < |n| < 2.0. The TRT is approximately
1440 c¢m long and is composed of 298,144 straws of diameter 4 mm. The gas flow
will be described for the barrel and the end-caps since this is relevant for the aging
studies discussed later.

There are 52,544 straws in the barrel detector. The straw layout was chosen such

that a charged particle track with pr > 0.5 GeV and pseudo-rapidity |n| < 2.0 would

1 Bethe-Bloch formula describing energy loss per unit length :

dE 4 nz2( e? 2[In( 2m,c? 32
- = — n
dx  mec? (2 I(1 - p32)

Where v is the speed, z is the charge, E is the energy of the charged particle, x is the coordinate
of the direction that the charged particle is traveling in, n is the electron number density, I is the
mean excitation potential, ¢ is the speed of light, €y is the vaccum permittivity, 8 = v/c, e is the
electron charge, and m. is the mass of the electron.

) — 5% (4.1)

4meq
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FIGURE 4.2: Turn-on of Transition Radiation from Muons measured in the ATLAS
Barrel TRT (Oct’2008). Most of the particles produced at the LHC lie in an energy
range of 500 MeV to 100 GeV. With the equation of £ = m-, pions have gamma
factors in the range of [10,10%] while a 500 MeV electron has a gamma factor of 103.

cross approximately 35 straws. The gas enters the straws from two ends: Input A is
at +720.5 mm and Input C is at -720.5 mm. The gas flows parallel to the beam line,
in opposite directions for the two inputs. There are three radial layers in the barrel,
each layer is segmented in phi sectors which are the basic unit for gas flow. In each
layer, 16 of the phi modules have gas from Input A and the other 16 modules have
gas from Input C. The azimuthal distributions of the phi modules for Input A are
shown in Figure 4.3.

The end-caps are situated at opposite sides of the beam crossing point (z=0),
composed of End-cap A(+4z) and End-cap C(-z). Each end-cap has a length of 2.2
m and a diameter of 1.9 m, and is composed of 122,880 straws. The straws in the
end-caps are oriented radially and are perpendicular to the beam axis, forming a
plane of straws. There are a total of 160 straw layers in each end-cap. Eight (Four)

straw layers form a bigger unit referred to as an eight (four) plane wheel. There
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are two types of wheels, type-A and type-B, with different separation between straw
layers in the wheel. Adjacent straw layers in type-A (B) wheels are separated by 4
(11) mm in the z-direction. Each eight plane wheel is made up of two back-to-back
four plane wheels. The gas flow in End-cap A is shown in Figure 4.3. As can be
seen from Figure 4.3, the gas enters the outermost (in z-axis) four plane wheels from
the outer radius of the end-cap and travels towards the inner radius, then enters the
next four plane wheel from the inner radius and exits from the outer radius.

TR absorption ability, electron drift velocity, stability and aging factors were
carefully considered when the gas mixture of 70% Xe, 27% CO, and 3% O, was
chosen. Xenon makes up the base of the gas which is chosen for its excellent ability
to absorb x-ray TR. The CO, gas helps to quench and stabilizes the gas by absorbing
ultraviolet photons which prevents a secondary avalanche that could cause damage.
O, increases the protection against hydrocarbon deposits on the wires. One of the
issues with the introduction of O, gas is the production of ozone when the straws
are irradiated. Gas studies verified that for concentrations of Oy under 3.5%, ozone

would not significantly affect TRT performance [31].
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4.2 Monitoring the performance of the TRT

4.2.1 Aging and other performance issues

The TRT is subject to large doses of radiation during operation with the high lu-
minosity achieved at the LHC. Understanding the effects of aging is important for
reliable data-taking in the long term. Silicon and hydrocarbon composites due to
contamination of materials in the gas delivery system can be carried in by gas flow.
They can polymerize and create deposits on the wire, causing a drop in gas gain which
leads to a gradual signal loss [32]. Impurities that form larger molecular chains can
insulate the wire and eventually change the geometry and electric field conditions in
an irreversible manner [33].

Irradiation tests were performed by heavily irradiating TRT straws for up to 30
hours [33,34]. The mixture of 70% Xe + 27% CO4 + 3% O, was validated for usage
under high luminosity and aging conditions in these studies. However, this does
not guarantee eliminating damages during machine running time. Thus a cleaning
procedure was proposed. This is done by introducing a mixture containing CF, for
“cleaning” runs to remove the silicon deposits on the wire [31]. It is important to
monitor the wire aging during TRT operation to assist in decisions about whether to

run clean procedures or apply offline calibrations to correct for modest aging effects.
4.2.2  Methods for monitoring the TRT

Aging reduces the signal size, affecting both the Low threshold (LT) and High thresh-
old (HT) efficiencies. The fraction of HT (High Threshold) hits out of total number
of hits, referred to as HT, 40, is expected to be sensitive to this change since a much
larger pulse is required to trigger the high threshold. In order to monitor any dete-
rioration in the straws, we measure the H7T,;, in the direction of gas flow, as aging

has been shown to be dependent on gas flow direction. We also study other factors
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that can affect the aging monitoring parameters, such as ozone production from the

oxygen in the gas mixture and constantly changing LHC running conditions.
Parameters of interests

HT, ., as a function of the z coordinate, grouped by gas flow direction, is plotted
in Figure 4.4 for a typical layer with Period E 2012 data 2. The hit position in z is
extrapolated from tracks reconstructed using combined information from the Pixel
Detector and the SCT. As shown in Figure 4.4, there is evidence for a small decrease
in HT,.; vs gas flow direction, being higher at the gas entry side. The HT, s, also
rises at high values of |z| as shown in Figure 4.4. This effect is geometrical due to
increases in track path length through the straw at large z.

Since aging has dependences on gas flow directions, the degradation effect as a
function of z is the opposite for Input A and Input C segments. To quantify this effect
and remove the geometrical effect, the difference of HT, 40 (Input A)-HT, 410 (Input
C) as a function of hit z-coordinate is taken and normalized by twice the average of
HT, ., value. Data points are then fitted to a slope of AHT, ., vs z. Results for
the second layer in the barrel are shown in Figure 4.5.

The fitted positive slope indicates a decrease in HT,.4;, along the direction of gas
flow for the long straws. The drop in H7T,.;, along the length of the straw is nearly
6%. An increasing slope value over a long period of time (the order of years) would
indicate an accumulation of silicon deposits on the wire. Monitoring plots in other
layers of the barrel are similar to what is shown for Layer 2. More details can be
found in the appendix.

Similar studies are performed as a function of the r coordinate in the end-caps

because the straws are perpendicular to the beam and extend radially outward. Straw

2 Period E refers to one run period of data taken from 2012 . It contains sufficient statistics for
documented studies. Monitoring plots shown until Section 4.2.3 are produced with this dataset.
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layers with gas coming into the detector from the outer radius (center of the wheel)

are defined as gasIN (gasOUT). Studies are performed separately for end-cap A A-

type and B-type wheels and end-cap C A-type and B-type wheels. The distributions
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of HT,., as a function of the radius is shown in Figure 4.6. The difference of the
HT, 0 for the gasIN group and gasOUT group, normalized by twice the average
value for the full segment of the detector, is plotted as a function of the radius. This
AHT, i, vs v for end-cap A is shown in Figure 4.7.

A positive slope indicating a decrease in HT, ., along the direction of gas flow is
seen in the end-cap A-type wheels. The end-cap B-type wheels have a negative slope
after a dip at large r. This is inconsistent with the effect in the barrel and end-cap
A-type wheels and is due to gas flow directions being installed reversed from the
design in the B-Type wheels. The slope reverses at a radius of 900 mm, this could
be due to a dip in temperature from the coolant system. A study of the temperature
in the end-cap wheels using the temperature probes would be useful to confirm this.
A fitted slope value for a range of 650 mm to 925 mm in radius is used for the
monitoring studies for the time being due to lack of information of the temperature
in the end-cap wheels during running time. 3.

The fitted slope values of A HT,4, as a function of z/r are used to monitor the

wire aging effect, and are referred as aging parameters in the rest of this Chapter.

3 Another difference between barrel and end-caps is that the gas input is always higher than the
gas output (slope does not cross the axis). This is most likely due to the fact that the gasIN wheels
are at a smaller |z| than the gasOUT wheels, which indicates that there is a possible dependence
on |z| in the end-caps that needs to be studied in the future.

57



g :‘H—:“H“HH‘HH“;‘;F:‘HHH:
E O.lj_._* v”".._ i
0.08F P RS —y.ﬂ;.f.+.+,.,.,+.,+;:;;
L= -
Fe- —4— EAType AGasin ]
0.0ﬁj + EA Type A Gas Out i
r EA Type B Gas In q
0.04+ —+— EA Type B Gas Out —
0.02 .
I I NN VAR ARV AR AT B

650 700 750 800 850 900 950 1000

r (mm)

HT/AIl

L A s e e
[ R e = o o S i
0.1 *rr, ]
8 e =22 vevel
0.085 *m,,,‘.?mA—t e ]
[ e p-=

:: —4— ECTypeAGasin ]
006j —4— EC Type A Gas Out ]
r EC Type B Gas In ]
0.04+ —4— EC Type B Gas Out —
0.02\- .
I N A AU AT AT B
650 700 750 800 850 900 950 1000

r (mm)

FIGURE 4.6: HT, 4, as a function of hit r for Period E 2012 Data end-cap A (left)
end-cap C (right).

X2 [ ndf 50.7/28
ﬁO_OSf\\\\\\\\\\\\\\\\Prob 0.005398
< E po 0.01414 + 0.00037
w 0.04— p1 3.9726-05 + 3.450e-06
i C ]
~ 0.03 3
Q) C ]
© £ 1
& 0.02 %
< o.01* =
'_ = .
I C ]
< O i

-0.01 -
-0.0 S T R N I,

B5 700 750 800 850 900 950 1000
z (mm)

(A HT/AI/(2*ave) Eff. EATB

¥2 I ndf 26.29/21
o_osﬂuuuuuuuuprob 01956
C po 0.006698 + 0.000532
0.04— pl  -9.526e-05+ 5.505¢-06
0.03F =
d -
0.02— 3
c + |
0.011- + 4
o =
-0.01— —
0.0 N N B N R N

850 700 750 800 850 900 950 1000
z (mm)

FIGURE 4.7: A HT, 410 /(2xaverage HT,4,) for Period E 2012 Data in end-cap A.
The left plot is for type-A wheels and the right plot is for type-B wheels.

58



Ozone accumulation

Ozone accumulation in the gas could also cause a decrease in HT};, in the TRT
straws. When a track ionizes the gas, oxygen molecules in the gas can absorb the
free electrons and form ozone molecules which are drawn closer to the wire due to
the voltage difference. This would result in a decrease in the gas gain leading to a
drop in the HT,.;,. Since ozone molecules can be carried down the straw in the
direction of the gas flow, this would cause an effect similar to wire aging.

The difference between ozone accumulation and wire aging is that ozone accu-
mulation gets reset between runs. Therefore a scan over the integrated luminosity
within a run is performed and the fitted slope values are calculated for each lumi-
nosity slice to study the ozone accumulation curve. We expect to see little to no
effect in the first luminosity bin, then an increase in the slope is expected to be
seen due to ozone accumulation. Eventually ozone accumulation reaches saturation
and we should see a drop in the slope. Scans over many runs are combined to get
decent statistics. Results are shown in Figure 4.8. The slope value increases in the

beginning of runs, saturates and stabilizes, indicating a visible ozone accumulation.
Aging parameter dependence on run conditions

In a hadron collider experiment, the detector performance has a strong dependence
on the machine running conditions. The run conditions at the LHC are often chang-
ing. It is thus important to check if the aging parameter chosen has a dependence
on the running conditions and understand the dependence if any, in order to isolate
aging effects.

The dependence of the aging parameter on the colliding beams pile up conditions
is examined. Pile up is measured by the average number of proton-proton inter-
actions per bunching crossing (u). Aging parameters are calculated for data slices
with different requirements on the pile up conditions (with a (u) range of [0,10],
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[14,16],[19,21],[24,26], [29,31]). The results are shown in Figure 4.9. No obvious de-

pendence on () is observed.

To further understand the relation between instantaneous luminosity and fitted
slopes, data from period B* was divided into low instantancous luminosity runs
and high instantaneous luminosity runs. As shown in Table 4.2.2, runs with higher
instantaneous luminosity have somewhat higher central values for the fitted slopes
but are within the statistical uncertainties. More statistics in future LHC runs will
help understanding this dependence better. This observation is suspected to be
correlated with the ozone accumulation. A comparison of the ozone turn-on curve

between runs with high instantaneous luminosity and runs with low instantaneous

4 Another period of data from 2012. There was a run condition change in this period, resulting
two categories of data with different instantaneous luminosity features.
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luminosity is also shown in Figure 4.10. No obvious dependence of the ozone turn-on
curve on instantaneous luminosity is observed.

Table 4.1: The aging parameters (107°) for runs with low instantaneous luminosity
and runs with high instantaneous luminosity from Period B.

Layer 1 LS  Layer 2 Layer 3
High 3.40+0.11 2.07+£0.07 1.27+0.07
Low 3.29+£0.10 2.01+0.07 1.2240.07

4.2.8  Summary of wire aging studies

The aging studies described above were performed for all data taken in 2012°. Results
are plotted as a function of integrated luminosity in Figure. 4.11. The jump from
period A to period B is likely due to the instantaneously luminosity change as it is

easy to argue that a straw aging effect would not happen within a short period of time,

5 Data taking is separated into periods of A to J in 2012, studies were performed per period due
to considerations of decent statistics and stable run conditions.
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as it is expected to be a long-term effect. Although an increasing trend is observed
for all sectors of the detector, it is possible that the effect is partially due to an
accumulation of ozone instead of an aging effect. The turn-on curve observed in the
scan over slices of integrated luminosity within a run indicates the presence of ozone.
The extent of the effect due to ozone is unknown and difficult to quantify. Therefore
another approach was adopted in order to isolate ozone accumulation effect. The
trend for the fitted slope value for the first 107b~! (corresponding to the first 30 mins
of each run) before a large amount of ozone is accumulated is plotted. As shown in
Figure 4.12, no obvious rising trends of the aging parameter were observed. Data
from the next run of the LHC with higher statistics could help to distinguish between

ozone and aging, and their dependence on instantaneous luminosity condition.
4.2.4  Monitoring the TRT in future LHC runs

Wire aging is one of the main concerns for the TRT operation over time. A method

using the difference of the fraction of HT hits over all hits between detector segments
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with two different gas input directions was created in order to monitor a degradation

of the signal detection efficiency from TRT straws. The fitted slope to the normalized
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difference (normalized to the average HT, 4, value for the detector segment) distri-
bution is proposed as the parameter to quantify the aging effect. Its dependence
on the ozone accumulation, and run conditions such as average interaction number
per bunch crossing and instantaneous luminosity were studied. Future studies of the
ozone accumulation dependence on the run conditions will help better separating
wire aging from ozone effect.

The program for monitoring aging effects that has been developed will be integrated
into part of the TRT monitoring procedure. The aging monitoring will be regularly
performed and further developed in the next run of the LHC. Since the TRT detector
will be used until a scheduled upgrade of the ATLAS detector around 2020, such a

monitoring program is essential over the next 10 years of TRT running.

4.3 Plans for the replacing the ATLAS Inner Detector in Phase 2
upgrade

One of the most important projects in the Phase 2 upgrade described in Chapter
3 is the replacement of the inner tracker. The current one will not be suitable for
long term operation with increased luminosity and the accumulated radiation dam-
age. The whole ID needs to be replaced with a new all-silicon tracker to maintain
tracking performance in the high occupancy environment and to cope with the in-
creased radiation. New technologies are used to ensure that the system can survive
this harsh radiation environment and to optimize the material distribution. A new
readout scheme that allows the implementation of a track trigger, contributing to
the improvements in the ATLAS triggering capabilities, will also be exploited. The
contributions I made to the testing facilities located at CERN will be presented in

this Section.
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4.8.1 ATLAS Inner Tracker for HL-LHC

The baseline layout of the new ATLAS inner tracker for HL-LHC is shown in Fig-
ure 4.13. The silicon strip detector consists of a central barrel region between + 1.3
m and two end-caps that extend the length of the strip detector to + 3 m. They
cover a rapidity range of + 2.5. The barrel consists of five long cylinders that sur-
round the beam-line and a short barrel that covers the loss of acceptance between
the end-cap and barrel. The layers are populated with 472 full length staves (236
on each side of Z = 0). Each stave has 26 modules (13 on each face). The strips on
the inner three cylinders are 24 mm long (short-strips) and those on the outer two
cylinders and stubs are 48 mm long (long-strips).

A stave is the basic mechanical element of the barrel. It consists of a central core that
provides mechanical rigidity and support for the modules, and contains the electrical,
optical and cooling services. The readout interface to the stave is the End-Of-Stave
(EOS) card. Small versions of short strip staves with 4 strip modules instead of 13
("stavelets”) have already been developed for tests. A layout of a stavelet is shown
in Figure 4.14. The basic electrical unit of a stave is called a module. Application
specific front-end chips ("ABC130”) are mounted on kapton circuits to make a hy-
brid. One or two hybrids are glued to the surface of a silicon detector to form a

module as shown in Figure 4.14.

4.8.2  Particle detection with silicon strips

In order to understand the important features of a silicon strip detector, I will give a
brief introduction to the design of the silicon strip sensor and the principles of using
silicon as a particle detection medium. An illustration of a strip sensor can be found
in Figure 4.15. The bulk material of the SC'T sensors is n-type semiconductor. The

diode is formed by implanting a thin layer of extra-highly doped p-type semiconduc-
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tor®. A p-n junction forms when a p-type and a n-type semiconductor material are
brought together. When a p-n junction is formed, there are uncompensated negative
ions, therefore a depletion region (i.e., depletion of mobile carriers) is formed at the
junction. This region, in turn, creates an electric field. At thermal equilibrium, the
drift current due to the electric field is exactly balanced by the diffusion current due
to concentration gradients of the mobile carriers on the two sides of the junction.
When a positive voltage is applied to the p-side with respect to the n-side, a large
current will flow through the junction. However, when a negative voltage is applied,
virtually no current flows, referred as reverse bias current, until the breakdown volt-
age threshold. This behavior is the most important characteristic of p-n junctions.
A charged particle traversing the silicon ionizes it, creating conduction electrons and
holes, which drift to the electrodes inducing a current. This current is detected and
since it is associated with a strip, the position where the particle traversed the sensor

is determined.

6 Silicon has four valence electrons. Doping introduces impurities into a pure semiconductor for
the purpose of modulating its electrical properties. By doping pure silicon with Group V elements
such as phosphorus, extra valence electrons are added that become unbonded from individual atoms
and allow the compound to be an electrically conductive n-type semiconductor. Doping with Group
III elements, which are missing the fourth valence electron, creates ”broken bonds” (holes) in the
silicon lattice that are free to move. The result is an electrically conductive p-type semiconductor.
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The performance of silicon strip detectors can be described by its signal-to-noise ra-
tio (SNR). It is important to test and understand the performance in a high fluence
radiation environment. Noise can be generated from external sources (grounding de-
sign for example) or from the detector design (reverse bias current etc). Noise levels
can be measured with a three point gain test that will be described later. Since the
energy deposited in the detector translates directly into charge, it is convenient to
express the electronic noise as an Equivalent Noise Charge (ENC). It is defined to
be the number of electrons one would have to collect from a silicon sensor in order
to create a signal equivalent to the noise of this sensor. ENC is commonly expressed

in fC or units of the electronic charge e = 1.602 x10'9C.

4.8.8  Tests of silicon strip tracker components

A single module test system, stavelet test system and a C'O, cooling system were
constructed and operated at CERN. The test systems are used to test and configure
the readout electronics and the data acquisition (DAQ) system. They can also help in
comparing the performances of different stave prototypes (different powering schemes
for example) to help with the stave design. Such test systems will also be essential in
the irradiation tests of the assembled full staves to examine their radiation hardness
as a unit. The layout and some test results for each system will be described.

A single module is the basic unit of a strip detector. Tests in understanding its
performance are essential. Test results from the single module test stand system will

be presented.
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1. Computer for DAQ

2. single module
supply for hybrid

3. interlock
4. water cooling

5. single module
inside

6. HSIO board.

7. power supply for
HSIO board.

8. vacuum pump

FIGURE 4.16: Test system for a single module at CERN.

Single module test system.

The single module test system located at CERN is shown in Figure 4.16. Each
component is labeled in the Figure. The following tests were performed in order to
test the noise level:

e StrobeDelay

The calibration strobe sets the timing (delay) of the calibration pulse injected into the
module with respect to the time of the command that actually triggers the pulse.
This ensures that the discriminators, always firing at the clock frequency, will be
synchronous with the calibration signal. An optimal setting of the strobe delay for
each chip is important for the accuracy of the threshold calibration. If the delay in
injecting the test charge is too short, then the discriminator will fire too late and
won’t record a hit. If it is too long, the discriminator fires too early and will not
capture the injected charge. The delay of the strobe can be tuned for individual chips

within a range of 50 ns. The difference in the strobe delays between two adjacent
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Strobe Delay

Strobe Delay

FIGURE 4.17: Strobe delay versus efficiency for two adjacent chips.

chips is shown in Figure 4.17.
e ThresholdScan

The output of a channel for a given input of charge is measured as the threshold is
varied. The channel’s response to an injected charge is to record a 717 (hit) or a ”0”
(no hit). The occupancy, defined as the ratio of the number of hits detected over
the total number of hits injected, of each channel is measured over a given range of
thresholds settings with a large sampling for each threshold setting. The occupancy
is then plotted as a function of the varied threshold as shown in Fig 4.18. At low
thresholds all the events return a hit (occupancy at 100%) since the input signal at
the discriminator is likely to be above threshold. As the threshold is increased, the
occupancy of the channels is reduced. When the threshold raises above the level of
the input signal, the occupancy continues to fall until it reaches zero. Ideally this
S-curve would have a shape of a step function immediately falling to 0 (no hit) as

soon as the threshold is raised above the input signal level. In reality this shape is
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FiGURE 4.18: Threshold scan. The threshold scan as a function of the channel
number and the threshold scan for a single channel are shown.

smeared due to the noise in the system. A V5 point is defined to be the threshold
voltage with an occupancy of 50 % as shown in Figure 4.18

e ThreePointGain

These tests are made with a threshold scan each with 3 different levels of injected
charge. There are two options for this test: 3PointGain@1fC and 3PointGain@2fC,
which refer to injected charges 0.5fC, 1fC, 1.5fC and 1.5fC, 2fC, 2.5fC. The result of
the Vi5o points versus injected charges is shown in Figure 4.19. The purpose of this

test is to study the performance of the modules with respect to a set of parameters:

e V50 as shown in Figure 4.18.
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e The output noise, defined to be the variance o of the distribution of the thresh-

old V50 (mV) for a particular injected charge (fC).

e The gain (G), measured in mV/fC, is calculated from a linear fit to Vi versus

injected charge as shown in Figure 4.19.

e The Equivalent Noise Charge (ENC), measured in units of e, is the result of
dividing the output noise by the gain and converting the input noise in fC to

electrons (1fC = 6250 e, ENC = 0/Gx 6250 e).

The results of the three point gain test are calculated for individual channels, allowing
extraction of the ENC per chip, per hybrid or for the whole module as shown in Figure
4.20.
e Response curve

The response curve is an extension of the three point gain test to 10 scan points,
where the injected charge is set to 0.5,0.75,1.0,1.25,1.5,2,3,4,6 and 8fC. This test is
used to get a more precise measurement of the gain. A quadratic fit to a response
curve can be seen in Figure 4.21. It shows the non-linearity of the pre-amplifier in

the chips when the input signal increases.
Stavelet test system.

The stavelet test system is shown in Figure 4.23. At the time of writing this thesis,
there is no dedicated design for the grounding of the cooling pipe, and the noise level
that could be introduced through ground loops. Therefore a test was made using
external noise generated by a function generator injected into the system through
the cooling pipe. The three point gain test results were compared with and without
external noise introduced. Some tests results for a module closer to the end of the
stavelet (where external noise is injected into the system) are shown in Figure 4.22.

The noise level is observed to increase with injected external noise. Therefore a
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FIGURE 4.19: Three point gain test.

dedicated grounding design of the cooling pipe is needed.

COy cooling system.

A cooling system using C'O, liquid was constructed for tests of staves with more
robust cooling power and safety concerns. The basic principle of cooling is that
COs liquid at room temperature enters the cooling pipe and evaporates into gas,
absorbing heat during the phase transitions.

The thermodynamic cycle of the system is given in the pressure-enthalpy diagram
in Figure 4.26, with the numbers matched to different parts in the system shown in

the Figure 4.25. The continuous green line is the system cycle. The dashed line
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FI1GURE 4.20: ENC result for one hybrid from the 3 point gain tests.

is the cycle for a system with a compressor for compressing C'O, gas to liquid.
The overheated vapor is heated to room temperature and expanded to atmospheric
pressure and then vented. The cooling ability of this system is shown in Figure 4.27.
The humidity, temperature and dew point for two sensors located at two ends of the
container are shown as a function of time. The system was found to run stable at
10°C for about 3 hours with one bottle of C'O, liquid.

The CO, cooling system will supply sufficient cooling for a full sized stave. The
readout electronics and data acquisition system have been configured with the single
module and stavelet test facilities. Performances of different designs can be tested
and compared using these systems. These testing facilities will also be essential in

examining the radiation hardness of the proposed detector design.
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FIGURE 4.21: Response curve measurement result for one chip.

)



Module input noise (enc)

1000
950
900
850
800
750
700
650
600,

TTT TTTT]TTTITTITITT [ TTT T TTTTTTTT]TITTT]TT T
R RN LN LR LA R LR R

'IIII|IIII|IIII|IIII|IIII|IIII|IIII|IIII|IIII|'

o
e

2 3 4
Amplititude of external noise (Vpp)

[

FIGURE 4.22: Noise injection to the cooling pipe test.

. Water cooling.

. Box with stavelets
inside.

. LV supply for
stavelet.

. HV supply for
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. Interlock.

. Power supply for
HSIO.

. HSIO board.

FIGURE 4.23: Test system for a stavelet.
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1. CO2 bottle

2. Input pressure meter.
3. Back pressure valve.
4. Water boiler.

5. Output pressure
meter.

6. Throttle valve

7. Box: dummy stavelet
inside.

8. Dry air.

FIGURE 4.24: Diagram of the CO2 cooling system.
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FIGURE 4.27: Test results for CO2 cooling system, two sensors were used in the test,
one located at the end where the cooling pipe enters the box (outside), the other
one located at the other end (inside) where the cooling pipe goes out of the box. T
stands for temperature and H stands for Humidity.
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4.4 Summary

A procedure designed to monitor the TRT performance during the next 10 years
of operation has been described in this Chapter. Studies of the data taken in 2012
show no sign of wire aging. The TRT is scheduled to be replaced with a silicon strip
tracker in the phase 2 upgrade of the ATLAS detector. My contributions to the

testing facilities used for designing the new tracker have been presented.
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5

Measurement of pp— W~~v + X Production

A measurement of pp — W~y + X production will be presented in this Chapter.
The analysis is performed on a dataset from proton-proton collisions collected by the
ATLAS detector in 2012, corresponding to an integrated luminosity of 20.3 fb~!. In
Section 5.1, the data and Monte-Carlo (MC) simulated samples used in this analysis
will be introduced. In Sections 5.2 and 5.3, the event selection and data driven

background estimates are described, leading to the W~ signal extraction.
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5.1 Data and Simulated samples

This analysis is based on a data sample of proton-proton collisions collected at /s =
8 TeV during 2012. As electron and photons are present in the final state, the dataset
triggered by electromagnetic objects is used.

As introduced in Chapter 2, for the Standard Model simulation of the signal, the
leading order generators ALPGEN [22] and SHERPA 1.3.1 [24] are used. The ALPGEN
samples are generated with up to five additional jets while SHERPA generates up to

three. All generated events are then passed through full detector simulation.
5.2 Event Selection

To select W~~ events with the W boson decaying into an isolated electron and a
neutrino, an event is required to have a high pr electron, large missing transverse
energy and two isolated high pr photons. Additional selections are carefully chosen
to ensure good data quality and optimize the significance of the final state of interest.

They will be introduced in three categories based on their purposes:

e Event quality requirements : These are criteria common to most analyses per-

formed by the ATLAS collaboration.

e Triggering and object definitions : Selection of events and definitions of objects

(particles) are chosen to ensure high signal efficiency and quality.

e Additional kinematic cuts: These are studied and optimized to improve back-

ground suppression.
5.2.1 FEwvent quality requirements

Data is selected from the LHC pp collisions for which the ATLAS detector sub

systems were operating normally. LHC run conditions, detector performance and
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other operational issues were recorded in the Good Runs List (GRL) in intervals of
luminosity blocks. Luminosity blocks (LB) are defined as time intervals with most
parameters entering integrated luminosity calculation, instantaneous luminosity for
example, being constant. One LB contains roughly 2 minutes of data taking, but this
can vary due to run conditions and other operational issues. All events accepted are
required to pass the GRL requirement. No selection is applied to simulated events
at this stage.

The average number of interactions per bunch crossing, i, is measured for each LB.
The simulated distribution of y is reweighed to reproduce the one in data. Events are
also required to have at least one reconstructed hard scattering vertex with three or
more associated tracks with pr > 0.4 GeV. If more than one vertex is reconstructed,
the sum of the transverse momenta of all its associated tracks is calculated for each

vertex, and the one with the highest sum is chosen to be the primary vertex.
5.2.2  Triggering and object definitions

In the electron channel, the candidate events are preselected by a trigger which
requires three electromagnetic objects (EM) with transverse energy greater than
15 GeV (“3gl5loose”). A measurement of the trigger efficiency using data driven
techniques is documented in appendix A. Definitions of the particles present in the
final state W (ev)yy (electron, photon, and missing transverse energy) will be intro-

duced in the following sections.
Electron selection

Reconstructed electrons are required to pass the following requirements:

e The electron is required to have a cluster transverse energy (E$) greater than
20 GeV, considering the threshold applied at the trigger level. The pseudo-

rapidity of the electron energy cluster must be within the range |n| <2.47,

83



where the crack region in the electromagnetic calorimeter, corresponding to

1.37< |n| <1.52, is excluded.

Calorimeter and tracking information are used to define different baseline elec-
tron identification criteria. A tight cut-based selection is used to ensure good

quality of the selected electron [35].

The electron track is also required to extend to the primary vertex of the
interaction of each event. Requirements on the longitudinal and transverse
impact parameters are imposed. Electrons are rejected if |2 -sin 0|' coordinate

is larger than 0.5 mm, or |dy|/o(dp)? is larger than 6.

Both track and calorimeter based isolation criteria are used for electrons to
suppress hadronic jet contamination. The sum of the transverse momenta of
all the tracks reconstructed in a cone within AR < 0.2 ® around the electron
track is required to be smaller than 0.15 times the electron track pr. In addition
to this, the calorimetric isolation variable of the electron, defined as the ratio
between the sum of the transverse energies deposited within AR < 0.2 around

the electron cluster and the electron ES, is required to be smaller than 0.2.

Photon Selection

Photon reconstruction and identification is seeded by clusters in the electromagnetic

calorimeter with transverse energies exceeding 2.5 GeV, measured in towers of 3 x 5

cells in the second layer of the calorimeter. Clusters without matching tracks are

directly classified as unconverted photon candidates. Clusters matched to tracks

L 2o is the longitudinal impact parameter which is the z value at the perigee, 6 is the polar angle,
measured in the range [0,7]

2 dp is the transverse impact parameter which is the distance of the closest approach (perigee) of
the helix to the local z-axis, o(dp) is the resolution of dy.

3 AR2 = A¢2 + A772a where A¢ = ‘¢electron - ¢t7’ack|; A?? = |77&lectron - ntrack‘
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originating from reconstructed conversion vertices seeded in the TRT or to tracks
consistent with coming from a conversion are considered as converted photon (v —
ete”) candidates. The final energy measurement of the photon is made using EM
clusters with 3 x 5 cells (3 x 7 cells) for non-converted photons (converted photons)
in the barrel. In the endcap, a cluster size of 5 x 5 cells is used for all candidates.
Discriminating variables based on the calorimeter shower shapes are used in the
photon identification. They are important in understanding the contamination due
to hadronic jets being misidentified as photons and listed as below. The cut values
are optimized and calibrated for datasets taken over different time intervals. Detailed

studies of the cuts are documented in [36].

e A ratio of Ep in the first layer of the hadronic calorimeter to the Ep of the
EM cluster is denoted as Rpqq. In the pseudorapidity range 0.8 < |n| < 1.37
which is not covered by the first hadronic layer, it is the ratio of the E7p in the
whole hadronic calorimeter to the electromagnetic Er. An upper bound is set
on Ry,q to reject showers deposited by hadronic jets with large electromagnetic

energy deposit.

¢ EM Calorimeter Middle Layer Variables:

These variables are designed to select narrow electromagnetic showers.

— R, ratio in n of cell energies in 3 x 7 versus 7 x 7 cells.
— Ry: ratio in ¢ of cell energies in 3 x 7 versus 7 x 7 cells.

— ws: lateral width of the shower.

e EM Calorimeter First Layer (Strip Layer) Variables:

These variables take advantage of fine granularity in the first layer of the EM
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calorimeter to distinguish prompt photons from the photons coming from m°

decay.

— ws3: shower width for three strips around the maximum strip.

— wWger: total lateral shower width.

— F4e: fraction of energy outside a core of 3 central strips, but within 7

strips.

— AFE: difference between the energy of the strip with the second largest
energy deposited and the energy of the strip with the smallest energy

deposit between the two leading strips.

— FE,ui0: ratio of the energy difference associated with the largest and sec-

ond largest energy deposits over the sum of these energies.

For the W~ analysis the two photon candidates are required to pass the following

selections:

A tight identification criteria imposing cuts on all of the variables listed above.
A transverse energy greater than 20 GeV and | 7 |< 1.37 or 1.52 <| n |< 2.37,;

The isolation transverse energy of the photon, defined as the transverse energy
in a cone size of AR = 0.4 surrounding the photon and excluding the photon
core of An x A¢ = 0.125 x 0.175 is required to be smaller than 4 GeV to

suppress hadronic jets.

A non-tight photon is also defined here for use in background studies: Photons
that pass the selections on transverse energy and n are candidates as non-tight

photon. They are required to fail at least one of the cuts on the four strip
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variables Fjqe, ws3, AFE and E,.;, and pass cuts on the rest of the EM cluster
variables. These background photon candidates will be used in data driven

estimations of the major backgrounds. Details are described in Section 5.3.2.
Missing Transverse Energy

The Missing Transverse Energy (E™**) requirement is used to select events contain-
ing a real W boson with a highly energetic neutrino. In order to reduce the contam-
ination coming from events not containing a real neutrino, the selected events are
required to have a minimum transverse missing energy (E7*) larger than 25 GeV.

The physics objects used by the standard ATLAS reconstruction to build the
Ems% are all calibrated objects. In addition, energy not associated with any physics
object is also accounted for in the calculation, corresponding to the so-called soft
term. Corrections (e.g. momentum smearing) are applied to leptons, photons and
jets in detector simulations to better reproduce data. These are propagated into the
E7Mss calculation in the simulated sample. The overall missing energy in the x and

y directions in the transverse plane is defined as follows:

miss __ ypmiss,e miss,y miss,T miss,jets miss,softterm miss, i
B T By Ty TR T T +Ex) (5-1)

where each term corresponds to: electrons, photons, 7 leptons, jets, soft energy

deposits and muons respectively.
Jet definition and selection

Selected jets, reconstructed from topological calorimeter clusters using the anti-kp
algorithm [37] with a cone size of 0.4, are required to have pr > 30 GeV at the
hadronic energy scale! and || < 4.4. Jets arising from detector noise or cosmic

rays were rejected. Furthermore, the Jet Vertex Fraction (JVF), a measure of the

4 Hadronic energy scale calibrates the jets due to energy deposited by hadrons that is not measured
by the calorimeter.
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fractional pr of the charged tracks which originate at the hard scatter vertex, is
required to be larger than 0.5 for jets with transverse momenta below 50 GeV and
In| < 2.4 to suppress pile-up effects. Jets that overlap with selected leptons or

photons, i.e. have AR({/~, jet) < 0.3, are rejected.
5.2.8 Kinematic cuts

With the selection of electrons, photons and jets described above, we can now define
the requirements used to isolate the W (ev)v~ signal events from the background.

These are listed below:

o W(ev) selection:

— Require an isolated electron with pr > 20 GeV, passing the selection

described above.

— Events are rejected if there is a second electron with pr > 10 GeV, pass-
ing all electron quality criteria discussed above with the tightest quality
cut loosened to the medium one. This rejects Z(ee) events with fake EZs
due to imperfect reconstruction and where one electron is misidentified as
a photon due to missing matched tracks in the ID or hard bremsstrahlung

of the electron.
— Require EF" > 25 GeV.

— Require the transverse mass of the electron and neutrino system My (e, v) >

40 GeV. ?

o Wi(ev)yy selection: Once the event has passed the W boson selection, the
event is required to have two isolated photons with pr > 20 GeV, passing the

selection described in Section 5.2.2.

> Mr(e,v) is defined as Mr(e,v) \/QprT 1 — cos[get — ¢¥]).
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Overlap removals among the objects are also applied. If one of the selected photons
overlaps with a lepton, i.e. AR(¢,v) < 0.7 with AR defined as \/m, then
the photon is discarded to remove overlapped objects and reject photons radiated off
leptons. Similarly if a jet overlaps with a photon or lepton, i.e. AR(jet, £or-y) < 0.3,
the jet is discarded. A selection of AR(7,v) > 0.4 is also applied, and the W~y can-

didate is discarded if the two photons fail such a requirement.

Rejection of Z(ee)y background.

Z(ee)y events, with the photon radiated off the incoming quark (initial state radi-
ation, ISR) or the electron (final state radiation, FSR), make a large contribution
to the selected candidates with the cuts introduced above. A Z(ee)y event can fake
a W (ev)yy final state when one of the electrons is mis-identified as a photon. Al-
though the fake rate is low, Z(ee)vy production at the LHC is much higher than W-~~,
resulting in a sizable contamination in the selected candidates.

Kinematic distributions shown in Figure 5.1 were used to study how to reject this
background. Figure 5.1(a) shows the two-body invariant mass of the selected elec-
tron with the selected leading and sub-leading photons. Figure 5.1(b) left plot shows
the three-body invariant mass of the electron and two photons. As can be seen from
these plots, the Z(ee)y background can be suppressed by imposing additional cuts
on these variables. Generally speaking, if the photon in the Z(ee)y event comes
from ISR, one of the ey invariant masses will be situated at the Z boson mass while
events with FSR photon will have a eyy mass centered at the Z mass. Choices of
cuts on these variables were optimized to reject most of the Z(ee)y events. Another
discriminating variable is the vector sum of transverse momenta of the electron and
two photons system (p4") as shown in the right plot in Figure 5.1(b). This variable

shows whether the fully reconstructed event is balanced in the transverse plane. For
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W~y events, a higher pi¢* is expected because of the high energy neutrino from W

boson decay while for Z(ee)~y events the system is well balanced, resulting in a lower

value of pie'.

Cuts on these discriminating variables have been optimized in order to obtain
the maximum background rejection with minimum signal loss. The quantity of
S/\/S + B is used, where S and B represent the expected signal and background
counts. S/+/S + B and the signal yield versus the cut on p’* using simulated samples
are shown at Figure 5.2. The cut is chosen to be pi* > 30 GeV.

To summarize, the kinematic cuts chosen to reject Z(ee)y events are:
o Me,v,v)— M(Z)>5GeV and M(e,v,v) — M(Z) < —10 GeV;
o M(e,leadingy) — M(Z) > 3 GeV and M (e,leading~y) — M(Z) < —10 GeV;

e M(e,sub-leadingy) — M(Z) > 3 GeV and M (e,sub-leading~y) — M(Z) <
-5 GeV,

e pr(eyy) > 30 GeV.
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Events shaded in the box are rejected.
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5.3 W~y Signal Extraction

5.3.1 Candidate events

With the requirements described in the previous section applied, 47(15) pp — W (ev)yy
candidates were found with the inclusive (exclusive) selection. Exclusive events are
defined to be those with no central (|| < 4.4) jets with E7 > 30 GeV. An event

display of one of the selected candidates is shown in Figure 5.3.1.

FIGURE 5.3: An event display of selected W (ev)yy candidate. Photons are yellow,
electrons are green and their electromagnetic showers are in red in the plot. Missing
transverse energy is shown as red line. The left plot is a z-y plane cross section
view, the upright plot is a log plot in n-¢ space with the pr shown in z coordinate.
The lower right is a plot of the cross section view across the center of the detector,
parallel to the beam line (n — z plane).
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In these selected events, there is still contamination from other physics processes
faking the signal signature with misidentified objects. The major backgrounds are
from pp — W (er)y events with an additional hadronic jet faking one of the photons.
Backgrounds with fake photon(s) are estimated using a data driven technique. This
provides a correct normalization for processes with QCD jets as they generally have
a sizable NLO contribution, and NLO Monte Carlo samples for these processes are
not available at this time. Another reason is that hadronic jets are not perfectly
modeled by ATLAS detector simulation.The baseline method performs a fit to the
isolation distributions of selected photons (2D template fit method).
Contamination also come from events containing two real isolated photons and a
misidentified electron. This component also must be estimated from data due to
poor modeling of hadronic jets in the detector simulation. A two dimensional side-

band (ABCD) method is employed to estimate this background.

5.3.2  Data-driven background estimation for fake photons and fake electrons

FEvaluation of Jets faking photons

The 2D template method estimates the signal and background yields by applying an
unbinned extended maximum likelihood fit simultaneously to the transverse isolation
energy (EX°! Eko?) distributions of the two photon candidates. The method and
results will be described. The statistical and systematic uncertainties will also be
discussed.

e Introduction to the 2D template fit method

The method uses events passing the event selection introduced above excluding the
isolation requirement of the two photon candidates. These events can be divided
into four different categories: events with two real photons are denoted as v+, while

events with one photon candidate stemming from a jet are called vj (jy) when
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the leading (subleading) photon is real. The last category has events with both
photons coming from jets and are called jj. With this categorization, the two-
dimensional (EE°! Fi°2) distribution can be expressed by the sum of four isolation

templates (F') normalized with their respective yields (W):
WiotFiot(BE™, Bf?) = Wo, Foo (EF, ER?) + Wi F(ER” EF*) 5.2
Wi Ej (B, Ef%) + Wi Fyy(BE, Ef*).

If properly normalized, the templates can be considered as a two-dimensional
probability density functions (PDF) of the transverse isolation energies.

Studies show that the transverse isolation energies of the two photon candidates
are uncorrelated for events in the v,~vj and jvy categories [38]. This allows us to
write the corresponding PDFs as the product of two one-dimensional PDFs. For
events in the jj category it was found that the correlation is not negligible. Thus
the corresponding PDF cannot be factorized into products of 1D distributions and
has to be modeled as a two-dimensional distribution with correlations. Therefore,

Equation 5.2 can be re-written as:

WiotFror = WWF%I(E?OI)FWQ(E?ﬂ) + ijF%I(E?OI)FjQ(Eé“Sﬂ)
| | . (5-3)

Wi Fja (BF*N) Fy o (Bf%) + Wi Fjy (E7, Ef*?),
where F, 1 (Ei£') and F, o( E%°%) are the one-dimensional real photon isolation PDFs
for the leading and subleading photons, Fj;(E4°!) and Fjo(F%°%) are the one-
dimensional isolation PDFs for a jet faking the leading or the subleading photon
respectively, and F;(E5°t, E?) is the two-dimensional jj isolation PDF when both

candidates are fake.

The signal (W,,) and background (W,;, W;,, Wj;) yields can be obtained by

fitting eq. 5.3 to data, i.e. by maximizing the extended likelihood function defined
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as:

— —

N
L(0|Z1,7a,...) = Pw,, (N) = HFtot(fi| ), (5.4)
i=0

with 0 = (W, W, W,,, W,;) given the data Z; = (Eis®', Eit*?). Here, Py,,(N) is

the poisson probability of observing N events when W, events were expected.
Once the fit is performed, by multiplying the obtained yields and the integral of

the different PDFs in the region where both photons are isolated, one can extract

the number of events in each category for events in the signal region.

e Application of the 2D template fit method and Results
The photon isolation PDFs F,;(E') and F,»(E%°?) are determined by using
W~~ Monte Carlo events with full detector simulation. These distributions (black
markers) are fitted to a Crystal-Ball line-shape [39] as shown in Figure 5.4. The

events are required to pass all the analysis selection criteria except the photon Ei°

requirement.
nclusive selection
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FIGURE 5.4: The E¥° distribution for the leading (left) and subleading (right) pho-
ton from simulated W~ events using the inclusive selection are shown as black dots.
The fitted photon isolation PDFs F, ;(E%°!) and F, »(E%°%) are shown as solid lines.
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The jet isolation PDFs Fj;(F%°Y) and Fjo(E%°%) are determined from data in
regions enriched with events with a jet faking a photon (control regions). In control
regions, a non-tight (’i‘) photon is required as introduced in Section 5.2.2. The
Fj1(Eg°Y) and Fjo( Ei2°?) distributions are fitted to a Novosibirsk function [39]. The
E¥° distributions and the corresponding isolation PDF’s determined from the fit to

the data are shown in Figure 5.5.

inclusive selection
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FIGURE 5.5: The jet E¥° distribution for the leading (left) and subleading (right)
photon candidate from the data using the inclusive selection are shown as black dots.
The fitted PDFs F}; and F}, are shown as solid lines.

The two-dimensional jj PDF is derived from data using the TT sample, i.e.
both photon candidates are required to be non-tight. This control region contains
9 events. Given the limited statistics available, the two-dimensional EX° distribution
is smoothed using an adaptive kernel estimate technique implemented in the RooFit
framework [40]. The two-dimensional Fj;( E#°', Ei5°?) distribution and the resulting
smoothed PDF are shown in Figure 5.6. Effects of small leakage of signal events into
the control regions are estimated by Monte Carlo simulations. More details can be
found in Appendix A.

The results of the final fit to the parameters (W,,, W,;, W;,, W;;) are shown in
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FIGURE 5.6: The two-dimensional EX° distribution for the jj-PDF determined using
the inclusive event selection. Left: (Ei°!, F%°%) distribution in the TT sample.
Right: Corresponding smoothed PDF Fj;.

the first column of Table 5.1. The event yields integrated in the signal region with
isolation cuts imposed on the selected photons are also provided in Table 5.1. Pro-
jections of the fitted two-dimensional function onto the transverse isolation energies
of the two photon candidates are show in Figure 5.7.

Table 5.1: Results of the 2D template fit method using the inclusive event selection.
For each category the result of the fit and the event yield is given. The yield column
is the fitted normalizations for each component and the yield in signal region is the
integrals in the isolated photon regions. The uncertainties are statistical only.

W (ev)~y inclusive channel

category yield yield in signal region

vy A1+ 10 34+ 8
Vi 20 + 8 8+ 3
i 21 +8 6+ 2
jj 549 1+2

e Statistical and Systematic uncertainties
The statistical uncertainties on the fit parameters are calculated using MINOSS. It

estimates the uncertainties for parameter = by finding the points in the parameter

6 MINGS is part of the MINUIT software package [41]
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FIGURE 5.7: Projection of the two-dimensional isolation distributions onto the trans-
verse isolation energy of the leading (left) and subleading (right) photon candidates.
The black line shows the result of the final fit and the colored lines show the different
components.

space at which the likelihood changes by 0.5. In each iteration the parameter z
is kept fixed and all the other parameters are minimized before the likelihood is
evaluated. The results from MINOS are validated with pseudo-experiments using a
procedure described in detail in the Appendix A.

The resulting statistical uncertainties are summarized in Table 5.1. In the inclu-
sive case, the relative uncertainties on fitted yield of the vy category is 25%. The
maximum corrections obtained by pseudo-experiments to the statistical uncertainties

given by MINOS is applied in the jj-category and is below 10%.
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Table 5.2: Expected number of background events in the electron channel with
one real and one fake photon, two fake photons, and for the total fake photons
background. y — jet category contains events with pJ. > pl* * while it is the opposite
for jet — 7.

\ Inclusive channel Exclusive channel
v-jet 8 + 3 (stat.) £+ 3 (syst.) 4 + 2 (stat.) £+ 2 (syst.)
jet-y 6 + 3 (stat.) =4 (syst.) 2 +1 (stat.) £ 1 (syst.)
jet-jet 1+ 2 (stat.) £ 1 (syst.) 0.3 +0.7 (stat.) + 0.3 (syst.)

total fake v | 15+ 5 (stat.) £ 5 (syst.) 6 + 2 (stat.) £+ 2 (syst.)

The systematic uncertainties in Table 5.2 arise from the modeling of the fake-

photon templates, and in particular from the following effects:

e limited statistics in the control regions (events with anti-tight photons);

functional form used for modeling the background distribution;

definition of the control regions;

dependance on Monte Carlo generator;

statistical uncertainty on signal leakage.

The effect of each source of systematic uncertainty is also evaluated using pseudo-
experiments, as described in Appendix A. Limited statistics in the control region
results in the largest component in the systematic uncertainties.

In the electron channel exclusive case shown in Table 5.2, the limited statistics in
the control regions does not allow using the 2D template fit method. In that case,
the number of overall fake photon events expected is extrapolated from the inclusive
measurement according to the Nj., distribution taken from fake lepton dominated
control regions (with the electron isolation cut reversed). In addition to the system-
atic uncertainties listed above, a systematic related to the N, variable shape used

in the extrapolation is also taken into account.
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Evaluation of jet faking electrons

A 2d-sideband, also named an ABCD method, uses a two dimensional phase space
to define three regions with enriched background events. Two minimally correlated
sets of variables are chosen, thus the number of expected background events in signal
region A can be calculated using a simple relation: Ny = N'%;VC The definition of
the ABCD regions is shown in Figure 5.8, with detailed description in the Caption.
The assumption of no correlation between the two sets of variables can be made
because the majority of the background events are initiated by light flavor hadronic
jets instead of a beauty hadron decay, in which case the electron is isolated, and the
missing transverse energy comes from non-perfect reconstruction under high pile-up
conditions. Small corrections due to the leakage of signal events into control regions
and contributions from other backgrounds are estimated by simulated events and
subtracted from the yields.

Tests of the correlation between two variables used in the ABCD definitions,
detailed calculation with signal leakage considered and the treatment of systematic

uncertainties are documented in Appendix A.

»

Lepton 4
isolation c

pr(lyy), M and E}m"”s

FIGURE 5.8: A sketch presentation of the signal region (A) and three control regions
(B, C and D) used the ABCD method. Region A contains events with an isolated
electron and high E7'** region B has the requirement on electron isolation reversed,
region C has the requirement on variables related to E** reversed, while region D
has both requirements reversed.

The background due to a jet misidentified as an electron is found to be small,
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accounting for 1.5+0.6 (stat.) + 1.0 (syst.) events in the inclusive event selection and
0.2 + 0.2 (stat.) = 0.2 (syst.) in the exclusive event selection. The systematic errors

are estimated by varying control region definitions.
Z(ee)y + jets and electron-photon misidentification

The production of a Z boson which subsequently decays to electrons, in association
with a photon and a jet, may pass the event selection if one of the electrons is not
reconstructed and the jet is misidentified as the second photon. These background
events can also pass the selection if one of the leptons is misidentified as a photon.
The first scenario is covered by the fake photon background estimate described above,
since one of the photons is coming from a jet. The second scenario is suppressed by
additional cuts introduced in event selection and is estimated from simulated sample
of Z(ee)y. The reason is that the electromagnetic response of the detector is well

modeled by Monte Carlo samples passing the full detector simulation.
Other backgrounds

Other backgrounds arise from events containing a real charged lepton and two real
photons or multiple leptons and photons with lepton-photon misidentification. These
include diboson (WW W Z) and top quark pair production. W(— 7v)yy events can
also fake the signal with the tau lepton decaying to electron and neutrino. These
backgrounds are negligible and are taken from predictions given by Monte Carlo
events passing full detector simulation because even if 100% uncertainties are as-

signed on these backgrounds, the effects on the signal yield are very small.
5.4 Summary of the measured pp — W (ev)yy + X signal

The number of selected W (er)yy events and all the backgrounds are summarized in

the left columns of Tables 5.3 and 5.4 for the inclusive and exclusive selections. As
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shown in the table, the dominate background is from jets misidentified as photons.
The dominate systematic uncertainty on the total background is associated with this
source. The second largest background is Z+(7) with one of the electrons misidenti-
fied as a photon. This background is difficult to be further reduced due to the much
larger production rate of the Z~ process. The other backgrounds are shown to be
negligible.

Measurements of the pp — W {(uv)vyy production are also shown in Tables 5.3
and 5.4. This analysis is performed by collaborators in the pp — W~y analysis
team. No requirement is imposed on M (Iv), M (Iy7) or pr(lyy) because the rate of
muon being misidentified as a photon is much lower than in the electron channel.
The same data driven techniques were employed for measuring jet faking photon and
jet faking muon backgrounds. More events were observed in the muon channel due

to loosened cuts and higher detection efficiency of muons with the ATLAS detector.

Table 5.3: Number of candidate events in data passing the full selection of Section 5.2 in
the electron and muon channels for the inclusive case. The number of background events
from misidentified photons and leptons, as estimated from data, and from MC derived
backgrounds are also shown. The subtraction of these backgrounds yields the measured
signal in each channel, with statistical and systematic uncertainties.

[ Electron channel Muon channel
data [ 4947 112 +11
Fake photon background 19 + 5 (stat.) + 8 (syst.) 33 £ 8 (stat.) £ 9 (syst.)
Fake lepton background 1.4 + 0.6 (stat.) + 0.8 (syst.) 10.4 £ 3.7 (stat.) &+ 4.3 (syst.)
Zv(7) 11.4 + 1.4 (stat.) 4.1 £0.2 (stat.)
W(— Tv)yy 0.5+ 0.1 (stat.) 1.0 £ 0.1 (stat.)
tt 1.2 + 0.5 (stat.) 3.7 £ 2.0 (stat.)
WHw- 0.3 + 0.1 (stat.) 0.4 £ 0.3 (stat.)
Wz 0.2 + 0.1 (stat.) 2.1+ 0.5 (stat.)
77 0.1 £ 0.1 (stat.) 0.1+ 0.1 (stat.)
Npkg 34.1 £ 5.6 (stat.) £ 8.1 (syst.)  55.4+ 9.4 (stat.) £ 9.9 (syst.)

Nsig = Naata — Npkg | 14.9 £ 9.0 (stat.) + 8.1 (syst.)  56.6 + 14.2 (stat.) + 9.9 (syst.)
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Table 5.4: Number of candidate events in data passing the full selection of Section 5.2 in
the electron and muon channels for the exclusive case. The number of background events
from misidentified photons and leptons, as estimated from data, and from MC derived
backgrounds are also shown. The subtraction of these backgrounds yields the measured
signal in each channel, with statistical and systematic uncertainties.

[ Electron channel Muon channel
data [ 16 +4 54.0+ 7.3
Fake photon background 7+ 2 (stat.) + 3 (syst.) 15 + 6 (stat.) + 6 (syst.)
Fake lepton background | 0.2 4 0.2 (stat.) + 0.2 (syst.) 4.8 + 4.5 (stat.) + 2.0 (syst.)
Zv(v) 2.0 £ 0.5 (stat.) 2.9+ 0.2 (stat.)
W (— Tv)yy 0.13 £ 0.04 (stat.) 0.4 £ 0.1 (stat.)
tt <02 <0.2
WHW-— 0.1+ 0.1 (stat.) 0.1+ 0.1 (stat.)
wZz 0.1+ 0.1 (stat.) 0.8 + 0.3 (stat.)
727 < 0.02 < 0.02
Nikg 9.8 + 2.6 (stat.) £ 3.0 (syst.)  23.5+ 7.1 (stat.) + 6.4 (syst.)

Nsig = Naata — Npkg | 6.2 + 4.8 (stat.) £3.0 (syst.) 30.5 + 10.2 (stat.) + 6.4 (syst.)
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Figures 5.9 to 5.14 show distributions of events with inclusive W (ev)y~ selection.
Figures 5.9 to 5.11 are pr, n and isolation energy distributions of the two photons
and the electron. Distributions of AR(vy;~) and M (~;7) are shown in Figure 5.12.
Missing transverse energy, traverse mass of W boson and number of jets distributions
are shown in Figures 5.13 and 5.14. The black dots represent the data candidates
after the full analysis selection has been applied, whereas the solid histograms give
the expected events obtained with SM Monte Carlo samples or data-driven methods.
The stacked histogram show the total expected events with the hashed areas showing
the total uncertainty. The tt, W(— 7v)yy and diboson (WW W Z) contributions
are combined and labelled “Other”.

As shown in the plots, all kinematic distributions are well modeled by the Monte
Carlo generated events. The SM W (ev)~yy signal is taken from SHERPA and a scale
is applied so that the overall signal plus background expectation is normalized to the
number of events observed in data. The scale between SM prediction of W~~ signal
from Sherpa to data was found to be 0.96 (0.93) in the inclusive (exclusive) case.

The interpretation of the measured signal yield for both electron and muon channels
will be discussed in the next Chapter. Cross section calculation and constraints
on anomalous quartic couplings will be presented. Comparison of the cross section

measurements to the SM theoretical prediction will be discussed.
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6

Interpretation of pp— W~y + X Measurement
Results

This chapter describes the interpretation of the W~y measurement results presented
in Chapter 5. Cross sections are computed and compared to the next-to-leading order
(NLO) SM theory predictions. Constraints on anomalous gauge boson couplings are

also discussed at the end of this Chapter.
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6.1 Cross section measurement

The extraction of the cross-section for pp — W~y + X process is presented in this
section . The cross-section in a well-defined fiducial phase space is computed in the
following way:

obs bkg
fid Nlll'y'y - Nll/’y’y (61)

§Ldt X Awsgotvry X Oyt

Twyy =

Nloub% and Nlbf% denote the number of selected candidates and expected background
events. | Ldt is the integrated luminosity. Aw.,—p+y is the acceptance factor which
extrapolates the fiducal region used for the measurements to an extended fiducial
region. Cyy -y 1S the factor which represents the detection efficiency in our ex-
periment.

The fiducial phase space is defined in Section 6.1.1. The calculation of Ay yy—yy
and Cyw.yy—iyy Will be presented in Section 6.1.2. A profile maximum-likelihood

method used to calculate the fiducial cross section will be described in Section 6.1.3.

Measurements are compared to SM theoretical predictions in Section 6.1.4.
6.1.1 Fiducial Region Definition

A fiducial phase space definition can be found in Table 6.1. It is common to W (ev)yy
and W (uv)vyy channels so that these two measurements can be combined. This
requires a small extrapolation over the calorimeter crack region, which is excluded
for reconstructed electrons and photons (1.37 < |n| < 1.52). For muons the range
In| < 2.5 is fully covered by the detector.

The fiducial region is defined at truth particle level! after the parton shower.

An anti — k; jet clustering algorithm with a cone size of AR =0.4 is used to define

! Events generated by the Monte Carlo generators are passed through parton shower (cascades of
radiation produced from QCD processes and interactions) to model QCD jets, the resulting events
are referred to be at 'truth level’.
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jets. The requirement on the isolation fraction of the photons is defined as the ratio
between the energy carried by the closest jet (with AR(vy, jet) < 0.4) to the photon
and the energy carried by the photon. The exclusive W+~ + X channel is defined by
vetoing events containing jets passing the selection defined in Table 6.1.

Table 6.1: Definition of the fiducial region where the cross-section is evaluated. p%
is the transverse momentum of the neutrino coming from the W decay. The jet veto
is only applied in the exclusive selection.

Extended Fiducial Region

Cuts pp — Lvyy

Lepton  p% > 20 GeV
P > 25 GeV
In*] < 2.5

W-Boson mt > 40 GeV
Photon  EJ > 20GeV
In7| < 2.37

AR(l,v) > 0.7

AR(vy,v) > 04

iso. fraction €/ < 0.5
Jets K> 30 GeV

et < 4.4

AR(L, jet) > 0.3

AR(v,jet) > 0.3

Exclusive selection: Nje = 0

6.1.2 Acceptance and Efficiency

Computation of Acceptance and Efficiency

A correction factor, e = A x C, is obtained from Monte Carlo simulation of W~~ +
X events. The LO generator SHERPA is used to generate the baseline sample
and ALPGEN is used as a cross-check. € is defined as the ratio of the number of
reconstructed events passing the analysis selection as defined in Section 5.2 to the

number of events passing the requirements of the fiducial region (defined in Table 6.1)
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at truth particle level:

N,
€= ——2 | (6.2)
Nivuth, fid
The correction factor € can be written as the product of A and C:
c=Ax(C = Nt’ruth, restricted fid % Nreco (63)

Nt’ruth, fid ]\/vtruth7 restricted fid

Here Nipuin, restricted fia represents the number of truth-level events falling inside the
“restricted” fiducial volume, i.e. the measured phase space before any extrapolation
is performed over the crack region in the calorimeter. The uncertainties on the
detection of the particles in the final state contribute to the uncertainties on the
efficiency C'. In order to estimate this effect, the momentum or detection efficiency
of a reconstructed object is varied by one sigma (up or down) and the corresponding
event selection efficiency C,, is calculated. A relative systematic error is defined as
oc = W The total systematic error is obtained by adding the larger error
out of the up and down-variations in quadrature. Details on this is documented in
Appendix B.

Results of computed correction factors for the W (ev)yy channel can be found in
Table 6.2. The inclusive selection manifests a large difference (6.9%) between two
Monte Carlo generators used (see Table 6.2 last entry in the left column). This is due
to the fact that ALPGEN simulates 2 additional partons while SHERPA produces
up to three. Therefore discrepancy in the inclusive channel is expected while the
difference in the exclusive case with zero additional parton is negligible (1%). The
uncertainties on the particle detection are also summarized in Table 6.2. Most of
the uncertainties arise from corrections to fix the discrepancies between Monte Carlo
simulated samples and data. The dominate systematic error sources, EM and jet
energy scale to correct for the discrepancy in energy measurements between Monte

Carlo simulated samples and data, are listed in Table 6.2 for up (first item) or
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down(second item) one sigma variations. A complete list of systematic sources are

documented in Appendix B.

Table 6.2: Correction factor for the inclusive and the exclusive selection along with
their statistical and relative systematic uncertainty in the electron channel. The
statistical uncertainty on the systematic component is also given for completeness.

Inclusive Selection Exclusive Selection
Correction Factor e (19.6 + 0.5 (stat.) + 1.3 (sys.)) %  (15.1 £ 0.7 (stat.)) + 1.3 (sys.)) %
Acceptance A (82.5 + 0.4 (stat.)) % (82.5 + 0.6 (stat.)) %
Efficiency C (23.7 £ 0.6 (stat.)) % (18.4 £ 0.8 (stat.)) %
EM Energy Scale 2.4 (up) 0.8 (down) 4.5 (up) 1.6 (down)
Jet Energy Scale 5.3 (up) 2.0 (down) 6.2 (up) 3.3 (down)
Relative deviation to ALPGEN of C [%)] 6.9 1.0

6.1.3 The Fiducial Cross-Section Measurement

A maximum log-likelihood approach is used to calculate the individual and com-
bined W (ev)yy and W (uv)yy cross-sections. This method takes into account the
Poisson statistics of the samples. And the propagation of the systematic uncertain-
ties considers correlations between the two channels. The calculation and treatment

of systematic uncertainties are discussed in this section.
Fiducial Cross-Section Calculation

The number of expected candidates can be written as

N!, = N!+ Nj. (6.4)

exp

where N is the number of predicted background events, and N! is the number of
expected signal events.

The number of signal events can be written as a function of the fiducial cross-
section defined in Equation 6.1:

N;(U{Iﬁflw) = U{:éflw x Al X Cé‘,w_,lm X fﬁdt, (6.5)

Wayy—lvyy
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where A‘ and C,

are the acceptance and efficiency factors computed

Wryy—lvyy yy—lvyy

in the last section. §L£dt is the integrated luminosity. Index i iterates over electron
and muon channels for the combined cross section.
In order to take into account the impact of systematic uncertainties, the number

of predicted signal and background events are written as:

(Jij/c&im {xk}) - UIJ:I%A/ x AW’W—>ZV’W x Clz;i/wveluww % fﬁdt * (1 + 2 xks’i) (6'6)
k=1

Ni(fae)) = Nj(L+ Y e, BY). (6.7)
k=1

In equations 6.6 and 6.7, Si and Bi are the standard deviation of the k' systematic
uncertainty in channel 7. Each systematic uncertainty is assumed to have a normal
distribution with zero mean and unit variance, D(xy,) ~ e %/2,

fid )

A negative log-likelihood function is constructed as (from now on o = Oy )

2 e~ (Vi(ofar}) + N ({zr}) Th » 1Tk obs C 12§
o o)~ Z—m( ((N ;b;{ D)+ Vi)™ ) 27

i=1

(6.8

~—

The part inside the natural logarithm is a Poisson function which describes the
probability of observing N’ events in channel i given the expected number of signal
and background events (Ni(o, {zx}) + Ni({z}})). The second term takes care of the
gaussian constraints on the nuisance parameters x;. Each systematic k is ascribed
to an independent source. The linear sum of two systematic sources is put in as
one zy, if they are correlated.? A single random variable z;, is used over all channels
in signal and background as the effect of each systematic is 100% correlated across

electron and muon channels, and between signal and background components.

2 Considering the case of uncertainties on electron energy scale (x1) and photon energy scale (1),
they are correlated since both are derived from measurements based on EM calorimeter. In this
case, (r1 + x2)? generates the correlation term xq x @9
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To find the most probable value of o, the log-likelihood function is minimized by
letting o and all the nuisance parameters z; float in the fit. The fit provides a total
uncertainty that includes both statistical and systematic components. By subtract-
ing the systematic component in quadrature from the total uncertainty, one obtains
the statistical uncertainty component. The minimization and error calculation is

performed by using the Minuit package [41].
Estimation of Systematic Uncertainties on the Fiducial Cross-Section

In order to estimate the systematic uncertainties on the measurement, a series of
minimizations of the log-likelihood is performed. In each of these minimizations, all
the nuisance parameters are free to float except the k — th parameter being fixed at
up or down one sigma variation. The difference between the resulting cross-section

and the nominal value is taken as the systematic uncertainty due to the k—th source.
Measurement Results

The maximum log-likelihood method is applied in W (ev)yy and W (uv)yy individ-
ually and combined. The results for both inclusive and exclusive categories are
summarized in Table 6.3. The statistical and systematic uncertainties are obtained
with the procedure described above. All systematic uncertainties except the one
associated with luminosity are added in quadrature and is shown as the systematic
uncertainty in the table. The asymmetry in the uncertainties comes from the positive
and negative variations in the calculation of systematic uncertainties. The signifi-
cance of the measurements can be estimated by dividing the central value with the
total uncertainty. A simple calculation gives 3.5¢0 (2.3 o) for the inclusve(exclusive)
measurement. These significance numbers agree with those obtained with peusdo-

experiments.
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Table 6.3: Fiducial cross-section measurements of the pp — lvyy process for two
isolated photons with pr > 20 GeV.

| ol [fb] (Njer = 0)
pp — pvyy | 7.1 + 1.3 -1.2 (Stat.) + 1.6 - 1.5 (Syst.) + 0.2 (Lumi.)
pp — evyy | 4.3 4+ 1.8 -1.6 (Stat.) + 1.9 -1.8 (Syst.) + 0.2 (Lumi.)
pp — Llvyy | 6.3 + 1.1-1.0 (Stat.) + 1.5-1.4 (Syst.) + 0.2 (Lumi.)
7T ] (Nt = 0)
pp — Py 3.5 + 0.9 (Stat.) + 1.2 -1.1 (Syst.) + 0.1 (Lumi.)
pp — evyy 1.9 4+ 1.4 -1.1 (Stat.) + 1.2 (Syst.) £ 0.1 (Lumi.)
pp — Lvyy | 2.9 + 0.8 -0.7 (Stat.) + 1.1 -1.0 (Syst.) £+ 0.1 (Lumi.)
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6.1.4 Comparison to the SM theory prediction
Next-to-leading order (NLO) parton-level predictions

The NLO SM predictions for pp — W2~~v + X production are obtained using the
events generated by MCFM [25]. The sources of photons include initial state radi-
ation (ISR) from the colliding quarks, final state radiation (FSR) from the charged
lepton in the W — [v decay, and the photons directly radiated from the W boson’s
triple and quartic gauge couplings. The advantage of using MCFM for the NLO
SM predictions is that contributions of photons from quark/qluon fragmentation are
included as part of the ISR.

To compare the SM predictions to the measurements of pp — W~yv + X, MCFM
parton-level events were generated using the particle-level phase space chosen for
extended fiducial cross section measurements as shown in Table 6.1. In order to make
a comparison of these SM cross section predictions to the measured cross sections,
the difference between jets defined at parton level and jets defined with jet clustering
algorithm after parton shower needs to be corrected. The effect of the different jet
definitions can be estimated by calculating parton to particle level correction factors
Cparton—particle yqing Monte Carlo samples.

ALPGEN+HERWIG and SHERPA pp — W~y + X LO event generators were
used to estimate parton to particle level corrections. These events have both truth-
level partons and hadrons that can be used to form anti— ki-clustered jets. SHERPA
is used as the baseline.

The parton to particle level correction factor C*parton—particle can he factorized

according to

sparton—particle __
C - TNjet * T’Viso'

(6.9)

T,

o and T, reflect the impact of the object definitions at parton level in compar-

ison to the particle level on the number of jets and the photon isolation fraction e,
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respectively. They are defined as following:

TN _ N(J etpartom Viso - particle) (6 10)
o N(jetparticlea Viso - particle) 7

T _ N(jetpartom “Yiso - parton) (6 11)
Tise N(jetpart0n7 /Viso - particle)

Here N (jet;, iso - j) stands for the number of events in the fiducial region, where the
jets and photon isolation are defined as indicated by the indices i,j; i.e. at parton or
particle level. The values of C*parton—rparticle ghtained for the different signal regions
can be found in Table 6.4. The systematic error is dominated by the parton show-
ering modeling and the matching between matrix element calculations and parton
showering. It is evaluated by comparing the value of C*parton—particle ghtained from
SHERPA Monte Carlo to the one computed using ALPGEN+HERWIG, as the event
generators employ different parton shower modelling. The systematic uncertainty is
then taken as the difference between the values of C#perten—rarticle from the two dif-
ferent generators.

Using this scale factor, the parton level SM cross-sections predictions (oP*?) can

be corrected to particle level (oP*€l) according to:

parton
; g
O_partlcle _ (6 12)

(*parton—particle :
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Table 6.4: Parton to particle level correction factors Ty, and T, for the different
signal regions as obtained from SHERPA, and ALPGEN MC. In the upper part of
the Table, only statistical errors are quoted. The lower part shows the SM parton
to particle level correction factor averaged over both lepton flavours. SHERPA is
used as the baseline and the deviation from ALPGEN is quoted as the systematic
uncertainty.

Signal Region Generator (*parten—particle 1N, T,..
Electron Channel
Inclusive SHERPA  0.990 + 0.006 - 0.990 + 0.006
ALPGEN  0.997 + 0.002 - 0.997 £+ 0.002
Exclusive SHERPA  0.871 + 0.011 0.883 £ 0.007 0.986 + 0.009

ALPGEN  0.900 + 0.008 0.916 £+ 0.007 0.982 + 0.004
Lepton averaged correction factor(combined with muon channel)
Inclusive SHERPA  0.991 + 0.004 (stat.) + 0.004 (syst.)
Exclusive SHERPA  0.871 4+ 0.007 (stat.) + 0.028 (syst.)
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Comparison of Cross-Section Measurements to Theory Predictions

Table 6.5: Comparison of the cross-section measurements of the pp — lvyvy process
with the MCFM SM NLO predictions.

[ o™ ] (Njer > 0) | oMOFM [fb] (Njet > 0)
pp — pryy | 7.1 + 1.3 -1.2 (Stat.) + 1.6 - 1.5 (Syst.) + 0.2 (Lumi.) 29402
pp — evyy | 4.3+ 1.8-1.6 (Stat.) + 1.9 -1.8 (Syst.) £ 0.2 (Lumi.) 2.9+0.2
pp — Lvyy | 6.3 4+ 1.1-1.0 (Stat.) + 1.5 -1.4 (Syst.) + 0.2 (Lumi.) 29402
T 5] (Nyer = 0) ST [65] (Njer =0)
pp — pryy 3.5 +£ 0.9 (Stat.) + 1.2 -1.1 (Syst.) + 0.1 (Lumi.) 1.9+0.2
pp — evyy 1.9 + 1.4 -1.1 (Stat.) + 1.2 (Syst.) = 0.1 (Lumi.) 1.9+0.2
pp — fvyy | 2.9 + 0.8 0.7 (Stat.) + 1.1 -1.0 (Syst.) + 0.1 (Lumi.) 1.940.2

A comparison of the measured cross section results with the SM theoretical predic-
tion computed using MCFM at NLO is provided in Table 6.5. The systematic errors
on the theoretical predictions are obtained by varying the QCD scale®, PDF* and

photon fragmentation functions®

. The inclusive measurements are higher than the
MCFM SM predictions at NLO. The difference is within measurement uncertainties
(1.8 o). Moreover, the difference observed in the inclusive case when comparing the
measurement with the corresponding MCFM prediction is expected, since MCFM
is only Leading-Order in g with only one radiated quark or gluon. The exclusive

cross section measurements, with contributions from events with additional quark or

gluon suppressed, agree with the SM predictions within uncertainties.

3 QCD scale is the energy scale that the coupling constant (determines the magnitude of the force)
depends on.

4 Parton Distribution Function (PDF) describes the momentum distribution functions of the
partons within the incoming proton. They are measured with dedicated analyses at hadron colliders.

5 Photon fragmentation function describes the process of ¢ — . This process is difficult to
calculate in theory and has to be constrained by dedicated experiment measurements.
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6.2 Anomalous quartic coupling (aQGC) analysis

As introduced in Chapter 2, the pp — W~~v + X measurement can also be used to
set constraints on new physics in the form of anomalous quartic couplings (aQGC).
The procedure of extracting 95% Confidence Level (CL) limits on the anomalous
coupling parameters will be described in this section. Results and comparison with

previous results from other experiments will also be discussed.
6.2.1 Limits extraction procedure

Cross sections with aQGC are generated by the VBFNLO event generator [26,42,43].
Th number of expected events are obtained with correction factors and the integrated
luminosity. A 95 % Confidence Level (CL) limit is extracted from the measurements

based on a likelihood construction. Each step will be discussed below in detail.
aQGC cross sections

The exclusive W~y cross-section measurement is used to assign limits on the pa-
rameters furo, fas and fro introduced in Chapter 2, Section 2.4. They generate
anomalous couplings which enhance W~ production. The diphoton invariant mass
M. is required to be larger than 300 GeV to maximize the sensitivity to aQGC.
The aQGC terms are added linearly to the SM amplitude Ay at the matrix element

(ME) level and the cross section is proportional to the square of the ME:

| Ao ""EfMi x Ail? (6.13)

Therefore the aQGC cross-sections with non-zero aQQGC parameter f can be expressed

as a quadratic function of f:

Uppalu'y'y+X(f) = p2f2 + plf + Do- (614)

121



Here py represents the SM contribution, while p; and p, parametrize the aQGC
contributions. The coefficients p;’s are obtained from a fit to generated aQGC cross-
section points as shown in Figure 6.1. The number of expected events can be written

as.
N(f) = A% C x j Cdt % (pof? + puf + po) (6.15)

where A and C are the acceptance and detection efficiency factors for the kine-
matic region requiring m., > 300 GeV and { Ldt is the integrated luminosity. The
correction factors are recomputed using Madgraph [44] generated aQGC events pass-
ing full detector simulation in the region with m,., > 300 GeV. This is documented

in Appendix B.
Profile likelihood formalism

A frequentist approach [45] using a profile likelihood fit is used to derive the 95%
Confidence Level (CL) limits on the aQGC parameters. A similar likelihood function

to Equation 6.8 can be constructed as following:

: (e bt : ; obs n
Lif Az = [ | (6 (oD ) ) X((]JV\ZZ(Q {z}) + Ni ({a})™ ) et

i=1 k=1

(6.16)
with Ni(f, {zx}) and Ni({zx}) defined as following (same as in Eq 6.6 ):

N;(f7 {xk}) = (p2f2 +p1f +p0> x A%V'yfyaly'y'y x CéV'y'yﬁlV*/’y X Jﬁdt X (1 + Z ‘rkSlZf)

k=1

(6.17)

Ni({a}) = Np(1+ D auBy). (6.18)
k=1
Here the parameter of interest f is one of the selected aQGC parameters (fro, fis2,

fus). p's are determined by the parabolic fit. Index ¢ runs over electron and muon
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channels while index k& runs over the sources of systematic uncertainties. The correc-
tion factors (A and C) are recomputed for the aQGC region (with M~y > 300 GeV.)
In order to avoid writing Equation 6.16 repeatedly in the following section to define

the 95% CL level, one can write:

N(f Awi}) + Ny({zn}) = Neg, (£, 0) (6.19)

01) , where 6; (05) gives
0,

with @ defined as the vector of systematic sources 8 = <
the fractional systematic uncertainties on the signal and each background component
for electron (muon) channel. If the systematic error associated with a source on a
specific component is irrelevant, it is set to be 0 in the matrix. For example, the
uncertainty due to muon momentum resolution on the signal yield in the electron

channel is obviously 0.

Therefore Equation 6.16 can be simplified as :

erp

2
L(f.0) = | | Poisson(Ni,, Ni,, (f.0)) x e=3(#07%) (6.20)
i=1

Pseudo Experiments and 95% CL limits

Test statistics can be constructed for pseudo-experiments based on the likelihood
function constructed in the last Section. A 95% CL limit can then be defined with
the test statistics.

In each pseudo experiment, the number of data N;;s following a Poisson distribution

with the mean of Nj,(fiest) + Niy, is generated. The estimation of N}

i
sig sig and kag

of each pseudo experiment is done by shifting the nuisance parameter to non-zero
value of 0 following the Gaussian distribution. The likelihood function of the pseudo

experiment is:

ps’

2
L(Nés, 0o; f,0) = nPoisson(Ni “(f,0)) x e—%((e—eo)-c—l-(e—eo))7 (6.21)
i=1
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The profile likelihood ratio is defined to be:

L(NZ,, 00; frest, 0)
L(Ni,, 8 f,0)

)\(Nlisaeo;ftest) = (622)

Here, the values f and 6 which maximizes the likelihood are denoted by f and 6 and

6 denotes the value of § which maximizes the likelihood for a fixed value of fas fiest-
The pseudo experiment is considered less likely than actual if its profile likelihood

ratio is smaller than that of actual data:

A(N}is’ 00’ ftest) < )\(Néataﬂ 07 ftest) (623)

The p-value of a test value fiest, P(fiest), is defined as the ratio of the number of
pseudo experiments which are less likely than actual to the total number of pseudo
experiments generated. The upper 95% CL limit is the value of f;.; which has the
P(frest) less than 5%. 10000 pseudo experiments were generated, corresponding to a

statistical uncertainty of £0.2% on a p-value of 5%.

6.2.2 Unatarity constraint

As introduced in Chapter 2, the effective Lagrangian terms of the aQQGCs generate
diverging cross sections at high energy region (unitarity violation). To preserve uni-
tarity up to high energy scales, the conventional procedure is to modify the coupling
parameters with an energy dependent form factor. A typical choice is the dipole
form factor which modifies the aQGC parameters in the following way:

- (1 + i) Y (6.24)

Afr
where s is the energy scale of the process which is equivalent to the invariant mass

of W~y system. For values of s above the form factor scale, Agp, it reduces aQGC
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contributions to restore SM predictions. For large n the form factor is effectively
a cutoff on the effects of the anomalous couplings at App, so that for s > App any
distribution becomes constrained to its SM expectation. The undesirable conse-
quence of introducing such a form factor is that any limits found will depend on the
choices of n and App. The apropriate value of App is chosen with the help of the
calc_formfactor program [46]. App = 500 GeV (600 GeV) was used to compute
the limits for fi, fus (fro). The process studied here is a 2 — 3 process, while
the calculation of the largest form factor scale ensuring unitarity above is based on
2 — 2 inelastic scattering processes. Therefore the choice of n = 2 is too conservative

for W~v-production. An exponent of n = 1 was used in the final calculation.
6.2.3 Results

The parabolic fit to express the cross-section as a function of the aQGC parameters
(fa2, fars and fro) are shown in Figure 6.1. By using the statistical method described
in Section 6.2.1, one can extract the expected limits using simulated number of signal
events and observed limits using observed signal events in data. The expected and
observed limits are shown in Table 6.6. Results were obtained for the electron and

muon channels and also their combination.
6.2.4 Comparison to other experiments

Limits on anomalous quartic gauge couplings have been set by the L3 [47], DO [48]
and CMS [49,50] experiments. The limits summarized in Table 6.6 have to be trans-
formed to account for a different parameterization of the aQGCs between VBFNLO
and MadGraph [51]. The limits on fys9 and fyrs are converted to af’ and a;’ using the
relations shown in Equation 2.8 in Chapter 2. The comparison to other experiments

is summarized in Figure 6.2.

125



p, = 0.034 +0.00034
p, = 5.4e+05 + 4.3e+04
p,= 5.4e+14 + 6.4e+11

X2/NDF =0.36/2

= [ UM I L R I 3 oy R UM
= 350 p, = 0.034 + 0.00034 E = 1o
Lf E p, = -3e+05 + 1.3e+05 ;
a 30 p,=1.6e+15+1.9e+12 = a
o E 2 E & 10—
25F X2/NDF =2.4/2 E s
20 -
E | 67
15 —
10F E A
5; -3 2
E‘\‘H‘ L 1. dx10® I
061504 005 O 005 01 015 057504
fie [GEV™]

Gpp - vyy [fb]

p, = 0.034 +0.00025
p, = 1.7e+07 + 4.3e+06
p,=1.2e+19+4.2e+16

X2/ NDF =0.59 /2

TR
0.15
fro [GeVH]

‘E><10'9

FIGURE 6.1: Cross-section and parabolic fit as a function of the coupling for the
three operators Fyye, Fi3 and Frg. The parameters and goodness of the fit are given
in the graphs.

Table 6.6: Expected and observed 95% limits obtained analyzing the full 2012 data
sample for the fyr, fiz and fro aQGC parameters in each of the two decay channels
studied and for the combination of the two.

Expected limits

eryy Py Cvyy
fae 86,87 x 1078 [-7.5,7.7] x 10~%  [-5.7, 5.9] x 1073
n=1 fyz [1.7,1.6] x 1077 [-1.5,1.4] x 1077 [-1.1, 1.0] x 1077
fro [1.5,1.4] x 107° [-1.3, 1.3] x 107 [-9.6, 9.5] x 10~1°

Observed limits

evyy Yy Cvyy
fae [7.3,74 x 1078 [-6.2,6.5] x 107 [-4.4, 4.6] x 1073
n=1 fuys [1.4,13] x 1077 [1.2,1.2] x 1077 [-8.9,8.0] x 10~*
fro [1.2,1.2] x 107 [-1.1, 1.0] x 107 [-7.6, 7.3] x 10~1°
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FIGURE 6.2: Comparison of the 95 % exclusion limits on fy2, fir3 and fro obtained
from different measurements.

Comparison of ATLAS measurement to LEP The 95% confidence level limits

on ay’ and a¥V presented by the OPAL experiment [52] at LEP are:

—0.020 GeV™2 < ay < 0.020 GeV ™2, (6.25)

—0.052 GeV™? < aV < 0.037 GeV~2 (6.26)
Translated to the limits on FM2 and FM3:

—481x 1072 GeV™* < farp <481 x107% GeV™*, (6.27)

—125.1x 1072 GeV™* < fys <89.0 x 107 GeV ™. (6.28)

The limits found in this analysis are significantly improved compared to LEP.

Comparison of ATLAS measurement to CMS The WIW~~y coupling has been
studied in the W(lv)V(jj)v process at the CMS [53]. The W~~ results are less
constraining on fyo and fjs3 than the previous ones due to different sensitivities in
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the Wy~ and WV~ final states. However this analysis does not provide limits on
fro. The vy — WW analysis also studied anomalous quartic couplings and provided
limits on fur, fars and fro. The limit on frg from the ATLAS W+~ measurement

is improved compared to the CMS vy — WW analysis.
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6.3 Results and Conclusions

The first observation of W~ production at the LHC was performed by analyzing
20.3 fb™! of ATLAS data collected from proton-proton collisions at /s = 8 TeV.
Fiducial cross sections are measured for the “inclusive” case, where no jet requirement
is applied, and for the “exclusive” case, where there is no reconstructed jet (pr(jet) >
30 GeV, | n(jet) |< 4.4) in the final state. The measurement compares well, within
uncertainties, in the exclusive case with the SM theoretical prediction given by the
MCFM Next-to-Leading-Order calculations. Moreover, the difference observed in
the inclusive case when comparing the measurement with the corresponding MCFM
prediction is expected, since MCFM is only Leading-Order in a, with one radiated
quark or gluon.

The exclusive fiducial measurement in a very high diphoton mass region (M., >
300 GeV) is also used to determine the limits of the anomalous Quartic Gauge Boson
Coupling parameters at the 95% confidence level. No deviations from the SM are

observed.
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7

Analysis of W (ev) 4+ v Produced via Vector Boson
Scattering in pp collisions

An analysis of W(ev) + 7 events produced with two energetic forward/backward
hadronic jets that are initiated by incoming quarks (VBS W (ev) + 7 production) is
presented in this Chapter. The selection criteria of events produced with this topol-
ogy is reviewed along with the results of the data analysis. The expected significance

of the measurement is also discussed.
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7.1 Analysis strategy

q \\/
Wi“dvx/\/\/\/\/\l\/
et

q v
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q
FIGURE 7.1: Vector boson scattering producing W~ events.

The process of interest, W~ VBS, is shown in Figure 7.1. The incoming quarks
inside the protons colliding with an energy of 4 TeV are very energetic and can emit
an EWK boson. The main background to this process comes from W+ events, where
the photon is produced via initial state radiation off the incoming quark, final state
radiation off the lepton or triple gauge boson coupling. A W+ event with lower order
EWK diagrams' can be misidentified as a signal event if there are two hadronic jets
present in the final state. These are referred to as W~y QCD events.

The analysis starts with a sample of inclusive W+ events and a subset events with two
additional hadronic jets. Data analysis is performed on these two samples in order
to understand backgrounds due to misidentified objects, such as W+jets with a jet
faking the photon. In order to separate W~ QCD events and W~ VBS events, cuts
are applied on the kinematic variables of the two jets based on their features of being
very energetic and forward. Optimization of these variables to separate VBS W
events from W~y QCD events is carefully performed to maximize the measurement

sensitivity.

I The W+ VBS process of interest is of order 5 in the EWK coupling.
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7.2 Event Selection and Signal Region Definitions

In order to select events with W (ev)y candidates, the same dataset is used from pp
collisions taken in 2012 as introduced in Chapter 5, Section 5.1. As introduced in
Chapter 2, for the Standard Model simulation of the W~ QCD and W~ VBS pro-
cesses, the leading order generator SHERPA 1.3.1 [24] is used. The SHERPA samples
are generated with up to three additional jets. All generated events are then passed
through full detector simulation.

Events are required to pass the event quality selection described in Chapter 5, Sec-
tion 5.2.1. A single object trigger is used requiring one electromagnetic object with
transverse energy greater than 24 GeV. An electron passing the requirement shown
in Chapter 5, Section 5.2.2 is required to be present in the final state. However the
tight quality requirement is changed to a likelihood based electron ID [28]. Defini-
tions of the selection criteria on photons, missing transverse energy, transverse mass
of the W boson and hadronic jets also follow the description in Chapter 5. The pr
cut value of the electron and the photon differ from what is used in W~y analysis
because different triggers are used.

Selected W (ev)~y candidates are divided into three categories: inclusive events, events
with two jets and events in the vector boson scattering (VBS) region. The criteria

used to categorize these three regions are listed below:

e Inclusive W (ev) + v selection:

— Require an isolated electron with pr > 25 GeV, passing the quality se-

lection cuts.

— Events are rejected if there is a second electron with pr > 10 GeV, pass-
ing all electron quality criteria discussed above with the tightest quality

cut loosened to the medium one. This rejects Z(ee) events with fake FEiss
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due to imperfect reconstruction and where one electron is misidentified as
a photon due to missing matched tracks in the ID or hard bremsstrahlung

of the electron.
— Require E7" > 35 GeV.

— Require the transverse mass of the electron and neutrino system Mr(e,v) >

40 GeV. 2

— Require one isolated photon with pr > 15 GeV, passing the selection

described in Section 5.2.2.

e 2 jet W{(ev)y selection : W(ev)y events with two jets with pr > 30 GeV and
In| < 4.4.

e VBS W(ev)y selection : 2 jet events with M;; > 600 GeV, dY}; > 2.0, and
pt balance < 0.1. Here Mj; is the invariant mass of the selected two jets,

llnE+£iz, and dYj; is the rapidity difference

Y stands for rapidity defined as
between the two jets. pt balance is defined as the vector sum of the p7 of the

selected electron, EM** photon and two jets, divided by the |pz| scalar sum.

While the additional requirement in the 2 jet selection is obvious, the selection criteria
to define the VBS region is carefully studied in order to optimize the sensitivity to
events produced via the QGC couplings as shown in Figure 7.1. These events have
a distinctive signature with two energetic forward jets initiated by the incoming
quarks resulting in large M;; and dY}; compared to an event with additional jets
initiated by gluon radiation. Studies show that M;; and dYj; are highly correlated.
Therefore a two dimensional optimization study was performed. The results are

shown in Figure 7.2. The significance is defined as S/v/B, where S is the number of

2 Mr(e,v) is defined as Mr(e,v) \/QprT 1 — cos[get — ¢¥]).
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signal events predicted by the Monte Carlo simulated samples and B is the sum of
the backgrounds taken from Monte Carlo simulation or data driven methods®. Pt
balance shows additional separation after M;; and dY}; cuts were imposed as shown
in Figure 7.3. An optimal point of M;; > 600 GeV, dY}; > 2, pt balance < 0.1 was

chosen, resulting in an expected significance of 3.7 for electron channel only.

Without requirement on pt balance pt balance < 0.1

4.0

3.8

3.6

3.4

S/IV B

3.2

3.0

T dvjj > 1.0 1 2.8fF 1 T dvjj> 1.0
o dvjj>15 4 L dvjj>15
220 FI dvjj>2.0 R 2.6¢ H dvij>20
T dvjj>25 ' T dYjj>2.5
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FIGURE 7.2: Optimization of the VBS region. Significance is defined as S/v/B,
where S is the number of signal events predicted by the Monte Carlo simulated
samples, B is the sum of the backgrounds taken from Monte Carlo simulation or
data driven methods. It is is calculated for different M;; and dYj; sets of cuts.

7.3 Background analysis

A robust background analysis using data driven techniques in the inclusive and two
jet regions are essential in understanding the backgrounds due to fake objects. It is
difficult to perform data driven methods directly in the VBS region due to limited

statistics in this very restricted phase space. These backgrounds are extrapolated

3 y4jet background is not considered in the optimization studies. The reason is that at the time
of writing, the estimation of this background has large associated statistical uncertainty, resulting
in fluctuation in the calculated significance. This background is expected to be understood better
using Monte Carlo simulated sample with enriched statistics. Omitting this background should not
impact the optimal choice of M;; and dYj; ,since these variables are studied mainly to suppress
W~ QCD background.
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FIGURE 7.3: Pt balance distributions of W (ev)y VBS, W(er)y QCD events after
requiring Mj; > 600 GeV, dYj; > 2. A selection cut for VBS events is applied at pt
balance < 0.1.
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from the measurement in the two jet region. The data-driven estimates for the three

regions are summarized in the following sections.
7.8.1 Inclusive selection of W (ev)~y

In selected inclusive W (ev)y events, the major contamination from other physics
processes are from pp — W(ev) + jets events with a hadronic jet faking the photon
and v + jets events with a jet faking the electron. Both of these backgrounds are
estimated using the ABCD data driven method described in Chapter 5, Section 5.3,
with different definitions of the control regions. This method provides correct nor-
malizations for processes with additional QCD jets. NLO Monte Carlo samples
with full detector simulation for these processes are not available at this time due
to the complexity of NLO parton shower calculation. Another reason for using a
data-driven method is that hadronic jets are not perfectly modeled by the ATLAS
detector simulation.

The fake electron background estimate coming from v + jets events uses the same
definition described in Chapter 5, Section 5.3.2 with the requirement on Pr(ly7y) re-
moved as it is irrelevant in this analysis. The fake photon background coming from
W (ev) + jets uses the photon identification and photon isolation energy to define
the control regions. It is safe to assume there is no correlation between these two
variables as the identification uses a narrow electromagnetic shower which is recon-
structed in towers of roughly 0.1 x 0.1 in An x A¢ (the exact size depends on which
specific part of the EM calorimeter one is looking at), while a cone size of 0.4 is used
for the calculation of the isolation energy. This assumption can also be tested with
the Monte Carlo simulation of W (ev) + jets events. Details of the application of the
ABCD method in these two cases can be found in Appendix A.

The production of a Z boson which subsequently decays to electrons, in association

with or without a photon, may pass the event selection if one of the leptons is not
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reconstructed, and one additional jet fakes the photon or if one of the electrons is
misidentified as a photon. The first scenario is covered by the fake photon back-
ground estimate described above, since the photon is coming from a jet. The second
scenario is estimated from simulated samples of Z(ee)(7y) events. The reason this
can be used is that the electromagnetic response of the detector is well modeled by
Monte Carlo samples passing the full detector simulation.

Other backgrounds arise from events containing a real charged lepton and one real
photon or multiple leptons and photons with lepton-photon misidentification. These
include single top quark production with an additional photon and top quark pair
production. These backgrounds are very small and are taken from predictions using
Monte Carlo generated events passing full detector simulation. Even if 100% uncer-
tainties are assigned on these backgrounds, the effects on the signal yield are very

small.
7.8.2 2 jet region of W(ev)y

When two additional hadronic jets are required in the final state, the background
estimation procedures described above still apply. However one expects a very dif-
ferent distribution in the number of jets for W~ events and background processes
with misidentified objects as shown in Figure 7.4. For example, one expects more
jets from the top quark pair decays as each top quark decays to a W boson and a
b quark (detected as a b hadron). And the rate of W(er)y QCD production with
one additional hadronic jet initiated by gluon radiation is reduced by a factor of ay
associated with the strong coupling vertex. Therefor one expects a larger fraction
of events with zero additional jets in W~ QCD events. Figure 7.4 also shows that
W~ VBS signal is not visible without requirement imposed on the di-jet kinematic
variables. The same data driven techniques used for the inclusive analysis were em-

ployed to estimate backgrounds with jets misidentified as the photon or the electron.
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Details are documented in Appendix A.
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FIGURE 7.4: Distribution of number of jets for selected inclusive W (ev)~y candidates.
‘DD’ stands for data driven.

7.83.83  VBS region of W(ev)y

In order to select W (ev)y events, selection cuts on Mj;, dY;; and pt balance are
imposed. W + jets and v + jets become less dominant while the contributions from
single top with an additional photon and top quark pair production become larger.
As data driven techniques suffer from poor statistics in the control regions in data,

W + jets and v + jets contributions are extrapolated from the 2 jet measurement.

138



Table 7.1: Number of candidate events in the electron channel for the inclusive,
2 jet and VBS categories. The number of background events with misidentified
photons and leptons, estimated from data driven techniques, and other backgrounds
from simulated samples are also shown. Row "Ngata — Npkg' shows the sum of Wy
QCD and W+~ VBS events. Number of W~ QCD events in VBS region is given by
Monte Carlo full simulated sample generated by SHERPA 1.3.1. The uncertainty is
statistical only.

[ Inclusive 2 jet (nJets==2) VBS

data [ 49085 5091 86
W + jets 9948.0 £+ 277.7 697.9 + 64.9 8.24+2.0
v + jets 5375.2 + 376.4 622.6 + 114.0 58+ 34
Z(v) 5448 + 132 143+5 6.0+ 0.5
tt 143 £5 50.1 £2.9 14+£04
single top +~ 148.9 £ 2.5 622+ 1.6 6.0 £ 0.5
Neata — Nokg | 280225 £ 573.8 31324 11685  64.7 £ 8.4
Nw~ qop N/A N/A 190+ 4.8
Nw~, vBs N/A N/A 157197

7.4 Summary of the Event Yield

The numbers of observed events for the inclusive, 2 jet and VBS categories are shown
in Table 7.1. The number of W+jets and v + jets contributions are taken from
data-driven estimations. Other backgrounds are taken from simulated Monte Carlo
samples. VBS events are selected with the optimal cuts of M;; > 600 GeV, dY}; > 2
and pt balance < 0.1 applied. The final yield of VBS W~ is 15.7+9.7, compared to 29
predicted by simulated VBS events generated by SHERPA. The statistical uncertainty
on the signal yield is dominated by the v+ jet and W~ QCD backgrounds, expected
to be reduced using Monte Carlo samples with enriched statistics in the VBS region.
An improved estimation of the signal yield can then be obtained to compare with
the SM theoretical predictions.

Kinematic variables from selected VBS events with cuts of M;; > 600 GeV,
dYj; > 2 and pt balance < 0.1 imposed are shown in Figure 7.5. Electron pr, missing
transverse energy, transverse mass of the W boson, photon pr and M;; distributions

are shown in the Figure. Backgrounds with misidentified photons and leptons are
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estimated from data driven techniques and are labeled as 'DD’ in the legend. Other
backgrounds are taken from simulated samples. W~ VBS events are generated by
SHERPA and passed full detector simulation. As shown in the plot, y+jet and W~
QCD have limited statistics, smoother distributions are expected using Monte Carlo

samples with enriched statistics in the VBS region.
7.5 Conclusions and plans

At the time of writing this thesis, the evaluation of the systematic uncertainties is in
progress, with the majority contribution from the measurement of the di-jet system.
Methods utilizing a fit to the M;; templates to extract the signal yield will reduce
this systematic uncertainty and are under investigation.

This analysis is also performed by collaborators with the W boson decaying to a
muon and a neutrino. The muon channel exhibits improved statistics due to higher
detection efficiency of the muons compared to electrons. Another reason is that no
requirement is imposed on M (u;~y) as the chance of an muon misidentified as an
photon is significantly smaller than for electrons. The cross section and aQGC limits
will be derived with the measurements from both electron and muon channels of the
W boson decay.

As of December 2014, studies of WW produced in vector boson scattering pub-
lished by the ATLAS and CMS collaborations [54] [55] are the only experimental
evidence for di-boson produced via VBS. No results on W+ production via vector
boson scattering have been published. As shown in this Chapter, it is promising
to have a first observation of the W~ VBS process with the pp collision data set
collected by the ATLAS detector in 2012.
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FIGURE 7.5: Selected kinematic distributions of VBS W+ events with M;; > 600
GeV, dYj; > 2 and pt balance < 0.1 imposed. Backgrounds with misidentified
photons and leptons are estimated from data driven techniques and are labeled as
‘DD’ in the legend. Other backgrounds are taken from simulated samples. Electron
pr (first row, left), missing transverse energy (first row, right), transverse mass of
the W boson (second row, left), photon pr (second row, right) and M;; (bottom)
distributions are shown.
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8

Conclusions

The Standard Model is a gauge theory with its structure determined by the underly-
ing SU(3)c x SU(2)p x U(1)y symmetry. The SU(2), x U(1)y electroweak (EWK)
sector predicts self-couplings between the gauge bosons (W, Z and ), which generate
signatures of multi-bosons at hadron collider experiments. Studies of these processes
directly probe the gauge structure of the SM and provide insights into new physics
which generates anomalous contributions to multi-boson production.

A first measurement of pp — W~y + X production has been presented. A dataset
of 20.3 fb~! pp collisions was used with a center of mass energy at 8 TeV collected
by the ATLAS detector at the LHC. It is a first observation of tri-boson production
predicted by the SM EWK sector, probing quartic gauge boson couplings which
have not been studied experimentally. The measured cross sections agree with the
SM predictions within uncertainties. Constraints are also provided on anomalous
quartic couplings that are forbidden by the SM but can receive contributions from
beyond Standard Model physics.

Measuring the production of W+ in vector boson scattering (VBS) probes the

QGC in a unique topology with two energetic forward jets. A preliminary sensitivity
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study shows that it is a promising first measurement of VBS producing V'~ processes.
At the time of writing, the LHC is scheduled to restart in June 2015 and expected to
deliver pp collisions data with a center of mass energy at 13 TeV. The goal is to collect
100 fb~! data by the next scheduled shutdown in 2018. This much larger dataset
with higher center of mass energy provides opportunities of studying multi-boson
production and vector boson scattering processes more precisely in a new energy

range.
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Appendix A

Experimental data-driven methods

Experimental data-driven techniques used in this thesis are described with more de-
tails in this Appendix. The Tag and probe method, ABCD method and 2D template
fit method are summarized. Details on their applications to the studies documented

in this thesis are also included.

A.1 Tag and Probe method

A.1.1 General Method

Tag and probe is a data driven technique generally used to calculate efficiencies. In
order to do this, one needs a mass resonance (such as Z boson mass peak). The Tag
is often a particle that has very tight selection applied to ensure its quality, the Probe
has looser criteria. If the tag and probe pair pass additional selections, the probe is
considered to be an unbiased sample that represents the real particles under study.
Take electrons from Z decay for example, the probe is considered as a real electron if
the mass of the tag and probe pair is close to the Z mass peak. The probe electrons

are thus an unbiased sample from data. Efficiency of the probe can be calculated
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by the number of probes passing the selection criteria under study divided by the
total number of probes. This method is used to compute the electron reconstruction
and identification efficiency as documented in [28] [35], and for photons in [36]. The

application of getting the trigger efficiency in W~ is described briefly as below.
A.1.2  Trigger efficiency in W~y

In W+~ analysis, the combined triggers “3gl5_loose” and “mul8_2gl10_medium” are
used in the electron and muon channels respectively. The efficiency of gl5_loose
and gl0_medium photon triggers are computed with photons from the radiative de-
cay of the Z boson [56]. For tight isolated photons with pp> 20 GeV, the overall
efficiency of g15_loose is found to be 99.62705°% and the efficiency of g10_medium

99.6370:02%.Combined trigger efficiencies are estimated by multiplying the efficiencies

of the single photon triggers.

A.2 ABCD method

A.2.1 (General Formunilam

The ABCD method relies on definitions of three control regions (B, C and D) enriched
in background events, and one signal region (A). Two minimally correlated variables
are chosen to define regions B,C,D, therefore a simple relation can be given for

background events:
Ng

Ny = N,
A CND

(A.1)

This relation can be tested with Monte Carlo simulated background samples. The
ABCD method is often employed when background events are not well modeled by
Monte Carlo simulated samples, for example processes with hadronic jets. The nor-
malization of these processes are often not well understood and accurate detector

response to hadronic jets is difficult to obtain in simulation.
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The application of this method has to consider the fact that there are signal events
and other background events in the control regions, as well as the fact that there is
small correlation between the two variables used to define regions B,C,D. Contribu-
tions from other backgrounds are often taken from the Monte Carlo predictions and
are subtracted from control regions. For signal events, the normalization is unknown.
This has to be taken into consideration in control regions as well. The formula con-
sidering all of these factors is given as below.

With the assumption that the selections are minimally correlated, neglecting signal
events leaked into the control regions, one can write the number of signal (N73) and
background events in region A (N}) as

S F Other Other NB 7 Ngther Other
NA:NA_NA_ A :NA_(NC_NC ) N N Other T AVA ) (AZ)
D — 4Vp

where N; is the number of events measured in region i and NP is the number of
events in region ¢ from other processes estimated with Monte Carlo. Monte Carlo
studies often show that the amount of signal events in the control regions is not neg-
ligible. To account for this, the number of events is corrected using the signal leakage

from Monte Carlo simulated signal samples. With this correction, Equation (A.2)

changes to

Np — NOther _ NS
N3 = Na—Nj—NZ" = Ny— (NC — NQ%her _ ¢ Ng) < B~ 5 cBV4 > _ NQther,

Np — Ngther — ¢pN§

(A.3)
where the ¢; is the signal leakage into region ¢. It is derived from Monte Carlo

defined as:
NZSignal,MC

C; = W. (A4)

In order to account for the bias due to correlations between the two variables , a
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correlation factor R, is introduced:

NG N
_ Db A,
B=yr (4-5)

and is derived from background Monte Carlo. The R factor is often set to one in
calculating the central value. This is based on the fact that the MC estimation for
R factor is often not reliable due to large uncertainties with low statistic samples.
A systematic uncertainty is assigned by varying the R factor from one to the value

give by the MC simulation.
The analytical solution of Equation A.3 is:

E-(-1++1+F)

NE = Ny — NQther e (A.6)
E=N~— NOther N — NOther _ ‘B N 7NOther __°D Npg — NOther A7
c—Ng"" +cc(Na A)R(D D)R(B B ) (A7)

4 cpc 1
= ("7 —ep)(Na = NR"")(No — NOther) — - (N — NBH)(Np — NSH)) (A-8)
G = 2("E2E —cp) (A.9)

The applications of this method in W~~ to estimate the jet faking electron back-
ground and in vector boson scattering W+ events to estimate the jet faking electron

or jet faking photon backgrounds are documented in the following sections.
A.2.2  Jet faking electrons in W~y

In the electron channel, the signal selection includes a requirement on the total
transverse momentum of the lepton and photons system p4* (cf. Section 3.5), which
is also used in the definition of the regions, in addition to My and E#**. In addition,

the low M7 and low E¢ or plet

control region with tight isolated electrons (region
D) are dominated by Zv events. Therefore some electron quality requirements are

also reversed to suppress these events containing real electrons and enhance the
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fraction of fake electrons. The inverted electron variables used in the definition of

control regions C and D are:

e Calo strip variables:

— wsy: lateral width of the electron shower

— Wgo: total lateral electron shower width

— Fratio: ratio of the energy difference between the largest and second
largest energy deposits over the sum of these energies.

e Track quality variables:

— dy: electron track impact parameter

— E/p: ratio of electron energy measured in EM calorimeter and track

momentum

— An: matching criteria between track and EM calorimeter shower position

inn

— A¢: matching criteria between track and EM calorimeter shower position

in ¢

The definition of the four regions used in the electron channel is summarized in
Table A.1. The number of events observed in data as well as the number of events
from Monte Carlo is given in Table A.2 for each of the four regions. The signal
leakage parameters are given in Table A.3.

The estimation of the fake-electron background is subject to different sources of

systematic uncertainties. The assumption that the distribution of the variables used
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Table A.1: Definition of signal (A) and control regions (B, C, D) using electron
isolation, missing transverse energy, transverse mass and total transverse momentum
requirements. The track quality requirements are relaxed for non-isolated control
region B and C to increase statistics in these regions. The electron calo strip and
EM calorimeter track matching variables are inverted to suppress the Z~ background
in low My and low EZ* or low pi¢! control region (C, D) in which this background

is dominant

Electron Channel

Requirement A (Signal region) B C D
Electron isolation isolated non-isolated non-isolated isolated
Electron ID:
Baseline requirement tightPP tight PP tight PP tightPP
Relax track quality No Yes Yes No
Invert calo strip cuts No No Yes Yes
Invert track matching cuts No No Yes Yes
Emiss [GeV] > 25 > 25 <25 <25
Pt [GeV] > 30 > 30 <30 <30
My [GeV] > 40 > 40 <40 <40

to define the sidebands is uncorrelated is one of these sources. The R-factor was
found to be 0.8 + 0.6 (stat.) and 0.7 + 1.2 (stat.) for inclusive and exclusive mea-
surement, respectively, using simulated events. Given the large uncertainty of R,
the nominal background estimate is calculated using R = 1.0. The difference to the
background estimated calculated with Ry = 0.8 (0.7) for inclusive (exclusive) mea-

surement is treated as systematic uncertainties. The estimated backgrounds using

Table A.2: The number of observed events in data and the contribution from EW
processes with real electron (NEW) predicted by MC simulation in control region A,
B, C and D. The MC estimations are normalized to the process cross section and
luminosity.

Electron Channel

A B C D
Woyry 186 +£ 0.5 0.15+0.05 0.01 +£0.01 0.4+ 0.1
Wry 16.0 + 1.6 0 0.09 + 0.09 0.3 +0.2
Zry 11.7+ 14 0 02+02 33+028
ttbar 2.3+ 0.8 0 0.01 + 0.01 0
Total EW events (N*WV) 48.6 £ 2.3 0.15 4+ 0.05 0.31 £0.2 4.0 £0.8
Observed data 49+ 7 7T+ 3 263 £+ 16 60 + 8
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Table A.3: Signal leakage parameters used to calculate the fake-electron background.

Electron Channel

Inclusive Exclusive
cg 0.008 + 0.003 0.005 &+ 0.004
Co 0 0

cp 0.022 £ 0.004 0.03 £ 0.01

Ry are 1.8 £+ 0.6 (stat.) and 0.3 £ 0.2 (stat.) for inclusive and exclusive measure-
ments, respectively. Another systematic uncertainty is due to the definition of the
control regions. The control region definitions are modified and the number of esti-
mated fake-electron events is recalculated. The difference from the nominal value is
taken as the systematic uncertainty. Control region definitions used and the resulting

fake-electron estimates are summarized in Table A .4.

Table A.4: Results of the fake-electron background estimation with the ABCD
method for several different choices of the control region definitions. The deviation
is taken as an systematic uncertainty on the nominal value.

Electron Channel

Modified Control Region inclusive exclusive

Invert Calo Strip Cuts 2 +1 (stat.) -
vert Track Matching Cuts 1.4 +£0.7 (stat.) 0.1 £ 0.1 (stat.)
Emis <20 GeV
Low MET Pt < 25 GeV 1.3+ 0.5 (stat.) 0.2+ 0.2 (stat.)
Mt < 35 GeV
E=/Er > 0.25
P /pr > 0.2

Electron Quality In

Tighter Isolation 1.0 £ 0.6 (stat.) 0.3 4+ 0.3 (stat.)

The results for the fake-electron background using the inclusive selection is

Nind = 1.4+ 0.6 (stat.) = 0.8 (syst.) .

fake-electron

For the exclusive selection it is

N = 0.2 £ 0.2 (stat.) £ 0.2 (syst.) .

fake-electron

A breakdown of the systematic uncertainties is given in Table A.5.
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Table A.5: Breakdown of the size of the systematic uncertainties affecting the fake-
electron background estimation for the inclusive and exclusive selection.

Electron Channel

Uncertainty inclusive  exclusive
R-factor 29 % 50 %
Electron Quality 43 % 50 %
Low MET 7% 50 %
Tighter Isolation  29% 50 %
Total 57 % 100 %
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A.2.8 Jet faking electron and photon background in Vector Boson Scattering W=y

The ABCD method is used to estimate both the jet faking electron and photon back-
ground for the inclusive and two jet selections of W~ events. The control regions
used to estimate the fake photon background is labeled as B, C, D regions. Control
regions for jet faking electron estimate are labeled as B’, C', D’ regions. The def-
initions of the control regions are summarized in Tables A.6 and A.7. Data driven
estimations using these definitions are applied in data and the results are summarized
in Table A.8 for both inclusive and two jet selections.

Table A.6: Control region definitions for jet faking photons. non-isolated region
is defined by reversing photon isolation cut, i.e. Iso > 6GeV | non-tight region is
defined the same way by requiring a non-tight photon passing the requirement in
Chapter 5 in the event.

Regions A (Signal region) B C D

Requirement isolated non-isolated non-tight non-isolated and non-tight

Table A.7: Control region definitions for electron faking photons. non-isolated region
is defined by reversing electron isolation cut, i.e. Iso/pr > 0.1, low-MET regions is
defined to be : MET < 20GeV, My < 20GeV .

Regions A (Signal region) B’ C’ D’

Requirement isolated non-isolated low MET non-isolated and low MET
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A.3 2D Template Fit Method

The 2D template fit method estimates the signal and background yields by applying
an unbinned extended maximum likelihood fit simultaneously to the transverse iso-
lation energy (EX°!) Ei°?) distributions of the two photon candidates. The method
was developed for the ATLAS diphoton cross-section measurement [38,57]. In the
following the method is described and the results obtained are summarized. The
treatment of the statistical and systematic uncertainties is also provided.

The 2D template fit method is applied in the electron channel inclusive selection.
For the exclusive selection, the statistics in the control-regions is too small to perform
a stable fit. In this case the fake-photon background is extrapolated from the results

of the inclusive measurement. This is discussed at the end of this section.
A.3.1 General Method

The general method is described in Chapter 5.

A.3.2 Template Determination

This is described in Chapter 5.

A.3.8 Signal-Leakage Corrections

The control regions contain a small but non-negligible amount of real photon events.
This “signal-leakage” into the fake-photon control regions can be estimated using
Monte Carlo simulated samples. The templates obtained from the background con-

trol region (Fy, Fy,) can be written as a sum of the real- and fake-photon PDFs
Fb,i = OZZ‘F%Z‘ + (1 - Ozi)Fm 1€ {]_, 2}, (A].O)

be = (1 — O/l — O/2 — ag)Fj]’ + allF%leQ + O/QFj,lF%Q + (JééF»Y71ny72, (All)
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where oy () is the fraction of vy events in the TT (TT) sample and o, (o, af)
is the fraction of vj (j7, 77) events in the T'T sample.
After reordering the different terms of the sum one obtains Equation 5.3 as function

of the measured templates F, 19y, Fp (1,2) and F:
WtotFtot = w'Y'YF’leF'Y’Z + w,ijmlFbQ + wj'yFb,lF'y,Q + 'w]'ijb <A12)

with

Wiv = 1Z s (VVJ’Y 1— o — WJ]

1
/ / Wjj

/

wj; =

The fractions of real photon events a can be written as a function of the yields W

and by taking the efficiency of the NON-TIGHT selection from simulated events

NIT

) = —MC Wy (A.13)
NTT MO NTT
NN W,

as = gTMC — (A.14)
NW,MC NTT
NIT

o, = LM< Woy (A.15)

- TT ™
Nijme N
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r NJ'YMC VVJ’Y (A16)

(){ f—
2 TT ™
Niae N

TT
/ N’Y’Y,MC W’Y'Y <A17>

Ay = .
3 =
TT
N’yv,MC N

Here N i mc 1s the number of events of category ¢j in the sample X measured in
Monte Carlo and NX is the number of events in the sample X measured in the data.
Table A.9 summarizes the inputs used for the signal-leakage corrections derived from
W~y MC and Table A.10 shows the inputs derived from W~ + jets MC using the
inclusive selection. For the first set of inputs the results from SHERPA and ALPGEN are
shown, for the second set only ALPGEN was available. The NON-TIGHT ratios obtained
from different Monte Carlo samples agree within their statistial uncertainties. Ta-
ble A.11 lists the number of events measured in the control regions using the inclusive

and exclusive selection.

Table A.9: Input for the signal leakage correction derived from W~y MC using the
inclusive selection. The uncertainties shown are statistical only.

coefficient NON-TIGHT ratio(electron)
SHERPA ALPGEN

T
RME 0.036 + 0.005 0.035 + 0.004

TT
S 0.067 +£0.007  0.064 + 0.005

HMC 0,002+ 0.001  0.004 + 0.001

Table A.10: Inputs for Monte Carlo for signal leakage correction derived from W~y +
jets MC using the inclusive selection. The uncertainties shown are statistical only.

coefficient NNON-TIGHT ratio

NI o
R 0.009 + 0.005

e 0.082 4+ 0.036
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Table A.11: Number of events in the control regions used for the calculation of the
signal-leakage corrections.

control region number of events

TT 22
TT 38
TT 10
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A.3.4 Template Fit Method Results

Template fit method results are shown this section. Analysis of the muon channel
performed by collaborators are also given for completeness. The results of the final
two-dimensional fit, performed on the 181 events (51 events) in the TT sample
selected in the muon (electron) channel using the inclusive selection, are shown in
Table A.12. The event yields after extrapolating to the signal region are provided as
well. Projections of the resulting two-dimensional Ei° distributions on the transverse
isolation energies of the two photon candidates are show in Figure A.1. The results
using the 78 events selected in the TT sample using the exclusive selection in the
muon channel are summarized in Table A.13 and Figure A.2.

Table A.12: Results of the 2D fit method using the inclusive selection. For each
category the result of the fit and the event yield is given. The uncertainties are
statistical only. Details on how the statistical uncertainties are obtained can be
found in Section A.3.5.

Muon Channel (incl.) Electron Channel (incl.)
category yield yield in signal region yield yield in signal region
Yy 91 £ 16 76+ 13 39 £ 10 33+8
vJ 37+ 13 17+7 25+8 11+4
7 28 £11 11+5 24438 7T+2
jj 20+9 5+3 448 1+3

Table A.13: Results of the 2D fit method using the exclusive selection. For each
category the result of the fit and the event yield is given. The uncertainties are
statistical only. Details on how the statistical uncertainties are obtained can be
found in Section A.3.5. The results for the electron channel is extrapolated from the
Nje, distribution as described in Section A.3.7.

Muon Channel (excl.)

category yield yield in signal region

¥y 46 £ 11 39+9
vj 18+7 8§+4
iy 11+7 443
jj 10£6 3+2
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FIGURE A.1: Projection of the two-dimensional isolation distributions on the trans-
verse isolation energy of the leading (left) and subleading (right) photon candidate
for the muon channel (top) and the electron channel (bottom). The black dots rep-
resent the data selected using the inclusive selection. The black line shows the result
of the fit and the colored lines show the different components.
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FIGURE A.2: Projection of the two-dimensional isolation distributions on the trans-
verse isolation energy of the leading (left) and subleading (right) photon candidate
for the muon channel. The black dots represent the data selected using the exclusive
selection. The black line shows the result of the fit and the colored lines show the
different components. The results for the electron channel is extrapolated from the
Njey distribution as described in Section A.3.7..

A.3.5 Statistical Uncertainties Estimate

The statistical uncertainties on the fit parameters are calculated using MINOS. MINOS
is part of the MINUIT software package [41] and estimates the uncertainties for param-
eter x by finding the points in the parameter space at which the likelihood changes
by 0.5. In each iteration the parameter x is kept fixed and all other parameters are
minimized before the likelihood is evalualted. The results from MINOS are validated
with pseudo-experiments. Pseudo-experiments allow to study the biases arising from
limited statistics in the data and MC samples.

In the first step, pseudo-data is generated according to the nominal parameteriza-
tion of the isolation distributions, provided in Equation A.12, with the parameters
set to the values obtained from the fit to data, and fluctuated according to a Poisson
probability density function.

Each of these pseudo-datasets is fitted with the procedure described in the last sec-

tion and the event yields with their corresponding uncertainties are extracted. In
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addition the pull py for each event yield NV is computed. The pull is defined as:

Npe — N,
PN = - — (Alg)

Ope

where NN, is the value used in the generation of pseudo-experiment and Ny + 0y
is the fit result obtained. The pulls are expected to be distributed as a standard
Gaussian with mean value equal to zero and width equal to one, provided that the
uncertainty o, is correctly estimated.

Any deviation from the standard Gaussian pull distribution is taken as an ad-
ditional uncertainty. If the mean of the pull distribution is shifted from zero, the

resulting uncertainty oy, is calculated as

Obias = MHpull X O fit, <A19>

where p,, is the mean of the pull distribution and oy is the uncertainty of the
fit as given by MINOS. If the width of the pull distribution is different from one the

uncertainty of the fit is corrected by:
Owidth = Opull X O fit, (A.20)

where 0, is the width of the pull distribution and o is the same as above. The

total uncertainty on the event yield N is the quadratic sum of the two terms:

ON = \/ Ul?ias + O"?uidth <A21)

Figure A.3 shows the pull distribution of the event yields in the signal region after
generating 10000 pseudo-experiments. The distributions are fitted with a Gaussian
with mean ;1 and width ¢ whose values are shown in the figure. For all these distribu-
tions the width of the gaussian is compatible with one within uncertainties, although

they show a small bias towards negative values.
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The three background components vj, jv and j7 show non-gaussian tails towards
negative values. This behaviour comes from the small statistics available in the con-
trol regions. This has been verified by performing the same test generating fifty

times more events in each dataset.
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F1GURE A.3: Pull distributions for the four event yields in the signal region from
10000 pseudo-experiments. In addition the mean, width and goodness-of-fit of a
gaussian fitted to these distributions is shown.

In order to account for the non-Gaussian behaviour the pull distribution is fitted
again within +2¢ if the probability of the first fit describing the distribution is below
5%. Then the larger mean and width of the two fits is taken for the uncertainty
calculation as described above. The resulting statistical uncertainties are summarized

in Table 5.1.
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A.3.6  Systematic Uncertainties Estimate

The main systematic uncertainties arise from the modeling of the fake-photon tem-

plates, and in particular from the following effects:

e limited statistics in the control regions;

functional form used for modeling the background distribution;

e definition of the control regions;

dependance on Monte Carlo generator;

statistical uncertainty on signal leakage.

The effect of each source of the systematic uncertainty is evaluated using pseudo-
experiments, as described in Section A.3.5. Each systematic uncertainty is described
in the following, with the pull distributions shown for the first systematic source as

an illustration.
Limited Control Regions Statistics

This uncertainty arises from the imperfect knowledge of the templates due to the
limited statistics in the control regions as well as in the Monte Carlo samples. In
order to estimate it, a set of alternate templates T compatible with the data in
the control regions is generated. In a second step pseudo-data generated using the
nominal templates is fitted using the templates from the set of alternate templates.

The corresponding pull distributions are shown in Figure A.4.
Background Model

The choice of the functional form of the fake-photon template Fj, is arbitrary, there-

fore the related systematic uncertainty needs to be estimated. This uncertainty
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FIGURE A.4: Pull distributions from pseudo-experiments used to evaluate the sys-
tematic uncertainty due to limited control region statistics. The results are shown
for the muon (a—d) and electron (e~h) channel using the inclusive selection.

is evaluated by using templates with a different functional form to fit the pseudo-
datasets generated using the nominal choice. The two alternate functions considered

are a Crystal-Ball line-shape and a Novosibirsk function.
Selection of the Control Regions

The definition of the NON-TIGHT photon selection may influence the fake-photon
templates Iy, and Fy,. In order to estimate the impact of this choice, two alternate
NON-TIGHT definition have been tested. The first differs from the nominal definition
in that it only relaxes cuts on three instead of four strip variables (L’3). The second

one relaxes all five strip variables (L'5). To evaluate the uncertainty associated
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with the control region definition, the pseudo-data is generated using the alternate

definitions and are fitted to the nominal model.
Monte Carlo Generator Dependence

Since the real-photon templates are taken from Monte Carlo, the effect of the gen-
erator used to obtain the templates has to be tested. The pseudo-data for this test
is generated using the templates obtained from events simulated with ALPGEN. This

also takes into account differences in the description of the signal leakage parameters

shown in Table A.9.
Signal Leakage Inputs

The parameters used to correct the leakage of real photons in the fake-photon control
region have associated uncertainties. The events in the control regions N TT, NTT
and NTT and the leakage parameters « are subject to statistical fluctuations. In
addition the systematic uncertainty on the photon identification efficiency are taken

into account.
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Systematic Uncertainties Results

The systematic uncertainties on the event yields in the signal region are given in

Table A.14.

Table A.14: Systematic uncertainties for the electron channel using the inclusive
selection.

source N, N, N; Njj
+3.9 +4.5 +6 +0.26
(£12%)  (+41%)  (+86%)  (+26%)
+0.41 +0.3 +0.34 +0.049
(£1.2%) (£2.8%) (£4.9%) (+4.8%)
+0.58 +0.82 +1.7 +0.33
(+1.7%)  (+7.5%) (+24%)  (+33%)
+0.12 +0.8 +0.47 +0.43
(+0.36%) (+£7.3%) (£6.7%) (+43%)

Control Region Statistics
Background Model G+N
Background Model CB
Antitight Definition L'5

1
Antitight Definition L3

+0.073 +1.1 +0.033 +0.13

MC Generator (£0.22%) (£10%) (+0.47%) (+13%)

Signal Leakage Inputs +1 +1.4 £0.053 +0.081
i R (£3%)  (£13%) (£0.76%) (£8.1%)
+4.1 +5 +6.3 +0.62

total (£12%)  (£46%)  (£90%)  (+62%)

A.3.7 Background Extrapolation for the Exclusive Selection in the Electron Channel

As explained earlier, the number of events available in the control regions for the
exclusive selection in the electron channel is too small to apply the method outlined
above. Therefore the fake-photon background has to be determined differently in
this case. It is extrapolated from the inclusive measurement using the zeroth bin of
the Nje distribution. The extrapolation is done separately for each background event
category, i.e. for vj-,jv- and jj-events, by using the Nj distribution obtained from
the corresponding control region. From these distributions the fraction of events
in the zero-jet bin, f$®, is determined and multiplied with the results of the 2D
template fit method in each category given in Table A.12.
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Table A.15: The result of the fake-photon background estimation using the exclusive
selection in the electron channel. For each background category the estimated num-
ber of events and its statistical and systematic uncertainty is given. The numbers
are obtained by using the zero-jet bin of the Nj distribution obtained from data (see
text).

Electron Channel (excl.)

category yield in signal region
i 5 + 2 (stat.) £+ 2 (syst.)
Jy 2+ 1 (stat.) £ 2 (syst.)
JJ 0.3 £ 0.6 (stat.) £ 0.4 (syst.)

The systematic uncertainty on the number of fake-photon events obtained using
the background extrapolation can be split into two categories : the normalization
uncertainty on the total event yield for each of the event categories, and the shape
uncertainty on the Nje distribution used for the extrapolation. The first one is the
systematic uncertainty on the results of the template fit method, obtained from the
inclusive selection in the electron channel as described above and summarized in
Table A.14. The latter is determined in the following way. The fraction of events
in the zero-jet bin calculated by using the background dominated control region
is compared to the number obtained when using MC. The difference is taken as a
systematic uncertainty and added in quadrature to the normalization uncertainty.
The result of the fake-photon background estimation is given in Table A.15 for the

three background event categories.
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Appendix B

More on the interpretation of the measured
pp — Wy + X results

B.1 Correction factors

The systematic uncertainties are summarized in Table B.1 and B.2. Details on the

treatment of the statistical and systematic uncertainties are given in Section B.1.1

and B.1.2.
B.1.1 Statistical Uncertainty of the Correction Factor

As the number of events selected by the nominal event selection, N,e., and the
number of events in the restricted/measured fiducial region, Niuen, restr fia, are de-
pendent on each other, one can write the definition of the efficiency in the following

way in order to calculate its statistical error.

Nieco r+b
¢= = B.1
Ntruth, restr fid t+b ( )

here, r (t) stands for the number of events that have been selected by the nominal

measured (restricted fiducial) event selection only and b denotes the events which
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Table B.1: Correction factor for the inclusive and the exclusive selection along with

their statistical and relative systematic uncertainty in the muon channel.

Inclusive Selection

Exclusive Selection

Correction Factor €

(41.64 £ 0.71 (stat.)) %

(40.62 * 1.05 (stat.)) %

Acceptance A
Efficiency C

(89.23 * 0.31 (stat.)) %
(46.66 + 0.78 (stat.)) %

(89.72 £ 0.44 (stat.)) %
(45.28 + 1.15 (stat.)) %

Relative systematic error on the efficiency oc [%)

Muon Eff Scale Factor 0.01 0.01
Muon Energy Scale 0.16 0.17
Muon Isolation Eff. 0.19 0.14
Muon Resolution ID 0.07 0.09
Muon Resolution MS 2.25 1.48
Photon Energy Scale 1.00 1.21
Photon Energy Resol. 0.26 0.80
Photon ID Efficiency 1.41 1.58
MET Reso Soft Terms 0.42 0.62
MET Scale Soft Terms 0.80 0.97
Jet Energy Scale 0.67 3.73
Jet Energy Resolution 0.04 1.83
Jet Vertex Fraction - 0.36
Pileup reweight 0.11 0.31
Trigger 0.52 0.52
Total rel. syst. error on e [%)] 3.12 5.09
Rel. deviation to ALPGEN of € [%] 0.6 0.6

Table B.2: Correction factor for the inclusive and the exclusive selection along with

their statistical and relative systematic uncertainty in the electron channel.

Inclusive Selection

Exclusive Selection

Correction Factor €

(20.40 * 0.53 (stat.)) %

(15.50 * 0.67 (stat.)) %

Acceptance A

(82.46 + 0.39 (stat.)) %

(82.46 + 0.56 (stat.)) %

Efficiency C (24.75 £+ 0.63 (stat.)) % | (18.80 + 0.81 (stat.)) %
Relative systematic error on the efficiency o [%]
Electron Reconstruction Eff. 0.10 0.08
Electron ID Uncert 0.24 0.22
Electron Isolation Eff. 0.04 0.04
EM Energy Scale 2.46 4.48
EM Energy Resolution 0.51 0.92
Photon ID Eff 1.62 1.69
MET Reso Soft Terms 0.61 1.14
MET Scale Soft Terms 0.48 1.31
Jet Energy Resol 0.08 2.21
Jet Energy Scale 1.07 5.11
Jet Vertex Fraction - 0.51
Pileup Reweighting 0.08 0.16
Trigger 0.66 0.66
Total rel. syst. error on e [%)] 3.35 7.65
Rel. deviation to ALPGEN of € [%] 6.1 0.6
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pass the requirements of both selections. In this notation the subsets of events, r, t
and b, are not correlated and the Gaussian laws of error propagation apply. Therefore
the statistical error on C' is given by:

1
(t+b)?

oc =

\/(O‘t(T +0))? + (o.(t + b)) + (op(t —1))?, (B.2)

where o; denotes the statistical error of the respective quantity. The statistical error

on acceptance A is treated with the same procedure.
B.1.2  Systematic Uncertainty on Correction Factors

The uncertainties on the momenta or efficiencies of the objects in the final state
contribute to the uncertainty on the analysis efficiency C. Using the procedure
introduced in Chapter 6, the uncertainties due to these sources can be computed
by varying the efficiency or momenta by one up or down one sigma variation, and
combined in quadruple for independent sources. The different systematic sources in

the electron channel are described as following.
Photon related uncertainties

Photon Energy Scale

An energy scale correction is applied to correct for the discrepancy between the
electromagnetic response of the detector and simulation. It is defined as Fjuq =
(1 + anom)Eme. The correction has a set of systematic uncertainties da, which are
determined by independent measurement of the energy scale with data driven meth-
ods. These uncertainties are usually symmetric, so they are varied independently
and the variations are summed quadratically as the total uncertainty. The correc-
tion and uncertainty is propagated to the measurement by dividing the measured
energy by the factor (1 + anom) Where anon, is the central value of the correction.

Differences between systematic uncertainty variations and the nominal correction,
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da = ayqr — Anom are applied to the MC: Ey,. = Epe(l + da).
Photon Energy Resolution
The energy resolution uncertainties are related to the smearing of the photon ener-

gies, and are obtained with the resolution correction being varied up or down.

Photon Identification (ID) and Isolation Efficiency

The electromagnetic shower shapes of the simulated photons are corrected by the so
called fudge-factors. These are correction factors computed by comparing all shower
shapes observed in 2012 data and Monte Carlo simulated samples. The systematic
uncertainties also cover the difference in photon isolation distributions in data and
MC.

As this analysis is studying a final state containing two photons, the photon ID un-

certainty needs to account for the correlations between two photons. The uncertainty

is calculated as d;p = \/5f + 03 + 2C 20109, where 0; is the photon ID uncertainty
of photon ¢ and (' » the correlation factor of the two photons. Two photons in the
same eta range with the same conversion category (converted or unconverted), are
considered to be fully correlated. More information about the photon ID efficiency

can be found at [36].
FElectron related uncertainties

Electron Energy Scale and Resolution

The uncertainties on the energy scale and resolution of the electron are obtained
in the same way as for photons. The impact of the photon and electron energy
scale uncertainty on the electron channel correction factor is studied simultaneously,
as electrons and photons are both detected by the electromagnetic shower in the
calorimeter of ATLAS.

Electron Identification (ID) Efficiency
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The difference between the electron ID efficiency computed in data with tag and
probe method, and from Monte Carlo simulated samples is corrected by a scale fac-
tor on the efficiency value.

Electron Reconstruction Efficiency

The electron reconstruction scale factors are computed the same way as for ID effi-
ciency. More details are documented in [28].

Electron Isolation and Impact Parameter Efficiency

The difference between MC and data introduced by the cut on the electron isolation

and impact parameter is corrected for by applying scale factors.

Jet related uncertainties

Jet Energy Scale and Resolution

The jet energy scale uncertainty is evaluated based on Monte-Carlo studies and in
situ measurements [58]. The impact of jet energy scale uncertainty (JES) to the sig-
nal efficiency is estimated by varying a set of 17 components of the JES uncertainty
individually by one sigma (up and down) for each jet in the event. The resulting
uncertainties on the correction factor are then added in quadrature and quoted as

JES uncertainty.

Jet Vertex Fraction
The Jet Vertex Fraction (or JVF) is a measure for the probability of a jet to originate
from a hard scattering vertex. It helps to suppress contributions from jets that
originate from the underlying event or from pile-up. The uncertainty due to this

requirement is also evaluated.
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FEvent related uncertainties

Missing transverse Energy

The missing transverse Energy (ET) is calculated from the sum of all energy de-
posits in the calorimeters. Therefore, the modifications of the object energies need
to be propagated to the EM® observable. This is done by recalculating EM taking
the different energy scale and resolution variation of the objects into account. Un-
certainties arising from the energy clusters that do not match to any objects are also
considered, as these energies are also subject to scale and resolution uncertainties.
More details can be found in described in [59].

Pileup

The pileup (multiple proton-proton interactions in the same bunch crossing) simu-
lated in Monte Carlo deviate from what is observed in data. Therefore, the events
of the simulated samples are weighted in order to correct for this fact. The average
number of interactions < p > in data taken in 2012 is a factor of 1.09 larger than
Monte Carlo simulations. The uncertainty on this factor is conservatively assumed
to be +0.4 and propagated to the signal efficiency by modifying the event weights

accordingly.
B.1.3 Statistical error on the systematic uncertainty

For each systematic component, the corresponding statistical error o, is evaluated
and quoted instead of the systematic uncertainty oo itself, if it exceeds the former.
In order to estimate the statistical error of a systematic component, it is helpful
to split the number of events Ny, that are accepted by the event selection on the

systematically modified data set according to:

Nsys = Npom + Nzn - Nout- (BB)
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Nyom denotes the number of events, that are selected by the event selection on the
unmodified (nominal) data set and Ny, (N, ) is the event count of events that
migrate into (out of) the signal region due to the systematic variation of the data
set. Note, that N;, and N,,; stand for different event subsets, i.e. events that are
not correlated. The relative systematic error on the efficiency estimation can be

rewritten to

Csys - Cnom Nnom - Nsys Nm - Nout Nio
7c Cnom Nnom Nnom Nnom ( )

and Gaussian error propagation applies. Therefore one finds:

2 2
O-Nio UNnom
O = OC X \/( N, ) + (m) . (B5)

The corresponding results can be found in Table B.1 and 6.2.

B.2 aQGC analysis

B.2.1 aQGC region optimization

Since aQGC signals enhance the production rate in high M,, region, the cut to
achieve the best sensitivity of aQGC limits is studied. tail of the diphoton invariant
mass distribution. Furthermore, the diphoton invariant mass can be sensitive to
resonance signals from new particles. The limits on fy;o and fy;3 are computed for
different M., cut. M., > 300GeV is chosen to define the phase space used for aQGC

studies.
B.2.2  Correction Factor for different aQQGC' scenarios

Since it is not obvious that the correction factors obtained for the phase space used
for cross section computation apply for the aQGC region, they are computed with
simulated samples generated by Madgraph with the following aQGC parameters (in
units GeV—4):
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Table B.3: Expected 95% CL limits on fy2 and fys3 using different signal regions
defined by lower diphoton invariant mass (M.,,) cuts. The numbers in parentheses
are the lower and upper limits. The limits converge to minimum values starting from

300 GeV.

M, cut (GeV) fara x 1078 (GeV™*)  fa3 x 1078 (GeV ™)

0 [32.3, 33.4] [53.3, 52.2]
200 [14.2, 14.5] [-23.8, 23.1]
240 [12.6, 12.9] [-21.8, 20.9]
300 [-11.8, 12.0] [-20.2, 19.4]
360 [-11.0, 11.1] [-19.0, 18.2]
400 [11.1, 11.3] [18.5, 18.0]

o fiua=3x10"10
o fus=5x10"1 and
o fro=2x10"1%

The central values of the correction factors for the different Monte Carlo samples are
given in tables B.4 and B.5 for the electron and muon channel. These values agree
with those for cross section measurement within uncertainties. Therefore it is valid
to assume the correction factors are independent of the aQGC coupling scenarios nor
the M., region.

Table B.4: Correction factor A x C' for the inclusive and the exclusive electron
selection for different points in the (aQGC) phase space.

Inclusive Selection [%] Exclusive Selection [%)]

SM 20.40 15.50
Fare 22.15 19.22
Jus 22.55 19.64
fro 22.18 18.92
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Table B.5: Correction factor A x C for the inclusive and the exclusive muon selection

for different points in the (aQGC) phase space.

Inclusive Selection [%)]

Exclusive Selection [%)]

SM 41.64
fare 44.69
Jars 44.32
fro 44.94

40.62
42.71
42.02
42.63
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Appendix C

TRT aging monitoring plots
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Event selection table

Table D.1: The number of events after each selection

Appendix D

for W~ analysis

step for the electron channel

is shown. This is performed on a data set collected from period B, corresponding to
an integrated luminosity of 5.3 fb~!. A filtered sample is used. It is a subset of the

whole dataset which as 116070903 events in total.

All Events 1316788.0
Cutl: GRL 1272370.0
Cut2:npv 1271820.0
Cut3: trigger 31586.0
Cut 3a: Good event (data only), LAr and Tile errors | 31526.0
Cut4: >= good electron 12178.0
Cutb:Second electron veto 6503.0
Cut6: MET>25GeV 3611.0
Cut7: Mt>40GeV 2475.0
Cut 8: No jets (off for now) 2475.0
Cut 9: Clean MET 2401.0
Cut 10: >=1 tight isolated photon with pt > 20GeV | 563.0
Cut 11: >= 2 tight isolated photon pT > 20 GeV 44.0

Cut 12: Z rejection cuts 7.0
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