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To my grandmother Rina, that missed this last one.

Sit tibi terra levis.
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“In almost all circumstances, and at all times,
we find ourselves in a state of uncertainty.
Uncertainty in every sense.”

— Bruno de Finetti

“That’s what | do.
I drink, and | know things.”

— Tyrion Lannister
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Title: Search for a charged Higgs boson in 7v, and tb decays in proton-proton collisions at /s = 7 and
8 TeV with the CMS detector
Abstract

The Large Hadron Collider (LHC) started the first proton-proton collisions at a center-of-mass energy
of 7 TeV in 2010. Soon thereafter, the experiments started collecting data and were able to rediscover
the Standard Model (SM) in a few months, thanks to the very good understanding of the detectors, and
their already precise calibrations. The LHC took data at /s = 7 TeV and 8 TeV in the years 2010-2011
and 2012, respectively: the peak of his intensive data taking has been, in 2012, the discovery, by the
CMS and ATLAS experiments, of a neutral boson with a mass of approximately 125 GeV. The properties
of the new boson are consistent with those predicted for the Standard Model (SM) Higgs boson, and
models with an extended Higgs sector are constrained by the measured properties of the new boson:
the discovery of another scalar boson, neutral or charged, would represent unambiguous evidence for
the presence of physics beyond the SM.

Charged Higgs bosons are predicted in models consisting of at least two Higgs doublets, of which
the simplest are the two-Higgs-doublet models (2HDM). Among the physical Higgs bosons predicted by
these models, the charged ones (H* and its charge conjugate, H ~) have been chosen as topic for this
Thesis.

At the LHC, the charged Higgs boson can be studied in top quark decays, if the mass of the charged
Higgs boson is smaller than the mass difference between the top and the bottom quarks, i.e. my+ <
(m¢ — myp), or in associated production with a top quark if my+ > (my — my,). In the latter case, top
quarks are also part of the decay chain of the charged Higgs boson.

In this Thesis, a charged Higgs boson is searched for across the whole mass range. In the case
mu+ < (mg — my,), studied at a center-of-mass energy of 7 TeV, the lepton+tau final state is selected:
the main background in that case is the contribution from events with jets misidentified as taus, hence a
dedicated data driven technique is employed to improve the estimate of that contribution.

In the case my+ > (my —my,), where most BSM scenarios predict a charged Higgs boson decay into
a top and a bottom quark, the dilepton final state is investigated, being more sensitive to the presence
of a charged Higgs boson.

Two measurements of SM parameters, the top mass at 7 TeV and the top pair production cross
section at 8 TeV, are presented first, as ways of obtaining a better understanding of the calibration of the
CMS detector.

A search for a charged Higgs boson decaying into a tau lepton and a neutrino is presented next, in
the final state characterized by one muon and one hadronically decaying tau. A previous publication by
the CMS collaboration had set upper limits of the order of 5% for the branching ratio B(t — H*b), by
using almost half of the data collected at 7 TeV by the CMS detector. That result has been improved
in the context of this Thesis, by analyzing the full 7 TeV dataset and applying more advanced statistical

methods (improving the data driven determination of the main background, and exploiting the polariza-



tion properties of the tau lepton in order to improve the sensitivity of the result): the improvement has
been of the order of 50%, bringing the upper limit on B(t — Hb) down to ~ 2 — —3%.

A search for a charged Higgs boson with a mass larger than the top quark mass is presented next,
that has been performed using the 8 TeV data using two main final states: the lepton+tau final state, that
in this mass region is characterized by a very low sensitivity, and the dilepton final state. In this mass
regime, for the majority of the theoretical scenarios, the charged Higgs boson decays either into a tau
and a neutrino, or into a top quark and a b quark. The production mechanism changes as well, and
is characterized by the associate production of a top quark and a charged Higgs, sometimes with an
additional b quark. The decay into a top quark and a b quark, together with the production mechanism,
justifies the use of the dilepton final state as a flagship for the search strategy. The result of this search
represented the first direct search ever for a heavy charged Higgs boson decaying into a top quark and
a b quark.

Finally, an overview is made of the perspectives for charged Higgs boson searches in the context of

the ongoing LHC run at a center-of-mass energy of 13 TeV.

Keywords: CMS, Standard Model, Charged Higgs, MSSM, Awesomeness
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Titulo: Busca por um boséo de Higgs carregado nos canais de decaimento v, e tb, em colisdes
protao -protdo com uma energia no centro de massa de /s = 7 e 8 TeV com o detetor CMS
Nome: Pietro Vischia
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Resumo

O Large Hadron Collider (LHC) iniciou, no ano 2010, a colidir protdes com protdées com uma energia

de 7 TeV no centro de massa. Logo depois, as collaborag oes experimentais comegaram a colecionar
dados, e foram capazes de re-descubrir 0 Modelo Padrao (MP) em poucos meses: isso foi possivel

gracas a excellente comprehensao do detector e a sua muito precisa calibragao .

O LHC tomou dados com /s = 7 TeV e 8 TeV nos anos 2010-2011 and 2012, respectivamente:
o pico desta operacao intensiva de tomada de dados foi, no 2012, a descoberta, efectuada por as
collaborag oes experimentais CMS and ATLAS, de um bosao neutral com uma massa de aproximada-
mente 125 GeV. As propriedades deste novo bosao sdo compativeis com as do bosao de Higgs previsto
por o MP: outros modelos, caracterizados por um setor de Higgs extendido, foram sujeitos a vinculos
devido as propriedades medidas do novo boséo : a descoberta de um outro bosdo scalar, seja isso
neutro ou carregado, representaria uma evidéncia experimental muito clara da presena de fisica fora do
MP.

Bosoes de Higgs carregados sao previstos por modelos em que ha pelo menos dois dubletos: os
modelos deste genero mais simples sédo os two-Higgs-doublet models (2HDM), que prevém a existéncia
de cinco bosdes, entre os quais 0s dois que sdo carregados — sendo um o conjugado de carga do outro
— foram escolhidos como tépico principal desta Tese de doutoramento.

No LHC, pode-se estudar o bosao de Higgs carregado nos decaimentos de quarks top se a massa do
Higgs carregado for minor da diferenga entre a do top and do bottom quarks, ou seja my+ < (my —mp),
ou em associagao com um quark top se my+ > (my — my). Neste Gltimo caso, os top quarks fazem
também parte da cadeia de decaimento do bosdo de Higgs carregado.

O tema principal desta Tese é a busca de um boséo de Higgs carregado, num alcance de massa que
inclui os dois regimes. No regime my+ < (my —my,), que foi estudiado em colisbes com uma energia no
centro de massa de 7 TeV, foi selecionado o estado final caracterizado por um leptao (electrao o0 muao )
e um tau: o fundo principal, neste caso, é a contribugdo de eventos com jatos incorrectamente identi-

ficados como taus, e consequentemente foi usada uma técnica data driven para melhorar a estimativa



da entidade desta contribuigéo .

No regime my+ > (my—my,), onde a maioria dos scenarios de fisica ao longo do modelo padrao (be-
yond standard model — BSM) prefire um decaimento do bosao de Higgs carregado em um quark top e
um quark bottom, foi o estado final caracterizado por dois leptdes (dois mudes, dois electroes, ou um
mudo e um electrao ) foi seleccionado, porque é tem mais sensitividade a presena de um bosao de
Higgs carregado.

Duas medidas de parametros do modelo padrao , a massa do quark top em dados a 7 TeV e a
medida da secgao eficaz de pares de quarks top em dados a 8 TeV, sdao apresentadas como medidas
preliminares que permitiram de adquirir uma melhor comprehenséao da calibragdo do detetor CMS.

Uma busca para um bosao de Higgs carregado, do canal de decaimento com um tau e um neutrino, é
apresentada no estado final caracterizado por um mudo e um tau sujeito a decaimento adrénico. Uma
publicacdo anterior, por a colaboragao CMS, pus limites superiores de acerca de 5% na fracgao de
decaimento B(t — H*b), utilizando quase metade dos dados colecionados a 7 TeV com o detetor
CMS. Nesta Tese, este resultado foi melhorado analizando o inteiro dataset a 7 TeV e aplicando métodos
estatisticos mais avangados: a estimativa data driven do fundo principal foi melhorada, e a sensitividade
do resultado foi melhorada utilizando a informagéo contida em forma de polarizagéo do leptéo tau. O
resultado foi melhorado quase do 50%, e o limite superior em B(t — H*b) passou a ser de ~ 2 — —3%.

Uma busca por um boséo de Higgs carregado com massa maior da massa to quark top é apre-
sentada, utilizando datos colecionados a 8 TeV, em dois estados finais: o estado final lepton+tau, que
nesto regime de massa tem uma sensitividade muito baixa, e o estado final dilepton (dois mudes, dois
electroes, ou um muao e um electrdo ). Neste regime de massa, na maioria dos scenarios teoricos, 0
bosao de Higgs carregado decai ou em tau+neutrino, ou em um quark top € um quark bottom. O mecan-
ismo de producao também muda, e é neste regime caracterizado por a produgao asociada de um quark
top e de um boséao de Higgs carregado, as vezes com um bottom quark adicional. O decaimento num
quark top e um quark bottom, junto com o mecanismo de produgao , justifica o uso do estado final
caracterizado por dois leptdes como porta-estandarte da stratégia de busca. O resultado desta busca
representa a primeira busca direita por um boséo de Higgs carregado no canal de decaimento em um
quark top e um quark bottom.

Para concluir, as perspectivas para a busca de um bosao de Higgs carregado sao apresentadas no
contexto da tomada de dados com uma energia no centro de massa de 13 TeV, que esta a acontecer

neste momento no LHC.

Palavras-chave: cwms, Modelo Padrdo , Higgs carregado, MSSM, Grandiosidade.
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Titulo: Busca por um boséo de Higgs carregado nos canais de decaimento v, e tb, em colisdes
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Resumo Alargado

O Large Hadron Collider (LHC) iniciou, no ano 2010, a colidir protdes com protées com uma energia
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gracas a excellente comprehensao do detector e a sua muito precisa calibracao .
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por o MP: outros modelos, caracterizados por um setor de Higgs extendido, foram sujeitos a vinculos
devido as propriedades medidas do novo bosado : a descoberta de um outro bosao scalar, seja isso
neutro ou carregado, representaria uma evidéncia experimental muito clara da presena de fisica fora do
MP.

Bosoes de Higgs carregados sao previstos por modelos em que ha pelo menos dois dubletos: os
modelos deste genero mais simples sao os two-Higgs-doublet models (2HDM), que prevém a existéncia
de cinco bosoes, entre os quais os dois que sao carregados — sendo um o conjugado de carga do outro
— foram escolhidos como tépico principal desta Tese de doutoramento.

No LHC, pode-se estudar o bosao de Higgs carregado nos decaimentos de quarks top se a massa do
Higgs carregado for minor da diferenga entre a do top and do bottom quarks, ou seja my+ < (my —mp),
ou em associagao com um quark top se my+ > (my — my). Neste Gltimo caso, os top quarks fazem
também parte da cadeia de decaimento do bosdo de Higgs carregado.

O tema principal desta Tese é a busca de um bosao de Higgs carregado, num alcance de massa que
inclui os dois regimes. No regime my+ < (m —my,), que foi estudiado em colisdes com uma energia no
centro de massa de 7 TeV, foi selecionado o estado final caracterizado por um leptao (electrao o muéo )
e um tau: o fundo principal, neste caso, € a contribugdo de eventos com jatos incorrectamente identi-
ficados como taus, e consequentemente foi usada uma técnica data driven para melhorar a estimativa
da entidade desta contribuigéo .

No regime my+ > (my—my,), onde a maioria dos scenarios de fisica ao longo do modelo padrao (be-
yond standard model — BSM) prefire um decaimento do bosao de Higgs carregado em um quark top e
um quark bottom, foi o estado final caracterizado por dois leptdes (dois mudes, dois electrdes, ou um
muao e um electrao ) foi seleccionado, porque é tem mais sensitividade a presena de um bosao de
Higgs carregado.

Duas medidas de parametros do modelo padrdo , a massa do quark top em dados a 7 TeV e a
medida da secgao eficaz de pares de quarks top em dados a 8 TeV, sdo apresentadas como medidas

preliminares que permitiram de adquirir uma melhor comprehenséo da calibragao do detetor CMS.

Uma busca para um bosao de Higgs carregado, do canal de decaimento com um tau e um neutrino, é



apresentada no estado final caracterizado por um mudo e um tau sujeito a decaimento adrénico. Uma
publicagdo anterior, por a colaboragdo CMS, pus limites superiores de acerca de 5% na fracgdo de
decaimento B(t — H*b), utilizando quase metade dos dados colecionados a 7 TeV com o detetor
CMS. Nesta Tese, este resultado foi melhorado analizando o inteiro dataset a 7 TeV e aplicando métodos
estatisticos mais avancados: a estimativa data driven do fundo principal foi melhorada, e a sensitividade
do resultado foi melhorada utilizando a informacédo contida em forma de polarizagao do leptdo tau. O
resultado foi melhorado quase do 50%, e o limite superior em B(t — H*b) passou a ser de ~ 2 — —3%.

Uma busca por um boséo de Higgs carregado com massa maior da massa to quark top é apre-
sentada, utilizando datos colecionados a 8 TeV, em dois estados finais: o estado final lepton+tau, que
nesto regime de massa tem uma sensitividade muito baixa, e o estado final dilepton (dois mudes, dois
electroes, ou um muéo e um electrdo ). Neste regime de massa, na maioria dos scenarios teéricos, o
bosao de Higgs carregado decai ou em tau+neutrino, ou em um quark top € um quark bottom. O mecan-
ismo de produgao também muda, e é neste regime caracterizado por a produgao asociada de um quark
top e de um bosao de Higgs carregado, as vezes com um bottom quark adicional. O decaimento num
quark top e um quark bottom, junto com o mecanismo de produgao , justifica 0 uso do estado final
caracterizado por dois leptdes como porta-estandarte da stratégia de busca. O resultado desta busca
representa a primeira busca direita por um bosao de Higgs carregado no canal de decaimento em um
quark top e um quark bottom.

Para concluir, as perspectivas para a busca de um bosao de Higgs carregado sao apresentadas no
contexto da tomada de dados com uma energia no centro de massa de 13 TeV, que esta a acontecer

neste momento no LHC.
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Chapter 1

Introduction

1.1 Physics at the LHC: the charged Higgs bosons in top quark
physics

The Large Hadron Collider (LHC) started the first proton-proton collisions at a center-of-mass energy
of 7 TeV in 2010. Soon thereafter, the experiments started collecting data and were able to rediscover
the Standard Model (SM) in a few months. This impressive achievement was made possible thanks to
the very good understanding of the detectors, and their already precise calibrations. The LHC took data
at /s = 7 TeV and 8 TeV in the years 2010-2011 and 2012, respectively. This period of data-taking is
commonly referred to as Run 1. In 2015 — after approximately 2 years of maintenance and upgrading
the accelerator complex and the experimental apparata — the LHC restarted operations at the increased
collision energy of /s = 13 TeV. The work performed in this thesis refers to the analysis of the Run 1
data, i.e. at /s = 7 and 8 TeV collision energies.

In 2012, a neutral boson with a mass of approximately 125 GeV was discovered by the CMS and
ATLAS experiments [14, 15] at the CERN LHC. The properties of the new boson are consistent with
those predicted for the standard model (SM) Higgs boson [16, 17, 18, 19, 20, 21, 22]. Models with an
extended Higgs sector are constrained by the measured mass, CP quantum numbers, and production
rates of the new boson. The discovery of another scalar boson, neutral or charged, would represent
unambiguous evidence for the presence of physics beyond the SM.

Charged Higgs bosons are predicted in models consisting of at least two Higgs doublets, of which
the simplest are the two-Higgs-doublet models (2HDM) [23]. Two Higgs doublets result in five physical
Higgs bosons: light and heavy CP-even Higgs bosons h and H, a CP-odd Higgs boson A, plus charged
Higgs bosons H™ and its charge conjugate. Charge conjugate states and processes are always implied
throughout this manuscript. The minimal supersymmetric SM (MSSM) [24, 25, 26, 27, 28, 29, 30, 31]
used as a benchmark in this thesis is a special case of a Type-Il 2HDM scenario.

If the mass of the charged Higgs boson is smaller than the mass difference between the top and the
bottom quarks, i.e. my+ < (my — my,), the top quark can decay via t — H*b. This is referred to as

the light charged Higgs scenario. In this case, the charged Higgs boson is produced most frequently



in tt production. Furthermore, in the considered MSSM benchmark scenarios it preferentially decays
to a 7 lepton and the corresponding neutrino, H — 7Fv,, for tan 3 > 5, where tan 3 is defined to be
equal to the ratio of the vacuum expectation values of the two Higgs boson doublet fields [32]. The
diagram for a dominant production and decay mode for a low-mass charged Higgs boson is shown in
Fig. 1.1 (a). The presence of the t — H™b with H* — 7%, decay modes would alter the 7 yield in the
decays of tt pairs. The most sensitive 95 % confidence level (CL) upper limits on B(t — H*b) have been
determined by the ATLAS and CMS experiments. For the HT — 7v,. decay mode with the hadronic
decay of the 7 lepton and hadronic W boson decays (r,+jets) final state the current upper limit on
B(t — H*b) x B(H" — 77v;) is setto 1.0-0.2 % for my+ = 80—160 GeV [2, 33]. For the ¢, (where /=€,
w throughout the manuscript) and ey final states the 95% CL upper limit on B(t — H"b) is set to 3—4 %
in the H™ — 7, decay mode for my+ = 80—-160 GeV assuming B(HT — 77v,) = 1 [2, 34, 35]. Also
the H* — s decay mode with the /+jets final states have been studied with the current 95 % CL upper
limit on B(t — H*b) set to 5—1 % for my+ = 90-160 GeV by the ATLAS experiment with the assumption
B(HT — ¢s) = 1[36]. The large electron-positron collider experiments determined a model-independent
lower limit of 78.6 GeV on the H mass [37, 38, 39, 40].

If the charged Higgs boson mass exceeds the mass difference between the top and bottom quark,
i.e. my+ > my—my, the charged Higgs boson is predominantly produced by the fusion of bottom and top
quarks illustrated in Figs. 1.1 (b) and (c). The two production mechanisms, and the interplay between

them, are described in better detail in Chap. 7. This is referred to as the heavy charged Higgs scenario.

In the MSSM benchmark scenarios considered, the Ht — 77 v, decay mode dominates for my+ <
220 GeV [32]. For large my+ and large tan 3 values the decay HT — tb becomes dominant but the
H* — 7+v, decay mode remains experimentally viable. The H™ — 7, decay mode is probed with the
best sensitivity in the final state characterized by the hadronic decays of both the tau and the associated
W boson: the current upper limits on B(t — H*b) x B(H" — 711, ) are set to 0.8—-0.004 for my+ = 180—
1000 GeV [33].

The mass range around the top quark mass, myg+ = 160—180 GeV is characterized by interference
terms between the charged Higgs boson production in top quark decays and the associated production
of a charged Higgs boson together with a top quark. Preliminar theoretical prescriptions on how to
generate simulated events for the charged Higgs signal in this interference region are still in discussion
among theoreticians: for this reason, the interference mass range could not be included in the analyses

that are described in this manuscript.

At the LHC collision energies, the production cross section of top quarks is large and, consequently,
the LHC can be effectively considered a “top factory”. The properties of the top quark have been object
of precise measurements from previous experiments, in particular CDF (the experiment that actually
discovered the top quark) and DO. Since the very specific topology of its decay modes is well known
and many of those properties (such as the cross section) are very well known from theory, the study of
top quark production is also a powerful handle to cross-check the calibration of the CMS detector, for
any run at any given center-of-mass energy, as well as for performing precision measurements for some

of the SM parameters, the two most immediate ones being the top quark mass and the top quark pairs



production cross section. The variety, in terms of involved objects, of the final states originated from top
quarks represents a unique opportunity for probing the same observables by exploiting different parts of
the detector.

Furthermore, due to its large mass, the top quark is predicted to have couplings to BSM particles
strong enough to permit the observation of BSM particles either in top quark decays, or decaying into
top quarks, or produced in association to top quarks. Consequently, the top quark is a powerful handle
in the search for New Physics.

Top quarks at the CERN LHC are mostly produced in pairs with the subsequent decays tt —
W*TbW~b. The decay modes of the two W bosons determine the event signature. The decay chan-
nel labeled dilepton corresponds to the case in which both W bosons decay into leptons, where the term
lepton usually refers to electrons or muons, as studied in Refs. [41, 42]. The decay channel labeled tau
dilepton corresponds instead to the case in which one of the W bosons decay into a light lepton (electron
or muon) and the other decays to a tau. The study of this decay mode is particularly important in the
context of charged Higgs searches, because the charged Higgs, when produced in the decay of the top
quark, would replace the W boson in the t — Wb decay; this process can happen if the charged Higgs
mass is lower than the top quark mass, and when this happens the MSSM predicts that the charged
Higgs decay preferentially into a tau and a neutrino, in most scenarios. Consequently, the tau dilepton

decay of the top quark represents a main background for the search for a light charged Higgs.
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Figure 1.1: (a) Diagram for a dominant production mode for the light charged Higgs boson through tt
production with a subsequent decay to the m,+jets final state. (b—c) Direct production of the charged
Higgs boson in the 4FS and 5FS, respectively.

1.2 Overview of the work

This manuscript collects work performed by its author across his career as a PhD student, and spans
both the 7 TeV and the 8 TeV LHC runs. The thesis work focused on the search for a charged Higgs
boson with the available data in Run 1, both in the light and heavy charged Higgs scenarios.

The 7 TeV data are first used to measure the top quark mass, which is a way of obtaining a better
understanding of the calibration of the CMS detector, of the objects (electrons, muons, jets, etc.) char-
acteristic of the final state examined, and a comprehensive verification of the data. The result was, at

the moment in which it was made public as a preliminary result, the most precise measurement of the



top mass in the dilepton final state, and has been later published as a cross-check of an improved result,
from another group, that makes uses of another method in Ref. [43]. The published main result has been
later included by the CMS collaboration in a global fit for top mass measurement using all the available
data (at 7 and 8 TeV) for all the available final states [44]. The top mass measurement is described in
Sec. 5.1: the measurement method was developed previously by former elements of the group, for an
integrated luminosity of about 36 pb—': the author of this manuscript joined the group at the moment of
updating the result with 2.3 fb=!, and had his initial training in producing the results and participate in
the analysis by following all the various steps of the measurement. This study of the dilepton final state
at 7 TeV has been also useful as a preparation to exploiting that final state in the search for a charged
Higgs boson at 8 TeV described below.

The 7 TeV data have been then exploited in order to search for charged Higgs bosons decaying into a
tau lepton and a neutrino, in the final state characterized by one muon and one hadronically decaying tau.
A previous publication by the CMS collaboration [2] had set upper limits of the order of 5-10% for charged
Higgs boson masses between 80 and 160 GeV for the branching ratio B(t — H*b), by using almost half
of the data collected at 7 TeV by the CMS detector. That result has been improved in the context of this
thesis, by analyzing the full 7 TeV dataset and applying more advanced statistical methods (improving
the data driven determination of the main background, and exploiting the polarization properties of the
tau lepton in order to improve the sensitivity of the result): the improvement has been of the order of
50%, bringing the upper limit on B(t — H*b) down to approximately 2-5% in the charged Higgs mass
region between 80 and 160 GeV. This improved result is described in Sec. 6. The author has been the
responsible of this analysis, improved the background estimation method that was used in the previous
publication, and improved the statistical analysis by introducing a shape-based computation of the upper
limits.

The 8 TeV data have then been analysed, again starting from a precision measurement of a Standard
Model property: the top quark pair production cross section has been measured in the lepton-+tau final
state, by applying an determination of the background due to misidentified tau leptons improved with
respect to the 7 TeV charged Higgs search described in Sec. 6. This resulted in an improved top cross
section measurement in the tau+lepton final state, with respect to previous results [45, 46, 47, 48, 49].
The author rewrote the analysis code inherited by earlier members of the group, to improve its efficiency,
and adapted it to the 8 TeV datasets. The resulting measurement was published in Ref. [43] and is
described in Sec. 5.2.6. The main contribution of the author to this measurement was the improvement
of the misreconstructed tau background, which was determined directly from data. The study of this final
state was useful to the author to familiarize with the lepton+tau final state, which is similar to the final
state examined in the search for a light charged Higgs. In fact, the eventual presence of the charged
Higgs boson in the data could be signaled by an increase of the top quark pair cross section in this
final state. Therefore, an increased precision in the measurement gives an enhanced sensitivity to the

charged Higgs searches.

Finally, a search for a charged Higgs boson with a mass larger than the top quark mass has been

performed using the 8 TeV data using two main final states: the lepton+tau final state (characterized



by a lower sensitivity in this mass region), and the dilepton final state. In this mass regime, for the
majority of the theoretical scenarios, the charged Higgs boson decays either into a tau and a neutrino,
or into a top quark and a b quark. The production mechanism changes as well, and is characterized
by the associate production of a top quark and a charged Higgs, sometimes with an additional b quark.
With the subsequent charged Higgs decay into a top quark and a b quark, the final state contains a top
quark pair and at least one b quark. This justifies the use of the dilepton final state as a flagship for
the search strategy. The result of this search has been made public as a preliminary result [50], and
represented the first direct search for a heavy charged Higgs boson decaying into a top quark and a
b quark. Since then, other teams within the CMS collaboration have obtained results using other final
states: the dilepton result has been combined with the later results, and published resulting in the first
published direct search for a heavy charged Higgs boson [51]. The search for a heavy charged Higgs
boson is described in Sec. 7. The author has been the responsible for the full analysis of the lepton+tau
and dilepton final state, obtaining the first direct search for Ht — tb as a preliminary result, and has
been the responsible of the paper and of the statistical combination of his results with the later results
from other groups in the CMS collaboration presented in the same paper [51]. Those additional final

states are described in App. A and B.






Chapter 2

Theoretical introduction

2.1 How experiments guided the discovery of the building blocks

of our universe

In the beginning of the last century, as outlined in [52], the experimental knowledge about the con-
stituents of matter was quite limited. Only a few particles were known: the ones constituting the atom
(electron, proton, neutron), and the photon. Furthermore, the existence of the neutrino was conjectured
in order to guarantee energy and momentum conservation in beta decays.

During the 1930s, cosmic ray physics started to yield shattering discoveries of new particles, mostly
not forecast before. In the meanwhile, the first particle accelerators were being developed and put at
work: a race, still ongoing, then started to increase the beam energy of the collisions, thus giving access
to the production of heavier particles as a result of the collisions. Fig. 2.1 shows the evolution of the
beam energies along the years.

A humungous number of new, unforecast, particles was discovered, and soon the problem of clas-
sification arose. A first attempt involved a classification based on the mass of the particle, yielding to
categories such as leptons (“low” mass), mesons (“medium” mass) and baryons (“high” mass). With
time, though, the focus shifted from the mass of the particle to its typical interactions with other particles:
thus, currently some leptons (namely the 7) are heavier than baryons like the proton.

The current nomenclature calls “leptons” the fermions that do not interact strongly with the nuclei of
atoms, and “baryons” the fermions that do. “Mesons” are currently bosons subject to strong interac-
tions with the nuclei. Given their similar pattern of interaction, baryons and mesons are together called
“hadrons”.

While studying all these particles, some of their characteristic properties (that now we usually identify
with some quantum number) were found to be conserved in interactions and decays: some properties
always (e.g. electric charge), some others (e.g. the product of charge and parity) are usually conserved
but sometimes the conservation is violated.

The study of conserved quantities received a large impulse by the demonstration by Emmy Noether

that, when describing a system through the hamiltonian formalism, any symmetry of the hamiltonian
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Figure 2.1: Livingston Plot: equivalent beam energy of colliders versus the year of their introduction, for
(a) Hadron Machines and (b) for Lepton Machines. The figures are taken from Ref. [3]

(hence of the system) results in a conserved quantity. Group theory became a fundamental tool for
studying the classification of elementary particles and their interactions through the study of the symme-
try of particular groups such as the Unitary and the Special Unitary groups, whose matrix representation
are particularly apt for studying hermitians operators such as the Hamiltonian: a detailed review of group
theory, including a discussion of the (Special) Unitary groups, can be found in [53] in Italian, while a brief
review in English can be found in [52] This fundamental result, once extended to quantum mechanical
systems and for both continuum and discrete symmetries, permitted to study experimentally conserved
quantities in terms of symmetries of the hamiltonian describing the particle. For example, Heisenberg
himself proposed to formalize proton and neutron physics in terms of two states of a single particle called
“nucleon”, and characterized by a symmetry (“isospin” symmetry) with respect to rotation in the space
defined by the two states. The short range nuclear interaction would be, in this framework, explained by

the exchange of a massive mediator identified with the pion.

A classification based on isospin was set up also by Gell-Mann and Ne’eman for mesons and baryons
(collectively called hadrons). Some particles characterized by large masses and large pair production
cross section had been found to have lifetimes far larger than the ones forecast in case they were nuclear
resonances: they are produced via strong interactions, but decay weakly. After postulating the existence
of a new quantum number (“strangeness”), those particle have been grouped in multiplets based on
isospin and strangeness. Furthermore, an empirical relationship has been identified by Gell-Mann and

Nishijima, that links the electric charge @, the third component of the isospin, I3, and the hypercharge



Y defined as the sum of baryonic number' and strangeness:

Q:Ig—i—%Y (2.1)

When building the isospin octets for particles of the same spin and parity, one would expect to have
in each multiplet particles with the exact same mass: experimentally, though, the particles that constitute
the various multiplets (respectively: Kaons and pions; neutron, proton, ¥, =) differ by 130-150 MeV. This

is a sign that the isospin symmetry for hadrons is only an approximate one.

Following this realization, a fundamental representation for the hadron multiplets was proposed by
Gell-Mann and Zweig in terms of a triplet of spin 1 particles called “quarks”, together with the conjugate
representation (triplet of “antiquarks”). This classification sets the ground for introducing the so-called

“flavour” symmetry, described via the corresponding SU (3) fiqvour group.

An additional symmetry (and the corresponding quantum number, called “colour”) is the one de-
scribed by the SU(3)..10ur group, and has been introduced to explain the symmetricity of the total wave
function of some observed identical fermions characterized by a symmetric total wave function, in con-

tradiction with the Pauli exclusion principle.

In this framework, quarks are represented by complex three-vectors, and are assigned a colour
quantum number that can assume three values, usually referred to as “Red”, “Green”, “Blue”. Antiquarks
have the corresponding anticolours (“Antired”, “Antigreen”, “Antiblue”). The interactions between quarks
happen as a result of the exchange of eight colour field bosons, called gluons, that correspond to the
eight generators of the SU(3)..i0ur group. The theory was originally developed for ground states (states
with orbital angular momentum [ = 0), but has been shown to work as well for the categorization of the

hundreds of multiquark excited states that have been discovered in the decades.

Until the late 60s, quarks were thought to as mostly a mathematical construct (even by Gell-Mann
himself), although in the 50s the experiments with electron scattering performed by Hofstader showed
that the proton has an anomalous magnetic structure [54]: the beam energy was unfortunately too small
to resolve the proton structure, but later experiments were able to confirm that the proton has internal

structure.

The simple parton model, in which nucleons are constituted by three charged quarks (partons) ac-
counting for the whole momentum of the nucleon, was probed via further deep inelastic scattering exper-
iments, leading to the observation that the three partons account for only around 50% of the momentum
of the nucleon: the model was thus modified to take into account the momentum carried by the bosons
mediators of the strong force, the gluons. A more realistic picture takes into account also the fact that, in
time scales hidden by the Heisenberg indetermination principle, within the nucleon there is a continuous
production and annihilation of quark pairs: in this picture, the three partons are called “valence quarks”,

and the quarks resulting from pair production-annihilation are called “sea quarks”.

The baryonic number B is set to be 0 for mesons, +1 for baryons, and —1 for anti-baryons



2.2 The current picture

Currently, we model the world in terms of two types of particles [55]: the constituents of matter itself,
that may be called matter particles, and the interaction particles that explain the way in which matter
particles interact with each other.

Matter particles have spin 1, thus being fermions: they are divided into leptons and quarks, and the
ones known so far are globally distributed in three set scalled families.

Each family is constituted by two quarks and two leptons. The first family describes completely
the ordinary matter (the matter that can be experienced by human beings without any instrument): the
elements of the other two families have intra-family relationships that mimic the ones of the first family.
The first family is constituted by one quark with have electrical charge Q@ = +§, thus being called up
quark, and by another with @@ = —%, called down quark. One lepton has electrical charge Q@ = —1 and
is called electron (actually, in this manuscript electrical charge is expressed by purposefully setting the
unitary charge to be that of the electron, which is a physics constant denoted by e [56]) whereas the
other is electrically neutral (@ = 0) and is called neutrino.

As mentioned, the other two families mimic the structure of the first family, being characterized by
one up type quark, one down type quark, one electron-like lepton and one neutrino. Each element is
heavier than the corresponding element of the previous family, and has same electrical charge. Each
family differs from the other by the increasing mass of the corresponding constituents.

Experimentally, the last family (the one made up by the heaviest constituents) is the one that dif-
ferentiates itself the most from the other ones. The up-type quark of the third family, called top quark,
decays by electroweak interaction before having the time to fragment via strong interaction. The down-
type quark of the third family, called bottom quark still fragments, but due to its mass has a lifetime long
enough that its experimental signature at a collider includes fragmentation products that come from a
different point than the main collision vertex. The electron-like lepton, called tau lepton, decays mainly
into hadrons, on the contrary of electron and muon.

As mentioned in the previous section, each quark have a colour quantum number, that can assume
three values, bringing the actual number of quarks belonging to each family to six.

For each of the forementioned particles, an antiparticle with opposite electrical charge is also part of
the family.

The interaction particles are tightly liked to the elementary interactions. Leaving the gravitational
interaction aside (because it has not been successfully described by a field theory yet, and because
anyways it is too weak to have any experimentally detectable effect in high energy collisions), all the
interactions involved in particle physics are described as being mediated by the exchange of an inter-
mediate particle, called force carrier, that happens to be a boson with spin 1. The photon, denoted by ~,
is the mediator of the electromagnetic interaction; the eight gluons are the mediators of the strong inter-
action among quarks; and the three weak bosons, W+ and Z, are the mediators of the weak interaction
responsible of g decays.

Finally, the recently discovered Higgs boson (with has spin 0, on the contrary of the forementioned

10



weak bosons), is the expression of the mechanism that confers mass to all elementary particles.

Neutrino were generally thought to be massless, until recent experiments confirmed that they are
subject to flavour oscillation. Nevertheless, there are models that explain neutrino oscillations by allowing
neutrinos to be massless: in such models, the oscillation would be generated by torsion of the tensor

structure of the space-time [57].

2.3 The Standard Model in a nutshell

Formally, the Standard Model is a gauge field theory based on the SU(3)¢c x SU(2); x U(1)y group,
that is composed by the SU(3)¢ group, that is the symmetry group governing the strong interactions,
and by the SU(2), x U(1)y group, that governs the electroweak interactions. The group governing the
electromagnetic interactions, U(1)..,, is formally a subgroup of SU(2) x U(1)y.

The range of each interaction is governed by the mass of the mediator: the electromagnetic inter-
action has infinite range, being mediated by the massless photon; the weak interaction has a range of
about 108 m, that corresponds to a mediator boson mass of ~ 100 GeV (which is indeed the mass
range of the weak bosons); the strong interaction should have an infinite range, being mediated by the
massless gluons, but has instead a range of about 10~ m, due to a phaenomenon called confinement.
This is a consequence of the colour structure of the quark sector: when separating two colour-charged
particles, the colour fields between them favours the creation of a new particle-antiparticle pair in a
short interaction with the originating particles instead of a long range interaction between the two parent
particles.

However, the strength of the strong interaction is governed by the size of the strong coupling constant
as, that varies from ~ 1 at low energies to 0 in the infinite energy limit. This implies that when quarks are
observed at (infinitely) large energies (or equivalently at infinitely short distances) they behave as free
particles, and is particularly relevant in modern particle colliders: in fact, the energies and the ranges
involved in proton-proton collisions at energies of the order of the TeV permit to treat the quarks as free
particles, not bound into hadrons.

The strength of the electromagnetic interaction is governed by the size of the electron charge, which
is the electromagnetic coupling constant and can be equivalently expressed as « = % At low energies,
o~ ﬁ The strength of the weak interactions, at energies much lower than the mediator boson mass,
is governed by the Fermi constant G ~ 1075 GeV 2.

The gauge sector of the SM is characterized by three massive weak gauge bosons, and by one
massless electromagnetic gauge boson. The mass of the weak boson implies that SU(2);, x U(1)y is
not a symmetry of the vacuum, and therefore that it must be broken. The masslessness of the photon
implies instead that U(1).,, is a symmetry of the vacuum, and therefore it must be present after having

broken the SU(2);, x U(1)y one. For these reasons, the spontaneous symmetry breaking in the SM is

SU(3)e x SU@2), x U(L)y — SUB3)e X U(L)em (2.2)

11



The symmetry is thought to be broken through a mechanims called Higgs mechanism, which gener-
ates the masses of the massive weak gauge bosons and of the fermions through their interaction with a
new field, called Higgs field. The Higgs field is described by a spin-0 boson, the Higgs boson, that has
been discovered recently at the LHC by the CMS and ATLAS collaborations.

As a historical remark, the Higgs mechanism has been theoretized by six physicists in the ’60s:
Brout, Englert, Guralnik, Hagen, Higgs, and Kibble. Since that time, the mechanism has been uniquely
known and named after Peter Higgs. Only during the frenetic months before the experimental discovery,
when hints that the discovery was close were already in the air, the issue of the full attribution of the
“Higgs mechanism” was raised among the scientific community, leading to the forceful replacement of
Higgs boson with BEH boson or the scalar boson in conference talks and proceedings. The author of
this manuscript strongly thinks that, while the issue of attribution is a delicate one and must be settled in
a fair way, it does not make any real sense to change a five-decades-long unanimous nomenclature; he
also points out that, once the hype of the discovery settled out, the scientific community spontaneously
resettled on calling the particle Higgs boson in articles and conferences. For these reasons, in this
manuscript Higgs bosons are called Higgs bosons, and not BEH bosons or “the scalar bosons”.

The lagrangian of the Standard Model of particle physics, and the Higgs mechanism, are beyond the
scope of the current work. The interested reader can find a thorough description in Ref. [55]. The Higgs

mechanism is especially examined in the wonderful review by Abdelhak Djouadi [58].

2.4 Extending the Standard Model

2.4.1 Introducing the Two-Higgs Doublet Models

There are many ways of extending the SM. The most immediate one consists in adding scalar doublets
and singlets: extensions characterized by two doublets, generically called Two-Higgs Doublet Models
(2HDM) are well motivated [1, 59]. In SUSY reference models (for example in the MSSM [24, 25, 26,
27, 28, 29, 30, 31]), the existence of a fermion/boson symmetry is postulated, leading each particle to
have a partner with spin differing by half integer (hence turning fermions into bosons and vice versa):
due to the chirality multiplet structure of such models, two doublets are needed in order to give mass
to quarks with both charge % and —%, and in order to have anomalies cancellation. Axion models (for
example in the Peccei-Quinn model), exhibit CP-violation in Locp, that is known from experiments to
be very small [1]: the CP-violation present in the theory can be eliminated if Locp has U(1) symmetry,
which requires two doublets. Although many axion models have been ruled out, this mechanism is
characteristic also of effective low-energy limits, that have not been ruled out yet. Furthermore, baryon
asymmetry is unexplained in the SM, and it can be generated (with a size sufficient to give origin to
the present asymmetry) in 2HDM, because of the flexible mass spectrum and the additional sources of
CP violation provided by such models. Neutrino oscillations and the presence of dark matter constitute
additional problems that can be solved via the introduction of an additional doublet in the SM. Finally,

2HDMs exhibit a rich vacuum structure, and various scalar potentials can be explored, leading to probing
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even situations with charge-violating minima.

2.4.2 Building the 2HDM potential

In order to build the 2HDM potential, it is enough to add one scalar doublet to the Standard Model:
no additional symmetries are imposed, which excludes the 2HDM from being cathegorized as a SUSY
model. As mentioned above, though, it is worth to note that by converse SUSY models are usually
characterized by two doublets. The most general Higgs potential is characterized by fourteen param-
eters, yielding many possibilities for the minima (CP-conserving, CP-violating, charge-violating, and so
on). Some of these parameters can be rotated away via phase transformations, whereas others have
physical implications.

When discussing 2HDM models, it is important to keep in mind that the results usually depend on a
few simplifying assumptions that are often made. First of all, it is assumed that CP is not spontaneously
broken, and that CP is conserved in the Higgs sector: this is necessary in order to be able to distinguish
between scalars and pseudoscalars. This leads to the simplified potential for the doublets ®; and &,

each with hypercharge +1
Varrpar = m2, ®1®; + m2,0}d, — [mg@{% v hc}
+%>\1 (@1@1)2 + %)\2 (@3@2)2
s (@{cbl) (@5%) W (qﬂl%) (@5@1) (2.3)
1 2
+§)\5 [(@{@2) + h.c.}
+{ o (@]@1) + ae(@hos )| (@] @2) + b}

A further simplification is made, that the quartic terms that are odd in either of the doublets can be

canceled via discrete symmetries. This leads to the final form of the simplified potential for the 2HDM
Varrpar = m3,®1®; + m2, 050, — [mfz@{@z + h.c.}
1 2 1 2
(i) + s olo)
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The minimization of this potential in a given region of parameter space yields two vacuum expectation

values

0

(@1,2)0 = | vy (2.5)

V2
where the two complex scalar SU(2) doublets can be described by eight fields

b1y

(1)172 = (v1,24+p1,2+in1,2) (26)
V2
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The application of the spontaneous symmetry breaking mechanism to this potential results in three
degrees of freedom (three fields) “eaten” to give mass to the W+ and Z° gauge bosons. The Higgs sector

is characterized by five physical scalar Higgs fields: two neutral scalars (h,H), two charged scalars (H*),

one pseudoscalar (A).
The mass terms of the lagrangian for the charged scalars are of the form

Vo . +
! ) (‘bl ) (2.7)

v1

o3

v1

The zero eigenvaleue corresponds to the charged Goldstone boson that results in the massive W=.

Writing the mass term for the physical charged Higgs bosons results in their masses to be expressed as
(2.8)
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The mass term for the pseudoscalars can be expressed as
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that can be expressed in terms of the physical pseudoscalar, yielding a mass
(2.10)
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It has to be noted that in case m?, = 0 and A5 = 0, then the physical pseudoscalar is massless.

Furthermore, in that limit, an additional U(1) global symmetry is broken.

For the neutral scalars the mass term has the form
—m%z + A345v102

(m) (2.11)

2 v 2
miy® + Aug
P2

Epmass = - (pla 02)
—m3y + A3450102 m%g% + Aov3
where \345 := A3 + M + A5. This mass-squared matrix can be diagonalized, and an angle « can
be defined to be the rotation angle that performs the diagonalization. The charged scalars and pseu-

doscalar mass-squared matrices can be diagonalized as well via an additional rotation angle g, which is

related to the vacuum expectation values through its tangent
(2.12)

v
tanB = cl
U1

The two angular parameters a and § determine the interactions of the five Higgs fields with the vector

bosons and (given the fermion masses) the fermions. The Yukawa couplings of, e.g., the Q@ = —% quarks

are
(2.13)

Ly = yab;j®1 + yi i o
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where i, j are generation indexes. The corresponding mass matrix is

My =yt 2L 42 2 2.14
J yzj\/i y“\/? ( )

In the SM, the diagonalization of the mass matrix yields automatically the diagonalization of the
Yukawa interactions. In 2HDMs, instead, in general 3! and y? are not simultaneously diagonalizable,
and consequently the Yukawa couplings are not in general flavour-diagonal. This implies that there will
be tree-level flavour-changing neutral currents (FCNCs) with implications that are phenomenologically
problematic (e.g. K — K tree level mixing with an exchanged 10 TeV scalar). In order to avoid these
tree-level FCNCs, the Paschos-Glashow-Weinberg theorem can be exploited: this theorem states that
a necessary and sufficient condition for the absence of tree-level FCNCs is that all fermions of a given
charge and helicity transform according to the same irreducible representation of SU(2), correspond
to the same eigenvalue of 75, and that a basis exists in which they receive their contributions in the
mass matrix from a single source. In layman’s terms, this means that FCNCs are avoided if all fermions
with the same quantum numbers (i.e. the ones that are capable of mixing) couple to the same Higgs

multiplet. In 2HDMs, it is possible to satisfy the Paschos-Glashow-Weinberg theorem in two ways:

¢ all quarks couple to just one of the Higgs doublets (conventionally ®5). This situation is denoted
as Type | 2HDM;

e the Q = 2 RH quarks couple to one Higgs doublet (conventionally ®,), and the @ = —1 RH quarks
couple to the other (®,). This situation is denoted as Type Il 2HDM,;

In order to realize these conditions, it is necessary, in case of the Type | 2HDMs, to introduce a
d; — —&, discrete symmetry. In case of the Type Il 2HDMs, it is necessary to introduce instead a
®; — —®4, db, — —di, discrete symmetry. It is worth to note that Peccei-Quinn and SUSY models (e.g.
MSSM) have the same Yukawa couplings as the Type Il 2HDMs, but in order to satisfy the Paschos-

Glashow-Weinberg theorem continuous symmetries are introduced, instead of discrete ones.

The picture is further complicated by noting that Type | and Il 2HDMs are defined by assuming
that right-handed leptons behave and couple in the same way as d';s: the Paschos-Glashow-Weinberg

theorem then yields two more possibilities, illustrated in Table 2.1, taken from Ref. [1].

Table 2.1: Models which lead to natural flavour conservation. The superscript / stands for the generation
of the quark and leptons. By convention, u’, always couples to ®». This table is taken from Ref. [1].

Model urt dpi epi
Type | @2 CDQ @2
Type ] P, [0 D,
Lepton-specific &5 &y Py
Flipped P P Dy
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2.4.3 The MSSM

The MSSM aims to be the minimal (i.e. most general) SUSY model that can be built [60]. Itis constituted
by the Standard Model and by the minimal particle content that is needed to be added in order to feature
the breaking of a super-symmetry.

Gauge bosons are promoted to multiplets. Quarks and leptons are promoted to chiral supermulti-
plets, but in order to do so it is first necessary to charge-conjugate the right-handed fields in order to have
all fields described as left-handed Weil spinors. The Higgs sector is analogous to the 2HDM, and the
lightest neutral Higgs is predicted to have a mass myo < mz. However, one-loop level effects modify this
prediction (that would have already ruled out experimentally) by pushing the lightest neutral Higgs boson
mass to about 130 GeV (for a scalar top mass of up to 1 TeV), which is compatible with the observed
Higgs boson 2 (125). Taking into account these experimentally-driven developments, the Higgs sector of
the MSSM can be described, after including the one-loop corrections, by only two parameters [60]: one
of them is normally the ratio of the v.e.v.s, tan, and the other can be the mass of the charged Higgs
boson. Furthermore, to a good approximation, the Higgs sector of the MSSM can still be described by
two parameters even when the full set of radiative corrections to the Higgs masses at the two—loop level
is included, as demonstrated in Ref. [61].

Overall, apart from the Higgs sector, the full MSSM still needs many parameters to be fixed in order
to obtain an experimentally testable scenario. The main benchmark scenarios relevant to experimental
searches at the LHC are described in Ref. [11], and probed in Sec. 6 and Sec. 6, although the searches
object of this manuscript aim to be as model independent as permitted by each final state that has been

investigated.

2.4.4 Main charged Higgs productions modes

The most prominent production mechanism for the search of a charged Higgs is the one related with top
quark physics, as mentioned. When the charged Higgs is lighter than the top quark mass, mg+ < (m —
my, ), the charged Higgs is produced within the top quark decay, where a W boson is substituted by the
charged Higgs boson. When the charged Higgs is heavier than the top quark mass, my+ > (my—my), it
is produced in association with a top quark, and sometimes a bottom quark. This production mechanism
is discussed in Sec. 7.1.

A charged Higgs boson can also be produced in the frame of vector boson fusion or decay. Cascade
decays of a MSSM heavy neutral Higgs decaying into a charged Higgs and a W boson have been
studied recently by the ATLAS Collaboration [62]

Vector boson fusion, in which a W boson and a Z boson from the beam fuse into a charged Higgs
boson, have been recently studied as well by the ATLAS Collaboration [63]. This production mechanism
and subsequent decay mode is particularly interesting because it is possible to intepret it in the frame-
work of the Georgi-Machacek triplet model [64, 65] in terms of fraction of m%, and m% generated by the
triplet vacuum expectation value (fraction which is proportional to the charged Higgs cross section and
width).
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2.4.5 Phenomenology of the tau lepton

In most MSSM scenarios, the dominant decay mode for a charged Higgs boson with mass my+ <
(my —myp) is to a tau lepton and a neutrino. This decay mode is also the second-dominant decay mode
for a heavy charged Higgs boson, my+ > (my — my), surpassed only by the decay into a top and a
bottom quark. The phenomenology of the tau lepton can thus be exploited in order to achieve a good
discrimination power between Standard Model events and events characterized by a charged Higgs
boson decaying into a tau lepton and a neutrino.

The hadronic decay of the tau lepton is dominated by the 1-prong decay mode [66, 67] (i.e. the decay
mode with one charged partic le as decay product, plus some neutrals), that accounts alone for 50%
of the full tau decay width (being 65% the decay width into hadrons). In that decay, the center-of-mass
angular distribution of the decay depends on the polarization of the tau lepton: for the decays into a pion

or into a vector meson v (p or ay),

1 dFvL T %m72'7 m(21
1+ Prcost)— = 1+ Prcost 2.1
(14 Preos )FU dcosd  m?2+ Qm%( cost) (2.15)

1, 1
I, dcos® 2

Here, L and T denote the longitudinal and transverse polarization states for the vector meson. One
can then write the expression for the fraction of the tau momentum carried by the decay meson, in the

collinear approximation in which p, >> m.,

L0t cost) + TR0 cost (2.16)
x—§( +cos)+2m(—cos) .

2

Taus coming from the decay of a charged Higgs boson maintain its polarization, i.e. P, = 1, whereas
SM background processes exhibit taus with P, = —1, and fake taus from misidentified jets have no
preferentiality. From Egs. 2.15, 2.16 it can be seen easily that the positive polarization contribution
comes from pions and longitudinally polarized vector mesons, whereas the negative tau polarization
component comes from transversally polarized vector mesons.

The longitudinal and transverse polarization states for vector mesons have an interesting charac-
teristic, though: the transversally polarized p7 and a7 decay favouring an even sharing of momentum
among their decay pions, whereas the longitudinally polarized p;, and a1, decay favouring a very uneven
distribution: the charged pion carries either very little, or most of the momentum.

Consequently, variables like

R, = P=* (2.17)
Pr—jet

that are defined between 0 and 1, are expected to exhibit a broad peak in the middle for background
processes, including jets misidentified as taus, and to be peaked at either 0 or 1 for a charged Higgs
signal process [66].

However, the peak near 0 is not detectable, because tau reconstruction at CMS operates a minimum
cut on the transverse momentum of the charged tracks for tau identification (1 GeV, see Sec. 3.4): the

distribution for the signal is then expected to peak only at 1.
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Among the background processes, the one with taus coming from top quark pair decays are expected
to have the broad peak in the middle of the distribution, corresponding to the negative polarizations of
the tau, as well as a peak at 1, corresponding to the positive polarization of the tau, that is still present
(although not dominant) in tt decays.

This variable, R, is exploited in Chap. 6 and Chap. 6 for separating the charged Higgs signal from
the SM backgrounds.
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Chapter 3

From the accelerator to the laptop

3.1 The LHC and the CMS detector

This thesis makes use of an experimental setup constituted by a proton-proton collider machine and a
detector covering almost all the solid angle around the collision point.

Protons are accelerated and brought to collision by the Large Hadron Collider (LHC), located outside
Geneva (Switzerland) and spanning the Swiss-French border. Protons are accelerated in smaller linear
and cyclical accelerators before being injected into the LHC, into two different beams circulating in
opposite directions through the ring. The protons are brought to collision at four spots along the LHC
by intersecating the beams. Surrounding one of these spots is the Compact Muon Solenoid (CMS)
detector, which consists of multiple subsystems which work together to identify signatures of different

types of particles.

3.2 Large Hadron Collider

A full description of the LHC can be found in [68]; in this section, its main structure is briefly outlined.
The LHC is a two-ring superconducting synchrotron designed to collide particles at high energy and
high luminosity. It sits in a 26.7 km tunnel located 45—170 m underneath the Swiss-French countryside
outside of Geneva, Switzerland. The LHC can produce collisions with either protons or heavier ions. This
leads to three possible operational modes, proton-proton, ion-ion, and proton-ion. The production of top
quarks and possibly of charged Higgs bosons can be probed with great precision in the proton-proton
mode, which is consequently the only mode discussed in this thesis.

The LHC was designed to accelerate protons to an energy of 7 TeV and collide them at a center—
of-mass energy (1/s) of 14 TeV. The protons are brought to a collision at four points along the LHC
beam line. Surrounding two of these interaction points sit the general purpose detectors labelled CMS
and A Toroidal LHC ApparatuS (ATLAS). These detectors are designed to record collisions at the high-
est instantaneous luminosity the LHC can supply: the design value for the instantaneous luminosity is

10%* ecm~2 s~!. The other interaction points are surrounded by the special purpose detectors Large
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Hadron Collider beauty experiment (LHCb) and A Large lon Collider Experiment (ALICE) and are de-
signed to have instantaneous luminosities of 2 x 102 cm~2 s~! and 10?" cm~2 s~!, respectively. This
thesis takes into account only data collected by the CMS detector.

The acceleration of protons to their final energy of 7 TeV is done in series of steps employing smaller
accelerators located on the Conseil Europeen pour la Recherche Nucleaire (CERN) site. The protons
originate in the linear accelerator Linac2, which accelerates them to an energy of 50 MeV. From there,
they are passed through a series of synchrotron accelerators: the Proton Synchrotron Booster, the
Proton Synchrotron, and the Super Proton Synchrotron, with their energy raised to 1.4 GeV, 25 GeV,
and 450 GeV, respectively. After passing through the Super Proton Synchrotron the protons are injected
into the LHC. According to the design specification, the LHC should finally accelerate the protons to their
final design energy of 7 TeV, however only an energy of 6.5 TeV has been achieved so far.

The beams are designed to contain proton bunches spaced such that collisions at the interaction
points occur every 25 ns. The LHC can hold a total of 2,808 bunches; in some places it is designed
to have gaps larger than 25 ns between bunches to allow for dumping of the beam without harming
the LHC. Each 25 ns time window is referred to as a bunch crossing window, whether there are proton
bunches colliding in CMS or not. The time resolution of the detector is larger than the time the bunches
takes to cross by O(1) ns: as a consequence, each collision between the proton bunches can result in
more than one proton-proton collision. This results in CMS seeing numerous proton-proton collisions
overlaid on one another. At collision, the bunches have a longitudinal length of 9 cm and radius of
20 pm [56], both numbers are RMS values. This results in the collisions in a bunch crossing being
spread over a time period of a few tenths of a nanosecond.

The commissioning of the LHC saw it run at progressively higher energies building towards the design
energy. In 2008, the LHC ran at /s = 900 GeV and for a short period at 2.36 TeV. Then after further
work on the LHC, the center—of-mass energy was raised to 7 TeV for both 2010 and 2011 and then to
8 TeV in 2012. This manuscript only covers the data collected at 7 and 8 TeV in 2011 and 2012. It is
planned to raise the center—of—-mass energy to its design goal of 14 TeV through additional work on the
LHC and the injector system. At the time of writing of this manuscript, the LHC has started running at a
center—of-mass energy of 13 TeV, and will keep doing so for about one more year.

Similarly, the instantaneous luminosity was ramped up during the commissioning phase. In 2010,
the maximum instantaneous luminosity achieved [69, 70, 71] was 2.1 x 1032 cm~2 s~! and in 2011 it
was 3.5 x 10?3 cm~2 s~! During the 2012 running, the maximum instantaneous luminosity reached was
7.7 x 1033 cm~2 s~!. The spacing between the collisions in CMS has been of 50 ns in 2011 and 2012
collisions. At 13 TeV, after a first test run of about 100 pb~! that has been performed with a spacing of

50 ns, the accelerator is being run with a 25 ns bunch spacing.

3.3 Compact Muon Solenoid

The CMS detector is built around one of the interaction points of the LHC. A full description of CMS be

found in references [72, 73].
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Figure 3.1: Cross-sectional view in r-z of a quarter of the CMS detector. Protons enter CMS along the
bottom of the figure and are brought to a collision in the bottom right corner. The inner silicon tracker
is in the bottom right in green. The electromagnetic calorimeter and hadronic calorimeter are outside of
the silicon tracker in light gray and yellow, respectively. The muon detectors are located on the outside
of the detector and are in blue.

CMS was designed to be a general purpose detector that would have sensitivity to a wide range of
physics. The central feature of CMS is a superconducting solenoid magnet with a 6 m diameter and
13 m length that provides a 3.8 T magnetic field. The return field from the solenoid is powerful enough
to saturate 1.5 m of steel, which is used to guide the return magnetic field. CMS has a cylindrical shape
with an onion like design where inner subdetectors are nested inside of outer ones. From inside out,
these subdetectors are an all silicon tracker, an electromagnetic calorimeter, a hadronic calorimeter,
the magnet, and finally the muon system. Figure 3.1 shows a cross-sectional quarter view of the CMS
detector. The signatures of SM particles in CMS are shown in Fig. 3.2.

CMS employs a right handed coordinate system with the x-axis pointing to the center of the LHC
ring, the y-axis pointing vertically upward, and thus making the z-axis be along the beam line pointing
in the counter-clockwise direction if looking at the LHC from above. The azimuthal angle ¢ is defined
relative to the z-axis. The variable pseudorapidity 7 is defined as n = — In [tan (/2)]. The polar angle ¢

is defined relative to the x-axis, meaning that vertically upward (downward) has a ¢ value of /2 (—=/2).

3.3.1 Subdetectors

The innermost part of CMS is an all silicon tracker. Closest to the interaction point are pixel detectors
with three barrel layers and two endcap disks, totaling 1,440 modules. Outside of this are strip detectors

with ten barrel layers and twelve endcap disks. The tracker extends up to a pseudorapidity range of
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Figure 3.2: A drawing of a r-¢ cross section of CMS at n=0 along with the expected interactions of SM
particles as they propagate through CMS. Shown are a muon as solid line in light blue, an electron as
solid line in red, a charged hadron as a solid line in green, a neutral hadron as a dashed green line, and
a photon as a dashed line in dark blue.

2.5 with the resolution on track pr being approximately 1.5% for a 100 GeV/c particle at |n| = 1.6 and
growing larger at high |n| due to the bending lever arm. Both the strips and the pixels have an analog
readout of the deposited charge with a maximum readout of roughly three times the charge expected
to be deposited by a muon. Charge from particles traversing the inner tracker is expected to be spread
out among multiple sensors in the same layer (of pixels or strips), allowing the position of the particle to
be calculated more precisely than simply the center of the sensor. The charge sharing also allows the
possibility to identify hits where two particles have overlapped.

Outside of the inner tracker is the calorimeter. The purpose of the calorimeter is to measure the
energy of particles and aid in their identification by stopping particles at different points in the calorime-
ter. The calorimeter is split into an inner electromagnetic calorimeter (ECAL) and an outer hadronic
calorimeter (HCAL). The ECAL is made of 75,848 lead tungstate (PbWW,) crystals split between the
barrel and endcap. As particles lose energy in the ECAL the crystals emit scintillation light which is
collected by photodetectors. The HCAL consists of plates of brass absorbers interleaved with scintillator
detectors. Electrons and photons are likely to stop in the ECAL where they deposit all of their energies.
Hadrons, electrically charged or neutral, will deposit some energy in the ECAL but will deposit most in
the HCAL where they are very likely to come to a rest. High-momentum muons will deposit of the order
of two GeV of energy in the calorimeter and are generally the only charged SM particles that are able to
exit the calorimeter.

The outermost part of the detector is the muon system [74] which is split into three parts: Cathode
Strip Chambers (CSC), Drift Tubes (DT), and Resistive Plate Chambers (RPC). The CSC cover the
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forward part of the detector with |5| > 0.9 while the DT and the RPC cover the barrel portion extending
up to |n| of 1.2 and 1.6, respectively. The muon system consists of four stations of chambers with
the steel for the magnet return yoke located between the stations. The magnet return yoke provides a
magnetic field in the muon system.

The CSC chambers have a trapezoidal shape with six layers of cathode strips and anode wires
arranged in a nearly orthogonal pattern. The strips run radially away from the beam line and measure
the ¢ of hits while the wires measure the radial position of hits. The cathode strips are segmented
so that charge that collects on them will be spread over multiple strips. The amount of charge on the
strips is read out every 50 ns. A precise measurement of the ¢ location of the hit can be made by
charge interpolation of adjacent strips. Charge collected on the wires is passed to a constant fraction
discriminator which outputs a 40 ns pulse. The pulse is sampled every 25 ns and this sampling is
readout. The CSCs are laid out with four stations with increasing = from the interaction point and rings
of increasing radial distance from the beam line.

Each DT chamber has two or three superlayers which themselves are composed of four layers of drift
cells which are staggered by half a cell. Each cell reads out a time measurement. The ensemble of time
measurements can be converted into a position measurement and time of particle passage. All of the
DT chambers have two superlayers oriented parallel to the beam line, these superlayers measure the
position of particles in the » — ¢ plane. The three inner stations additionally have a superlayer running
perpendicular to the beam line to measure the position of particles in the r — z plane.

The RPC chambers are gaseous parallel plate detectors that can provide a time resolution of 2 ns,
which is much smaller than the design LHC bunch spacing of 25 ns allowing for a very high efficiency
to correctly tag hits with the correct bunch crossing. The spatial resolution is sufficient to be able to

associate RPC hits with hits from the other muon subdetectors.

3.3.2 Trigger and Computing

The rate of bunch crossings, or events, inside of CMS is too large for all of them to be readout and stored
offline. To deal with this, CMS employs a two level trigger that selects interesting events online. The level
one (L1) trigger must reduce the rate of events readout to less than 100 kHz in less than 4 us requiring a
completely electronics based approach. Events are selected by a variety of algorithms but most of them
look for a high momentum track in the muon system, large amount of energy in the ECAL or HCAL, or
a combination of these. Multi-object triggers are specifically important for the isolation of new physics
signals, that often result in complex final states that can be separated from some SM processes already
at trigger level. Signals from these systems trigger the readout of data from the entire detector through
the data acquisition system.

As the LHC was designed to operate with 25 ns bunch spacing, many of the subsystems, the tracker
especially, only readout the data in the 25 ns window associated with the event. This means that triggers

that pre- or post-fire will not contain much of the data from the event.

Once the data are readout by the data acquisition system after an L1 trigger, it is passed to a comput-
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ing farm located above CMS. The next step in the trigger, the High Level Trigger (HLT), then runs on the
computing farm. The HLT must reduce the number of events to a few hundred Hertz. The HLT is split into
two different phases, Level 2 (L2), and Level 3 (L3). The L2 step is mostly concerned with confirming the
L1 decision using more robust algorithms, the detector finest granularity, and reducing the rate so that
more complex and time consuming reconstruction can be performed in the L3 step within the time re-
strictions. The L3 step reconstructs tracks in the inner silicon tracker and match them to objects in other
parts of the detector, such as tracks found in the muon system or energy deposits in the electromagnetic
calorimeter. This permits to identify electrons and muons at HLT with efficiencies above 90% for trans-
verse momenta of about 20-30 GeV, which are the typical lower thresholds used in the analyses which
are part of this manuscript. Those analyses rely heavily on top quark pair decay topologies involving
light leptons: because of this reason, the performance of triggers based on jet and missing transverse
energy, as well as that of “cross-object” triggers, is not crucial. Cross-object triggers are triggers that
use more than one physics object for triggering, and are often used in searches for rarer topologies that
are involved in the decay of supersymmetric particles. The search for a charged Higgs boson in the fully
hadronic final state, described in App. B, actually makes use of a cross tau/missing transverse energy
trigger, because of the pecularities of the all-hadronic final state, but only the statistical treatment of the
results pertains to this manuscript.

The CMS HLT, being composed of all the single-object triggers and the cross-object triggers, is
characterized by a wide variety of different signatures that are searched for; if any are found, the data
are passed to computers located at CERN and throughout the world for storage and further analysis.

CMS maintains a software package, CMSSW, which is responsible for taking the raw data readout
from CMS, and reconstructing what was happening in the event. This includes applying calibration
constants, finding tracks, and identifying particles. The package includes the implementation of the HIT
as well. After this reconstruction, the data size is at the scale of petabytes, which is too large for offline
analyzers to run over frequently. To deal with this skims of the data are produced, dropping lower level
quantities and selecting only events that a particular analysis is interested in studying.

CMSSW is also tasked with simulating how particles, coming from both SM processes and new
physics, would interact with the detector so that this can be used to compare against data. A few steps
are performed before the simulation has the same format as data readout from the detector, at that point
it follows the same chain as data. The first step is the simulation of the proton-proton collision and the
particles that are created from it; the detector is not used at all in this step. The simulation is done by
separate event generators, such as PYTHIA [75] or ISAJET [76], which then provide a list of final-state
particles to be used in the next step. The simulation of how these particles will interact as they pass
through CMS is handled by the GEANT program [77]. Finally the behavior of the detector electronics,
including the L1 trigger, is handled by CMSSW. After this point, the simulation is handled the same as

data.
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3.4 The reconstruction of physics events

In the data collected during 2011, an average of 9 proton-proton interactions occurred per LHC bunch
crossing. During 2012, due to the increased instantaneous luminosity [78], the average number of
proton-proton interactions per LHC bunch crossing increased to around 21. To select the primary in-
teraction vertex, the squared sum of the transverse momenta of the charged particle tracks, > p%,
associated to each interaction vertex is calculated using a Kalman-Filter technique [79]. In the analyses
presented in this manuscript, the interaction vertex with the largest " p2 value is taken as the primary
interaction vertex in the event. The other pp collisions occurring in the same event are referred to as
pileup.

Events are reconstructed with the particle-flow (PF) algorithm [80, 81, 82], which combines informa-
tion from all sub-detectors to identify and reconstruct individual electrons, muons, photons, charged, and
neutral hadrons. Electrons are reconstructed from clusters of ECAL energy deposits matched to hits in
the silicon tracker [83]. The energy of electrons is determined from a combination of the electron mo-
mentum at the primary interaction vertex as determined by the tracker, the energy of the corresponding
ECAL cluster, and the energy sum of all bremsstrahlung photons spatially compatible with originating
from the electron track. The reconstruction efficiency and misidentification rate for electrons have been
estimated in internal documentation of the CMS collaboration, and vary between about 0.91 and 1.0 at 7
and 8 TeV.

Muons are reconstructed by performing a simultaneous global track fit to hits in the silicon tracker and
the muon system [84]. The energy of muons is obtained from the curvature of the corresponding track.
The energy of charged hadrons is determined from a combination of their momentum measured in the
tracker and the matching ECAL and HCAL energy deposits, corrected for zero-suppression effects and
for the response function of the calorimeters to hadronic showers. Finally, the energy of neutral hadrons
is obtained from the corresponding corrected ECAL and HCAL energy. The reconstruction efficiency and
misidentification rate for muon have been estimated in internal documentation of the CMS collaboration,
and vary between about 0.97 and 0.99 at 7 and 8 TeV.

The composite physics objects, such as jets, taus, and missing transverse energy are reconstructed

from these PF particles.

Jets are reconstructed from the PF candidate particles clustered by the anti-k; algorithm [85, 86] with
a size parameter of 0.5. Jet momentum is determined as the vectorial sum of all particle momenta in
the jet, and is found in the simulation to be within 5% to 10 % of the momentum of the corresponding jet
at generator level over the whole pr spectrum and detector acceptance. An offset correction is applied
to take into account the extra energy clustered in jets arising from additional proton-proton interactions
within the same bunch crossing. Jet energy corrections are derived from simulation, and are confirmed
with in situ measurements with the energy balance of dijet and photon+jet events [4]. The correction

factors are derived from the ratio of distributions as average correction factors binned in pt and 7.

Jet energy corrections are applied sequentially in a fixed order: first the L1-PileUp “offset” corrections

are applied: the goal is to remove from the jet the energy coming from pile-up events. This should
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remove any dependence on the luminosity (because the different pileup conditions would be already
accounted for by the correction). These offset corrections are determined from simulation using QCD
dijet events processed with and without adding pileup (see Sec. sec:sim for an overview of the way pileup
is simulated in MonteCarlo samples). Then L2-L3 MC-truth corrections are applied. Historically, these
were two different corrections, L2-Relative accounting for n dependence and L3-Absolute accounting
for pr dependence. These corrections are based on the simulation of QCD dijet samples and have the
purpose of making the response uniform in jet n and jet pr. Finally, only for data, the L2L3-Residuals
corrections are applied. Those are meant to correct for remaining small differences (of the order of ~ 1%)
between the jet response in data and MC. The L2-Residuals eta-dependent corrections are determined
with dijet events, relative to a jet of similar pr in a barrel reference region. These corrections include a
pr dependence of the jet energy scale relative to the jet energy scale of the barrel jet. The L3-Residuals
corrections act on the jet absolute scale, i.e. on its p; dependence. These corrections are determined,

for barrel jets, using Z (uu, ee)+jet, photon+jet, and multijet events, and are described in detail in Ref. [87]

In addition to the L7-Pileup corrections, pileup is dealt with at clustering level by using the so-called
charged hadron subtraction technique: this subtraction technique consistes in ignoring, when clustering

the jets, charged hadrons originating from pileup vertices, and is described in detail in Ref. [88].

Fig. 3.3, taken from Refs. [4, 5], shows the performance of the jet energy corrections in terms of the
uncertainty on the total jet energy scale for particle flow jets, for 7 TeV (a) and 8 TeV (b). Additional
selection criteria are applied to each event to remove spurious jet-like features originating from isolated

noise patterns in certain HCAL regions.

The pileup corrections described above had as a target the correction to the energy of jets that come
from the presente of pileup deposits clustered into the jet. A second effect of pileup is the presence
of jets that are entirely made of pileup deposits, and is accounted for by an identification algorithm.
In all analyses, jets originating from pileup interactions are removed by a multivariate jet identification
algorithm [89]. This algorithm expoits two classes of variables: vertexing related variables enable to
distinguish between charged particles coming from the primary vertex from the ones coming from pileup,
whereas shower-shape related variable enable to estimate the origin of deposits coming from neutral
particles. The latter, being neutral, cannot indeed be studied using vertexing related variables, because
of the absence of tracking information. All the variables are fed to a BDT algorithm (BDT algorithms are
described in Sec. 4.2) trained in different pseudorapidity regions in order to maximize the classification
performance with respect to the calorimeters and tracker performance, that vary with the pseudorapidity.

Jets from the hadronization of b quarks (b-tagged jets) are identified with the combined secondary
vertex algorithm [6, 90]. The algorithm is based on a likelihood-based discriminator which uses informa-
tion on reconstructed decay vertices of short-lived mesons and transverse impact parameter measure-
ments of charged particles. The act of setting a threshold on the discriminator fixes the performance
of the algorithm for that working point, in terms of probability of tagging a quark coming from a b quark
(b-tagging probability) and of probability of tagging a quark coming from a light quark, i.e. u, d, s, orc
(mis-tagging probability). In practice, the choice of a working point for the b-tagging discriminators starts

from deciding an acceptable mistag rate: this defines the cut on the discriminator, which in turn enables
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to retrieve the b-tagging efficiency for that working point. The performance of the b-tagging algorithm
used in the analyses included in this work is shown for the 7 TeV run in Fig. 3.4, with respect to the
misidentification probabilities for light jets and for cjets. The corresponding performance for 8 TeV is
similar, although it has not yet been released as a public plot. The difference in b-tagging efficiency
between data and simulation is corrected for by applying data-to-simulation scale factors dependent on

the jet momentum and pseudo-rapidity.

The missing transverse momentum vector 5SS is defined as the projection on the plane perpendicu-
lar to the beams of the negative vector sum of the momenta of all reconstructed PF particles associated
with the primary vertex in an event. Its magnitude is referred to as EFsS. The ETSS reconstruction
is improved by propagating the jet energy corrections to the reconstructed ET'sS: since the jet energy
corrections include corrections due to pileup, their propagation to ET'sS results in accounting for pileup
effects in the reconstruction of the EMss object. Further filter algorithms are applied to reject events with

anomalously large E'sS resulting from instrumental effects.

The “hadron-plus-strips” algorithm [7, 91] is used to reconstruct hadronically decaying = leptons.
The algorithm uses the constituents of the reconstructed jets to identify individual = decay modes with
one charged and up to two neutral pions, or three charged pions. The neutral pions are reconstructed
by clustering the reconstructed photons in narrow strips along the azimuthal angle direction taking into
account possible broadening of calorimeter depositions from photon conversions. The 7, candidates
compatible with electrons or muons are rejected. Jets originating from the hadronization of quarks
and gluons are suppressed by requiring that the 7, candidate is isolated as described below. The
7, identification efficiency depends on p7* and n™, and is on average 50 % for p7* > 20GeV with a

probability of approximately 1 % for hadronic jets to be misidentified as a 7.

Fig. 3.5, taken from Ref. [7], shows the performance of the 7, identification algorithms for the 8 TeV

run. The values for the 7 TeV run are similar.

Electrons and muons assumed to originate from W or Z boson decays or from 7 leptonic decays, as
well as hadronically decaying 7 leptons, are required to be isolated from other particles by considering
photon, neutral hadron, and charged hadron transverse momenta in a cone AR = /(A¢)? + (An)?,
where ¢ is the azimuthal angle and » the pseudorapidity, around the charged lepton candidate momen-

tum direction. The isolation for electrons, muons, and 7, is defined as:

I° = Z prT + max <07 Z pr + ZPT — Pneutral X Aeﬂ.) ) (31)

charged neut. hadr. o’

" = Z pr +max | 0, Z pTJerTfOﬁ Z pr |, (3.2)

charged neut. hadr. ¥ charged,pileup
m = E pr + max | 0, E pr — 0.46 E pr |, (3.3)
charged ¥ charged,pileup

where Y

muons from the primary interaction vertex,

4 pr is the scalar sum of the transverse momenta of charged hadrons, electrons, and

charge

is the scalar sum of neutral hadrons, and >__ pr

neut. hadr.
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is the scalar sum of photons in the cone AR around the charged lepton candidate momentum direction.

The requirement of being matched with a primary vertex is applied to charged hadrons only: this is
because neutral hadrons are reconstructed only in the calorimeters, and the CMS calorimeter system is
not a layered system, making a trajectory fit (and hence an match between a trajectory and the primary
vertex) impossible. For comparison, the ATLAS detector features layered calorimeters, enabling the
event reconstruction algorithms of that experiment to try to assign neutral hadrons to the primary vertex.
The presence of particles from pileup events is taken into account depending on the charged lepton type.
For electron candidates, the scalar sum of the pr of photons and neutral hadrons from pileup events in
the isolation cone is estimated as the product of the neutral-particle transverse momenta density and
the effective cone area, ppeutral X Aetr.- The preutral COMponent is evaluated from all photons and neutral
hadrons in the event, and represents the event-specific average pile-up energy density per unit area in
the (¢, n) place. The effective area A.g. is an effective area specific to any given type of isolation, and
is modeled by constant values, usually expressed as a function of the pseudorapidity », that are derived
CMS-wise for each dataset of real or simulated events.

For muons and hadronically decaying 7 leptons, the scalar sum of the pr of photons and neutral
hadrons from pileup events is estimated from the scalar sum of the transverse momenta of charged

hadrons from pileup events in the isolation cone, > by multiplying it with the average

charged, pileup PT>
ratio of neutral to charged hadron production in inelastic pp collisions. This factor is slightly smaller for
the 7, isolation than for the muon isolation since the contribution from neutral hadrons is ignored in the
isolation variable.

For electrons, the isolation cone size of AR = 0.3 or 0.4 is used depending on the analysis. For
muons and hadronically decaying 7 leptons, the isolation cone sizes of AR = 0.4 and 0.5 are used,
respectively. Electrons and muons are selected if the relative isolation I’ = I*/p%, where ¢ = e, p, is
lower than 10—-20 % depending on the analysis. Hadronically decaying = leptons are considered isolated

if I™ <1GeV.
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Figure 3.3: Absolute jet energy scale uncertainty as a function of the jet transverse momentum for
Particle Flow jets, for 7 TeV (a) and 8 TeV (b). The figures are taken from Refs. [4, 5].
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Figure 3.4: Performance curves obtained from simulation for the algorithms currently tested at CMS.
(a) lightparton- and (b) c-jet misidentification probabilities as a function of the b-jet efficiency. Jets with
transverse momentum larger than 60 GeV in a sample of simulated multijet events are used to obtain
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MonteCarlo expectation. The figures are taken from Ref. [7].
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3.5 Simulation of physics processes

The proton-proton interactions and the subsequent decays can be represented by a complex multi-
dimensional probability density function (p.d.f.) that models the probability of each interaction to occur
in each of the points of the phase space defined by the kinematics of the objects involved in the event.
A method commonly used to easen the task of dealing with multidimensional p.d.f.s is the Monte Carlo
(MC) method. Events are generated by sampling each quantity involved in the determination of the
event from the p.d.f. given by the theoretical model for the given interaction (i.e. picking a random value
for that quantity based on the relevant p.d.f.). This process results in a set of events which populates
the phase space discreetly, but according to the joint probability of each phase space point. A number
of software packages have been developed, which detail the structure of the expected final products of

different type of collisions.

e MADGRAPH [92, 93, 94]: this is a FORTRAN software framework for computing Leading-Order Stan-
dard Model cross sections, generating hard process events, and interfacing the result with further
generators (e.g. hadronizers like PYTHIA). Models different than the Standard Model can be easily
probed via parameter cards containing the list of particles predicted by the model and their decays.
Recently the framework has been updated and integrated with the aMC@NLO Next-to-Leading-Order
generator, yielding the version 5 of the framework, giving the possibility of computing NLO cross
section and generating NLO hard process events. The CMS Experiment used the LO version (ver-
sion 4) for the simulation of proton-proton collisions at 7 TeV, and the NLO version for collisions
at 8 TeV. However, due to the high computing time needed to generate a NLO event, most of the
saples at 8 TeV have been produced at leading order, and the resulting distributions have been
normalized to the next-to-leading-order cross sections computed separately. The matrix elements
(ME) computed within MADGRAPH provide up to four additional partons, including bquarks. Par-
ton showering and matching of the soft radiation with the contribution from the ME are performed

separately in a following step using PYTHIA, using the kt-MLM approach [95];

e POWHEG [96, 97, 98, 99, 100]: this is a computer framework for implementing NLO calculations in
shower Monte Carlo programs according to the POWHEG method. The CMS Experiment has been
employed this generator to generate single top events, for which the leading order approximation

is not modeling well the top quark spectra;

e PYTHIA [75]: this is a FORTRAN software framework for the generation of high-energy collisions.
It supports a set of physics models for the evolution of an event from a few-body hard process
to a multi-hadronic final state. Initial- and final-state parton showers, multiple parton-parton inter-
actions, beam remnants, string fragmentation and particle decays are supported through several
physics libraries. The full suite has recently being rewritten in C++, resulting in the version 8 of the
suite. The CMS Experiment, though, still used the FORTRAN version (PYTHIA 6) for the simulation

of proton-proton collisions at 7 and 8 TeV;
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e TAUOLA [101]: this is a package for simulating 7 lepton decays. These decays can be well
separated from their production process because of their narrow width: spin degrees of freedom
connect these two parts of the physics process of interest for high energy collision experiments.
The package can be interfaced with events generated by other programs, and replaces 7 lepton
decays computed by those programs with full decays computed from scratch: the package fully
takes into account the effects of spin, genuine weak corrections or of new physics, depending
of the physics model supplied to the production chain. In particular, the 7 lepton polarization is

accurately simulated.

At 7 TeV, the charged Higgs signal processes are generated with PYTHIA 6.4 Background events for
tt, W+jets, Z+jets are generated with MADGRAPH 5 interfaced with PYTHIA 6.4. The diboson production
processes WW, WZ, and ZZ are generated by PYTHIA. Single-top-quark production is generated with
POWHEG [97]. The signal processes, tt — H¥*bHTb and tt — W+bHTb, are generated by PYTHIA. The
TAUOLA package is used to simulate = decays in all cases. Generated events are processed through the
full detector simulation based on GEANT4 [102, 103], followed by a detailed trigger emulation (including
digitization and out-of-time pileup effects) and the CMS event reconstruction. Several minimum-bias
events are superimposed upon the hard interactions to simulate pileup. Simulated events are reweighted
to reproduce the number of pileup interactions expected in data. The expected pileup is computed
based on the instantaneous luminosity and the pp inelastic cross section. The PYTHIA parameters
for the underlying event are set according to the “Z2” tune [104], which uses the CTEQ6L [105] parton
distribution functions (PDFs). In this context, a “tune” is a set of parameters that determine the way
the event is modeled by the generator. These parameters area adjusted to better fit the underlying
event description measured in data. An estimate of the performance of different tunes can be found in
Ref. [106].

At 8 TeV, the charged Higgs signal processes are generated with PYTHIA 6.4. The tt, W+jets, and
Z+jets backgrounds are generated using the MADGRAPH 5.1 event generator, and the generated events
are interfaced with PYTHIA to provide the showering of the partons and to perform the matching of
the soft radiation with the contributions from the ME. The single-top-quark production is generated with
POWHEG 1.0 and the QCD multijet and diboson production processes WW, WZ, and ZZ are generated
using PYTHIA. Both the MADGRAPH and POWHEG generators are interfaced with PYTHIA for parton
shower and hadronization. The TAUOLA package is used to simulate = decays for the simulated signal
as well as background samples.

The generated events are passed through the full process described above for the simulation of the
CMS detector and of the trigger and event reconstruction. Pileup effects are similarly included, and
weights are applied to simulated events to match the pileup conditions present in the 8 TeV data. The
PYTHIA parameters for the underlying event are set according to the “Z2*” tune [107], which uses the

CTEQ6L [105] PDFs and is an evolution of the “Z2” tune mentioned above for the 7 TeV simulation.
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Chapter 4

Statistical Methods for Data Analysis

The act of analyzing data coming from high energy collisions is a multi-step process: at any of these
steps, data are treated using more or less complex statistical methods that are mostly oriented to al-
lowing estimating most probable values for physical quantities one is interested in and, perhaps more
importantly, in estimating intervals representing a reasonable amount of uncertainty around those esti-
mated values.

In this chapter are described the main methods that have been employed specifically for the analyses

reported in this thesis:

¢ the profile likelihood ratio method that have been used in particular for the measurement of the top

quark mass 5.1 is described in Sec. 4.1;

e a multivariate analysis method called “k-Nearest-Neighbour” have been used for estimating the
major background in the top pair cross section measurement 5.2.6 and for the light and (to a minor

extent) the heavy charged Higgs searches ??. Such method is described in Sec. 4.2;

e the C'L, method for setting upper limits is described in Sec. 4.3: it has been used for testing the
Standard Model hypothesis against the New Physics hypothesis in the light and heavy charged

Higgs searches ??.

4.1 Finding most probable values and throwing intervals: the pro-

file likelihood ratio

The profile likelihood ratio method is a technique for estimating the most probable value, and a rea-
sonable confidence interval around it, for a physical parameter 6 in presence of multiple sources of
uncertainty. The unidimensional case is often referred to as likelihood ratio method, MINOS method
(so-called after the MINOS computational routine developed by James and Roos [108]), or likelihood
based confidence intervals.

The parameter 6 is in general an n-dimensional vector that can be arbitrarily divided into a vector

of parameters of interest 0’ and a vector of nuisance parameters. The parameters of interest are the

33



parameters one wants to quote and construct confidence interval for, that is the interesting physics: the
nuisance parameters are the parameters that “get in the way” of those determinations (in the sense that
those estimates depend also on the values of nuisance parameters) and that one needs to evaluate
and take into account when estimating the parameters of interest and their confidence interval. This
distinction is somehow arbitrary, in the sense that depends on which are the parameters one wants to
construct: for example, usually the energy calibration of hadronic jets is considered to be a nuisance
parameter that gets in the way of the determination of some “more important” parameter, such as the
mass of the top quark or the top pair production cross section. However, in some cases it is convenient
to consider the energy calibration as a parameter of interest together with the “main” one, and find best
fit value and confidence inverval for both symultaneously (see for example the symultaneous top mass
and jet energy scale measurement described in Ref. [44]).

Given a set of N random variables X, each with probability distribution function f(X;|#), their joint
probability distribution function (joint simply means that the p.d.f. is a function of more than one variable)
is:

N

P(X|0) = P(X1, ..., Xn|0) = [ ] f(X:10) (4.1)

i=1
The set of variables X can be replaced by the observed data X°: in this situation, P is no longer
a p.d.f. and is no longer a function of random variables: to avoid confusion, it is usually denoted by
L(X°|6) and called likelihood function. Some authors, in order remark the dependence of the likelihood
on the parameter 6 only, write it as L(0|X?), notation that in frequentist statistics is still acceptable: in
bayesian statistics, however, this would result in an improper probability inversion. This is immediate

when expressing the Bayes theorem in the form

P(X°10)P(6)

P(6)X°) = X0)

(4.2)

The likelihood, there denoted by P(X°|9), effectively represents the probability of obtaining the ob-
served data, as a function of the parameter 9. The issue with probability inversion, and the different
interpretations of the likelihood function, are discussed in detail in the wonderful Ref. [109].

Finally, since the observed data are fixed, many authors (for example Ref. [110]) omit specifying
them, and write the likelihood function simply as L(6).

In order to estimate a parameter, it is necessary to choose a function of the observations: this
function is called estimator. The numerical value yielded by the estimator for a particular choice of
the set of observations is called estimate. An important property that is requested for an estimator is
consistency: an estimator is a consistent estimator when the estimates converge to the true value of
the parameter as the number of observations increases. This is a desirable property if the purpose of
using an estimator is to extract information about the true value of the parameter 6. Conventionally, the
estimator of the parameter ¢ is denoted by 4.

A consistent estimator can be constructed using the weak version of the law of large numbers: given

a function a(X) of the observations for a single random variable, with finite variance V [a(X)], this states
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that

N

N> a(X)) 22 Bla(X)] = / a(X)f(X,0)dX; (4.3)

=1
that is that if the variance is finite, then the sample mean is a consistent estimator of a(X).
Three vastly used methods of estimation that make use of this construction are the moments method,
the least squares method, and the maximum likelihood method. The moments method starts from

expressing the expectation value of a(X) as a function h(6) of 6

h(6) := E[a(X)] = / a(X)f(X, 0)dX, (4.4)

and assuming that for the true value o an inverse function exists such as h=![h(o)] = bo. If this is
the case, the estimator 4 can be written as a function of the observations X, rather than as a function
of the unknown p.d.f. f(X,#). In the particular case in which a;(X;) := X7, the functions h;(#) become
the moments of the p.d.f., giving thus the name to the full method.

The other two methods are both part of a class called implicitly defined estimators: the function a(X)
is chosen as a general function of both X and 6, a(X, 6). If the corresponding function h(6) := E[a(X)]
has a zero in correspondence of the true value of the parameter, then by the law of the large numbers the
function £(0) :== N1 Zf’:l a(X;, 0) will have asymptotically the same roots as h(6). As a consequence,
one of the maxima or minima of the function a(X,#) is a consistent estimator # of the true value 6.
More often, instead of minimizing/maximizing a(X, 6), the search for the roots is performed for a function
9(X, 6) such that

0

a(X,0) = 5o

X, 0) (4.5)

The maximum likelihood method makes indeed use of this auxiliary function. The joint likelihood for

a single parameter 6 can be written from the p.d.f. f(X,6) of any observation X and from Eq. 4.1 as

N

L(X,0) =[] £(x:10) (4.6)

i=1

The auxiliary function for the maximum likelihood method is then
9(X,0) = Inf(X,0) (4.7)
and the maximization is operated by finding the zeros of the logarithm if the likelihood:

0 0
5 > inf(X;,0) = 55! E(X,0) =0 (4.8)

A couple caveates are needed. First, a necessary condition for the likelihood having a maximum
is that the maximum does not correspond to a limit of the range of 6. Second, in practical cases the

maximization is performed numerically: the numerical procedures have been found to be more stable
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in minimizing rather than in maximizing, and consequently the practical usual choice is to minimize the

additive inverse of the logarithm of the likelihood function, —InL(X, §).

It can be demonstrated (see Ref [111] for the full demonstration) that one of the roots found by the
maximization procedure is a consistent estimate for the parameter 8. However, the proof is true only
asymptotically, for N — oo: this means that the maximum found for any finite N is not necesserily the
absolute maximum. It is very possible that, as N increases, the relative heights of the different maxima
of InL change: this is a reflection of the fact that for any finite sample there will be always an intrinsic

uncertainty on the true value 6.

The least squares method works in a similar way, but the minimization is done on a quadratic form,

function of the deviation of the observations from their expectation values.

The maximum likelihood estimator 6 is consistent, which implies asymptotic unbiasness, and is
asymptotically Normally distributed: its variance is the minimum variance possible, which is the one
given by the Cramer-Rao lower bound [110, 111]. It is also important to remark that the asymptotic
limit is normally reached slowly: this means that often the likelihood function, evaluated for a finite IV,
will have more than one maximum. In this case, there is no way of deciding which of the maxima
corresponds to the true value 6,. The only case in which the maximum likelihood estimate has op-
timal properties even for N finite is the case in which the parent p.d.f. is an exponential of the form
f(X,0) = expla(X)a(d) + B(X) + c(8)], because this form admits sufficient statistics (this means that
data reduction can be performed without any loss of information: in the case at hand, it means that no

information is gained in the passage from N finite to the limit V infinite).

One of the most important properties of the maximum likelihood estimate is its invariance for change

of variables of the parameter 6: for a function 7(6), the maximum likelihood estimate is

7 =17(0) (4.9)

This is particularly important, because this means that the maximum likelihood estimate can be found
for the parameter that has the simplest form of L(X, #), and the estimate can be immediately translated
to the one for any transformation of that parameter. Moreover, this property applies not only to the
maximum of the likelihood, but also to any relative values of the likelihood function: this is particularly

important for interval estimation with the likelihood ratio method.

The likelihood ratio ordering principle, described in detail in Ref. [112], has been devised in order to
avoid the issues that are present when building confidence intervals near to the physical boundary of
the parameter 6. Confidence intervals are built, in frequentist statistics, around the notion of probability
content of the interval. The goal is to find the interval 8, < 6 < 6, that contains the true value with
probability 3. Since usually the true value is not known a priori, a function Z(X, 6) of the observations
X and the parameter # must be found, such that its p.d.f. is independent of the unknown 6. An interval
that satisfies the desired requirement on its probability content is said to have the coverage property and

is called confidence interval. For a given observation X sampled from a p.d.f. f(X|0), the probability
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content 3 of a region [a, b] in the X space is:

5:P(a§XSb):/bf(X9)dX (4.10)

This needs to be translated to the parameter space, by finding the confidence interval [, 6] such
that

P(0o < 60 < 6,) =8 (4.11)

The act of operating this probability inversion is very delicate: depending on the specific form of the
p.d.f., the desired interval can be found starting from Eq. 4.10, either directly or via some auxiliary vari-
able Z(X, ). In some cases, the interval will intersecate the limit of the allowed range for the parameter
0, meaning that part of the interval will fall outside of the allowed range. This results in that the part
of the interval that falls within the allowed range will have a probability content lower than the declared
one, Blaiowed < B- In order to ensure proper coverage, the interval must be built from scratch, starting
from each hypothetical value of the parameter # and accumulating elements of probability until the total
integral of the interval between its endpoints is 3: this is referred to as Neyman construction [113]. An
immediate issue with this construction is that there is no unique way of adding elements of probability to
obtain the final interval for a given value of 4. This issue is solved by the forementioned likelihood ratio
ordering principle [112], which states that, when determining the interval for some ¢ = 6, the elements
of probability P(X|6,) that must be included are the ones with the largest value of the likelihood ratio

P(X10p)

R(X) = P(T\OU (4.12)

where 6 is the value of # that maximizes the likelihood P(X|0) within the physical region of the
parameter 6.

For likelihoods that have a normal distribution as a parent distribution, which is often the case asymp-
totically, the confidence interval for any given probability content can be found by translating the likelihood
such that at the maximum inL = 0: then, the most usual confidence intervals (the ones with probability
contents of 68.3%, and 95.5%) can be found by finding the values corresponding to inL. = —0.5 (for
B = 68.3%) and InL = —2 (for 8 = 95.5). In case the likelihood is not parabolic, it would be necessary
to operate a change of variables in order to have a parabolic log-likelihood for some function 7(6) of
the parameter but, thanks to the invariance property discussed above for the likelihood function, it is not
necessary to perform the change of variables: the most probable value and the intervals can be read
directly from the non-parabolic log-likelihood by looking at the values of the parameter corresponding to
InL =0,InL =-0.5,InL = —2 and so on.

This treatment can be immediately extended to the case of a multidimensional parameter 6 and using

the likelihood ratio

(4.13)



When the set of parameters is divided into parameters of interest and nuisance parameters, the
nuisance parameters at the numerator of the likelihood ratio are the ones that maximize the likelihood
function for a given set of values of the parameters of interest.

It is important to remark that, both in the single-dimensional and in the multi-dimensional case, this
method is only approximative, since it relies on the asymptotic properties of the likelihood function. This
means that the profile likelihood method is exact only in the limit N — oo or, more specifically, that it will

be exact only to the order 4.

4.2 Classifying events using many variables at the same time: the

k-Nearest-Neighbours method

Multivariate classifiers are algorithms used to separate a set of events into different classes, starting from
the values assumed in each event by a set of variables, called input variables. The most simple case
is the classification between two classes, A and B, than in high-energy physics applications are often
indicated as signal and background. Each algorithm provides a general function for converting a set of
input variables for a given event into a single number representing the classification of that event: the
best values for the parameters of the conversion function are usually determined by fitting the function to
a set of events whose classification is known a-priori. This process is referred to as training, and is part
of a general class of problems called supervised learning. Algorithms that do not make use of training
events classified a-priori are known as unsupervised learning algorithms, and are outside of the scope
of this brief review.

The k-Nearest-Neighbour algorithm is a memory-based multivariate classifier [8]: this means no
analytical model is required to be fit for finding the best parameters, since the model is constituted by the
whole training data set and the fitting is performed either at evaluation or prediction time. For real-time
applications, in which speed is a major concern, this can make this class of method not feasible. For
“offline” applications, however, speed is not usually a concern, and it is consequently advantageous to
use an algorithm that does not depend on the choice of an analytical model.

The basic idea is to start from building the N-dimensional parameters space, where N is the number
of variables chosen for describing the problem, such that each set of symultaneous values of the N
variables is described as a single point = in the parameters space. This point is represented by a N-
dimensional vector. The space is then populated using the points from the training set, which is the set
of points the algorithm must learn from: for the elements of the training set, the correct classification is
known a-priori.

The testing set is another set of points for which the classification is known a-priori, and is used
for evaluating the performance of the classifier by testing how the classifier, trained on the training set,
classifies each element of the testing set.

The third important set is constituted of the points that need to be classified by the algorithm, for

which the a-priori correct classification is unknown. This set will be referred to as evaluation set.
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Given a probe point z(, the k training points z,.,» = 1, ..., k that are closest to the probe point are
found: the probe point then is classified through a majority vote among the & neighbours. In case of a
tie, which can happen if k is even, z is classified at random.

In order to pick the k nearest neighbours for any given probe point, it is necessary to define a distance

in the parameters space: the most immediate solution is to try the euclidean N-dimensional distance:

dciiuclidean :” T — To || (414)

However, care must be taken when building a parameter space starting from variables which have
different units. In this case, a variable with a wider distribution (i.e. with a larger variance) will contribute
with a greater weight to the euclidean metric. A possible solution is to perform a transformation to
the input variables prior to the construction of the parameter space, by transforming each one into a
distribution with mean 0 and variance 1: the information given by the variable is preserved in the shape
of the distribution, and the starting units do not influence the euclidean distance. Another solution is to
rescale each variable i by a factor F' determined from a width w; of the distribution z; for the combined
sample of the events of the two classes: w; is defined as the interval that contains the fraction F' of «;

training values. Hence, the rescaled metric is:

N

aeted — (32 %p: o)’ (4.15)

1=1 ?

Both solutions are implemented in the TMVA package [114].

A peculiar feature of the k-Nearest-Neighbours algorithm that it takes into account of variations in the
population density of the training sample: since k& is constant, regions with sparse training points result
in estimating the classification of a probe point using the properties of a wide region of the parameter
space, whereas regions with dense training points result in a more local estimate that makes use of
the properties of a smaller region of the parameter space. Another possible way of dealing with less
populated regions of the parameter space is to generate toy events to populate those, in cases in which
the multidimensional p.d.f. for the signal and background is known, as implemented in the Hyperballs
algorithm [115].

The choice of k influences the smoothness of the decision boundary between the classes. In Fig. 4.1,
taken from [8], can be seen the decision boundary between three classes (green, blue, and yellow) in a

2-dimensional parameter space as estimated by a nearest neighbour method with £ =1 (a) and £ = 15

(b).

4.3 How to test an hypothesis against another one: the C' L, method

The CL; method [116, 117] is part of a set of methods that are designed with the purpose of deciding
whether the result of an experiment supports the hypothesis A or the hypothesis B. In high-energy
physics, usually the two hypothesis are the signal plus background hypothesis and the background-only
hypothesis.
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1-Nearest Neighbor 15-Nearest Neighbors

(a) (b)

Figure 4.1: Decision boundaries for k-Nearest-Neighbour classifiers applied to a set of events picked
from three classes (green, blue, and yellow points), in a 2-dimensional parameter space. The classifiers
have been trained using k£ = 1 nearest neighbours (a) and k& = 15 nearest neighbours (b), resulting in
different smoothness for the decision boundary. The figures are taken from [8].

The likelihood function used to model the two hypotheses is given by the product of the poisson
probabilities to observe n; events in each signal region (or in each bin of the distribution used to separate
the two hypothesis, equivalently: in the following, each signal region or category or bin will be generically

referred to as bin)

L= H Poisson(n;|vi(p,0)) - H Constraint(6;,0,) (4.16)
% J

where v; is the number of expected events for that bin, i.e. the sum of the expected signal events us;
plus the expected background events b;. The parameter 1, that multiplies the number of expected signal
events, is called signal strength modifier, representing the (unknown) rate of the signal with respect to
a reference cross-section (that determines s;). The number of signal and the number of background
events are both a function of a set of nuisance parameters ¢, and can be written as s;(6) and b;(6). Each
nuisance parameter ¢, represents one source of systematic uncertainty, the specific list depending on
the details of each analysis. The part of the likelihood containing the product on the constraints on
the nuisance parameters represents the knowledge one has about the nuisance parameters. Each
Constraint term represents the probability for the true value of a nuisance parameter to be 6;, given
that the best estimate available for that parameter is éj (coming from another measurement, either
real or imaginary). It must be noted that this probabilistic interpretation is somehow improper, since in
frequentist statistics true values are fixed: in the frequentist approach, the expression probability of the

true value does not make any sense.
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The Poisson probability to observ n; events in each bin is written as

Poisson(n;|vi(u,0)) = Vi : exp(—v;) (4.17)
n;!

7

The functional form of each Constraint term depends on the assumptions underlying the estimate of
the systematic uncertainty associated to each nuisance parameter: the three functional forms that are

used for the analyses object of this thesis are log-normal, gamma, and gaussian.

Log-normal constraints are used to represent uncertainties which correspond to multiplicative factors
on the signal or background yields (e.g. theoretical errors on the cross section, efficiencies, etc.) and

are of the form

(In(6/6))*\ 1
(_ 2(Iin(k))? )5 (4.18)

1
p(0) = \/TTn(k)ex
The parameter k governs the size of the variation (for example, £ = 1.10 represents the case in which
the quantity of interest is known with an uncertainty of 10% relative to its nominal value).
Sources of systematic uncertainty that are statistical in origin, i.e. that originate from the statistical
uncertainty on the number of events observed in a control region, are modeled by using a gamma

distribution

exp(—g) (4.19)

Here, the parameter N represents the number of events observed in the control region from which
the expected event yield in the signal region, n, is extrapolated as n = N - «. The extrapolation factor
« might be affected by an uncertainty: typically, the uncertainty on a is modeled by using an additional
log-normal constraint.

The statistical fluctuation of the number of event in each bin are dealt with by using the Barlow-
Beeston method [118, 119]. Each bin fluctuation is described by introducting a log-normal constraint
acting on that bin only. This procedure ensures that the statistical fluctuations are properly treated as
uncorrelated across all the different bins.

For the single lepton final state described in Appendix A, this full procedure resulted in a large number
of nuisance parameters (almost 2500), yielding significantly long computation times and some instability
in the determination of the values of the nuisance parameters that maximize the likelihood. To elimitate
this problem, a trimming procedure that is part of the Barlow-Beeston approach is used: the statistical
uncertainties of all backgrounds contributing to a given bin are added in quadrature (being statistically
independent), and the resulting combined uncertainty is assigned to dominant background in that bin.
Furthermore, the statistical uncertainties which are smaller than 10% times the background contribution
expected in a given bin are neglected.

The process of setting limits on a physical quantity can be seen as a particular case of hypothesis
testing, where several hypothesis for the parameter of interest are tested (e.g., in case of the cross

section, the background-only hypothesis is tested against several signal-plus-background hypotheses
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that differ one from each other by the size of the signal contribution, i.e. by the cross section of the
signal).

In order to quantify to which degree the result of the experiment supports which hypothesis, it is
necessary to start from a test statistic, i.e. from a function of the data. In the context of the searches
performed in this thesis, the test statistics that is used is the profile likelihood that has been described in
Sec. 4.1,

0
qu = _2lnL(data7|u,F)’ constrainedby 0 < i < (4.20)
L(datalfz, 0)

where data refers to the set of observations n;. When only one signal region and no variable shape is
exploited, this refers to the number of events observed in the signal region; when multiple signal regions
or some shape is exploited this refers to the number of events observed in each category or each bin of
the distribution. éﬂ is the set of nuisance parameters which maximize the likelihood function (Eq. 4.16
for a given value of the signal strength parameter u. The set (ji, é), instead, is constituted by the set of
values for the signal strength and the nuisance parameters that results in the global maximum for the

likelihood function.

The constraint on i has two origins: 4 > 0 guarantees that the signal strength has a physical
interpretation (being it a multiplier of the signal cross section, it must be non-negative in order to yield
a non-negative number of signal events); /i < u constrains the test statistic forcing it to yield one-sided
confidence intervals. One-sided confidence intervals are the only meaningful choice when testing a
background-only hypothesis against a signal-plus-background hypothesis in terms of the signal cross
section, in presence of sourcer of systematic uncertainty: intuitively, the signal would be detectable
on top of the background only starting from a certain size up, whereas smaller signals would be as

indetectable as the signal that results in the upper limit.

When computing the test statistic of Eq. 4.16 on the observed data, one obtains the observed value

ngs given the value of the signal strength 1 that is being tested.

In order to decide whether this observed value is more compatible with the background-only hypoth-
esis or with the signal-plus-background hypothesis, it is necessary to compute the p.d.f.s f(g,) for each
hypothesis. In order to do so, it is normally needed to generate toy events, grouped in pseudo-datasets,
using MonteCarlo techniques. Each pseudo-dataset represents the possible outcome of one experi-
ment, and separate pseudo-datasets are generated for the two hypotheses. First of all, the values of
the nuisance parameters that maximize the likelihood function Eq. 4.16 are found: these are labeled as
é;”s for the signal-plus-background hypothesis, and égbs for the background-only hypothesis (remember-
ing that formally the backgound-only hypothesis corresponds to the signal-plus-background hypothesis
with null signal strength ¢ = 0). Then, one pseudo-dataset at the time is generated by randomly vary-
ing all the nuisance parameters within their uncertainties: the values él‘f’s and 63" that maximize the
likelihood are used as starting values. The number of observed events is fluctuated as well, assuming
the Poisson p.d.f. described in Eq. 4.17. Finally, the value ¢;?¥ of the test statistic for the pseudo-

dataset is computed using Eq. 4.20: for each pseudo-dataset, the values égbs and égbs are allowed to
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fluctuate to values different from the values that maximized the likelihood used as starting points to
generate the pseudo-dataset. The desired p.d.f. f(g,) for the two hypotheses is extracted from the
distribution of the test statistic g/ for an ensemble of pseudo-datasets generated for each hypothesis:
such p.d.f.s are denoted by f(q.|x, éff’s) for the signal-plus-background hypothesis and f((j,JO,égbs) for
the background-only hypothesis. The two distributions are used to compute, according to the standard

theory for hypothesis testing [111],the size and the power of the test:

pp = PG, > (jﬁbs\signal — plus — background) = - f(cj#m,ézbs)dcju
. (4.21)
1—py=P(q, > c'jzbs|back:ground —only) = . f(@H\O,HSb‘“)ddu

The idea behind this is that if the value of the test statistics is larger than the value observed in data,
q;l“, then the signal-plus-background is favoured. p,, then represents the probability of the test statistic to
fall into the critical region when the signal-plus-background hypothesis is true, whereas 1 —p, represents
the probability of the test statistic to fall into the critical region when the background-only hypothesis is
true: it is worth to notice that the latter implies that p, represents the probability of the test statistic to fall
outside the critical region (hence favouring the background-only hypothesis) when the background-only

hypothesis is true.

Those two values are finally combined to obtain the C'L; value for a given value of

CLs(p) = fj—pb (4.22)

whose intepretation is then the ratio of the probability that the signal-plus-background hypothesis

is favoured when it is indeed true, over the probability that the signal-plus-background hypothesis is

favoured when the background-only hypothesis is true.

When a specific value of C'L, is chosen, CL, = ¢, the value ps of p such that CLs(uf) =1 —cis
denoted as “100 - (1 — ¢)% confidence level (CL) upper limit”.

In high energy physics at colliders, in the last couple decades the value ¢ = 0.05 has become the
standard choice to quote confidence levels, hence resulting in setting 95%CL limits on the signal cross

section.

The computation of the C L statistic using the procedure outlined above (i.e. based on the generation
of MonteCarlo based ensembles of toys) is very computing intensive and scales quickly up with the
number of nuisance parameters. It has been demonstrated [120] that, the profile likelihood test statistic
and hence the p.d.f.s f((ju\u,éz”“‘) and f(q,|0, 03) can be replaced with approximate formulas that are

exact up to the order O yielding an error of ~ 20% when N = 30). Those formulas are based

() (
on the Wilks theorem, and the ensembles of pseudo-datasets used in the base method are replaced
by one dataset, labeled Asimov dataset, that is defined as the dataset that, when used to evaluate the
estimators for all the parameters, yields as a result the true values of the parameters: this works if the
Asimov data are equal to their expectation values, which is true for large NV, as shown in Sec. 4.1. Using

a single dataset that makes use of expectation values of the relevant quantities yields a computing time
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which is often several order of magnitudes smaller than the one taken by the full C'L, procedure based
on ensembles of pseudo-datasets: when the amount of available events is large enough, consequently,
a critical computational advantage can be obtained without any practical worsening of the final result.
Both the full and the asymptotic approach are implemented in the Higgs Combination Tool software
package [121], based on the RooFit/RooStats packages [122], that has been developed in the context

of the 2012 Higgs boson discovery.
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Chapter 5

Precision tests of the Standard Model

5.1 Top mass precision measurement

5.1.1 Introduction

A measurement of the top quark mass, m.p, in the dilepton decay channel t# — (I-b) (I*vb) is
presented, from proton-proton collisions at /s = 7 TeV at the LHC with the CMS detector. Events are
selected from a data sample of 2.3 fo—! by requiring two leptons, at least two jets, and missing transverse
energy. The CMS collaboration developed two methods for the measurement of the top quark mass in
the dilepton channel: one based on a full kinematic analysis (KIN method), and the other based on a
matrix element method for weighting each event in the hypothesis that it is an event featuring a top quark
pair decaying into dilepton (MWT method). The LIP group pursued the KIN method, slightly modified
to exploit the b-tagging algorithms of CMS. The top quark mass is thus extracted by using likelihood
template fits to data: this method, labeled KINb, is based on the full kinematical analysis and uses the
kinematical characteristics of the events such as jet momenta and missing transverse energy to find an
event by event estimate of m,,,. A set of templates are constructed from simulated samples while the
background contribution is modeled using data-driven techniques.

At the time of the study, the top quark mass my., had been measured with a fantastic precision of
approximately 1% at the Tevatron experiments [123]. With the 2010 data the CMS experiment measured,
for the first time at the LHC, the top quark mass using the dilepton [124] and lepton+jets final states [125].
Experimentally, top quarks constitute an exception in the quark sector because no color singlet confined
states containing top quarks have yet been observed. Due to its high mass (my., > mw + my) and to
the preferred t — Wb decay, top quarks decay promptly without hadronizing. A precise determination of
miop May provide useful hints on unknown parameters of the standard model (SM), however a further
improvement on the top quark mass measurement may be a challenging task at the LHC. In particular, a
precise determination of my.,, provides useful constraints, together with a determination of the mass of
the W boson, on the mass of the Higgs boson, that at the time of the analysis was yet to be discovered.
After discovery, the top quark mass determination still provides a useful consistency test for the SM.

In this manuscript, the measurement of the top quark mass is performed using the full dataset of
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proton-proton collision at /s =7 TeV data acquired by the CMS experiment until the end of 2011. The
full kinematical (KINb) method is used to measure m.,,; the study follows the previous results obtained in
2010 [124] making use of the improved method, originally developed by the CDF collaboration [126]. An
alternative template fit to the lepton-jet invariant mass spectrum, used as a cross-check, is also briefly
presented. This alternative method relies on a simple quantity without making use of the full kinematics
of the event.

This section is organized as follows: in Sec. 5.1.2 the samples (data and simulation - MC) used are
summarized and the event selection is discussed. The strategies adopted to reconstruct and measure
myop are presented in Sec. 5.1.3 as well as the procedures adopted to calibrate the two methods. The
final results and the discussion of its associated uncertainties are discussed in Sec. 5.1.3. A summary

is given in Sec. 5.1.4.

5.1.2 Dilepton event selection

In this section the datasets used are summarized, together with the trigger strategy, the offline event
reconstruction and selection applied. Basic control distributions between data and MC are shown and a
data-driven strategy used to estimate the number of background events from Drell-Yan (DY) is discussed.

The event yields obtained in data and predicted for signal and MC are shown in the end of the Section.

Data samples, trigger and event selection

Samples

The first part of the data taken at a center-of-mass energy of 7 TeV, referred to as 2011A dataset,
is used, which corresponds to a total integrated luminosity of 2165 pb—!. A correction factor of 1.03
is applied to this estimate based on more recent results from [70]. For simplicity in what follows this
number is rounded up to 2.3 fo~!. The data samples are split into four categories, depending on the
data taking conditions. In particular, the instantaneous luminosity changed during the full data taking
period, yielding a different number of average pileup interactions in the events belonging to each part of
the run period, ranging from 5.5 to 7.0, for an overall average of 6.2.

Reference simulated samples are used for comparison and for the purpose of evaluating biases,
linearity and systematics. Table 5.1 summarizes the simulation samples used for all SM processes
which are expected to contribute significantly to the tt dilepton sample. The theoretical uncertainties on
the cross sections are listed in the table and are taken from [127], [128], [129] and [130]. For single top
(which is expected to contribute mainly through the tW channel) and for di-bosons (which are expected
to contribute mainly through WW) the current experimental uncertainty for the measurement of the cross
section at CMS is conservatively used. For single top, an uncertainty of 36% [131] and for di-bosons an
uncertainty of 15% [132] are assigned. Other samples (mainly for the study of the systematics) are used
in this study but will be referred throughout this section whenever necessary.

All the simulated samples have been generated using a pileup scenario that resulted to be different

by the one observed in data: the procedure described in Sec. 3.5 is used to rescale the simulated events
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to match the pileup conditions measured in data.

Table 5.1 summarizes the details of the simulated samples.

Table 5.1: List of the SM MC samples used in the comparison with 7 TeV data. For the different
processes (signal and background) considered the expected cross sections and th. uncertainties are
quoted. All samples have been generated using the PYTHIA tune “Z2”, as described in Sec. 3.5.

Simulated process

Process Dataset o-BR -k (pb)
W+jets /WdJetsToLNu_TuneZ2_7TeV-madgraph-tauola 31314 + 407 £ 1504
Z)y =t /DYJetsToLL_TuneZ2_M-50_7TeV-madgraph-tauola/ 3048 + 34 + 128
/DYJetsToLL_M-10To50-TuneZ2_7TeV-madgraph/ 12321
tt [TTJets_TuneZ2_7TeV-madgraph-tauola/ 165 75 *7
/T_TuneZ2_tW-channel-DR_7TeV-powheg-tauola/ () 7.87 £0.20 7520
/Tbar_TuneZ2_tW-channel-DR_7TeV-powheg-tauola/ (¢) 7.87 + 0.20 fg:g?
Si /T_TuneZ2_t-channel_7TeV-powheg-tauola/ (1) 41.92 t35940.83
ingle top - 40.68
/Tbar_TuneZ2_t-channel_7TeV-powheg-tauola/ (t) 22.6 +£0.50 T3
/T_TuneZ2_s-channel_7TeV-powheg-tauola/ (t) 3.19 +0.06 *513
/Tbar_TuneZ2_s-channel_7TeV-powheg-tauola/ (£) 1.44 £+ 0.01 fg:g?
/ZZ TuneZ2_7TeV _pythia6_tauola/ 59+0.15
Dibosons  /WW._TuneZ2_7TeV _pythiaé_tauola/ 47.04 732
/WZ_TuneZ2_7TeV pythia6_tauola/ 182+ 0.7
Trigger

Double lepton triggers are used to select events in data. Events triggered by double electron, double
muon or cross electron-muon triggers are selected exclusively for the ee, pup and eu channel, corre-
spondingly. Due to the rapid increase of the instantaneous luminosity in 2011, the lepton transverse
momentum thresholds were increased during the data taking period in order to keep the trigger rates
within the data acquisition capabilities. The pr thresholds ranged from 8 to 17 GeV, depending on the
lepton flavor and data taking period.

Offline event reconstruction and selection

For the selection of the tt dilepton sample, a standard event selection is followed that is commonly
used by analyses performed in the context of top quark physics. Such selection is briefly summarized
below. Details can be found in [133]. The event reconstruction, based on Particle Flow (PF) [80], is
performed as described in Sec. 3.4. At least two prompt and isolated leptons with p >20 GeVlc and
|n| <2.4 are required. For the same flavor channels (i.e. ec/uu events), the dilepton invariant mass is
required to be |M — Mz| >15 GeV/c?, reducing significatively the contamination from Drell-Yan events.
For all channels it is also required that M >12 GeVic?, in order to exclude events in which the dilepton
pair comes from heavy flavour resonances or low-mass Drell-Yan resonances. This veto removes almost
no signal events.

For all channels it is further required that two jets with pr >30 GeVic and |n| <2.4 are reconstructed.
L1, L2, and L3 (as well as extra L2L3Residual for data) jet energy corrections, and the charged hadron
subtraction scheme, have been applied as described in Sec. 3.4.

It is further required that E7**** >30 GeV: in the same-flavour channel in order to reduce the contam-

ination from DY processes, in the opposite flavour channel in order to uniformize the expected resolution
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between the same-flavour and opposite-flavour channels.
A slight excess in the region vetoed by the event selection is observed in the same-flavor channels.
This excess is related to an extra contamination from DY events. In the next section a data-driven

strategy to control this contamination is described.

Control of the Drell-Yan contamination in the selected sample

A method is applied based on a distribution which shows some discrimination power between Drell-Yan
(DY) and tt events, and which is less prone to mis-modelling of the dilepton invariant mass. This is
particularly crucial if there are: mis-calibration effects as in the case of the ee channel, uncertainties in
the low mass region (M, <50 GeV/c?) where a leading-order generator has been used (i.e. PYTHIA) or
an incomplete modelling of other sources of prompt dileptons (e.g. from di-bosons).

The angle between the direction of the two leptons is chosen, as it is a fairly robust variable which
is almost unaffected by the energy calibration and which reflects the fact that in DY the two leptons are
produced after the decay of a single particle even if off-shell. In tt events, the leptons originate from
different top decay chains and the possible correlations are expected to be negligible. It is expected
therefore that in tt events the angle between the leptons (i.e. cos 8y) is uniformly distributed, but not in
DY events. The same is valid for the remaining most significant processes: tW, WW and lepton fakes.

The angle between the two leptons is defined from the measured 3-momenta:

0¢pr = arccos {pﬁe .[_),Z/ } (5.1)
|Pel e |

The angle is shown in Fig. 5.1 in the low ET'sS control region (ETss <30 GeV) and in the signal region
for the same-flavor channels. A clear excess of events at small angles is found in data with respect to
the simulation in the low ESS region, pointing out to a need for correcting the simulation to account for
this effect.

As in DY events ETss is due to instrumental effects and it is mostly expected to come from the mis-
measurement of the jet energy, one can assume, in first approximation, that the boost of the dilepton
pair is equivalent for ETsS <30 GeV and for ETsS >30 GeV for the same jet multiplicity bin. Under
this assumption, the shape of the angle between the two leptons is assumed not to vary significantly
by splitting the DY sample in the two ETsS regions. Given the fact that the low E'SS regions is mostly
dominated by the DY contribution, the following procedure to fit the DY contribution in the signal region
is applied: the shape is obtained from DY events in data, using the low ET'S control region where the
contributions from other processes are negligible; the tt and non-DY background shapes are obtained
by using the simulated events in the signal region; finally, the number of DY events (other processes),
i.e. Npy (Nother) are extracted in the ee/pn sample by maximizing an extended binned likelihood where
the two numbers are left to float freely in the fit.

Figure 5.2 shows the result of the fit used to extract the DY contribution.

The result of the fit is stable against variations of the template for the non-DY processes. After varying

separately jet energy scale (+10), jet energy resolution and the pileup scenario (+0.6 interactions) the
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result of the fit is observed to vary by <1%. Likewise, any uncertainty on the luminosity, selection
efficiency or theoretical cross sections are absorbed by the fact that the fit is done simultaneously on the
number of DY and non-DY processes. The result above is not surprising as the variable chosen is fairly
robust and independent of the uncertainties considered above. The main systematic may however be
assigned to the shape chosen for the DY contribution. This is evaluated using MC closure tests for both
the 1 jet bin (not considered for the measurement) and the > 2 jets bin used to select the final sample.
Results indicate a good agreement (within <5%) for all channels except the pu with >2 jets where a
bias of 15% is found. The details of these studies can be found elsewhere [134]. The closing of the MC
test for events with >2 jets is partially affected by the statistical size of the sample and to the presence
of a handful of events with significant weight assigned from the pileup re-weighing prescription, and an

overall 15% systematic uncertainty is applied on the estimate of the DY contribution to the final sample.

In the e sample, extra contamination from DY is not expected to be as critical as in the same-flavor
channel as Z — 77, where both s decay leptonically to e or u, has a lower branching ratio and yields
softer leptons. In this case a consistency check is done using a distribution which has some separation
power to distinguish between tt and Z — 77: the sum of the transverse mass of each lepton and
the EMss vector '. The Y My variable is expected to reflect the fact that the leptons from 7 decays
tend to be softer than the leptons from prompt W decays and the neutrinos emitted after a  decay are
approximately collinear to the direction of the charged leptons. Therefore > My is expected to have
lower values with respect to the tt dilepton channel. In this case, a consistency check is performed
by using a data-driven generated sample of Z — 77 events, obtained from a data sample of Z — uu
candidates where the muons are replaced with simulated taus. The _ My distribution is obtained from
the replacement sample and use it as a reference, instead of using the shape predicted from simulation.
For the other processes the shape predicted by the simulation is used, and the same fit procedure as
described for the same-flavour case is applied. As for the same-flavor channels, the variation of the
templates for the other processes due to jet energy scale and resolution, pileup, luminosity or selection
efficiency yields minor variations of the results (<1%). In this case the template is also less prone to
systematic uncertainties from the definition of the control region, as the control region coincides with the
signal region and the source of the template is data after the replacement of the di-muon candidate by a
di-tau candidate. It can therefore be concluded that in this case the uncertainty of the estimate is driven

by the statistical uncertainty.

5.1.3 Mass measurement: the Full Kinematic Analysis (KINb) method

For each selected event a full KINematical analysis (KINb) [124] is performed in order to reconstruct

the mass of the candidate events. The method is based on the equations for the energy-momentum

The transverse mass of a lepton and the ET'SS is computed as: My (¢, ETSS) = 2p5 ETS(1 — cos ¢) where p. is the
transverse momentum of the lepton, E?iss is the missing transverse energy and ¢ is the angle between the two vectors.
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conservation of the decay products from each top quark and W boson which can be written as:

P(t)=P®)+PW*t)  P(W*) =PI+ P(w)
(5.2)
Pl)=Pb)+PW~) P(W~)=P(I")+ Pm)

Egs. 5.2 have a total of 2x3x4=24 free parameters corresponding to the energy-momenta of the
final state particles.

In the KINb method (originally from Ref. [126]), the dilepton and two jets are considered. In events
with more than two jets the criteria for the selection is based on b-tagging information giving preference
or strictly using the leading b-tagged jets as it will be detailed below. As b-tagging information is used to
select the jets, the method is named KIND.

The usage of b-tagging information in order to select the jets is a key factor: the original KIN method
prescribed to use the leading jets, regardless of their b-tagging status. However, the presence of initial
or final state radiation might cause the leading jets to not be the ones originating from the decays of the
top quarks. When using the b tagging information, though, the fraction of correctly assigned jets can
be increased by 30% [135]. Consequently, the b-tagged jets are selected in an event even if they are
not the leading jets. In case there are less than 2 b-tagged jets in an event, the selected b-tagged jet is
supplemented by the leading jet. It is demonstrated using Monte Carlo simulation that the proportion of
events in which the jets used for the reconstruction are correctly matched is increased significantly.

Beside the dilepton pair, the two selected jets, and the EF'SS measurement are also used. ETsS is
used to constrain the sum of the transverse momentum of the neutrinos produced from the two W — v
decays from the tt system 2.

The remaining degree of freedom needed to solve the equations for the kinematics of the tt system
is the longitudinal imbalance, i.e. pf’. This quantity is expected to be almost independent of the top
quark mass and of the MC generator used.

Table 5.2 summarizes the measured experimental variables and the constrains as well as the number
of free parameters entering Eqs. 5.2. It can be concluded that the tt system kinematics of the dilepton

channel is fully specified by the KINb method.

Table 5.2: Parameters used to reconstruct the kinematics of a tt decay in the dilepton channel.

Object Parameter Type Nparameters  10tal
jets (E,D) measurement 2x4 8
charged leptons (E,p) measurement 2x4 16
neutrinos Eimiss measurement 2 18
my, =0 constraint 2 20
W boson mass mw =80.398+0.025 GeV/c? constraint 2 22
t mass my = mg constraint 1 23
tt longitudinal balance p. ~ Gaus(0,0) hypothesis (MC) 1 24

2In the case of intermediate production of T leptons three neutrinos are expected to be present in the final state. From the point
of view of Egs. 5.2, a single neutrino can be assumed with a 3-momentum corresponding to the sum of the momenta of the three
neutrinos for the final state of the W which decayed to a = lepton.
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Given the resolution on p! and also on the jet (and consequently ET'sS), the KINb method, attempts
to solve the kinematics equations several times (5-10* in our study) trying different pt hypotheses and
smearing jet and E'sS resolutions. The p*jf hypotheses are assumed from the double gaussian fit while
jet (and Ess) resolutions are smeared according to the parameterization of the resolutions obtained
from QCD simulation [136]. After solving numerically the equation for a given p! and jet resolution
hypothesis, the result is accepted if the reconstructed top quark mass in both decay legs are within
3 GeV/c?. Different top quark mass solutions may be found for different hypotheses and a further counting
procedure of the solutions needs to be applied. The final mass estimate is extracted from the most
probable value observed.

Notice also that for each selected event there are two possible lepton-jet assignments which can be
used to reconstruct the top quark mass. If mass solutions are found for both assignments the choice of
the lepton-jet assignment has to follow a pre-defined arbitration to apply on both data and MC. For this

study the lepton-jet assignment is chosen from the following set of rules:

¢ lepton-jet assignments which yield a low number of solutions (i.e. < 0.5% of the total attempts to

solve the equations) are discarded;
¢ the lepton-jet assignments which yields the higher number of solutions is preferred;

o if the number of solutions found for each lepton-jet assignment is similar (i.e. within a 90% dif-
ference) then the assignment with the highest number of counts for its most probable value is

preferred.

Using "MC truth” to monitor the performance of this arbitration, it is found that 99 + 1% of signal
events (in which both b-jets are used as input for the mass reconstruction) are expected to yield valid
solutions. For these events the correct lepton-jet pair assignment is chosen with a success rate of
74 + 1%. An example of the distribution of the solutions found for a given event and how the best

combination is chosen is shown in Fig. 5.3.

Event selection for the mass measurement

Before reconstructing the top quark mass, the event selection is further studied in order to maximize the
fraction of correct assignments in the selected events, i.e. the number of events where both the b jets
from the t — Wb decay have been reconstructed and selected. For this purpose solely the simulation
of tt dilepton events is relied on. In order to minimize further the effect of misassignments in events
with more than two jets, the performance of different b-tagging algorithms is studied: the CSV algorithm,
described in Sec 3.4, has been found to have the best double b-tagging efficiency in signal events ( 80%,
against the 60 — 74% of other algorithms probed). Scale factors are derived to correct for the difference
in b-tagging efficiency between data and simulation, as described in Sec. 3.4.

The event selection described above is applied to data and simulation, and the KINb method is used
to reconstruct the top quark mass using the jet selection based on the CSV ranking. The events with

valid top quark mass solutions are categorized according to the b-tagging multiplicity which is corrected
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Figure 5.3: Top quark mass solutions for the KINb method for the two lepton-jet combinations after
smearing the jet energy resolution for one selected event in data. The combination #2 is chosen in this
case; the solid red line corresponds to the Gaussian fit used to estimate mkiny, (see text).

for simulation with the method previously proposed. Table 5.3 summarizes the inclusive event yields

observed in data and in simulation.

Selected sample for the analysis

Table 5.3 summarizes the event composition of the selected inclusive sample after using the data-driven
prediction for the DY yields. In computing these final yields, the trigger efficiencies for each channel
are also applied. The average values applied to the simulation, in the form of data-to-MonteCarlo scale
factors for reweighting simulated events, are SF.. = 0.96, SF,, = 0.97 and SF,,, = 0.93 for the dielec-
tron, dimuon and electron-muon channels correspondingly. The values are taken from the reference
tt dilepton cross section measurement [137]. The data-driven data to MC scale factors for the offline
selection efficiencies are not applied as they are mostly close to one, and a final systematic uncertainty

is assigned to this choice.

Some of the events are rejected due to the fact that the KINb method does not find a valid solution.
From simulation it is expected that 29+4% of background events are rejected, while 83+1% of the signal
events are kept. In data, the fraction of events found with valid KINb solutions is compatible with the
expectations from simulation. Figure 5.4 show the reconstructed top quark mass per b-tag multiplicity.
An overall good agreement is found in both the core and the tail of the distribution between data and
direct MC prediction for a top quark mass of 172.5 GeV/c?. Different combinations will be studied in
Sec. 5.1.3 and the expected yields will be used to constrain the background contribution in the fit as it

will be detailed later.
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Table 5.3: Number of expected events for the different background contributions are compared with
data, after the selection requirements and after KINb reconstruction. The events with valid KINb solu-
tions which have 1 or at least 2 b-tagged jets are shown in the leftmost columns. The total uncertainty
(statistical and systematic) is shown. The systematic uncertainty reflects the uncertainty in the luminos-
ity (4.5%), theoretical cross sections, jet energy scale and resolution, contamination from pile-up, trigger
and selection efficiencies and the limited statistics in the MC samples.

Process Pre-selection KINb =1 b-tags > 2 b-tags
Di-bosons 73+ 14 55+ 10 18 + 4 4 +1
Single top 247 + 92 182 + 68 88 + 33 76 £ 29
Wjets 22 +10 16+ 8 8+6 -
Z/y* = 1091 + 97 756 + 71 238 + 29 47 + 11
other tt 32+4 28 +£3 1142 14 4+ 2

tt dileptons 5057 £ 463 4209 £385 1379+ 127 2623 &+ 240
total expected 6522 + 482 5246 +£ 398 1742 £ 134 2765 + 242

data 6358 5047 1692 2620
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Figure 5.4: Reconstructed top quark mass for events with no (/eff), one (center) or at least two (right)
b-tags.
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Signal modeling

The signal component in the mass spectrum is modeled using MC simulation. Samples at different top
quark mass values are generated using the MADGRAPH +PYTHIA generators and the full simulation of
the CMS detector, as described in Sec. 3.5. The masses for the generated sample range from 161.5 GeV
to 184.5 GeV, with steps of 3 GeV (except the first step, which is 2 GeV).

The mass distribution of the selected signal events is constructed for each sample using the KINb
method. The set of the different distributions is fit simultaneously with a Gaussian+Landau template

where the free parameters are assumed to be linear functions 3 of the top quark mass:

a(my)

I

1—a(my)

Psignal(m|mt) = Landau [m7 mpV(mt), Ul(mt)] + I : Gauss [m‘a Hg (mt)a O’g(mt” (5.3)
g

Figure 5.5 exemplifies the results of the fit of the generated mass distributions to Eq. 5.3 when using
the b-tag information to rank the jets, for events with at least 2b-tagged jets, respectively. Signal is
expected to dominate the > 2b-tag multiplicity bin, while a smaller fraction is expected to be found in
the 1b-tag bin. The 0 b-tags multiplicity bin is not considered as it is expected to be mostly dominated
by background. It is shown, in both cases, that the average reconstructed top quark mass by the KINb
method evolves linearly with the input top quark mass, pointing to the necessity of a calibration which is
described in Sec. 5.1.3.

Background modeling

The mass distribution of the selected background events is constructed for each sample using the KINb
method. Two distinct contributions are considered: DY and other background processes (which includes
other tt, di-bosons, single top and W+jets). The DY is discussed separately as two data-driven methods
can be used to model the shape of this specific background. For the other background processes
the different distributions are weighted according to the relative expectations for the event yields (see
Sec. 5.1.2), and then added together. Those are discussed in the next paragraphs.

The modeling of the background template is, in both cases, fit to a Gaussian+Landau shape, moti-
vated by the distinction of the background shape that, on the contrary of the signal distribution, has a
turn-on curve which is determined mainly by the selection cuts on the reconstructed objects.

The Non-DY fit is performed to the sum of the mass distribution of the background processes in the
signal region, and its results are shown in Fig 5.6 (/eff): it can be observed that the Gaussian contribution
tends to vanish in the fit, and is therefore neglected in the following. A Gaussian+Landau template is fit
to the sum of the mass distribution of the background processes in the signal region: the result of the fit
is shown in Fig 5.6 (left). It is observed that the Gaussian contribution tends to vanish after the fit and it
is therefore neglected in the following.

The DY fit is performed separately in the same and opposite flavour final states: in the same flavour

final state, events with at least two jets and ETSS >30 GeV, within the Z-mass peak (i.e. |M; —

3The linear functions are assumed in the form: (m: — 172) - slope + intercept.
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Figure 5.5: Top quark mass distributions for dilepton events generated with different input masses us-
ing b-tag information to rank the jets. The result of the combined fit to events with at least 2b-tags is
superimposed on the distributions.
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Figure 5.6: Top quark mass distributions for background processes. The result of the fit to the weighted
sum for all the processes (leff). The solid line shows the Landau component of the PDF fit to the
reconstructed mass. The individual background contributions for the combined electroweak processes
(i.e. di-bosons) (right, top), and for non-dilepton tt and single top (right, bottom).
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Myz| <15 GeVic?) are used. Notice that these ee/uu events are removed in the standard selection
by the Z-veto (cf. Sec. 5.1.2). A further veto on the presence of b-tagged jets reduces by 95% the tt con-
tribution, while maintaining more than 60% of the Z candidates. The reconstructed top mass distribution
is fit and, as in the Non-DY case, the Gaussian component is found to be vaninshing and is therefore
dropped. The curves resulting from the fit are shown in Fig. 5.7. A fair agreement is found between
the parameters in the control and signal regions in the MC and the result of the fit to data in the control

region is therefore taken as the DY shape template
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Figure 5.7: Distribution of the reconstructed top quark mass for same flavor events in the data-control
regions with the template fit superimposed.

In the opposite flavor channel channel, the contamination from DY is expected to come mainly from
di-r decays which smear out the Z mass peak reconstructed from the two leptons, due to the associated
production of neutrinos. In this case a data-driven generated sample of Z — 77 events is used, obtained
from the Z — pp candidates in data where the muons are replaced by simulated taus. The samples
used for this purpose are the same as those used in Sec. 5.1.2. The full event selection (excluding
trigger) is applied to these samples and the top quark mass is reconstructed in the selected events.

Again, a Landau curve is observed to be sufficient to model the shape and the results are shown in
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Fig. 5.8, for simulation and for data. In the opposite flavor channel the statistics is lower.
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Figure 5.8: Distribution of the reconstructed top quark mass for DY — 77 — eu events with the template
fit superimposed, obtained in the data-driven 1 — 7 replacement sample.

Top mass fit from the KINb reconstruction

Events with masses in the range 100-300 GeV/c? are used to fit the top quark mass. The top quark mass

is measured by maximizing an unbinned likelihood:

L(m¢) = Lshape(mi) x Ly, (5.4)

where

—(atme) (4 )N 3 g Py (mi|my) + npPy(my
Eshape(mt) = H | ‘ ( )

Ng + Ny
=1

58



and

Ln, = Gauss(nb; b, 0ny) (5.6)

where n, (ny) is the estimated number of signal (background) events, P, (P;) the signal (background)
templates, and o,,, the uncertainty associated to the background distribution. The likelihood (Eq. 5.4)
returns a value for the top quark mass (m.), and the estimated number of signal (n,) and background (n;,)
events. For each event, the signal and background templates are used to assign a probability that each
event is either signal or background based on the value of the top quark mass measured. Roofit [138] is
used to implement Eqg. 5.4 and to perform the fit to data.

The base likelihood described by Eq. 5.4 fits the top quark mass (and the event yields for signal
and background) in an inclusive sample. The fit can however be extended in order to be performed
simultaneously to exclusive categories of events - e.g. according to the flavor of the dilepton, the number
of b-tags or a combination of the two previous. The extension to a combined fit is simple - a product of
likelihoods with a common top quark mass as input (but exclusive signal and background event yields

per category) is used instead of Eq. 5.4:

L(my) = H £§hape(mt) X ['fu, (5.7)

ke {categories}

where the LV and £’be are given by Egs. 5.5 and 5.6 correspondingly for the k-th category

shape

considered. In the following the results of two approaches are compared:

inclusive - fit to the inclusive dilepton channel combining the results of the fit to the 1 or > 2 b-tags

categories

combined - combination of the fit to the opposite flavor and same flavor channels with 1 or > 2 b-tags

categories

The next Section is devoted to calibrate the results of these fits using the background and signal
templates previously derived. The bias and linearity of the fit are studied in detail with the purpose of
calibrating the fit used to extract the top quark mass from data. For that purpose pseudo-data generated

from MC pseudo-experiments are used.

Calibration of the fit

In order to minimize the residual bias resulting from the parameterization obtained from the combined
fit procedures described in the previous Sections for both signal and background processes, pseudo-
experiments are performed with dilepton event candidates from MC samples.

A residual bias might occur due to an imperfect modelling of the signal with Eq. 5.3, to the statistical
size of the sample, to the statistical variation of the background contribution, etc..

Due to the limited size of the simulated signal samples, pseudo-experiments are build starting from

the spectrum of the reconstructed mass derived using the full statistics available, for signal and back-
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ground processes separately, and then drawing randomly measurements from a Poisson distribution
with average corresponding to the expected number of events.

Each pseudo-experiment is then constructed by summing up the measurements obtained from each
process to obtain a single top mass measurement distribution. The procedure is repeated as many
times as needed.

After maximizing Eq. 5.7, the distribution of the values extracted for my.,, is used to calibrate the
measurement of the top quark mass, in particular the parametrization of the signal template.

The calibration of the fit consists in an additional linear fit which is performed for each category
used in the fit. The corrected top quark mass m{S" to be measured is obtained after the following

top

transformation of variables m., = bias + slope - m{r", where m, is used as the parameter for the
signal and background PDFs. The bias term correspond to an overall shift of the mass measurement,
wherease the slope is introduced to account for an eventual dependence of the correction on the input
top quark mass. The top quark mass values from the KINb algorithm are shown in Fig. 5.9 (top) as a
function of the generated top mass: the linear fit to the point is also shown. The bias is then defined as
the difference between the actual reconstructed values (y coordinate of the black points in the plot) and
the values returned by the linear fit in correspondence of each generated mass point (i.e. the difference
in y coordinate between the black points and the grey line representing the linear fit). The bias is shown
in Fig. 5.9 (bottom) as black dots, and a further linear fit to the bias as function of the input top quark
mass is performed: even if the correction introduced by the previous linear fit should result in an average
bias of zero, with no dependence on the generated mass, this additional linear fit is performed allowing
for a non-null slope. The result of the additional linear fit is shown in Fig. 5.9 (bottom) as a red line, and
shows that, after the bias correction, there is no residual dependence on the generated top mass.

The final bias is expected to be small (~0.4 GeV/c?). The residual bias is 0.044-0.4 (0.140.4) for the
inclusive (exclusive) fit. The envelope of the residual biases is conservatively assigned as an intrinsic

KINb systematic uncertainty.

Results

The KINb method is applied to data and the results are summarized below. Figure 5.10 shows the
results of the KIND fit to the 4 exclusive categories considered. The result of the fit in the different event
categories agrees within the statistical uncertainties. It must also be noticed that the background yields
obtained from the fit are in agreement with the prediction of Tab. 5.3. For the specific choice of the bin
size in the figure a x2-like value can be computed and compared with the number of degrees of freedom.

For an histogram with 20 bins and 1 estimated parameter, NDOF = 19. This approximate #201? values
can be used to gauge the distance between the parametrization used in the fit and the data, where values
of the order of unity are indication of a healthy agreement. The first bin of each distribution does not
really satisfy the N.,.s/5i» > 5 requirement suggested in Ref. [139], and a probabilistic interpretation

of the x? values is avoided here. The #201? values obtained are: 0.98 and 2.79 for the same flavor
channel with 1 or at least two b-tags correspondingly; 1.98 and 4.32 for the opposite flavor channel with

1 or at least two b-tags correspondingly. The values of the mass and number of background events fit
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Figure 5.9: (Top) Fitted top quark mass values using the KINb algorithm from simulated pseudoexperi-
ments, including signal and background processes, as a function of the actual top quark mass used in
the simulation. A linear fit to the points is also shown. (Bottom) The difference (bias) between the linear
fit and the actual reconstructed values from the pseudo-experiments. The bias is shown after calibrating
the signal parametrization.

in each category are shown in the captions. The individual and the combined likelihoods are shown in
Fig. 5.11. Table 5.4 summarizes the results of the fits to data with the KINb (exclusive fit) method. An
additional method, based on the invariant mass of the lepton-bjets pairs and labeled “M;;, method” has

been used as a crosscheck, yielding consistent results.

Table 5.4: Summary of the top quark mass fits. Uncertainties are statistical only. The statistical uncer-
tainty for the Top quark masses has been corrected for the scale factor quoted in the text. The data
column corresponds to the number of events used in the fit.

Method Data Nsigna Noackground — Miop (GEV/C?)
KINb 4312 3780.8 +70.4 5183 +25.0 173.30+1.23

In the next Section the systematic uncertainties are discussed, affecting our measurements of the

top quark mass.

Systematic uncertainties

The sources of systematic uncertainty are summarized in Table 5.5. The dominant source of uncertainty
on myep is the overall jet energy scale (JES) which may introduce a global shift in the mass measured
from data. A (pr, n)-dependent variation of the JES is performed in order to estimate this uncertainty
which is evaluated by scaling up and down the jet energy with respect to the nominal value [140]. The
variation of the top quark mass fit obtained from each jet energy scaling is evaluated in MC pseudo-
experiments. The average variation of the top quark mass is used to estimate the systematic uncer-
tainty. Jet flavor-specific corrections, i.e. due to the fragmentation of b/c-quarks, are evaluated from

samples based on the different response to quark and gluon jets. The uncertainty due to jet energy
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Figure 5.10: Results of the fit to the top quark mass with the KINb method in each event category
considered.
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Figure 5.11: Variation of the likelihoods used to fit to the top quark mass with the KINb method in each
event category considered. The combination of the likelihoods is also superimposed.

resolution (JER) is evaluated from pseudo-experiments by smearing the jet energies used in the mqp
reconstruction up and down with respect to the default values. Lepton energy scale (LES) is observed
to have almost negligible effect on the measurement of my,,. The uncertainty in the ET'S scale is
propagated to the measurement of my,,, after factorizing the clustered (i.e. jet energy) and leptonic com-
ponents which are varied separately as already described above. The scale of the residual unclustered
EMss is varied by +£10% and the corresponding variation of the top quark mass fit is evaluated from
MC pseudo-experiments. The uncertainty of the fit calibration is taken as the envelope of the residual
bias of the fit. The systematic uncertainty due to the actual normalization of DY events is evaluated
after varying the expected number of DY events by the uncertainty of the scale factors obtained from
data. The variation of the top quark mass fit is assigned as a systematic uncertainty. The Q? factoriza-
tion scale for top quark production is scaled up and down as well as the kinematic scale which is used
to match clustered jets to partons (i.e. jet-parton matching scale) using with dedicated samples. The
average number of pile-up interactions measured in data to be =6 is varied in the simulation by + 0.6
interactions. Pseudo-experiments using the increased/decreased pile-up contamination of the sample
are then used to fit m,, and to obtain the shift with respect to the nominal pile-up scenario used in
the calibration. Uncertainties of b-tag/mistag rates may contribute to the systematic uncertainty in the
measurement of my., through a migration of events from one b-tagging multiplicity to the other, and
are evaluated by varying the b-tagging and mistagging efficiencies independently according to the un-
certainties in Ref. [135]. Additional uncertainties come from the modeling of the signal templates: MC
generator and parton distribution functions (PDFs). For the MC generator the reference samples are

compared to samples generated with the POWHEG [141] generator. The uncertainty in the modeling of
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the PDF is studied from pseudo-experiments where the signal contribution is sampled after reweighing
with the different sources of orthogonal variations (a total of 22) of the base CTEQ 6.6 PDF set [142].
For each source the difference found with respect to the nominal prediction is added in quadrature to the
total PDF uncertainty. Non-pertubative QCD effects are taken into account by the Z2 parameter set used
to model the underlying event in the tt signal samples. The uncertainty associated to different modeling
of the underlying event and the color reconnection [143] are still being studied and are therefore not
reported in this manuscript. However the impact on the final result is expected to be small in the dilepton
channel [144].

Table 5.5: Summary of the systematic uncertainties (in GeVic?) in the measurement of myp-

Source Amyop (GeVIE?)
JES 00
flavor-JES BT
JER +0.30
LES _ o
Unclustered ET'ss +0.43
Fit calibration + 0.40
DY normalization + 0.40
Factorization scale +0.41
Jet parton matching scale +0.65
Pile-up +0.19
b-tagging uncertainty + 0.30
mis-tagging uncertainty +0.43
MC generator +0.14
PDF uncertainty +0.39

Total t%;g?,

5.1.4 Summary

A sample of dilepton events has been selected from the 2011 data enriched in top quark pair events.
The events are used to extract the top quark mass using the KINb method, based on a full kinematic
reconstruction. The method yields a result in agreement with the Tevatron experiments and with the
first results of the top quark mass measurement at the LHC as summarized in Fig. 5.12. The Tevatron
measurements are taken from [145].

The result was the most precise measurement in the dilepton channel at the time in which it was
made public by the CMS Collaboration.

Later, the measurement was completed by adding the full 7 TeV statistics available, amounting to
about 5fb~", and compared with an analysis that used MWT method mentioned in the introduction. The
method, based on a matrix element method for weighting each event in the hypothesis that it is an event
featuring a top quark pair decaying into dilepton, yielded a compatible result, but with a better overall
uncertainty. The mass resolution degradation for the KINb measurement is due to the fact that, a choice
is made for the assignment of the lepton-jet pairs in the event, instead of reweighting the solutions based

on expectations for the kinematic properties. Furthermore, only events with solutions to the full system
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equation are used, as described in Sec. 5.1.3. The MWT method, instead, not only starts from a looser
event selection (whose relatively higher background contamination is more than balanced by the higher
expected precision of the method), but also makes full use of all the solutions found, reweigthing them
according to a p.d.f. based on an analitical solution to the kinematics of the events: this result in a smaller
statistical uncertainty on the final result. The idea of combining the two results had been considered,
but nothing was to be gained from it, since the results are well compatible with each other, and most of
the systematic uncertainties are fully correlated across the two measurement. In the end, the KINb was

published as a cross-check measurement to the AMWT measurement [43].

CMS 2011 dilepton KINb (prelim.)
173.3+28(+x1.2+26)

CMS 2010 dilepton
1755+ 6.5(+ 4.6 + 4.6)

DO-11 dilepton
1740+ 31(+x 18+ 25)

CDF-Il dilepton
1703+ 3.7 (£ 20+ 3.1)

DO-I dilepton
168.4+12.8(+12.3+3.6)

CDF-I dilepton

® 167.4+ 11.4 (+ 10.3 + 4.9)

155 160 165 170 175 180 185
My, (GeVv/c?)

Figure 5.12: Top mass measurements in the dilepton channel.

5.2 Top-antitop pair production cross section measurement

5.2.1 Introduction

The top-quark pair production cross section is measured in final states with one electron or muon and
one hadronically decaying 7 lepton from the process tt — (¢v;)(7v;)bb, where ¢ = e, u. The data sample
corresponds to an integrated luminosity of 19.6fb~" collected with the CMS detector in proton-proton
collisions at /s = 8 TeV.

In the current section of this manuscript, we measure the production cross section of top-quark

pairs by considering dilepton decays where one W boson promptly decays into fvy, with ¢ = e or p,
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and the other decays into 7v,, tt — (fv¢)(7v,)bb. The expected fraction of these events is 4/81 of
all tt decays. The 7 lepton is identified by means of its hadronic decay products, with a branching
fraction B(r — hadrons + v,) ~ 65%, to produce a narrow jet with a small number of charged hadrons,
denoted as 7,. The cross section is measured by counting the number of /7, + X events consistent with
originating from tt production, after subtracting the contributions from other processes, and correcting
for the efficiency of the event selection. A similar method was used in pp collisions at a centre-of-
mass energy of /s = 7TeV [146]. This “r dilepton” channel is of particular interest because it is a
natural background process to the search for a charged Higgs boson [147, 148] with a mass smaller
than that of the top quark. In this case, the production chain tt — H*bW~b, with Ht — 7+u, (or the
corresponding charge-conjugate particles) could give rise to differences with respect to the standard
model (SM) prediction of the number of tt events with a = lepton [149]. The present measurement is
based on data collected by the CMS experiment in pp collisions at /s = 8 TeV corresponding to an
integrated luminosity of 19.6fb™"'. The relative accuracy of this measurement improves over previous
results [45, 46, 47, 48, 49], thanks to the inclusion of additional data and improved analysis techniques.

Some details on the simulated samples is given in Section 5.2.2, complementing the information
present in Section 3.5. A brief description of the event reconstruction and event selection is given in
Section 5.2.3. The descriptions of the background determination and the systematic uncertainties are
given in Sections 5.2.4 and 6.4, respectively. The measurement of the cross section is discussed in

Section 5.2.6, and the results are summarised in Section 5.2.7.

5.2.2 Data and simulation samples

Events are selected online by a trigger requiring a single isolated electron (muon) with transverse mo-
mentum pr > 27 (24) GeV and || < 2.5 (2.1).

This measurement makes use of simulated samples of tt events as well as other processes that
mimic the /7, decay signature. These samples are used to optimise the event selection, to calculate the
acceptance for tt events, and to estimate some of the backgrounds in the analysis.

The signal acceptance and tt dilepton background are evaluated using a version of MADGRAPH
which includes the effects of spin correlations [93, 150]. The number of expected tt events is estimated
with the next-to-next-to-leading-order (NNLO) SM cross section of 251.7753 (scale) + 6.5 (PDF) pb [151,
152, 153, 154, 155] for a top-quark mass of 172.5 GeV, where the first uncertainty is due to renormal-
isation and factorisation scales, and the second is due to the choice of parton distribution functions
(PDFs).

5.2.3 Event selection

Events are reconstructed with the particle-flow (PF) algorithm [80, 156], which combines information
from all sub-detectors to identify and reconstruct individual electrons, muons, photons, charged and neu-
tral hadrons. The primary collision vertex is chosen as the reconstructed vertex with the largest 3" p2. of

the associated tracks. Electrons are identified with a multivariate discriminant combining several quan-
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tities describing the track quality, the shape of the energy deposits in the electromagnetic calorimeter,
and the compatibility of the measurements from the tracker and the electromagnetic calorimeter [157],
and are reconstructed with an average efficiency of approximately 95%. Muons are identified with addi-
tional requirements on the quality of the track reconstruction and on the number of measurements in the
tracker and the muon systems [158], and are reconstructed with an average efficiency of approximately
96%. Charged and neutral particles provide the input to the anti-k1 jet clustering algorithm with a dis-
tance parameter of 0.5 [159]. The jet momentum is determined from the vector sum of particle momenta
in the jet. After jet energies are corrected for additional pileup contributions and for detector effects,
they are found in simulations to be within 5-10% of the actual jet momentum [160]. The missing trans-
verse energy EM'SS is calculated as the magnitude of the vector sum of momenta from all reconstructed

particles in the plane transverse to the beam.

In addition, higher-level observables such as b-tagging discriminators and lepton isolation vari-
ables are used. The lepton relative isolation is defined as the transverse energy contributions de-
posited by charged hadrons (Er ¢cn), neutral hadrons (Ex nn), and photons (Ex pn) in a cone of radius
R = V(Ap)?2 + (An)? = 0.4 centered on the lepton candidate track, relative to the lepton’s transverse
momentum (pr), Irel = (ETch + E1,nh + E7,pn)/pr- An electron (muon) candidate is considered to be

non-isolated and is rejected if I, > 0.1 (>0.12).

The hadronic products of the 7-lepton decay are reconstructed using a jet as the initial seed, and are
then classified as having one or three charged hadrons with the “hadron-plus-strips” algorithm [161, 162].
In the “hadron-plus-strips” algorithm, calorimeter energy deposits clustered along strips in the ¢ direction
are used for neutral pion identification. Then, the decay modes, four-momenta, and isolation quantities
of the 7, are determined, and the following categories are considered: single hadron, hadron plus a strip,
hadron plus two strips, and three hadrons. These categories together encompass approximately 95%
of hadronic 7-lepton decays. The sum of the charged hadron charges provides the 7, charge. The r,-jet
momentum is required to match the direction of the original jet within a maximum distance R = 0.1.
Isolation criteria require that there be no additional charged hadrons with pr > 1.0 GeV or photons
with transverse energy Er > 1.5 GeV within a cone of size R = 0.5 around the direction of the n, jet.
Electrons and muons misidentified as 7, are suppressed using algorithms that combine information from
the tracker, calorimeters, and muon detectors [163]. The 7, identification efficiency is defined as the ratio
of the number of selected 7, candidates divided by the number of hadronic T-lepton decays in tt events;
the ratio depends on pr and 7 of the 7,, and is on average 50% for p7* > 20 GeV, with a probability of

approximately 1% for generic jets to be misidentified as a 7, jet.

The combined secondary vertex (CSV) algorithm [164] is used to identify jets originating from the
hadronisation of b quarks. The algorithm combines the information about track impact parameters and
secondary vertices within jets into a likelihood discriminant to provide separation between b jets and
jets originating from light quarks, gluons, or charm quarks. The output of this CSV discriminant has
values between zero and one; a jet with a CSV value above a certain threshold is referred to as being “b
tagged”. We choose a working point where the b-tagging efficiency is approximately 60%, as measured

in a data sample of events enriched with jets from semileptonic b-hadron decays. The misidentification
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rate of light-flavour jets is estimated from inclusive jet studies and is measured to be about 0.1% for jets
with pr > 30 GeV.

Events are preselected by requiring exactly one isolated electron (muon) with transverse momentum
pr > 35(30) GeV and |n| < 2.5(2.1), at least two jets with pr > 30 GeV, and one additional jet with pp >
20 GeV. The selected jets must be within || < 2.4. The electron or muon is required to be separated from
any jet in the (n, ) plane by a distance R > 0.4. Events with any additional loosely isolated, I¢ < 0.2,
electron (muon) of pr > 15(10) GeV are rejected. Further event selection requirements include EJ'ss
> 40 GeV and only one 7, with pr > 20GeV and |5| < 2.4. The 7, and the lepton are required to have
electric charges of opposite sign (OS). At least one of the jets is required to be identified as originating

from b-quark hadronisation (b-tagged).

19.6 fb* (8 TeV)
}L) T
< CMS —+— data
q>) " @ ( dileptons
m 10 B DY+diboson
single top
) misidentified T,
W - I X

total uncertainty

Figure 5.13: The b-tagged jet multiplicity after the full event selection. The simulated contributions are
normalised to the SM predicted values. The hatched area shows the total uncertainty.

Figure 5.13 shows, for the sum of the er, and umy, final states, a comparison between data and
simulation of the number of b-tagged jets in each event Ny.1o4 after all the selection criteria have been
applied. The distributions of the 7, pr and E'sS after the final event selection are shown in the left and
right panels of Fig. 5.14, respectively. The distributions show agreement between the observed numbers
of events and the expected numbers of signal and background events obtained from the simulated
distributions normalised to the integrated luminosity of the selected data sample.

Following the final selection, additional kinematic features of the tt events are studied to evaluate
the agreement between the observed data and the predicted sum of signal and background. For each
event, two invariant mass combinations are reconstructed by pairing the r, with the two candidate b-jets:
(1) in events with two or more b-tagged jets, the two combinations are based on the two b-tagged jets
with the highest value of the discriminator; (2) in events with one b-tagged jet, this is used for the first
combination, while the non-b-tagged jet with the highest pt is used to form the second combination. For
the two combinations, the invariant mass with the lowest value is shown in Fig. 5.15 (left), for the er;, and
ut, channels combined.

For each event, the top-quark mass muq,, is reconstructed using the KINb algorithm [43, 165]. Due to
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Figure 5.14: Distribution of the 7, pr (left) and Ess (right) after the full event selection, for the er, and
w7, channels combined. The simulated contributions are normalised to the SM predicted values. The
hatched area shows the total uncertainty. The last bins include the overflow events.

the multiple neutrinos in the event, the reconstruction of my.p leads to an underconstrained system. The
KINb algorithm applies constraints on the W boson mass, the mass difference between the top and anti-
top quark, and the longitudinal momentum of the tt system. For each event, solutions to the kinematic
equations are evaluated, varying the jet momenta and the direction of ETsS within their resolutions.
For each set of variations and each lepton-jet combination, the kinematic equations allow up to four
solutions; the one with the lowest tt invariant mass is accepted if the mass difference between the two
top quarks is less than 3 GeV. For each event, the accepted solutions corresponding to the two possible
lepton-jet combinations are counted and the combination with the largest number of solutions is chosen
and myo, is obtained by fitting the peak of this distribution. The events in which solutions are found
are shown in Fig. 5.15 (right). Data are in agreement with the expected sum of signal and background

events.

5.2.4 Background estimate

The main background (misidentified ,) comes from events with one lepton (electron or muon), signifi-
cant E?‘SS, and three or more jets, where one jet is misidentified as a 7, jet [149]. The dominant source
is tt lepton+jet events. The misidentified 7, background accounts also for events with W bosons pro-
duced in association with jets, either genuine W+jet or single-top-quark production, and for QCD multijet
events. In order to estimate this background from data, the misidentification probability w(jet — m,) is
parameterised as a function of the jet pr, 1, and width (Rjer). The quantity Rje is defined as Vo2 + 02,
where o, (0,,) expresses the extent in i () of the jet cluster [160].

The probability w(jet — 7,) is evaluated from two control samples:

e wijets: from a W+jet event sample, selected by requiring one isolated muon with pr > 20 GeV
and || < 2.1, and at least one jet with pr > 20GeV and |n| < 2.4;

e wqcp: from a QCD multijet sample, triggered by one jet with pr > 40 GeV, selected by requiring
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Figure 5.15: (left) Minimum invariant mass reconstructed by pairing the 7, with either a b-tagged jet or
with the highest pr non b-tagged jet, as described in the text. (right) Distribution of the reconstructed top-
quark mass mugp, for the ¢7, candidate events after the full event selection. Data (points) are compared
with the sum of signal and background yields, for the er, and p7, channels combined. The simulated
contributions are normalised to the SM predicted values. The hatched area shows the total uncertainty.
The last bins include the overflow events.

events to have at least two jets with pr > 20 GeV and || < 2.4, where the triggering jet is removed

from the misidentification rate calculation to avoid a trigger bias.

The full description of the algorithm, that has been developed for the charged Higgs searches in the
lepton+tau final state, can be found in Sec. 6.3.1.

Both probabilities are evaluated in simulated events as well as in data, with good agreement found
between the results from simulation and data [161].

The number of events containing misidentified 7, candidates is then determined as

M m
ymisid _ Z ng (jet N 7_) _ Nother, (5.8)
i J

where j is the jet index of event i, and m is the number of jets in each event and M is the total number
of events. The quantity N°"e" is the expected ~20% contamination from signal and other processes to
the misidentified background as estimated from simulated samples. The value of N°"¢ is evaluated by
applying the procedure described above to simulated events of Z/y* — 77, single-top-quark production,
diboson production, and the tt processes included in the misidentified 7, background estimation.

Jets in QCD multijet events originate mainly from gluons, while in W+jet events they are predomi-
nantly from quarks. The quark and gluon composition in the misidentified 7, events lies between these
two control samples. As wqep < ww jets, the actual N™s1d value is under- (over-) estimated by applying
the wqcep (wwjets) probability. We determine from data the rate for the misidentification of a jet to be
identified as a m,, and from simulation the quark/gluon composition in the W+jet and multijet samples.

From these quantities we derive the following combination:

(NS — Sy x NS, 1 S Foen x NS, (5.9)
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where the misidentification rates, extracted from the data control samples discussed above, are
combined with the scale factors SF's determined from the set of equations describing the quark/gluon
composition of the samples: SFqcp = 0.83 and SFwjet = 0.17. The corresponding systematic uncer-
tainty is obtained from Eq. (5.9) by weighting the relative deviations of N{i/S%, and NG&S from (V™)
with the related scale factors. This results in an uncertainty of 7% for both er, and pm, channels.

The efficiency of the OS requirement ¢og is determined from simulated lepton+jet tt events and is
applied in order to obtain the misidentified 7, background after the final event selection N34, where
NOSd = cg - N™sid, We find values of egg = 0.729 £ 0.002 (stat) 4 0.004 (syst) for the er;, selection and
eos = 0.731 £0.002 (stat) + 0.003 (syst) for the 7, selection, where all sources of systematic uncertainty

are accounted for in the modelling of the simulated tt lepton+jet events.

5.2.5 Systematic uncertainties

Several sources of systematic uncertainty are considered and listed in Table 5.6. They are related both
to the signal reconstruction efficiency, background determination, and luminosity measurement (Experi-
mental uncertainties) and to the theoretical assumptions on the tt production (Theoretical uncertainties).
In Table 5.6 and in what follows, relative values refer to the cross section uncertainty unless explicitly

stated otherwise.

Table 5.6: List of systematic uncertainties in the cross section measurement, and their combination.
Lepton reconstruction uncertainties are uncorrelated, while all other uncertainties are assumed 100%
correlated.

Source Uncertainty [%)]
emn pm  Combined

Experimental uncertainties:

T jet identification 6.0 6.0 6.0
7 misidentification background 43 43 4.3
Th energy scale 24 25 25
b-jet tagging, jet misidentification 16 1.6 1.6
jet energy scale, jet energy resolution, EF** 1.9 1.9 1.9
lepton reconstruction 0.8 0.6 0.5
other backgrounds 06 0.7 0.7
luminosity 26 26 2.6
Theoretical uncertainties:
matrix element-parton shower matching 1.7 13 1.5
factorisation/renormalisation scale 29 29 2.9
generator 1.5 1.5 1.5
hadronisation 1.7 1.7 1.7
top-quark pr modelling 0.7 05 0.6
parton distribution functions 08 0.7 0.7
total systematic uncertainty 96 95 9.5
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Experimental uncertainties

Regarding the m, reconstruction, the uncertainty associated to the identification efficiency amounts to
6%, while the contribution relative to the m, jet energy scale is 2.4% (2.5%) for the er, (47,) channel, as
estimated by varying the pt of the 7, jet by 3% [161, 162]. The uncertainty in the 7, identification effi-
ciency includes the uncertainty in charge determination which is estimated to be smaller than 1%. The
uncertainty related to the misidentified 7, background process, discussed in Section 5.2.4, is obtained
by propagating the 7% uncertainty on (N™sd) to the cross section determination and results in 4.3% for
both channels. It also includes the uncertainty in the OS efficiency determination.

The reconstruction of a light flavour jet as a b quark is defined as mistagging. The uncertainty due to b
(mis)tagging is estimated to reflect the data-to-simulation scale factors and corresponding uncertainties
for b-tagging and mistagging efficiencies [164]. When propagated to the cross section measurement,
they amount to 1.6% for both er, and pm, channels.

The jet energy scale (JES) uncertainty is estimated [160] by varying the jet energy within the pr- and
n-dependent JES uncertainties per jet, and taking into account the uncertainty due to pileup and parton
flavour. The jet energy resolution (JER) is estimated by smearing the jet energy in simulation within
the n-dependent JER uncertainties per jet. The JES and JER uncertainties are propagated in order
to estimate the uncertainty of the EJ'sS scale. In addition, modelling of the EJ'® component, which is
not clustered in jets, is also considered. The resulting uncertainty from propagating these effects to the
cross section measurement is 1.9% for both the ern, and um, channels.

Uncertainties due to trigger, lepton identification, isolation, and lepton energy scale are calculated
from independent samples with a “tag-and-probe” method [157, 158], and yield 0.8% (0.6%) for the en,
() channel.

An overall 0.6% (0.7%) uncertainty for the er, (um,) channel is due to other minor backgrounds,
accounting for the uncertainties related to the theoretical cross sections, JES, and b-tagging in these
simulated samples, and the ¢ — 7, ({ = e, u) misidentification in the Z/y* — ¢*¢~ and tt dilepton
processes.

Finally, the integrated luminosity is known with 2.6% accuracy [78].

Theoretical uncertainties

The theoretical uncertainty due to the matrix element (ME) and parton shower (PS) matching is esti-
mated by varying up and down by a factor of two the threshold between jet production at the ME level
and via PS, and it results in 1.7% (1.3%) for the er, (1#m,) channel.

The modelling uncertainty in the signal acceptance due to the factorisation and renormalisation scale
choices is estimated by varying them simultaneously up and down by a factor of two from the nominal
value equal to the % in the event, with an uncertainty of 2.9% found for both channels.

The uncertainty due to the choice of the generator is estimated as the relative difference between the
acceptances evaluated with MADGRAPH and POWHEG [98, 141, 166, 167] after the full event selection

and results in 1.5%. In a similar way, the uncertainty in the hadronisation scheme is evaluated from the
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relative differences between the acceptances from POWHEG+PYTHIA and POWHEG+HERWIG samples,
estimated prior to the b-tagging or =, jet requirement, resulting in a 1.7% uncertainty.

We consider the uncertainty related to the top-quark pr scale modelling by varying the top-quark pr
spectrum and evaluating the change in the signal acceptance, resulting in 0.6%, and the uncertainty
related to the PDF variations following the PDF4LHC prescriptions [153], resulting in 0.7%.

5.2.6 Cross section measurement

The number of expected signal and background events as well as the number of observed events after
all selections are summarised in Table 5.7. The statistical and systematic uncertainties are also shown.

The tt production cross section measured from 7 dilepton events is o,z = (N — B) /(L - Atot), Where N is

Table 5.7: Number of expected events for signal (assuming mi, = 172.5GeV) and backgrounds. The
background from misidentified m, is estimated from data, while the other backgrounds are estimated
from simulation. Statistical and systematic uncertainties are shown.

Source eTh T
misidentified 7, 1341 +3+94 1653+ 3+ 116
tt — (L) (Lvg)bb 55+1+3 68+2+4
Z/~v* — ee, up 11+5+5 12+54+5
Z/v* =TT 85+14+8 166 + 20 + 18
single top quark 104 +7+9 133+ 8+ 10
dibosons 15+1+1 19+1+1

total expected background 1611 +£17 +95 2051 +22 4+ 118
expected signal yield 2134 + 9+ 170 2632 + 11 £ 212
data 3779 4767

the number of observed candidate events, B is the estimate of the background and L is the integrated
luminosity. The total acceptance Ay is the product of the branching fractions, geometrical and kinematic
acceptance, trigger, lepton identification, and the overall reconstruction efficiency. It is evaluated with
respect to the inclusive tt sample. After the OS requirement and assuming a top-quark mass migp, =
172.5 GeV, we obtain:

Agt(em,) = 0.04333 £ 0.00017 (stat) = 0.00300 (syst) %

Atot(pmy) = 0.05370 4 0.00021 (stat) & 0.00376 (syst) %.

The statistical uncertainties are due to the limited number of simulated events and the systematic un-
certainties are estimated by accounting for all sources listed in Table 5.6. The statistical and systematic

uncertainties listed in Table 5.7 are propagated to the final cross section measurements:

oig(em) = 255 £ 4 (stat) £ 24 (syst) £ 7 (lumi) pb;

o (pm) = 258 + 4 (stat) + 24 (syst) + 7 (lumi) pb.

The BLUE method [168] is used to combine the cross section measurements in the er, and pm, chan-

nels, yielding weights of 0.47 and 0.53, respectively. Lepton reconstruction uncertainties are uncorre-
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lated, while all other uncertainties are assumed 100% correlated. With this method we obtain a com-
bined result of o,y = 257 £ 3(stat) + 24 (syst) + 7 (lumi) pb, in agreement with the NNLO expectation
of 251.7 153 (scales) + 6.5 (PDF) pb. Following the most recent conventions for the treatment of PDF
and scale uncertainties the same calculation yields 252.9 75 ¢ (scale) + 11.7 (PDF + ag) pb [151, 152,
153, 154, 155]. The dependence on the top-quark mass has been studied for the range 160-185 GeV
and is well described by a linear variation. If we adjust our result to the current world average value of

173.3 GeV [169], we obtain a cross section that is lower by 3.1 pb.

5.2.7 Summary

A measurement of the tt production cross section in the channel tt — (¢v,)(7v;)bb is presented, where ¢
is an electron or a muon, and the 7 lepton is reconstructed through its hadronic decays. The data sample
corresponds to an integrated luminosity of 19.6fb™"' collected in proton-proton collisions at /s = 8 TeV.
Events are selected by requiring the presence of one isolated electron or muon, two or more jets (at least
one of which is b-tagged), significant missing transverse energy, and one 7. The largest background
contribution is estimated from data and consists of tt events with one W boson decaying into jets, where
one jet is misidentified as a 7. The measured cross section is o,z = 257 £ 3 (stat) £ 24 (syst) £ 7 (lumi) pb
for a top-quark mass of 172.5GeV. This measurement improves over previous results in this decay
channel, and it is in good agreement with the standard model expectation and other measurements of

the tt cross section at same centre-of-mass energy.

74



Chapter 6

Search for a light charged Higgs

boson

6.1 Introduction

A search for a light charged Higgs boson using proton-proton collisions at 7 TeV has been performed by
the CMS collaboration [2] using the first part of the data collected by the CMS detector, corresponding
to an integrated luminosity of about 2.2 fo~". In this chapter, an update is presented in which the p7,
final state has been updated to use the full 7 TeV statistics available, corresponding to an integrated
luminosity of 4.9 fo~', and to exploit the different polarization status of the r leptons coming from the
charged Higgs decay with respect to the one of the 7 leptons coming from the decay of the top quark.
The resulting limits are combined with those in Ref. [2] for the other final states.

Results are presented in the search for a light charged Higgs boson that can be produced in the top
quark decay t — H*b with subsequent decay of HT into 77v,. The search is sensitive to the decays of
the top quark pairs tt — H*WTbb and tt — H*HFbb. The results in the 7 + ER*s+jet signature are
updated with an integrated luminosity of 4.9 fo~! recorded in proton-proton collisions at /s = 7 TeV
by the CMS experiment at the LHC, and are combined with results of a previous search in other decay
channels, based on an integrated luminosity of about 2 fo=! .

The minimal supersymmetric extension of the standard model (MSSM) requires the introduction
of two Higgs boson doublets in order that the superpotential can contain appropriate terms for giving
masses to both up and down type quarks [24, 25, 26, 27, 28, 29, 30, 31]. This leads to the prediction
of five elementary Higgs particles: two CP-even (h,H), one CP-odd (A), and two charged (H*) states
[147, 148]. The lower limit on the charged Higgs boson mass is 78.6 GeV, as determined by LEP exper-
iments [37, 38, 39, 40]. If the mass of the charged Higgs boson is smaller than the difference between
the masses of the top and the bottom quarks, i.e. my+ < m; —my, the top quark can decay viat — Htb
Figure 6.1 shows the predicted branching fractions for a charged Higgs boson of mass my+ = 100 GeV.

For values of tan 8 > 5, the charged Higgs boson preferentially decays to a 7 lepton and a neutrino,

H* — 77v,, where tan 3 is defined as the ratio of the vacuum expectation values of the two Higgs boson
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Figure 6.1: Predicted branching ratios for a charged Higgs boson of mass my+ = 100 GeV. The figure
is taken from [9]

doublets. In deriving the experimental limits we assume that the branching fraction B(H* — 77v,) = 1.

The presence of the t — Htb, Ht— 77v, decay modes alters the 7 lepton yield in the decay
products of tt pairs compared to the standard model (SM) expectations. The upper limit on the branching
fraction, B(t — H*b) < 0.2, has been set by the CDF [170] and DO [171] experiments at the Tevatron
for my+ between 80 and 155 GeV, assuming B(H"— 77 v..) = 1. More recently, results from the ATLAS
experiment at the LHC set upper limits on B(t — H*b) between 5% and 1% for a charged Higgs boson
in the mass range 90-160 GeV [172].

The dominant process of production of top quarks at the Large Hadron Collider (LHC) is pp — tt+X
via gluon gluon fusion. The search for a charged Higgs boson is sensitive to decays of top quark
pairs via tt — H*bHTb and tt — W*bHTb where each charged Higgs boson decays into a 7 lepton
and a neutrino. Throughout this manuscript, these two decay modes are referred to as WH and HH,
respectively.

The final state studied includes a hadronically decaying = lepton produced in association with a
muon (labeled pmy). Figure 6.2 shows a representative diagram. We use the full data sample recorded
by the Compact Muon Solenoid (CMS) experiment until the end of 2011, corresponding to an integrated
luminosity of 4.9 fb—!. This analysis has been updated with respect to Ref. [2] for the um, final state

alone, and the resulting limits are combined with those in Ref. [2] for the other final states.

6.2 Reconstruction and simulation

Physics objects are reconstructed as described in Sec 3.4

The number of produced tt events is estimated from the SM prediction of the tt production cross
section, 1657 (scale) "Z(PDF) pb [129, 173, 174, 175], where the first uncertainty is due to renormaliza-
tion and factorization scales, and the second is due to the PDF uncertainty. The theoretical prediction

agrees with the cross section measured at the LHC [176, 177].
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Figure 6.2: Representative diagram for the ¢, final state. The current analysis is performed for the
muon channel, i.e. ¢ = p.

6.3 Event selection and background determination

The event selection used is similar to that used in the measurement of the top quark pair production
cross section in dilepton final states containing a = described in Chapter 5.2.6.

A single-muon trigger is used to select the events. The threshold for the trigger changed from 17
to 24 GeV during the data taking period, due to the increased instantaneous luminosity. The amount of
data analyzed corresponds to an integrated luminosity of 4.9 +0.1fb™".

The events are selected by requiring one isolated muon with pr > 30GeV and || < 2.1. The event
must contain one 7, with pz > 20 GeV within || < 2.4, at least two jets with pr > 30 GeV within |n| < 2.4,
with at least one jet identified as originating from the hadronization of a b quark, and Ess > 40 GeV.
The 7, and the muon are required to have opposite electric charges. The isolation of the muon candidate
is measured by summing the transverse momenta of the reconstructed particles within a cone of radius
AR = 0.3 around the muon’s direction. The contribution from the muon itself is excluded. If the value
of this sum divided by the muon pr, labeled I, is less than 0.2, the muon is considered to be isolated.
The muon is required to be separated from any selected jet by a distance AR > 0.3. Events with an
additional electron (muon) with I; < 0.2 and pr > 15 (10) GeV are rejected.

The backgrounds arise from two sources, the first with misidentified n, from generic jets, which
is estimated from data, and the second with genuine 7, (or from other remaining sources), which is
estimated from simulation. The background due to Drell-Yan or tt events with one electron or muon
misidentified as a =, is small and it is estimated from simulation, and it is also included in the second
category.

The misidentified 7, background comes from events with one muon (i), EF'sS, and three or more jets
with at least one identified b quark jet (labelled “u+ > 3 jets” events), where one jet is misidentified as
a m,. The dominant contribution to this background comes from W+jets, and from tt — W+W~bb —
pv q7'bb events. The background contribution from misidentified 7, is estimated by applying the prob-

ability that a jet mimics a 7, to every jet in “u+ > 3 jets” events, as event weights. The probability that
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a jet is misidentified as a 7, is measured from data as a function of jet pr and n using W+jets and
QCD multijet events [2, 178]. The estimate makes use of the k-Nearest-Neighbours method described
in Sec. 4.2

6.3.1 Estimating the tau fake background using the k-Nearest-Neighbour method

The ¢+ > 3 jet events are selected with the same selection as the signal selection except the 7 selection.
It is required that at least one of the jets with pr >30 GeV is b-tagged (CSVM). The candidate jets in
an event are selected as follows. If there are only two jets with pr above 30 GeV, they are excluded;
However, if there are more than two jets above 30 GeV, all of them are included. A similar approach is
also used to include b-tagged jets: b-tagged jets are included only if there is more than one b-tagged jet
in the event.

As a cross-check of the modeling of the W boson transverse momentum, for the same ¢+ > 3 jet
events the W boson pr is reconstructed as the sum of the transverse momenta of the muon and E1ss,
yielding a good agreement between data and simulation.

The data driven method used makes use of the k-nearest-neighbour (kNN) multivariate algorithm for
classifying jets faking taus [179], described in Sec. 4.2. The parametrization of 7 fake rate is built as
a function of jet pr, jet n and jet radius Rjer = \/m. The jet radius parametrization improves
the determination of the individual contributions of the quark jets and gluon jets (narrower and wider,
respectively [180]), separately. The probability that a jet fakes a 7-jet (w(jet — 7)) is estimated as a
function of three variables (jet pr, jet n and R;.;) and it is applied to every jetin W+ > 3 jet events. Thus

the expected number of r-fake background is obtained as:

N n
N7k = NN " w! (jet = 7) = Npon—r— fakes (6.1)
i J

where j is the jet index of the event i. The N,on—r—fake is the small (~ 20%) contamination of
genuine tau contribution (i.e., non-7-fake background) inside 7-fake background, which is estimated from
MC. This is mostly due to the presence of real 7-jets in the W+ > 3 jet sample. In order to estimate this
contribution, the same data driven method is applied to MC events of Z/~* — 77, single top production,
di-bosons, and the part of the SM ¢t background not included in the r-fake background.

Examples of the parametrization of the jet — 7 fake rate probability can be found in Sec.7.4.

The parametrization as a function of R;e is used in order to reduce the sensitivity to quark or gluon
jets in the starting samples, either W+jets or QCD multijets. The goal is to account for the different
probabilities for a quark (narrower) or gluon (wider) jet to fake a tau. Figure 6.3 shows the sensitivity of
the R;., variable in separating the quark and gluon jets components.

For the evaluation of jet — 7 fake probability, the QCD multijet and W+> 1 jet enriched samples are
selected as in the following. The QCD multijet enriched events are selected by requiring events to pass
the HLT Jet30_v1 trigger and have at least two jets with pr > 20 GeV and || < 2.4. The jet matching
to the HLT jet is removed from the fake rate calculation in order to avoid a trigger bias. This is done as

in the following: if only one jet is matching to the HLT jet, then it is marked as "tag” jet and others are

78



CMS Preliminary, L=18.3fb tat {s=8TeV

81800TTT‘TTTNTTT‘TTTNTTTNTTTNTTTNT
8 80<p_<100GeV  Z+Jets
> 1600 T
e Inl<2 e Data
E 1400 l:l Quark
[
© 1200 B Gluon
w |:| Unmatched+PU
1000
800
600
400
200
% 0.02 004 006 008 01 012 014

0,

Figure 6.3: Distribution of R;e for quark and gluon jets. The figure is taken from [10]

marked as "probe” jets. However, all jets are marked as probe jets if more than one jet is matched to the
trigger jet. Only the probe jets are used for the fake rate calculation. The W+ > 1 jet enriched events
are selected by requiring only one isolated muon with pt > 20 GeV and || < 2.1 and at least one jet
with pr > 20 GeV and |n| < 2.4. The muon isolation is described in Sec. 3.4. The separation between
the muon and the closest jet is required to be AR,,_;c; > 0.5.

It has been shown in dedicated simulation studies (internal documentation of the CMS collaboration)
that the quark and gluon jet compositions in ¢ 4+ EMss > 3 jet events is different in QCD multi-jet and
W+> 1 jet events, the number of  fake events (N™~f2k¢) is expected to be different in the two samples. In
particular, the N7~ake value will be under- (over-) estimated by applying the wgcp (ww 4 jets) probability.
In order to properly account for the correct sample composition, the N™—fake is estimated by re-weighing
the number of events from each sample in order to take into account the quark and gluon jet composition
as derived from MC. The systematic uncertainty is taken from the maximum variation between the two

unweighted values:

N n N n
N7 Wi 3 S s+ Waon % 3 Yoo ©2
) J i J

N ] N j
Zi Z;L w{/V+jets, i Zz Z; wZ)CD, i
2

AN‘rffake _

(6.3)

The difference between the “jet— 7,” probabilities measured in W+jets and multijet events is taken
as systematic uncertainty, amounting to around ~ 15%.

The backgrounds with genuine 7 leptons are Drell-Yan 77, single-top-quark production, dibosons,
and the SM tt events in which a 7 is produced from a W decay. The Z/v* — ee, uu and tt —
W*TW~bb — ¢+uv/~Tbb events may also contain electrons or muons misidentified as 7,. The event

yields for these backgrounds are estimated from simulation.
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6.3.2 Yields

Data and the simulated event yield at various stages of the event selection are shown in Fig. 6.4. The
backgrounds are normalized to the SM prediction obtained from the simulation. A good agreement is
found between data and the SM background. The QCD multijet background contribution, evaluated from
MC, is negligible at the final selection step. The expected event yield in the presence of t — H*b,
H*— 77v, decays is shown as a dashed line for my+ = 120 GeV under the assumption that B(t —
H*b) = 0.05.
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Figure 6.4: The event yields after each selection step, where OS indicates the requirement to have oppo-
site electric charges for a 7, and a p. The backgrounds are estimated from simulation and normalized to
the standard model prediction. The expected event yield in the presence of the t — H*b, Ht— 7+ v, de-
cays is shown as a dashed line for my+ = 120 GeV and under the assumption that B(t — H*b) = 0.05.
The bottom panel shows the ratios of data over background with the total uncertainties. Statistical and
systematic uncertainties are added in quadrature.

The observed number of events after the full event selection is shown in Table 7.3 along with the
expected numbers of events from the various backgrounds, and from the charged Higgs boson signal
processes WH and HH for my+ = 120GeV. The misidentified 7, background measured from data,
222.0+11.4 (stat. + syst.) events, is consistent with the expectation from simulation. After the final event
selection, the distributions of the E'sS and of the 7, transverse momentum after the full event selection

are shown in Fig. 6.5.

6.4 Systematic uncertainties

The sources and the size of the systematic uncertainties are listed in Table 6.2. The following effects

are taken into account:
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Table 6.1: Numbers of expected events in the p7, final state for the backgrounds and the charged Higgs
boson signal from WH and HH processes at my+ = 120 GeV, and the number of observed events after
the final event selection.

\ Source | Nevents (£ stat. & syst.) |
[HH+HW, my =120 GeV, B(t — H'b)=0.05 | 179.3 + 8.7 £ 221 |
7 fakes (from data) 222.0+11.4
tF — WOWb — (uvb) (vb) 304.7 £ 2.8 £ 259
{F — WOWb — (£ub) (¢vb) 214+ 0.7 + 6.9
Z/y* — ee, pp 0.44+04 +0.1
Z/y* =TT 50.6 + 17.6 +£ 20.7
Single top 26.6 £1.2+3.3
\'A% 44+05+£07
Total expected from SM 630.1 +£17.9 +46.9
Data 620
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Figure 6.5: Distribution of ETs® (left) and 7, transverse momentum (right) after the full event selection.
Distributions obtained from data (points) are compared with simulation. The simulated contributions are
normalized to the SM predicted values. The expected event yield in the presence of the t — H*b,
H*t— 7Tv, decays is shown as a dashed line for my+ = 120GeV and under the assumption that
B(t — H"b) = 0.05. The last bin includes the overflow. The hatched area shows the total uncertainty.
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¢ the uncertainty on the efficiency of 7 identification, estimated to be 6% [178];
e the uncertainty on the rate of misidentification of a lepton as a 7,, estimated to be 30% [178];

e The uncertainties on the jet energy scale (JES), jet energy resolution (JER), and ET'S scale are
estimated according to the prescription described in Ref. [181]; an uncertainty of 3% on the 7,
energy scale is included. These uncertainties also take into account the uncertainty due to JES
dependence on the parton flavor. The uncertainty on JES is evaluated as a function of jet pr and
jet n. The JES and JER uncertainties are propagated in order to estimate the uncertainty of the

EMiss scale;
¢ the uncertainty on the efficiency of b tagging, 5.4% [182];
¢ the uncertainty on the rate of misidentification of a jet as a b quark, 10% [135];

e the uncertainty on pileup modelling due to the reweighing of simulated events according to the

measured distribution of the number of vertices;

¢ the uncertainty on the reconstruction, identification, and isolation efficiency of a muon is taken into

account. The contribution from these sources is estimated to be ~2—-3%.

e the uncertainty in the estimation of the misidentified 7, (“7 fakes”) background has two sources:
the limited number of events for the measurement of the 7, misidentification rate and the difference
in the 7, misidentification rates for jets originating from a quark with respect to jets originating from

a gluon;
¢ the theoretical uncertainties on the signal and background cross sections;

e the uncertainty due to the limited number of events available in the simulated samples (MC stat.);

finally, an estimated 2.2% uncertainty in the integrated luminosity [70];

The full sets of systematic uncertainties are used as input to the exclusion limit calculation.

Table 6.2: The systematic uncertainties on event yields (in percent) for the background processes and
for the Higgs boson signal processes WH and HH for myg+ = 120 GeV.
| | HH [ WH [ tts, | ttee | 7fakes [ Singletop | VV [ DY(ee,up) | DY(r7) |

T-jetid 6 6 6 6 6 6
jet, £ — 7 mis-id 30 30
JES+JER+MET 6 4 5 4 6 11 100 21
b-jet tagging 6 5 5 5 7

jet—b mis-id 9 9 9
pile up 4 2 2 8 2 3 25 4
lepton selection 2 2 2 2 2 2 2 2
7 fakes 5

cross-section i 8 4

MC stats 4 [ 5] 17138 4 11 100 | 35
luminosity 2.2 2.2
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6.5 Evaluation of limits on B(t — H™b)

The expected number of tt events, after final event selection, is shown in Fig. 6.6 as a function of the
branching fraction B(t — H*b) for my+ = 120 GeV. Expectations are shown separately for contributions
from WH, HH, and tt — WWbb (WW) processes. The total tt event yield (VY55™) from WW, WH, and
HH processes is larger than the yield from the standard model tt — WWbb process (NtSfM). This is due
to the fact that the branching fraction for the Higgs boson decay into 7v, is larger than the corresponding

branching fraction for the W boson decay.
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Figure 6.6: The expected number of tt events after event selection as a function of the branching
fraction B(t — H*b) for my+ = 120 GeV. Expectations are shown separately for the WH, HH, and WW
contributions.

Assuming that any excess of events in data, when compared with the expected background contribu-
tion, is due to the t — Hb, H*— 7T v, decays, the value of x = B(t — H*b) is related to the difference
AN between the observed number of events and the predicted background contribution through the

following equation:

AN = NMSM _ NSM — 92:(1 — 2) Nwy + 2® Nun + [(1 — 2)? — 1]NM. (6.4)

In this equation Ny is estimated from simulation forcing the first top quark to decay to H*b and the
second to Wb, and Nyy forcing both top quarks to decay to H*b. N&M is evaluated from simulation,
as given by the tt background in Table 7.3. The other backgrounds cancel out in the difference.

The CLs; method, described in Sec.4.3, is used to obtain an upper limit, at 95% confidence level
(CL), on z using Eq. 6.4. The background and signal uncertainties described in Section 6.4 are modeled
with a log-normal probability distribution function and their correlations are taken into account. The
R = plead-track /B distribution (Fig. 6.7), i.e. the ratio of the momentum of the leading track of the 7

(p'eed-tracky and the 7's energy (E.), is used in a binned maximum-likelihood fit in order to extract a
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possible signal. This variable is linked to the polarization of the tau lepton, as discussed in Sec. 2.4.5.
Both statistical and systematic uncertainties are propagated to the limits by including the correspond-
ing shapes of the R distribution calculated with up and down variations (+1¢) separately for each com-

ponent, and then feeding those distributions to the limit calculations. The upper limit on B(t — H*b) as a
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Figure 6.7: Distribution of R = »>—,——. Data points, total SM backgrounds and charged Higgs boson
signal yields are separately normalized to unity. The “misidentified 7;,” component is estimated using the
data-driven method. The area shaded with lines indicates the total uncertainty.

function of my+ is shown in Fig. 6.8 (left), showing a 50% improvement on the results from the previous
analysis of the same final state from Ref. [2]. The limits for the ur, final state are then combined with
those obtained in the er,,, ey and 7, +jet final states from Ref. [2] and the results are shown in Fig. 6.9.
The combined upper limit is obtained using the procedure described in [183]. Table 6.3 summarizes the
values of the median, +1¢, and +2¢ expected and the observed 95% CL upper limit for B(t — H*b) as
a function of my+ for the combination of the fully hadronic, er,, um,, and eu final states. The observed
limits are above the expected limits due to the enhancement in the 1, +jet final state alone [2]. All other

final states yield observed limits within 10 from expectations.

Table 6.3: The expected range and observed 95% CL upper limit for B(t — H*b) as a function of my+
for the combination of the u7, (this analysis), fully hadronic, er,, and eu (from Ref. [2]) final states.
] 95% CL upper limit on B(t — H¥b) \

M+ Expected limit Observed

(GeV) —20 | —lo [ median| +10 [ +20 limit
80 0.0109 | 0.0159 | 0.0209 | 0.0284 | 0.0386 | 0.0291
100 0.0113 | 0.0144 | 0.0187 | 0.0260 | 0.0346 | 0.0278
120 0.0103 | 0.0138 | 0.0177 | 0.0238 | 0.0321 0.0247
140 | 0.00778 | 0.00938 | 0.0122 | 0.0172 | 0.0249 | 0.0183
150 | 0.00788 | 0.00954 | 0.0121 | 0.0174 | 0.0252 | 0.0214
155 | 0.00787 | 0.00851 | 0.0117 | 0.0171 | 0.0249 | 0.0209
160 | 0.00809 | 0.00806 | 0.0106 | 0.0149 | 0.0216 | 0.0173
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Figure 6.8: Upper limit on B(t — H*b) as a function of my+ for the un, final state for the updated

full-statistics analysis (left) and the previous result from Ref. [2] (right). The +1¢ and +20 bands around
the expected limit are also shown.
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Figure 6.9: Upper limit on B(t — H*b) as a function of my+ for the combination of the full-statistics pr,
final state with the e, eu, and 7, +jet final states from Ref. [2]. The +10 and +2¢ bands around the
expected limit are also shown.
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6.6 Summary

Updated results have been presented in the search for a light charged Higgs boson produced in top
quark decays t — HTb, with subsequent decay of H™ into 7+v,. The results in the pm, final state
have been updated with a data sample corresponding to an integrated luminosity of 4.9fb~" collected
in proton-proton collisions at /s = 7TeV in 2011, and are combined with those previously published in
Ref. [2] for the ey, eu and 7, +jet final states. Upper limits on the branching fraction B(t — H*b) in the
range of 2—-3% are established for a charged Higgs boson with a mass between 80 and 160 GeV, under
the assumption that B(H™ — 77v,) = 1. The results of this analysis represent a 50% improvement
on the sensitivity of the analysis to the presence of a charged Higgs boson decaying into a tau and a

neutrino, with respect to the previous result described in Ref. [2].
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Chapter 7

Search for a heavy charged Higgs

boson

7.1 Introduction to heavy charged Higgs boson

In this chapter, a search for the charged Higgs boson is performed in a data sample recorded by the
CMS experiment at /s = 8 TeV and corresponding to an integrated luminosity of 19.7 + 0.5f0~". The
charged Higgs boson decay modes and final states discussed in this thesis are summarised in Table 7.1.
The Ht — 7tv. and Ht — tb decay modes are inclusively studied in the um,, single lepton (e+jets and
p+jets), and ¢¢ final states for my+ > (my — my,). Combined limits for the HY — 7+v, and H — tb
decay modes are set on o(pp — t(b)H™) by assuming the branching fraction of the considered decay
mode to be 100 %. Additionally, model-independent limits without assumption on the charged Higgs
boson branching fraction are set for both light and charged Higgs boons on B(t —+ H*b) x B(H" —
7%v;) and o(pp — t(b)HT) x B(H" — 77v,) with the analysis on the H* — 7+v, decay mode in the
mht+ets final state for my+ < (my — myp) and myg+ > (my — my), respectively. All the considered decay
modes and final states are used to set exclusion limits in the my+-tan 8 parameter space for different
MSSM benchmark scenarios [11, 12] by applying the scenario-specific branching ratio for the decay
modes. This manuscript reports for the first time results on direct charged Higgs boson production for
mpy+ > my —my in the HY — tb decay mode.

The searches in the single lepton and m,+jets final states have been performed by other groups, and
are reported in App. A and B because the discussion of those results is relevant to the forementioned
combination, of which the author of this manuscript was responsible.

The two main modes involved in the production of a high-mass (my+ > my — my) charged Higgs
boson at a proton-proton collider are characterized by the fusion of bottom and top quarks, as illustrated
in Figs. 1.1 (b) and (c) and mentioned in Chap. 1 and referred to as four-flavour scheme (4FS) and five-
flavour scheme (5FS), respectively. In the 4FS there are no b quarks in the initial state causing a different
ordering of the perturbative terms at a finite order between the 4FS and 5FS [12]. The predictions of

the 4FS and the 5FS cross sections calculated at next-to-leading order (NLO) are combined using the
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Table 7.1: Overview of the charged Higgs boson production processes, decay modes, final states, and
mass ranges analysed in this manuscript (¢ = e, ). The “jets” in m,+jets and ¢+jets refers to hadronic
decay of the or a W boson, respectively. All final states contain in addition jets from the hadronization of
b quarks and missing transverse energy from neutrinos.

Decay mode Signatures for my+ < my —my,  Signatures for myg+ > my — my,

tf — bHTDHH -, tt — bHTDW - pp — t(b)HT
Ht = 71y, Th+jets Th+jets, um, 00
Ht = tb - UTh, L+jets, &0

“Santander matching scheme” [184]. Calculated to all orders in perturbation theory, the 4FS and 5FS
yield identical production cross sections.

Cross sections and branching ratios predicted in the m}**** benchmark scenario are shown in
Fig. 7.1.
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Figure 7.1: The heavy charged Higgs boson branching ratios (left) and cross sections (right) as predicted
in the m;"*** benchmark scenario, as a function of the charged Higgs boson mass..

The event selection together with the background estimation is described in Sections 7.2, 7.6, and
App. B, for the umn,, £¢', and 1, +jets final states, respectively. The treatment of statistical and systematic
uncertainties is described in Section 7.11. The results are presented in Section 7.12 and summarised
in Section 7.13.

7.2 The um, final state for H* — 7. and H* — tb

In this analysis, a charged Higgs boson with a mass larger than the top quark is produced through
pp — t(b)HT and searched for in the decay modes H* — 7tv, and Ht — tb. In the first case, the
7 decays hadronically and the final state is characterized by the leptonic decay into a muon of the W

boson that originates from the t — bW~ decay. In the second, at least one of the W bosons from the
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top quarks decays to a hadronically decaying . In this final state, the charged Higgs boson production
is characterized by a larger number of b-jets than in the SM backgrounds, and consequently the shape
of the b-tagged jet multiplicity distribution is used to infer the presence of a signal. The dominant SM
background processes are from tt — u7, + X and other backgrounds where a jet is misidentified as a
m, (Mainly lepton+jet tt events and W+jet production).

The number of produced tt events is normalized to the predicted tt production cross section 246.7f§;§i
11.4 pb as calculated with the Top++2.0 program to next-to-next-to-leading order (NNLO) in perturbative
QCD, including soft-gluon resummation to next-to-next-to-leading-logarithm (NNLL) order [152], and as-
suming a top-quark mass mtop = 173.34 GeV. The first uncertainty comes from the independent variation
of the factorization and renormalization scales, . and u g, while the second is associated to variations
in the parton density functions (PDFs) and strong coupling constant as, following the PDF4LHC pre-
scription with the MSTW2008 68 % confidence level (CL) NNLO, CT10 NNLO and NNPDF2.3 5-flavour
FFN PDF sets [153, 154, 155, 185]. The predicted cross section is in good agreement with the exper-
imental measurements by ATLAS and CMS [186]. The top quark pr spectrum in data is found to be
softer than predicted using the MADGRAPH MC generator [187]. To correct for this effect, the tt events
are reweighted to make the top quark pr spectrum in simulation match that observed in data [188, 189].

The NNLO SM prediction calculated with FEWZ 3.1 is taken for the W+jets and Z /v* backgrounds [190,
191]. The cross section for the t-channel single top quark sample is calculated at next-to-leading order
(NLO) in QCD with Hathor v2.1 [192, 193] with PDF and «g uncertainties calculated using the PDF4LHC
prescription [153]. For the single top quark s-channel and tW-channel cross section the SM prediction
at NNLL in QCD is taken from Refs. [194, 195].

7.3 Event selection

The event selection is similar to that used in the measurement of the top quark pair production cross
section in dilepton final states containing a 7, [146, 196]. A single-muon trigger with thresholds of
pr > 24GeV and |n| < 2.1 is used to select the events.

Events are selected by requiring one isolated muon with pr > 30 GeV and |n| < 2.1, one hadronically
decaying 7 with pr > 20GeV within |n| < 2.4, at least two jets with pr > 30GeV and |n| < 2.4, with
at least one jet identified as originating from the hadronization of a b quark, and EF'¢ > 40GeV. The
7 and the muon are required to have opposite electric charges. The muon candidate is considered to
be isolated if the relative isolation, as defined in Section 3.4, is I,y < 0.12. The muon and the tau are
required to be separated from each other and from any selected jet by a distance AR > 0.4. The choice
of the radius matches the lepton isolation cone. Events with an additional electron (muon) with ¢ < 0.2
and pr > 15 (10) GeV are rejected.

In this analysis, the b-tagging working point is loosened to a one per cent mistagging probability since
the multijet background is smaller than in the 7, +jets final state described in App. B . The corresponding

probability to idenfity a b jet is about 70 %.
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7.4 Background estimate

The backgrounds come from two main categories: the first with misidentified 7, leptons, and the second
with genuine 7,s. Within the first category, the component with misidentified 7, from generic jets is
estimated from data: this includes contributions from W+jets and multijet events, as well as from tt —
l+jets events. The background from Z/~* or tt dilepton events with one electron or muon misidentified
as a 1, is small and is estimated from simulation. Within the second category, the background due to
Z/~v* — 77 events with one 7, and one 7 decaying to a muon is estimated by taking the normalization
from simulation and the shape from Z — uu events in data where each muon has been replaced with

reconstructed particles from a simulated 7 lepton decay.

The remaining SM backgrounds with genuine 7 leptons are from single-top-quark production, di-
bosons, and from tt events in which a 7 is produced from a W decay. The Z/y* — ee, pp and
tt — WH+W~bb — ¢Tv/~wbb events may also contain electrons or muons misidentified as 7,. The
events from SM tt production are labeled “other tt” in the following tables and plots. The yields for
these backgrounds are estimated from simulation. The tt events are categorized in order to separate
the contribution from each decay mode The categorization is performed using the generated particles

from simulation.

The misidentified 73, background comes from events with one muon, ETs$, and three or more jets with
at least one identified b quark jet (labelled “u+ > 3 jets” events), where one jet is misidentified as a 7,.
The dominant contribution to this background comes from W+jets, and from tt — W+ W~bb — pvqq’bb
events. The background contribution from misidentified 7, is estimated by applying the probability that
a jet mimics a m, to every jet in “u+ > 3 jets” events, as event weights. The probability that a jet is
misidentified as a 7, is measured from data as a function of jet pr, jet n and jet radius using W+jet and
multijet events [91, 196] In this document, the estimate of the 7 fake background is improved with respect
to the method used in Ref. [2] by weighing the raw estimates, and with respect to the method used in
Chap. 6 by taking into account the quark and gluon jet compositions (from simulation) in the W+jet and

multi-jet samples [196].

The probability w(jet — 7) is evaluated using all jets (except the triggering jet) in the QCD multi-
jet events (wgcp) and all jets in the W+> 1 jet events (ww 4 jets) @s a function of jet pr, 7, R;e, and
is compared to the distributions expected from simulation in Figs. 7.4, 7.5, 7.6 (for the QCD multi jet
events), and in Figs. 7.7, 7.8, 7.9 (for the W+> 1 jet events).

The improvement in the central value of the estimate is verified with a closure test with simulated

events, and the systematics uncertainty improves by 30%.

The weights for the two estimates, Wy j:s and Wqcp are taken as the weights that make a linear
combination of the two estimates to have the same quark and gluon jets composition as the final ¢ +

Emiss > 3 jet sample (as estimated in simulation).

The correspondence between the kNN estimate and the true quark and gluon jet composition in the
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training samples is expressed by:

FRWHIet = FRIZI® . Fracl 157, + FRI° . Fracj, 157, (7.1)
FROCP — pRa—jets. FracQ jets | pRITIets . FracQ jets (7.2)

Where FRW+ict and FRYCP are the fake rates extracted through the kNN estimate, FR9-7°** and
FR7J¢s are the unknown fake rates for quark jets and gluon jets, respectively, which are applied to
fractions of the sample expressed by Fracl, 75", Fracj, 15", for the “W+jet” sample and by Frac,
and FracQCJ,‘_?,“ for the QCD sample. Finally, the weights are found by imposing that the final estimate
should have the same result as applying the unknown fake rates for quark jets and gluon jets to the

corresponding quark and gluon jet fractions in the final sample:

. WH1ljet QCD __ q—jets g—jets g—jets g—jets
WW'Het xR + WQCD xFR =IR FTaCW]eﬁs—i—tt—)l]elﬁs TR FTaCWJets-i-tt—ﬂ]ets

(7.3)

The fraction of quark and gluon jets from MC are shown as a function of the transverse momentum

of the jet in Fig. 7.2 (left) for the QCD sample and in Fig. 7.2 (right) for the W+jet sample. The fraction of
quark and gluon jets from MC are shown as a function of the transverse momentum of the jet in Fig. 7.3

for the final ¢ + EJ'ss > 3 jet sample.
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Figure 7.2: Fraction of quark (red) and gluon (blue) jets as evaluated from MC in the QCD training
sample (left) and in the W+jet training sample (right).

The corresponding contribution of N,,on—r— ke described earlier are subtracted from Eq. 6.2. The
uncertainties of wgep and w4 jers (Statistical uncertainty) are propagated to N7—fke through Eq. 6.2.
Finally, the efficiency £05=0.69+0.04 of the OS requirement obtained from MC is applied to obtain the
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Figure 7.3: Fraction of quark (red) and gluon (blue) jets as evaluated from MC in the final ¢+ Eiss > 3 jet
sample (left) and in the signal sample (M g+ = 250 GeV) (right).

-fake background NJ, 5 as:

Nggfake =eog X NT—fake (74)

The estimated MC efficiency €0s=0.69+0.04 is in agreement with past results The estimation of eps
is cross checked in data using the W+> 3 jet type events. The W+> 3 jet control sample is selected as
described in the earlier paragraph of this section, with anti-b-tagging to suppress tt events. The MC OS

efficiency has been calculated from tt — ¢ + jets events.

The number of tau fakes N™~fake js estimated using w(jet — 7) measured from QCD multi-jet events
and for "W+jet” events, by re-weighing according to the different quark and gluon jets composition of the
training and final sample (Table 7.2). The column “estimated from data” gives the number of expected
events when the data-driven method is applied; the data-driven background estimate is obtained after
the 7 identification selection step: N, = 1. The column "Estimated from MC” contains the number of 7
fake events predicted by the MC using the data-driven method when the jet — 75, fake rate has been
obtained from the MC QCD multi-jet events or from the MC "W-+jet” events, respectively. The column
“MC expectation” gives the number of expected r fake events from MC using the standard signal selec-
tion. This number is obtained as the sum of the number of MC events for the processes tt — ¢ + jets,
Wijets and QCD. It is to be observed that the number of events in the columns “MC expectation” and
“Estimated from MC” are in well agreement within their uncertainties and thus validating the robustness
of this background estimation method. As discussed earlier, “¢+ > 3 jet” control sample also includes
non-"tau fake” (Npon—r—rake) residual events from other processes. These residual background events
include tt events (dileptons, T + jets, 77, full had.), Z+jets, single top The contribution of residual back-
ground events is estimated from the MC and it is subtracted from the data-driven estimate, thus the

numbers shown in column “estimated from data” of Table 7.2 are after the residual background sub-
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Figure 7.4: Comparison between the output of the algorithm and the expected distributions from the test
set: tau fake rate distribution obtained from QCD multi-jet samples as a function of jet pr for data (left)
and simulation (right). The events are selected with HLT _Jet30 trigger and Run2011(A+B) samples.
Pythia 6 with TuneZ2 (with pile-up) has been used for MC QCD multi-jet samples. The fake rates are
calculated for the HPS ("medium”) 7 algorithm.
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Figure 7.5: Comparison between the output of the algorithm and the expected distributions from the test
set: tau fake rate distribution obtained from QCD multi-jet samples as a function of jet  for data (left)
and simulation (right). The events are selected with H LT _Jet30 trigger and Run2011(A+B) samples.
Pythia 6 with TuneZ2 (with pile-up) has been used for MC QCD multi-jet samples. The fake rates are
calculated for the HPS ("medium”) 7 algorithm.
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set: tau fake rate distribution obtained from QCD multi-jet samples as a function jet radius for data (left)
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Figure 7.7: Comparison between the output of the algorithm and the expected distributions from the
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Figure 7.8: Comparison between the output of the algorithm and the expected distributions from the
test set: tau fake rate distribution obtained from W+>1jet samples as a function ofjet n for data (left)
and simulation (right). The events are selected with HLT _Jet30 trigger and Run2011(A+B) samples.
Pythia 6 with TuneZ2 (with pile-up) has been used for MC QCD multi-jet samples. The fake rates are
calculated for the HPS ("medium”) 7 algorithm.
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Figure 7.9: Comparison between the output of the algorithm and the expected distributions from the test
set: tau fake rate distribution obtained from W+>1jet samples as a function of jet radius for data (left)
and simulation (right). The events are selected with H LT _Jet30 trigger and Run2011(A+B) samples.
Pythia 6 with TuneZ2 (with pile-up) has been used for MC QCD multi-jet samples. The fake rates are
calculated for the HPS ("medium”) 7 algorithm.
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traction. The unweighted average for the tau fake background estimate is computed (Table 7.2, row
“unweighed average”) before the OS cut. The proper weighing of the raw estimates, which takes into
account the quark and gluon jets composition from MC is shown in the last row, “weighed average”. In
order to estimate the fake background after the OS cut, the number of background events estimated
after the tau identification cut (IV, = 1) is then scaled by the efficiency, as described above, which is
derived from MC.

Lepton pairs with additional jet production can also mimic tt dilepton events. In particular, DY —
7T events accompanied by additional jet production may appear as tt events, when one tau decays

leptonically and the other hadronically. This background is estimated from MC.

Table 7.2: The number of r fake events, estimated using the data-driven method (column “estimated
from data”) described in the text, is compared to the expectations from MC (column “estimated from
MC”) obtained by applying the method to simulated events. The 7 fake probability is obtained from QCD
multi-jet and W+jet data samples; the last two rows show the average of the two results before and after
re-weighing for the quark-gluon composition of the samples. Only statistical uncertainties are shown.
The residual contribution of "non-fake” events is estimated from simulation and it is subtracted from the
estimate of “r-fake” events in order to avoid double counting.

Sample | MC expectation | Estimated from MC | Estimated from data
QCD multi-jet 1983 1994
Wijets 2642 2499
Unweighted average 2341461 2312 (£14%) 2246 (£11%)
Weighted average 2095 (+14%) 2145 (£11%)

The fake rate estimation obtained using the data-driven method is affected by a total (stat. + syst.)
uncertainty of 9%, which is one of the largest contribution to the systematic uncertainty (described in
Sec. 6.4) associated with the determination of the expected SM yields. Still, the 9% represents a 30%
improvement with respect to the estimate obtained in Ref. 6.

The background contribution from misidentified 7, from electrons and muons is small and it comes
from tt — ¢¢+jets and Z — ¢¢ events. This contribution is small and it is estimated from simulation.

The single lepton trigger efficiency and the muon isolation and identification efficiencies are corrected
by multiplicative data-to-simulation scale factors dependent on the muon transverse momentum and

pseudo-rapidity, derived using a “tag-and-probe” method [197, 198].

7.5 Eventyields

Data and the simulated event yield at various steps of the event selection are shown in Fig. 7.10, left.
Since the data-driven estimation is derived only after requiring one 7,, the backgrounds are normalized
to the SM prediction obtained from the simulation. A good agreement is found between data and the SM
background expectations. The multijet background contribution is negligible at the final selection step.
The expected event yields in the presence of Ht — tb and Ht — 71v, decays are shown as dashed

lines for my+ = 250 GeV, normalized to a cross section of 1 pb and assuming a branching fraction of
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100 % for each decay channel.
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Figure 7.10: Left: event yields after each selection step, where OS indicates the requirement to have
opposite electric charges for the 7, and the u. The backgrounds are estimated from simulation and
normalized to the SM prediction. Right: the b-tagged jet multiplicity distribution after the full event
selection. The “misidentified 7,,” component is estimated using the data-driven method and labeled “r,
misID(DD))“, while the remaining background contributions are from simulation normalized to the SM
predicted values. For both distributions, the expected event yield in the presence of the Ht — tb and
H* — 77v, decays is shown as dashed lines for my+ = 250 GeV. The signal yields are normalized to
a cross section of 1 pb assuming B(Ht — tb) = 1 and B(H* — 7tv,) = 1, respectively. The bottom
panel shows the ratio of data over the sum of the SM backgrounds with the total uncertainties. Statistical
and systematic uncertainties are added in quadrature.

The number of expected events for the SM backgrounds, the number of signal events from the
pp — t(b)H* process for my+ = 250GeV for the decay modes Ht — tb and HT — 7%, and the
number of observed events after all selection cuts are summarized in Table 7.3. The misidentified 7,
background measured from data is consistent with the expectations from simulation. Statistical and
systematic uncertainties evaluated as described in Section 7.11 are also shown. The number of signal
events is normalized to a cross section of 1 pb, assuming 100 % branching fraction for each decay mode.

The b-tagged jet multiplicity is shown after the full event selection in Fig. 7.10, right. The ratio of the
data to the sum of expected SM background contributions is shown in the bottom panel. Limits on the

production of the charged Higgs boson are extracted by exploiting this distribution.
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Table 7.3: Number of expected events in the p7, final state for the SM backgrounds and in the presence
of a signal from H* — tb and H* — 7+, decays for my+ = 250 GeV are shown together with the
number of observed events after the final event selection. The signal cross section is normalized to a
cross section of 1 pb, assuming a branching fraction B = 100 % for each decay channel.

Source Nevents (£ stat. + syst.)
HT = 77, mp+ = 250 GeV 176 10 £ 13
H* — tb, my+ = 250 GeV 37+2+3

tt — um + X 2913 + 14 4+ 242
misidentified m, 1544 + 14 £ 175
tt dilepton 101 £ 10 £ 27
Z/v* — ee, up 12+3+4
Z/v* =TT 162 + 40 + 162
single top 150 + 12 + 18
dibosons 20£3+2
total SM backgrounds 4903 + 45 + 341
data 4839
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7.6 The dilepton (ee/es/p) final states for HT — 7+v, and H* — tb

The ¢¢' final state is studied, where the full production and decay chain goes through pp — t(b)H™, with
t(b) — fvyb(b) and H* — ¢'v,bb. This is similar to the SM tt dilepton final state, with the addition of
one or two b jets. The shape of the b-tagged jet multiplicity distribution is used to infer the presence
of a charged Higgs boson signal. The dominant SM backgrounds are from tt and single top quark

production.

7.7 Event selection

The event selection is similar to that used for the measurement of the SM tt cross section and of the

B(t—Wb)

ratio BUSTWa) in the dilepton channel [197, 199]. Data are collected with double-lepton triggers (one

electron and one muon, two electrons, or two muons) with pr thresholds of 17 GeV for the leading lepton
and 8 GeV for the other. After offline reconstruction, events are selected with two isolated, oppositely
charged, leptons (one electron and one muon, or two electrons, or two muons) with pr > 20GeV and
|n] < 2.5 (|n| < 2.4) for electrons (muons), and at least two jets with pr > 30GeV and |n| < 24.
The relative isolation requirement is I,y <0.15(0.20) for electrons (muons). Jets are required to be
separated by a distance AR = 0.4 from the isolated leptons. A minimum dilepton invariant mass of
12 GeV is required to reject SM background from low mass resonances. For the same flavour channels
(ee, pp), events with dilepton invariant mass within 15 GeV from the Z boson mass are vetoed. in order
to account for the presence of neutrinos, a E'S > 40 GeV threshold is required. At least two b-tagged

jets are required.

The b-tagging working point is further loosened, with respect to the lepton+tau final state described
in Sec. 7.2, to a 10 % mistagging probability to enhance signal acceptance since the multijet background

in this analysis is even smaller. The corresponding probability to identify a b jet is about 85 %.

7.8 Background estimate

All backgrounds are estimated from simulation. The dilepton trigger efficiency is corrected by a mul-
tiplicative data-to-simulation scale factor dependent on the final state, in order to provide agreement
between data and simulation; the corresponding scale factors are computed using a “tag-and-probe”
method [197, 198], and the resulting values are 0.97, 0.95, and 0.92 for the ee, eu, and uu final states,

respectively.

The data-to-simulation scale factors for the lepton identification and isolation efficiencies are defined
using a “tag-and-probe” method with Z — ete™/u™pu~ events. For both electrons and muons with

pr > 20 GeV, they are found to vary between 0.99 and 1.01, depending on the pr range considered.
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7.9 Eventyields

The number of data events after each selection cut are in good agreement with SM background expec-
tations, and are shown in Fig. 7.11, left, for the eu final state as a representative example.
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Figure 7.11: The event yields at different selection cut levels (left) and the b-tagged jet multiplicity after
the full event selection (right) for the eu final state. The signal yields are normalized to a cross section
of 1 pb assuming B(H* — tb) = 1 and B(H* — 77v,) = 1, respectively. The bottom panel shows the
ratio of data over the sum of the SM backgrounds with the total uncertainties.

The number of expected events after all selection cuts in the ¢¢’ final state is summarized in Table 7.4
for the SM background processes and for a charged Higgs boson with a mass of my+ = 250GeV. The
main background comes from tt production in the dilepton final state, including all three lepton flavours.
Backgrounds from tt production in the final states other than “tt dilepton” (labelled “other tt ”) and other
SM processes result in significantly smaller yields. Statistical and systematic uncertainties evaluated as
described in Section 7.11 are also shown.

The b-tagged jet multiplicity distribution for the ey final state, shown after the full event selection in

Fig. 7.11, right, is used to extract limits on charged Higgs boson production.

100



Table 7.4: Number of expected events for the SM backgrounds and for signal events with a charged
Higgs boson mass of my+ = 250GeV in the ee, eu, and pp dilepton final states after the final event
selection. The signal cross section is normalized to 1 pb, assuming a branching fraction B = 100 % for
each decay channel. Event yields are corrected with the trigger and selection efficiencies. Statistical
and systematic uncertainties are shown.

Source ee e i

H* — 7t my+ = 250 GeV 39+3+3 97+4+5 40+3+3
H* — tb, my+ = 250 GeV 86 £3£2 219+5+5 0VE£3£2
tt dilepton 5692 + 17+ 520 15296 + 28 + 1364 6332 + 18 £ 572
other tt 22+4+5 40£5+9 17+3+5
Z/v* — U 96 £7£35 36247 139 £10+42
Wijets, multijets 6+2+1 3+1+1 <1
single top 199 £10+21 522+ 15+ 54 228 + 10 £+ 26
dibosons 15+1+£2 43£2+6 20£1+£3
total SM backgrounds 6032 20 £ 521 15941 +£32+ 1365 6736 + 23 +575
data 6162 15902 6955
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7.10 Systematics

7.11 Systematic uncertainties

The uncertainties common to the analyses are presented in Section 7.11.1. The uncertainties specific
to the individual analyses are discussed in Sec. 7.11.2, 7.11.3 for the dilepton and the muon+m, final
states that constitute the main focus of this manuscript, and in App. B.3.1, A.3.1 for the all-hadronic and

single lepton final states that entered the combination for the published result.

7.11.1 Uncertainties common to the analyses

The sources of systematic uncertainties common to the analyses (unless specified otherwise) and af-

fecting simulated samples only are as follows:

¢ Uncertainties in the lepton trigger, identification, and isolation efficiencies are calculated from in-
dependent samples with a “tag-and-probe” method. The uncertainties in the single electron, single
muon, and dilepton triggers amount to 2%, 2%, and 3%, respectively. For the ,+jets final state,

the treatment is detailed in Section B.3.1;

e The uncertainty in the efficiency and identification of electrons is 2% (1%) for pt > 20 (30) GeV.

For muons, the uncertainty in the efficiency and identification is 1%;
e The uncertainty in 7, identification efficiency is estimated to be 6% [200];

e The misidentification uncertainty in events with an electron misidentified as the 7, is 20% (25%)
for the barrel (endcap); for events with a muon (jet) misidentified as the 7, an uncertainty of 30%
(20%) is estimated [200];

e The uncertainty in the 7, energy scale (m, ES) is estimated by varying the 7, momentum by
+3% [200];

e The uncertainties in the jet energy scale (JES), jet energy resolution (JER), and the contribution to
EMiss scale from particles not clustered to jets (“‘unclustered EFsS scale”) are estimated indepen-
dently according to the prescription described in Ref. [4], and found to within 1-6% for the signal
and dominant simulated backgrounds in all the analyses. The variations of these quantities are
also propagated to the ES. The uncertainty in JES is evaluated as a function of jet pr and jet ),

and takes into account JES variations due to parton flavour;

e The uncertainty arising from b tagging/mistagging efficiencies is estimated according to the de-

scription in Ref. [90]. Values of 3—20% are found in the different analyses;

e A 100% uncertainty is assumed for the reweighting of the top quark pr spectrum of each top quark
in simulated SM tt events, discussed in Section 3.5. The reweighting and uncertainty depends on

the top quark decay [201];
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e The uncertainty in pileup event modelling is estimated by varying the total inelastic cross section
used to infer the pileup distribution in data by +5%;

e Uncertainties in the theoretical cross section normalization described in detail in Section 3.5;

e For the um,, (+jets, and ¢¢' final states, the uncertainties due to ME and parton shower (PS)
matching, and those due to the factorization and renormalization scale choices are applied only
to the dominant simulated tt backgrounds; they are estimated by varying by a factor of two the
threshold between jet production at the ME level and via PS and by varying by a factor of four the

nominal scale given by the momentum transfer of the hard process (Q?) in the event;

e For the um, and ¢¢ final states, the uncertainty in the b-tagged jet multiplicity distribution shapes
due to PDF variations is estimated separately for the dominant simulated tt backgrounds by vary-

ing independently the components of the PDF parameterization;

e Forthe um, and ¢¢' final states, the uncertainty due to the modelling of the associated heavy-flavour
production (tt+bb) is taken into account by assigning to each bin of the b-tagged jet multiplicity
distribution of the tt+bb events an uncorrelated bin-by-bin uncertainty of 44%. This uncertainty is

based on the comparison between the observed and predicted ratios of Zggig [202];

e The uncertainty in the integrated luminosity is estimated to be 2.6% [78].

7.11.2 The un, final state for Ht — 7+v,. and Ht — tb

The dominant sources of systematic uncertainties are the n, identification and misidentification, the top
quark pr modelling, and the prediction of the tt cross section. In addition to the uncertainties described
in Section 7.11.1, an uncertainty associated with the misidentified n, background estimated from data
is evaluated as half of the maximum variation between the “W+jet” and “multijet” estimates discussed
in Section 7.4. The statistical uncertainty associated with the number of events in the control region to
which the final estimate is applied amounts to 1% and is taken into account in the limit computation.
The systematic uncertainties for the signal and background samples are summarized in Table 7.5.
The diboson and Drell-Yan background yields are small compared to the uncertainty on the tt back-
ground, and consequently are not used in the limit computation. Results are not sensitive to the inclusion

of those backgrounds.

7.11.3 Dilepton (ce/eu/py) final states for HY — 7+, and Ht — tb

The main sources of systematic uncertainties are the unclustered EJ's* scale, the b tagging efficiency,
and the prediction of the tt cross section.

The systematic uncertainties for signal and background events are summarized in Table 7.6. The
diboson, Z/v* , “other tt”, and W+jets backgrounds yields are small compared to the uncertainty on the
tt background, and consequently are not used in the limit computation. Results are not sensitive to the

inclusion of those backgrounds.
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Table 7.5: The systematic uncertainties for the un, final state (in %) for backgrounds, and for signal
events from H* — tb decays for my+ = 250GeV. These systematic uncertainties are given as the
input to the exclusion limit calculation. The uncertainties which depend on the b-tagged jets multiplicity
distribution bin are marked with (S) and for them the maximum integrated value of the negative or
positive variation is displayed. Empty cells indicate that an uncertainty does not apply to the sample.
The uncertainties on the rows are considered to be fully correlated and the uncertainties on the columns
lines are considered to be uncorrelated. The correlation for the uncertainties in on the rows marked
with (T) are described in detail in the text. The uncertainties on the cross sections are to be considered
uncorrelated for different samples and fully correlated for different final states of the same sample (e.g.
the different tt decays)

Signal tt — pum, + X ttdilepton 7, mis-id  single top

Ty, identification 6.0 6.0 6.0
Jet — 7, mis-id 20

e — 7, mis-id 3.0

n — 1, mis-id 3.0

T, energy scale (S) 0.6 2.4 4.4 4.1
Jet energy scale (S) 25 1.9 2.6 3.9
Jet energy resolution (S) 0.8 0.1 1.6 0.2
Unclustered EQ‘“ energy scale (S) 0.8 0.1 1.8 0.2
b jet tagging (S) 1.8 1.8 2.7 3.2
udsg—b mis-tagging (S) <0.1 <0.1 <0.1 0.1
Single lepton trigger efficiency 2.0 2.0 2.0

e identification 2.0 2.0 2.0 2.0
w identification 1.0 1.0 1.0 1.0
Misidentified 7, 11

Top quark pr modelling (S) 5.4 5.2

T embedding

PDF effect on shape shape only shape only

Heavy flavours (S)(T) <0.1 <0.1

Matching scale (S)(T) 12 5.1

Q? scale (S)(T) 3.4 7.5

Cross sections 20446 20 +46 8.0
Pileup modelling 4.0 2.0 8.0 2.0
Luminosity 2.6 2.6 2.6 2.6
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Table 7.6: The systematic uncertainties (in %) for backgrounds, and for signal events from HT — tb
decays for the dilepton channels for a charged Higgs boson mass my+ = 250GeV. The eu final state
is shown as a representative example. These systematic uncertainties are given as the input to the
exclusion limit calculation. The uncertainties which depend on the b-tagged jets multiplicity distribution
bin are marked with (S) and for them the maximum integrated value of the negative or positive variation
is displayed. Empty cells indicate that an uncertainty does not apply to the sample. The uncertainties
on the rows are considered to be fully correlated and the uncertainties on the columns are considered
to be uncorrelated. The correlation for the uncertainties in on the rows marked with (T) are described in
detail in the text. The uncertainties on the cross sections are to be considered uncorrelated for different
samples and fully correlated for different final states of the same sample (e.g. the different tt decays)

Signal  tt dilepton  Z/y* — ¢¢  single top

Jet energy scale (S) 1.4 1.1 1.7 1.4
Jet energy resolution (S) 0.3 0.3 0.4 0.4
Unclustered E@iss energy scale (S) 1.3 2.1 11.7 2.6
b jet tagging (S) 2.4 3.7 10 4.3
udsg—b mis-tagging (S) 2.3 3.6 10 4.4
eu trigger efficiency 3.0 3.0 3.0 3.0
Electron identification 2.0 2.0 2.0 2.0
L identification 1.0 1.0 1.0 1.0
Cross sections 20446 4.0 8.0
Top quark pr modelling (S) 3.8

PDF shape shape only

Heavy flavours (S)(T) <0.1

Matching scale (S)(T) 7.7

Q? scale (S)(T) 8.4

Pileup modelling 0.6 0.4 1.2 1.2
Luminosity 2.6 2.6 2.6 2.6

7.12 Results

A statistical analysis of the m~ (Fig. B.2), b-tagged jet multiplicity (Fig. 7.10 (b) and Fig. 7.11 (b)), and
Hr (Fig. A.2) distributions has been performed using a binned maximum likelihood fit. The data agree
with the SM prediction and consequently 95% CL upper limits on charged Higgs boson production are
derived using the modified frequentist CLg criterion [116, 117] with a test statistic based on the profile
likelihood ratio with asymptotic approximation [120, 203].

The systematic uncertainties described in Section 7.11 are incorporated via nuisance parameters
following the frequentist paradigm. Correlations between the different sources of systematic uncertainty
are taken into account. Uncertainties affecting the shape of the mr, b-tagged jet multiplicity, or Hr dis-
tributions are represented by nuisance parameters whose variation results in a continuous perturbation
of the distribution [204].

7.12.1 Ovierview of the expected contribution of the different final states to the

limits on charged Higgs boson production

Each of the different final states described in this analysis has its main contribution to the combined limit
in a different regime.
The ,+jets final state is sensitive only to the HT — 7v, decay mode: any other hypotetical decay

mode is included in the overall data driven background estimation.
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The um, final state is sensitive mainly to the H* — 7, decay mode, but it is much less sensitive
than the n,+jets final state, and it is hence expected to have a very small contribution when combined
with it.

The ¢¢' and ¢+jets final states are sensitive to both decay modes, but mainly to the Ht — tb one.

The coupling structure of the MSSM (mutuated by the 2HDM-Typell) causes different behaviours of

the exclusion curves as a function of tang

e the coupling to 7v is proportional to m.tanS: hence, o x B is monotonic, and an upper limit on

tanf is set;

e the coupling to tb is proportional to mytanB + mycot: hence, o x B has a minimum, and both

lower and upper limits are placed on tanp.

At values of tan/3 approaching to 10, the H* — tb decay mode is still dominant on the Ht — 77 v,

decay mode: in particular,

B(HT — tb)

—— ~5 fort 8 7.5

BHt = 7v;) , for tanf3 > (7.5)

Since the H* — 71 v, decay mode sensitivity is still 4-14 times better than the HT — tb decay mode
sensitivity, the upper limits on tan3 are still driven by the H™ — 7+v,. decay mode.

The lower limits, instead, are driven by the Ht — tb decay mode.

7.12.2 Model-independent limits on charged Higgs boson production (H" —

;)

In the analysis of the HT — 7" v, decay mode with the 7, +jets final state no assumption on the charged
Higgs boson branching fractions is needed because subtracting the background from “EW+tt with 7,”
will remove any potential Ht — tb and other such signals from data due to the embedding technique
described in Section B.2.1. For myig+ = 80—160 GeV, the charged Higgs boson is produced most co-
piously through tt production which can produce one (tt — bH*bW™) or two charged Higgs bosons
(tt — bH*bH™) if B(t — HTb) > 0. Furthermore, the presence of the charged Higgs boson suppresses
the tt — bW+bW~ yield compared to the SM prediction. Consequently, the number of events in a given

bin of the m distribution depends on the signal strength parameter i according to:

N(p) = p? x s(HTH™) +2u(1 — ) x s(HTW™) + (1 — p)? x b(WTW™) + b, (7.6)

where = B(t — H"b) x B(HT — 7"v,), s(cH"H ™) and s(H" W) are the number of expected signal
events for the tt — bH*bH~ and tt — bHTbW~ processes, respectively; b(WT W) is the expected
number of events from the portion of tt — bW*bW~ background that is estimated with simulation,
and b is the expected number of other background events. The number of signal and tt — bWtbW~
background events is normalized to the SM predicted cross section and by setting B(t — Htb)x B(H" —

7tv,) = 1 for a top quark decaying to a charged Higgs boson.
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For myu+ = 180-600 GeV, the number of events in a given bin of the m distribution depends on the
signal strength parameter according to:

N(u) = px e+ b, (7.7)

where 1 = o(pp — t(b)H") x B(H* — 7Fv,), &4 is the event selection efficiency for signal events, £
is the integrated luminosity, and b is the expected number of background events.

The upper limits on B(t — H*b) x B(H" — 7tv;) and on o(pp — t(b)H') x B(H" — 7tv,) are
shown in Fig. 7.12 for the H™ — 7+u, decay mode with the m,+jets final state for the ranges my+ =
80-160 GeV and my+ = 180—600 GeV, respectively. The numerical values of the limits are given in
Table 7.7, which is the reference. At myp+ = 250 GeV an excess of data is observed with a local p-value

of 0.046 corresponding to significance of 1.7o.
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Figure 7.12: Expected and observed 95% CL model-independent upper limits on (a) B(t — H'b) x
B(H* — 77v,) with myg+ = 80—-160 GeV, and (b) on o(pp — t(b)H") x B(HT — 7t v, ) with my+ = 180—
600 GeV for the H™ — 7+u, search in the m,+jets final state. The regions above the solid lines are
excluded.

7.12.3 Limits on charged Higgs boson production with branching fraction as-

sumed

In the presence of a charged Higgs boson and for myi+ = 180-600 GeV, the analyses of the um,, (+jets,
and ¢¢ final states have sensitivity to both H* — 7+, and Ht — tb decays. Consequently, a model-
independent limit can neither be provided for o(pp — t(b)H")x B(HT — 7" v,) nor for o(pp — t(b)HT) x
B(H* — tb). Nevertheless, one can test models by fixing B(HT — 77v,) and B(H" — tb). In this
section, results are reported for a model with B(H* — tb) = 1, to which the n,+jets analysis is blind
because of the estimates of the backgrounds from data like described in Section B.2.1. For B(H" —
7%u,) = 1, the sensitivity of the 7, and ¢¢' final states analyses is found to be substantially weaker than
that obtained in the m,+jets analysis.
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Table 7.7: Expected and observed 95% CL model-independent upper limits on B(t — H*b) x B(H" —
7tv,;) for mp+ = 80—160 GeV (top), and on o(pp — t(b)H™") x B(H* — 7t v, ) for my+ = 180-600 GeV
(bottom), for the Ht — 7+ v, search in the ,+jets final state.

M+ Expected limit Observed

[GeV] —2¢0 —1loc  median +1o +20 limit

95% CL upper limit on B(t — Hb) x BH'T — 77v,)
80 0.0059 0.0079 0.0112 0.0160 0.0221 0.0120
90 0.0042 0.0057 0.0080 0.0115 0.0160 0.0092
100 0.0033 0.0044 0.0062 0.0089 0.0124 0.0061
120  0.0018 0.0024 0.0034 0.0049 0.0069  0.0028
140 0.0012 0.0017 0.0024 0.0034 0.0048  0.0017
150 0.0011 0.0015 0.0021 0.0031 0.0043 0.0015
155 0.0012 0.0016 0.0023 0.0033 0.0046 0.0016
160 0.0011 0.0016 0.0022 0.0032 0.0045 0.0015

95% CL upper limit on o(pp — t(b)H') x B(HT — 7t v;) [pb]
180 0.213 0.289 0.409 0.587 0.816 0.377
190 0.188 0.254 0.358 0.516 0.719 0.373
200 0.152  0.205 0.291 0.423  0.587 0.361
220 0.114  0.155 0.221 0.321 0.448 0.332
250 0.081 0.110 0.159 0.231 0.328 0.267
300 0.048 0.065 0.096 0.142  0.205 0.153
400 0.022 0.032 0.049 0.076 0.115 0.054
500 0.014 0.021  0.033 0.056 0.088 0.032
600 0.011 0.016 0.028 0.047  0.076 0.025

Equation (7.7) is used to derive the limits by counting the number of events in bins of the b-tagged
jet multiplicity distribution for the u7, and ¢4’ final states, and in bins of the Hr distribution for the /+jets
final state. The upper limits on o(pp — t(b)H") assuming B(H* — tb) = 1 are shown in Fig. 7.13 for
the um, (@), f+jets (b), and £¢’ (c) final states.

The upper limit on o (pp — t(b)H™) for the combination of the pm,, (+jets, and ¢¢’ final states is shown
in Fig. 7.14. The numerical values are reported in Table 7.8. In the combination, the sensitivity is driven

by the /+jets final state.

Table 7.8: Expected and observed 95% CL upper limits on o(pp — t(b)H") x B(H" — tb) assuming
B(H* — tb) = 1 for the combination of the um,, ¢+jets, and ¢¢' final states.

my+ Expected limit [pb] Observed limit [pb]
[GeV] —20 —10 median +loc +20 limit
95% CL upper limit on o(pp — t(b)H*) with B(HT — tb) =1

180 1.07 1.43 2.01 281 3.78 1.99
200 0.87 1.16 1.62 227 3.07 1.52
220 0.62 0.83 1.16 1.64 2.20 0.99
250 049 066 0.93 1.31 1.78 0.89
300 033 045 062 0.88 1.18 0.54
400 022 029 040 0.57 0.76 0.33
500 0.15 020 028 0.39 0.52 0.21
600 0.10 0.14 0.19 0.27 0.36 0.13
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Figure 7.13: Expected and observed 95% CL upper limits on o(pp — t(b)H™) for the um, (a), (+jets (b),
and ¢¢ final states (c) assuming B(H" — tb) = 1. The regions above the solid lines are excluded.
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Figure 7.14: Expected and observed 95% CL upper limits on o (pp — t(b)H™) for the combination of the
uh, £+jets, and ¢’ final states assuming B(H™ — tb) = 1. The region above the solid line is excluded.
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7.12.4 Combined limits on tan 5 in MSSM benchmark scenarios

Using all decay modes and final states, exclusion regions have been set in the my+—tan 8 plane ac-
cording to the LHC Higgs cross section working group prescription for different MSSM benchmark sce-
narios [11, 12]: “updated m***”, “m [{‘Od“’, “m[{“’d'”, “light stop”, “light stau”, “tau-phobic”, and “low-My”
scenarios. These MSSM benchmark scenarios are compatible with the properties of the recently dis-
covered neutral scalar boson and with the current bounds on supersymmetric particle masses, and
they are specified using low-energy MSSM parameters, i.e. no particular soft SUSY-breaking scenario
is assumed. The updated mi™** scenario and m ™ scenarios allow the discovered scalar boson to
be interpreted as the light CP-even Higgs boson in large parts of the my+—tan 3 plane. The light stop
scenario leads to a suppressed rate for the Higgs boson production by gluon fusion, and the light stau
scenario enhances the decay rate of the light CP-even Higgs boson to photons. A tau-phobic scenario
has suppressed couplings to down-type fermions. In the low-My scenario, the discovered scalar boson
is assumed to be the heavy CP-even Higgs boson and m, is fixed to be 110 GeV causing my+ to be
132 GeV.

Figure 7.15 shows the limits on the updated m*** and mhm"d' scenarios. For my+ = 90-160 GeV,
the analysis of the Ht — 77 v, decay mode with the 7, +jets final state described in Section B is taken as
input. The mass range starts here from my+ = 90 GeV, as the lower values of a charged Higgs boson
mass are not accessible in the considered MSSM scenarios. For my+ = 200—600 GeV, a combination
of all decay modes and final states is used to set the limits. In this combination, the signal yields from the
H* — 7tv,. and HT — tb decay modes are defined by the branching fractions predicted by the model.
If the limit on the charged Higgs boson production for a given m+—tan § point is smaller than the cross
section predicted by the model [12, 205, 206, 207], the point is excluded. The mass range is chosen to
start from my+ = 200 GeV to avoid the interference region where a charged Higgs boson is produced
both from off-shell top quark decays and through direct production. In all these scenarios except for the
low- My and light stop scenarios, a lower bound of about 155 GeV on the charged Higgs boson mass has
been set assuming m;, = 125+3 GeV. The light stop scenario is excluded for my+ < 160 GeV assuming
my = 125 £ 3 GeV. For my+ > my — my, the HY — tb decay mode searches yield a lower limit on tan 3
while the upper limit on tan 3 is dominated by the results from the analysis of the Ht — 7v, decay
mode with the 7, +jets final state. The low-My scenario is completely excluded (Fig. 7.16) assuming the
heavy CP-even MSSM Higgs boson mass is my = 125 + 3 GeV.

In Figs. 7.15-7.16, theoretical systematic uncertainties affecting the expected signal event yields
are added to the limit computation, modeled as nuisance parameters, in addition to the uncertainties
discussed in Section 7.11. The uncertainty in the branching fractions of the charged Higgs boson is es-
timated from the decay width uncertainties as in Ref. [208] by scaling each partial width separately while
fixing all others to their central values. This results in individual theoretical uncertainties for each branch-
ing fraction. The width uncertainties comprise the uncertainty from missing higher order corrections to
beyond LO EW diagrams (5%), missing higher order corrections to NLO QCD (2%), and Aj-correction
uncertainties (3%) [129]. The A,-correction arises from the presence of squarks and gluino contributions

in the charged Higgs boson Yukawa coupling to top and bottom quarks [209, 210].
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For my+ = 90—160 GeV, the theoretical uncertainties in the signal yield include the uncertainties in
the branching fractions for t — H*b and H" — 7" v, totalling 0.1-5.0% depending on my+ and tan 5.
Additionally, an uncertainty of 3% is added to the simulated tt background to take into account higher
order corrections to the tt cross section. For my+ = 200-600 GeV, the charged Higgs boson production
cross section uncertainty and the uncertainty in the branching ratios are considered. The cross section
uncertainty varies between 22—32% depending on my+, tan 3, and the MSSM benchmark scenario. The
uncertainty in B(Ht — 77v,) varies between 0.4—5.0% for tan 3 = 10-60 depending on my+ and the
MSSM benchmark scenario. The B(H* — tb) uncertainty varies between 0.1-5.0% for tan 3 = 1-10
depending on my+ and the MSSM benchmark scenario. The theoretical branching fraction uncertainties
for a given my+—tan 8 point are summed linearly according to the LHC Higgs cross section working
group prescription [129, 208], but the cross section and branching fraction uncertainties are treated as
independent nuisances. The expected limit improves by no more than 2% if the theoretical uncertainties

are treated in the statistical model as independent sources.

7.13 Summary

A search is performed for a charged Higgs boson with the CMS detector using a data sample corre-
sponding to an integrated luminosity of 19.7 + 0.5fb~" in proton-proton collisions at /s =8 TeV. The
charged Higgs boson production in tt decays and in pp — t(b)H™ is studied assuming H* — 7+v, and
H* — tb decay modes, using the 1, +jets, um,, ¢+jets, and ¢¢' final states. Data are found to agree with
the SM expectations.

Model-independent limits without an assumption on the charged Higgs boson branching fractions
are derived for the H™ — 7%1, decay mode in the m,+jets final state. Upper limits at 95% CL of B(t —
H*™b) x BH" — 7tv;) =1.2-0.15% and o(pp — t(b)H') x B(H" — 77 v,) = 0.38-0.025 pb are set for
charged Higgs boson mass ranges my+ = 80-160 GeV and m+ = 180-600 GeV, respectively.

Assuming B(Ht — tb) = 1, a 95% CL upper limit of o(pp — t(b)HT) = 2.0-0.13pb is set for a
combination of the um,, ¢+jets, and ¢/’ final states for my+ = 180—-600 GeV. This is the first experimental
result on the HT — tb decay mode. Here, cross section o(pp — t(b)H* stands for the sum o(pp —
tbYHY) + a(pp — t(b)H ).

The results are interpreted in different MSSM benchmark scenarios and used to set exclusion limits
in the my+—tan 8 parameter spaces. In the various models, a lower bound on the charged Higgs boson
mass of about 155 GeV is set assuming m;, = 125 + 3 GeV. The light-stop scenario is excluded for
mg+ < 160 GeV assuming my,, = 125 + 3 GeV, and the low-My scenario defined in Refs. [11, 12] is

completely excluded assuming myg = 125 + 3 GeV.
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Figure 7.15: Exclusion region in the MSSM my+—tan 8 parameter space for (a, ¢) my+ = 80-160 GeV
and for (b, d) myg+ = 180-600 GeV in the (a, b) updated MSSM m*** scenario and (c, d) m{f‘Od*
scenarios [11, 12]. In (a) and (c) the limit is derived from the HT — 7tv,. search with the m,+jets
final state, and in (b) and (d) the limit is derived from a combination of all the charged Higgs boson
decay modes and final states considered. The +1o0 and +20 bands around the expected limit are
also shown. The light-grey region is excluded. The red lines depict the allowed parameter space for
the assumption that the discovered scalar boson is the lightest CP-even MSSM Higgs boson with a
mass my, = 125 + 3 GeV, where the uncertainty is the theoretical uncertainty in the Higgs boson mass
calculation.
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Figure 7.16: Exclusion region in the MSSM Higgsino mass parameter (u) vs. tan 3 parameter space
in the low-My scenario [11, 12] with ma = 110 GeV for the H* — 7Fv. search with the 7, +jets final
state. The light-grey region is excluded and the blue region is theoretically inaccessible. The area inside
the red lines is the allowed parameter space for the assumption that the discovered scalar boson is
the heavy CP-even MSSM Higgs boson with a mass my = 125 + 3 GeV, where the uncertainty is the
theoretical uncertainty in the Higgs boson mass calculation.
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Chapter 8

Conclusions

Please let me rephrase.

— Michele Gallinaro

8.1 Achievements

This manuscript collected work performed by its author across his career as a PhD student, spanning
both the 7 TeV and the 8 TeV LHC runs.

The top quark mass analysis, in the context of which the author had his initial training, has been — at
the moment of publications and for some months thereafter — the most precise measurement of the top
quark mass in the dilepton final state, and as such has been presented by the author, on behalf of the
CMS collaboration, at the poster session of the March 2012 LHCC [211].

The various charged Higgs results have been presented by the author, on behalf of the CMS collab-
oration, at the 2012 and 2014 sessions of the Prospects For Charged Higgs Discovery at Colliders —
cH*arged workshop [212, 213].

The results of the search for a heavy charged Higgs boson are the first direct search for a charged
Higgs decaying into a top quark and a bottom quark ever published, and have been presented by the
author, on behalf of the CMS collaboration, at the forementioned c H*arged-2014 workshop and at the
2015 LHCP conference [214], in St. Petersburg (in this last conference, the author has also spoken on

behalf of the ATLAS collaboration and present their results for other charged Higgs decay modes).

8.2 Future Work

The LHC started the first proton-proton collisions at a center-of-mass energy of 13 TeV at the end of
2015, collecting a few hundreds inverse picobarn of data with a bunch spacing of 50 ns, and about
2.3fo~" with a bunch spacing of 25 ns, the target bunch spacing for the LHC Run2. The maximum peak
instantaneous luminosity achieved in the 2015 run has been of about 5.13 Hz/nb [13].

A few weeks before the submission of this thesis, collisions started again after the winter stop, and
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the calibrations of the beginning of the year. So far (July 5th, 2016), the CMS detector has collected
about 8fb~" of data, as shown in Fig. 8.1, out of which about 5 are already certified as “good runs for
physics analyses”. So far, the maximum peak instantaneous luminosity achieved in the 2016 run has
been of 9.43 Hz/nb [13]. For comparison, the maximum peak instantaneous luminosity achieved in the
8 TeV run has been of 0.132 Hz/nb [13], that is a factor ~ 100 smaller.

CMS Integrated Luminosity Per Day, pp, 2016, v's = 13 TeV CMS Integrated Luminosity, pp, 2016, Vs = 13 TeV
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Figure 8.1: Offline luminosity versus day delivered to (blue), and recorded by CMS (orange) during
stable beams and for p-p collisions at 13 TeV centre-of-mass energy in 2016 (left). The corresponding
cumulative distribution is also shown (right), as well as the corresponding non cumulative distribution
(right). The delivered luminosity accounts for the luminosity delivered from the start of stable beams
until the LHC requests CMS to turn off the sensitive detectors to allow a beam dump or beam studies.
Given is the luminosity as determined from counting rates measured by the luminosity detectors after
offline validation. The figures are taken from Ref. [13].

The cross sections for a MSSM heavy charged Higgs boson production at 13 TeV are about 8 times
higher than at 8 TeV, depending on the charged Higgs boson mass. Correspondingly, the main back-
ground for the dilepton final state, i.e. the SM tt production, has a cross section increase of only a factor
3. This results in an increase in the signal-to-background ratioof between 100% and 400%, depending
on the charged Higgs boson mass.

The about 100 times higher instantaneous luminosity in the 13 TeV run with respect to the 8 TeV
run provides a large statistics, slightly less than 0.5 fb~" of data per day. These conditions are ideal for
improving the strategy of the search for a charged Higgs boson in the dilepton final state by exploiting
an advanced multivariate analysis to increase the separation between the main SM tt background and
the charged Higgs signal.

The author has organized, in August 2015, a two-week summer stage for students of the Instituto
Superior Técnico [215], which has been attended to by the excellent first-year students Jodo Barata
and Laura Lisboa. The stage consisted in a basic multi-variate analysis aiming to separate the SM tt
background from the charged Higgs signal in the dilepton final state, using simulated events at /s =
8 TeV, comparing a BDT method with a Neural Network approach. The results have been shown at an
internal CMS meeting, and consist in an improvement of the sensitivity of the analysis with respect to a

cut-and-count approach.
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Such an approach, that from a statistical point of view consists in separating the events into many
different categories (bins), requires a number of simulated signal and background events far larger than
the one available at 8 TeV, in order to have a reasonable amount of events in each bin for the purposes
of hypothesis testing: the production of such high statistics samples, both for the SM tt background and
the charged Higgs signal, is already taking place.

On the basis of these promising preliminary studies, the author is pursuing the search for a charged

Higgs boson in the dilepton final state, using advanced multivariate analysis methods.
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Appendix A

The single lepton (¢/u+]jets) final

states for H™ — tb

In this analysis, charged Higgs bosons produced in association with a top quark pp — t(b)H™, are
searched for in the decay mode H* — tb. The subsequent decays of the two W bosons produced
in decays of the top quarks, t — bW, define the final state. In this search, one of the W boson
decays leptonically, while the other W boson decays hadronically, leading to the final state signature
of one lepton, jets, and MET. Thus, the full production and decay chain is given by pp — t(b)HT —
fvyqq'bbb(b), where ¢ can be either an electron or a muon and can originate from either of the two
top quarks. This final state signature is denoted as /+jets. These final states are similar to the SM tt
semi-leptonic final states, with the addition of one or two b jets. The Hr variable is defined as the scalar
sum of the pr of all selected jets. The distribution of this variable is used to check for the presence of
signal in the data. The presence of at least one b-tagged jet is utilized further in conjunction with an Hr
shape analysis to discriminate against and to gain sensitivity for the H* signal and discriminate against

the dominant backgrounds from SM tt, single top, and W+cc/bb production.

A.1 Event selection

Events are selected with criteria consistent with the signal topology and final state signature. Data
are collected by the single electron or a single muon trigger with pt thresholds of 27 and 24 GeV,
respectively. The offline event selection proceeds by requiring the presence of exactly one isolated
electron (muon) with pr > 30(27) GeV and |n| < 2.5 (Jn| < 2.4). The electrons (muons) are required to
be isolated with the relative isolation, I,., required to be less than < 0.10(0.20). Events with additional
leptons are rejected. In addition, the presence of at least two jets with pr > 30 GeV and |n| < 2.4 are
required, with the highest pt jet being above 50 GeV. At least one of the jets is required to be b-tagged.
The missing transverse energy ET'SS must exceed 20 GeV to mimic the presence of a neutrino in the
final event signature. To maintain orthogonality with the other analyses included in this paper, events

with one or more hadronic tau decays with pr > 20 GeV and |n,, | < 2.4 are rejected.

135



To account for differences in modelling of the lepton identification and trigger efficiency between
simulation and data, n and pr-dependent scale factors are applied. The single electron trigger correction
factor is 0.973 (1.02) for |n| < 1.5 (1.5 < |n| < 2.5) and the single muon trigger correction factors
vary between 0.96 and 0.99. The corrections to identification efficiency vary between 0.91(0.97) and
1.0(0.99) for electrons (muons).

The number of data events after each selection cut are compared to expectations from SM back-
grounds and are shown in Fig. A.1 for both the electron and muon channels. Results are in good
agreement with SM background expectations.

In this analysis, the b-tagging working point is loosened to a one per cent mistagging probability since
the multijet background is smaller than in the m,+jets final state described in Sec. B . The corresponding

probability to idenfity a b jet is about 70 %.
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Figure A.1: Event yields at different selection cut levels for both the electron (rleft) and muon (right) final
state. The bottom panel shows the ratio of data over the sum of the SM backgrounds with the total

uncertainties.

A.2 Background estimate

The following background processes are considered: tt+jets, single top, tt + Z, W (— (v)+jets, Z/v*(—
20)+jets, and dibosons (WW, WZ, and ZZ). As observed in the tt differential cross section measure-
ment [188, 189], a mis-modelling of the top quark pr distribution is present in the simulated tt samples.
The pr distribution observed in data is softer than that predicted by simulation. Therefore the tt sim-
ulation is reweighted using an empirical function based on the generated pr of the top and anti-top
quarks.

The backgrounds are subdivided into independent categories based on their yields and shapes in
the signal region. The four samples: tt, W + light flavour (u, d, s, g) jets, W + heavy flavour (c, b) jets
(W + cc/bb), and QCD multijet are defined as independent categories. All Hr distributions are taken
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Background Electron channel Muon channel

SFW ight 1.08 £ 0.17 0.90 + 0.09
SFw e /b5 1.87 4 0.18 1.52 4 0.20
SF; 1.05 4 0.09 1.04 + 0.09

Table A.1: Maximum-Likelihood fit results for normalization scale factors for the dominant backgrounds
in the electron and muon channels. The uncertainty includes the statistical uncertainties obtained from
the fit and a systematic component to account for the modelling of the CR.

from simulation and smaller background processes with similar shapes are grouped together and treated
as one process. To this end, all diboson samples (WW, WZ, and ZZ) are merged together with Z+jets
to make a single distribution, the “Z/~* /VV “ background. Additionally, all of the single-top samples
(t-,s- and tW-channel) are combined with the tt + Z sample to create the “single top + tt+Z“ background
category. This results in a total of six background categories: tt, W + light flavour (u,d, s, g) jets, W +
c¢/bb, QCD multijet, DY/VV, and single top. Additional contributions from tt +Z and tt +W are considered

negligible and are not used.

For backgrounds which contribute small amounts to the signal region (single-top, diboson, Z+jets and
QCD production), the normalizations are taken directly from the simulation. A more detailed procedure
is developed for the three remaining processes which make up the majority of the background in the
signal region: W + light flavour (u, d, s, g) jets, W +cc/bb, and tt production. The normalization for these
backgrounds is initially taken from simulation, but is then determined by a maximum likelihood fit (ML) of

the background distributions to the data.

First, preselected event samples are further subdivided into a few orthogonal regions, a signal region
(SR) and a control region (CR). The CR is signal-depleted to derive data-driven normalizations for the
dominant backgrounds, and check the background modelling. The SR is distinguished by its high jet
multiplicity, and defined by the requirement N;.; > 4. To enhance the overall signal sensitivity, the
events in the SR are expected to have at least one b- ged jet and are divided into two mutually exclusive
subsamples with Ny, ;¢ = 1 and Ny je¢ > 2. The background CR is defined by the low number of
reconstructed jets (Nj.;) and events are restricted to have 2 < Nj.;: < 3. The CR is further split into three
subsamples defined by orthogonal b jet multiplicity requirements: Ny, jet = 0, Ny, jer = 1, and Ny, 5ot > 2.
When considering that events are split into electron and muon channels as well, this leads to a total of
four samples in the SR and six samples in the CR. All of the samples are mutually exclusive and do not

have any common events.

A simultaneous ML fit of the background Hr distributions to the data in the two signal regions and
in the three control regions for each lepton flavour final state is performed. Separate scale factors are
assigned for the electron and muon channels. The six scale factors, SFw tiight, SFw+CE/bE, and SF;
(each for the electron and the muon channel), are left free to float during the ML fit so that the fit finds
the best values for these scale factors. The values obtained for these normalization scale factors from

the ML fit can be seen in table A.1.
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A.3 Eventyields

The number of expected events in each subsample can be seen in Table A.2. Events for data, SM
background processes, and a charged Higgs boson with a mass of my+ = 250 GeV are shown. The
leading contributions to the SM background come from t¢ with a semi-leptonic final state and W boson
production in association with heavy flavour jets. Statistical and systematic uncertainties are evaluated

as described in Section 7.11 and are listed.

Table A.2: Number of expected events for the SM backgrounds and for signal events with a charged
Higgs boson mass of my+ = 250 GeV in the /+jets final states after the final event selection. The signal
cross section is normalized to 1 pb, assuming a branching fraction B = 100 % for HT — tb. Statistical
and systematic uncertainties are shown.

Source N jet = 1 N jet > 2 l N jet = 1 Ny jet > 2
Electron channel Muon channel
Ht — tb, my+ = 250 GeV 315+ 4+ 17 647 + 6 + 34 348+ 5+ 19 707 £7 £ 37
tt 66714 £ 77 + 6810 53132 £ 68 + 5893 73790 £ 81 7516 58846 + 72 4+ 6494
W+ce/bb 11714 £ 101 = 1702 1909 + 39 + 280 10756 £ 91 £ 1795 1836 + 38 + 314
W-+light flavour jets 3054 + 41 + 656 83+6+22 2895 + 35 + 519 85+6+19
single top + tt+Z 4059 =+ 42 + 463 2253 + 30 + 274 4496 + 44 + 518 2493 + 32 + 292
DY/VV 1492 4+ 54 + 771 237 +£21 £ 130 1792 4+ 60 + 941 269 + 22 + 139
QCD multijet background 987 + 274 + 1035 284 + 164 + 290 1215 + 476 + 1258 59 + 34 + 60
Total SM backgrounds 88020 +£ 312 £ 7182 57898 + 186 + 5915 | 94944 + 498 +£ 7919 63588 + 97 £+ 6510
Data 86580 59637 92391 65472

The Hr distributions for the four signal regions are shown in Fig. A.2. The ratio of data and the sum
of expected SM background contributions is shown in the bottom panel. Limits on the production of the

charged Higgs boson are extracted by exploiting these distributions.

A.3.1 Systematic uncertainties specific to the single-lepton (¢/+jets) final states
for H — tb

In addition to the uncertainties described earlier in Sec. 7.11.1, the following systematic uncertainties

specific to the /+jets final states, affecting the simulated samples only, are as follows:

e The normalizations for tt, W+c, W+b, and W+light-flavour backgrounds are left unconstrained.
Statistical and systematic uncertainties are applied to yields in the control regions described in
Section 3.4. These uncertainties are based on deviations of the fitted normalization factor when
varying multijet and Z/~*+jets contributions by a factor of two, signal contamination by a factor
of five, and by requiring either two or three jets in the control region. The total uncertainty in the

normalization factors ranges between 5-35%.

e A 50% uncertainty [130, 216, 217] is applied to the Z/y*+jets and diboson backgrounds due to

their small contribution to the signal region;

e A 100% systematic uncertainty is applied to the QCD cross section normalization. This accounts

for the maximal variation in the QCD normalization when left unconstrained in the background-only
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Figure A.2: The Hr distributions observed in data, and predicted for signal and background, for selected
events in the muon (bottom) channel with Ny, ;¢ = 1 (left) and Ny, 5o > 2 (right). Normalizations for
tt, W + light jets (u,d,s,g), and W + cc/bb are derived from data (see text). Normalizations for other
backgrounds are based on simulation. Expectations for the charged Higgs boson for my+ = 250 GeV,
forthe HT — tb decays, are also shown. The signal yields are normalized to a cross section of 1 pb. The
bottom panel shows the ratio of data and the sum of the SM backgrounds with the total uncertainties.
Expectations for the charged Higgs boson are for my+ = 250 GeV, in an assumption of the pp—t(b)H
cross section being 1 pb and B(t — H™b) =1. Bin contents are normalized to the bin’s width.

fit to data while constraining normalizations for other backgrounds to their systematic uncertainties.

The systematic uncertainties for signal and background events are summarized in Table A.3.

Table A.3: The systematic uncertainties (in %) for backgrounds, and for signal events from H* — tb
decays for the /+jets channels for a charged Higgs boson mass myz+ = 250 GeV. The uncertainties
which depend on the shape of the Hr distribution bin are marked with (S) and for them the maximum
integrated value of the negative or positive variation is displayed. Empty cells indicate that an uncertainty
does not apply to the sample. The uncertainties in the rows are considered to be fully correlated, with
the exception of cross section and Data-driven normalization, which are considered to be uncorrelated.
The uncertainties in the columns are considered to be uncorrelated. Uncertainties labelled with a * are
left unconstrained and are fit to corresponding yields in the control regions (sec. A.2).

HY —tb tt W+cc/bb  Wlight singletop + tt+Z  Z/~* /VV  QCD multijet

Jet energy scale (S) 4.0 6.4 12.6 13.6 9.2 271 49.3
Jet energy resolution (S) 0.1 0.3 1.3 1.4 0.8 23 6.9
b tagging (S) 3.9 1.3 3.1 11.0 0.7 5.4 16.0
Pileup modelling (S) 1.2 0.7 0.4 0.4 0.7 3.7 7.0

Data-driven normalization, e+jets
Data-driven normalization, u+jets
cross section 8.0 50.0 100
Top quark pr modelling (S) 3.5

Matching scale (S) 7.3

Q2 scale (S) 7.6

Luminosity

Electron trigger

w trigger

Electron identification
1 identification

* * *
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Appendix B

The 7, +jets (fully hadronic) final state

for Ht — 77u

In this analysis a charged Higgs boson is assumed to be produced through the tt — bHTbH™, tt —
bH*bW~, and pp — t(b)H™ processes and searched for in the H* — 7+, decay mode with a hadronic
decay of the tau and a hadronic decay of the W boson that originates from the associated t — bW~
decay. In these events the missing transverse momentum is expected to originate from the neutrinos in
the decay of the charged Higgs boson, which allows for the reconstruction of the transverse mass, mr,

of the charged Higgs boson:

mr = \/2p7 ESS(1 — cos AG(pR, 7)), (B.1)

Th

where p7* denotes the transverse momentum vector of the hadronic tau and p7* its magnitude and
A¢ the angle between the 7, direction and the p¥sS in the transverse plane. The search is performed as
a shape analysis, using the transverse mass to infer the presence of a signal. The dominant background
processes are the SM tt and single top production as well as the electroweak (EWK) processes: W+jets,
Z+jets, and dibosons (WW, ZZ, WZ). The multijet production constitutes a subleading background.

B.1 Event selection

The events are selected with a trigger that requires the presence of a 7, and large EF'sS. First the events
are required to have calorimetric E$S > 40 GeV at the first level of the CMS trigger system. At the
high-level trigger, the events are required to have calorimetric EFsS > 70 GeV, and a 7, of p7* > 35 GeV

and |np™

< 2.5. The 7, is required to be loosely isolated, to contain at least one track of pr > 20 GeV,
and to have at most two tracks in total, targeting the tau decay modes into a single charged pion and up
to two neutral pions. The probability for a signal event to pass the trigger amounts to 8—14 % in the my+
range of 80—160 GeV, and 19-44 % in the my+ range of 180-600 GeV.

The efficiency of the 7 part of the trigger is evaluated from Z/+* — 7,7, events, where 7, refers to
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a muonic 7 lepton decay, using a tag-and-probe technique as a function of p7* [91]. The efficiency of
the E'sS part of the trigger is evaluated from events with a tt-like final state of m,+jets selected with a
single tau trigger. The trigger efficiencies in simulated events are corrected with data-to-simulation scale
factors applied as function of pt for the 7, part of the trigger and as function of E'sS for the E'sS part

of the trigger.

The b-tagging working point corresponding to one per mille probability for a jet arising from the
fragmentation of light quarks or gluon to be misidentified as a b jet is used to suppress the multijet

background. The corresponding probability to idenfity a b jet is about 50 %.

Selected events are required to have at least one 7, with p7* > 41 GeV within || < 2.1 and matching
to a m, trigger object. These thresholds are chosen to be compatible with the single muon trigger used for
the data-driven estimate of backgrounds with hadronic tau decays as described in Section B.2.1. Only
one charged hadron is allowed to be associated with the 7, and its pr is required to fulfill pff. > 20 GeV.
Background events with W — v, decays are suppressed by requiring R, = pehargedhadron /,m . 7,
The R, observable is sensitive to different polarizations of = leptons originating from decays of W bosons

(spin 1) and from decays of H™ (spin 0) [66].

A tt-like event topology is selected by requiring at least three jets of pr > 30 GeV and |n| < 2.4 in
addition to the 7, and by requiring at least one of the selected jets to be identified as originating from the
hadronization of a b quark. To select a fully hadronic final state, events containing identified and isolated
electrons (muons) with pr > 15 (10) GeV are rejected. The electron (muon) candidates are considered

to be isolated if the relative isolation I¢, (I’;, ), as described in Section 3.4, is smaller than 15 % (20 %).

rel.

To suppress the multijet background, ET'sS > 60 GeV is required. The lower ETss threshold on the
particle-flow E'sS compared to the calorimetric ETsS requirement applied at the trigger level improves
the signal acceptance for the relatively light charged Higgs bosons. This approach can be used because

of the improved resolution of the particle-flow ETsS compared to the calorimetric Efss.

In the multijet events selected with the 7+EMSS trigger a hadronic jet is misidentified as the 7, in
the event and has typically a recoiling jet in the opposite direction. The EX'SS in these events arises
from the mismeasurement of the energies of these jets with the p'sS direction thus aligned with the
7n and recoiling jet momenta in the transverse plane causing either back-to-back or collinear systems
of the 7 and TS, Such events with a back-to-back configuration of the 57 and psS end up in the
signal region in the m distribution thereby reducing sensitivity of the analysis. The signal events do not,
however, contain a recoiling jet for the 7, and therefore the correlations on the azimuthal angles between
the piss, m,, and selected jets can be used to suppress multijet events with minimal impact on signal
acceptance. Events with a collinear configuration of the 7, and 5T are also suppressed to avoid events
with misidentified Efss. The best performance in terms of multijet suppression and signal acceptance

is found to be obtained with two-dimensional circular cut variables instead of simple selections based on
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azimuthal angle differences. The variables used for the azimuthal angle selections are defined as

R = min W (7 — Do(m 77) + (Aqs(jetn,ﬁ%‘ss'))?}
, ®.2)

M = min W (Ag(r, 72%))% + (7 — Aqboetn,ﬁ%m))z}

where the index n refers to any of the three highest-pr jets in the event and A¢ denotes the azimuthal
angle between the reconstructed EJ'¢ and the 7, or one of the three highest-pr jets. The selected
events are required to satisfy RM" > 40° and RN > 40°.

coll

The same event selection is used for all considered my-+ values.

B.2 Background measurements

The background contributions arise from three sources:

1. Irreducible background from electroweak processes — W+jets, Z+jets, and dibosons — as well as
SM tt and single top production in the t- and tW-channels, where the selected r, originates from

a hadronic decay of a T lepton (“EWK+tt with 7,”).

2. Reducible background from multijet events with large mismeasured ETSS and jets that mimic

hadronic = decays.

3. Reducible background from EWK+tt events, where an electron, muon, or a jet is misidentified as
the 7, (“EWK+tt no 7,”).

The two largest backgrounds, “EWK+tt with 7,” and multijets, are measured with data-driven methods
explained below in Sections B.2.1 and B.2.2. The contribution from “EWK+tt no 7,” is estimated from

simulation and is described in Section B.2.3.

B.2.1 Measurement of the EWK+tt with hadronic taus background

The m distribution for the “EWK+tt with 7,” background is modeled via the so-called embedding tech-
nique. First a control data sample of u+jets events triggered with a single y trigger is selected. The same
jet selection as in the 7, +jets sample is used, and events with electrons or further muons are rejected.
Then the selected p is replaced by a simulated 7 lepton decay. The 7 lepton momentum is the same as
that of the u, and the reconstructed + decay products are merged with the original u+jets event, from
which the reconstructed muon is removed. In these hybrid events, the jets are reclustered and the EMss
is recalculated and then the events are subjected to the same event selection as the m,+jets sample, i.e.
m, identification, b tagging, £’ requirement, and the azimuthal angle selections are applied.

To obtain the estimate for the mr distribution as if the events would have been selected with the
T+EMss trigger one needs to “undo” the effect of the muon trigger and the offline reconstruction efficien-

cies and to incorporate the efficiency of the 7+ETSS trigger. First, the weight of each hybrid event is
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increased by the inverse of the muon trigger and identification efficiencies. Then, the efficiency of the
T+ EMss trigger is applied by weighting the events with the efficiencies of the 7 part and of the first trigger
level part of the ET'ss trigger and by placing a cut on a hybrid calorimetric ET'S constructed from the
original event and the simulated 7 lepton decay. In addition, further corrections are applied. In a fraction
of the selected u+jets events the . originates from a decay of a 7 lepton, leading to an overestimation of
the EWK+tt background by a few percent. This bias is corrected for by applying to the hybrid events p;.-
dependent correction factors derived from simulated tt events. A residual difference is seen in the mr
distribution between non-embedded 7+jets and embedded p+jets events in simulated tt events, which
constitutes about 85 % of the “EWK+tt with 7, background”. This difference is corrected by weighting

the hybrid events by mr-dependent correction factors derived from simulated tt events.

It should be noted that the embedding technique allows for the separation of the charged Higgs
boson signal from the H* — 77v, decay mode from other decay modes. In other decay modes than
H* — 7tv,, such as HT — tb, the tau lepton originates from a W boson decay. Firstly, the acceptance
for such signals is suppressed greatly by the thresholds on the 7+ET'S trigger. And secondly, in the
other charged Higgs boson decay modes than H+ — 7+, taus and muons are produced at equal rates
causing the embedding technigue to measure such signals in a data-driven way as part of the “EWK+tt

with 7,” background.

B.2.2 Measurement of the multijet background

The multijet background is measured with a “r, fake—rate” technique. An estimate of the multijet back-
ground in the signal region is obtained by measuring the probability of the 7, candidate to pass the
nominal and inverted 7, isolation criterion. The fake-rate is measured in bins of 7, transverse momen-
tum, in an event sample that is obtained prior to applying the b tagging, EF'S, and RM" parts of the
event selection described in Section B.1. The event sample that passes the nominal 7, isolation selec-
tion contains a non-negligible contamination from EWK+tt backgrounds with genuine and misidentified
taus. Therefore, the number of multijet and EWK+tt events is determined by a maximum likelihood fit
of the Ess distribution. A fit is performed for each p7 bin. For multijet events, the ET'sS templates are
obtained from the data sample with inverted 7, isolation by subtracting a small contribution of simulated
EWK+tt events. The Ess templates for the EWK+tt events are taken from simulation in the nominal
region. The fake-rate probabilities w; are defined as the ratio of the number of multijet events in the
isolated sample and the inverted isolation sample. Their measured values vary between 0.050-0.061

depending on the p7" bin with a statistical uncertainty smaller than 3 %.

The measured 7, fake-rate probabilities are then applied as weights to multijet events passing all
nominal event selection criteria, except that the 7, isolation criterion is inverted. The number of multijet
events are obtained by subtracting the number of simulated EWK+tt events from data. The estimate for

the number of multijet events in a given bin i of the m distribution (N™"%") is obtained by summing up
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these weighted events over the p* bins according to

multijet data, inverted EWK+tt, inverted
N = (NS —Nijj )

w;, (B.3)

J

where N is the number of events and i and j denote mr and p7* bins, respectively.

B.2.3 The EWK+tt with misidentified taus background

The “EWK+tt no 7,” background originates almost solely from jets that are misidentified as the 7, with a
small contribution from electrons and muons misidentified as the m,. About 85 % of the “EWK+tt no 7,”
background events come from tt and the rest from single top production in the tW- and t-channels. The
number of selected simulated events in the single top samples is small and therefore the m distribution
for them is estimated with a procedure where the probability of each event to pass the b tagging is
applied as a per-event weight instead of applying the b-tagging selection. The probability is evaluated

for events with tt-like final state as function of jet pr and flavour.

B.3 Eventyields

Figure B.1 shows the event yield after each selection step starting from the requirement that a =,, no
isolated electrons or muons, and at least three jets are present in the event. The multijet background
and the “EWK+tt with 7,” background are shown as measured from the data while the “EWK+tt no
7, ” background is shown as estimated from the simulation. The data agree with the sum of expected
backgrounds within the total uncertainties.

The observed numbers of events after the full event selection are listed in Table B.1, along with those
expected for the backgrounds and for the charged Higgs boson production. The systematic uncertainties
listed in Table B.1 are discussed in Section 7.11. In the mg+ > m¢ — my, region the limited number
of background events in the high m~ tail is dealt with by fitting an exponential function of the form
poe Pr(mT=¢) “where p, and p; are positive free parameters and where ¢ = 180 GeV is the starting
point of the fit, to the falling part of the mr distribution for each background process. In the region
of mr > 160 GeV the event yields for the backgrounds are taken from this exponential function. The
m distributions obtained after all event selection criteria are applied are shown in Fig. B.2 for my+ <
mg — myp, and myg+ > my — my. Limits on the production of the charged Higgs boson are extracted with

these distributions.

B.3.1 Systematic uncertainties specific to the n,+jets final state for H* — 7v,

In addition to the uncertainties described earlier in Sec. 7.11.1, some uncertainties affect the n,+jets
final state in a specific way. In particular, some of the systematic uncertainties related to simulated sam-

ples also affect the background measurements from data. In the multijet background, a small number
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Figure B.1: The event yield after each selection step. For illustrative purposes, the expected signal
yields are shown for my+ = 120 GeV normalized to B(t — H™b) x B(H™ — 77v,) = 0.01 and for
myg+ = 300GeV normalized to o(pp — t(b)HT) x B(H" — 77v,) = 1pb. The bottom panel shows
the ratio of data over sum of expected backgrounds along with the uncertainties. The cross-hatched
(light grey) area in the upper (lower) part of the figure represents the statistical uncertainty, while the
collinear-hatched (dark grey) area gives the total uncertainty in the background expectation.

of simulated EW+tt events is subtracted from the data to obtain the number of multijet events. The un-
certainties affecting this small number of simulated events are taken into account, but their magnitudes
are suppressed because they apply to only a fraction of the multijet background and a minus sign is
assigned for them to denote anticorrelation. For the “EW+tt with 7,” background, uncertainties related
to the simulated 7 lepton decays are taken into account.

In addition to the uncertainties already described in Section 7.11.1, the following sources of system-

atic uncertainties are taken into account for the m,+jets final state:

e The uncertainties in the efficiencies of the 7 part and ET'sS part of the 7+ETsS trigger measured

from data and simulation are considered separately. The simulated samples are affected by both

Table B.1: Numbers of expected events and their statistical and systematic uncertainties for the back-
grounds and the number of observed events after the full event selection is applied. For illustrative pur-
poses, the expected signal yields are shown for my+ = 120 GeV normalized to B(t — H*b) x B(H* —
7tv;) = 0.01 and for my+ = 300 GeV normalized to o(pp — t(b)H*) x B(H* — 7Fv,) = 1pb.

Nevents (Estat. + syst.)

Signal, my+ = 120 GeV 151 +4 1%
Signal, my+ = 300 GeV 168 =2+ 16
Multijet background (data) 80+3 1),
EWK-+tt with 7, (data) 283 +12 739
EWK+tt no 7, (sim.) 4742 18
Total expected 410+ 12 727
Data 392
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Figure B.2: The transverse mass distributions for the H™ mass hypotheses of (a) 80-160 GeV and (b)
180-600 GeV. The event selection is the same in both (a) and (b) but in (b) the background expectation
is replaced for mt > 160 GeV by a fit on the falling part of the m distribution. Since a variable bin width
is used in (a) the event yield in each bin has been divided by the bin width. For illustrative purposes, the
expected signal yields are shown for (a) my+ = 120 GeV normalized to B(t — H*b) x B(H" — 7tv,) =
0.01 and for (b) my+ = 300 GeV normalized to o(pp — t(b)HT) x B(HT — 7+v,) = 1pb. The bottom
panel shows the ratio of data over sum of expected backgrounds along with the uncertainties. The cross-
hatched (light grey) area in the upper (lower) part of the figure represents the statistical uncertainty, while
the collinear-hatched (dark grey) area gives the total uncertainty in the background expectation.

sources of uncertainty, while the “EW+tt with 7,,” background, obtained with the “embedding” pro-
cedure, is affected only by the uncertainty in the trigger efficiency measured in data. Furthermore,
for the “EW+tt with ,,” background, the data part of the y trigger efficiency is also considered, and
a further 12% uncertainty is applied for approximating the Ess of the high-level trigger by offline

calorimeter-based ET'ss;

e The uncertainty in vetoing events with electrons and/or muons affecting only the simulated sam-
ples is estimated from the uncertainty in the electron and muon reconstruction, identification, and

isolation efficiencies as 2% (1%) for electrons (muons);

e A 50% normalization uncertainty for the mr distribution is assigned for the simulated single top
quark samples in the “EW+tt no m,” background for assigning as event weight the probability to

pass b tagging instead of applying the b tagging condition;

e The uncertainties in the “EW+tt with 7,” background measurement method are described in the
following. The uncertainty in the muon identification efficiency in data is found to be small. The
contamination of the u+jets control sample by multijet events is estimated with a . enriched sim-
ulated multijet sample to be at most 2%, which is taken as a systematic uncertainty. The fraction

of events with W — v, — uv, v, discussed in Section B.2.1, is evaluated from simulated events
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and found to obey a functional form 1 — a x p;b, where ¢ and b are positive constants and pr
is the transverse momentum of the selected muon. The systematic uncertainty for correcting the
event yield for this effect amounts to 1.2%. A 100% uncertainty is assumed on the event weights
accounting for the difference between the 7+jets and embedded p+jets events from simulated tt

events (denoted as “Non-emb. vs. emb. difference” in Table B.2) observed in the m distribution;

The uncertainties in the multijet background measurement method are described in the following.
The statistical uncertainty in the E'sS template fit that is performed in each bin of p7*, as described
in Section B.2, is estimated to be 3% in each p3* bin. The difference in the m distribution shapes
between the nominal sample and the sample with inverted 7, isolation criterion is taken as a
systematic uncertainty. It is evaluated from the ratio of the event yields of the samples with nominal
and inverted m, isolation criterion as a function of mr after requiring the other 7, selection criteria,
the veto against electrons and muons, at least three jets, and the requirement on R™". The
statistical uncertainty of the ratio of the event yields is found to account for the difference in the
shape and its magnitude is taken as the systematic uncertainty. Its value ranges between 5-15%

depending on the bin of the m distribution.

A summary of the systematic uncertainties is shown in Table B.2.

In the region where the background yields are taken from the exponential fit on mr, the statistical

uncertainties in the background distributions are given by the uncertainties on the fit parameters while

the relative values of the systematic uncertainties are kept the same like in the unfitted m distribution.

The dominant systematic uncertainties for signal arise from 7, identification, 7, energy scale, b tag-

ging, and the theoretical tt cross section uncertainty for myg+ < (my — my). For the backgrounds, the

dominant uncertainties are those in 7, identification, jet— 7, misidentification, treatment of the E%“‘SS

part of the trigger, and the difference between the transverse mass shapes of the 7+jets and embedded

u+jets events. In the region my+ > 300 GeV the sensitivity of the analysis is driven solely by the signal

acceptance and the uncertainties in the signal.
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Table B.2: The systematic uncertainties on event yields (in %) for the charged Higgs boson signal pro-
cesses tt — bHTbH~ (HTH™), tt — bHT bW~ (H*W™), and pp — t(b)H* (H) and for the background
processes. The uncertainties which depend on the m distribution bin are marked with (S) and for them
the maximum integrated value of the negative or positive variation is displayed. Empty cells indicate,
that an uncertainty does not apply to the sample. The uncertainties on the rows are considered to be
fully correlated and the uncertainties on the columns are considered to be uncorrelated. A minus sign in
front of an uncertainty means anticorrelation with positive uncertainties on the same row.

Signal Signal Signal  Multi- EWK+tt EWK+tt

HTH- HYW~ H* jets with 7, no 7h
T part of trigger; data 1.5-18 13-15 1.8-3.0 -05 1.2 1.4
T part of trigger; simulation 0.7-0.8 0.6-0.7 0.8-1.1 -0.2 0.8
E'ss part of trigger; data 2.6-3.3 2528 2942 -12 25 2.8
E'ss part of trigger; simulation 0.1 0.1 0.1 -0.1 0.4
Approximation in ET'® part of trigger 12
Single y trigger; data -0.1
7, identification (S) 6.0 6.0 59-6.0 -0.8 6.0
e — 7, mis-id (S) <0.1 <0.1 <0.1 -0.1 3.3
1 — 7, mMis-id (S) <0.1 <0.1 <0.1 <-0.1 1.1
Jet— 7, mis-id (S) 0.1 0.1-0.3 0.1 -6.9 17
Veto of events with e 0.1-0.2 0.2-0.3 0.2-0.3 <-0.1 0.4
Veto of events with 0.1 0.1-0.2 0.1 <-0.1 0.5
Tn energy scale (S) 0.3-26 2.7-52 0.3-27 -1.8 5.8 2.0
Jet energy scale 2.6-52 2.0-3.0 1.6-2.1 -1.4 3.2
Jet energy resolution 1.1-1.8 05-1.3 07-1.5 -0.2 3.2
Unclustered ET'S energy scale 0.1-04 0.1-09 0.1-04 -0.5 1.5
b-jet tagging (S) 59-20 4.7-53 4.6-54 -35 5.0
Probabilistic m in single top 6.8
Top quark pr modelling (S) 1o ek
Multijet m~ distribution shape (S) 4.6
Multijet template fit 3.0
1 identification; data <-0.1
Multijet contamination 2.0
W — 1v; — pvuv, fraction 1.2
Non-emb./emb. difference (S) P
tt cross section, scale r2e +22 e +22
tt cross section, PDF+ag 4.6 4.6 -1.6 4.0
Single top cross section 1.0
Wi+jets, DY, VV cross section 0.1
Pileup modelling 0.1-0.9 0.1-0.8 0.1-06 -0.1 2.9
Luminosity 2.6 2.6 2.6 -0.8 2.6
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