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ABSTRACT

The Standard Model of particle physics has been extremely successful in its
predictive power and has withstood a wide array of precision tests designed to expose
any flaws in its description of fundamental particles. However, the Standard Model is
unable to explain several phenomena observed in the universe, such as the nature of the
dark matter which makes up more than 80% of the gravitationally interacting matter in
the universe. Theories that extend the Standard Model with new fundamental particles
have been postulated to address the questions left unanswered by the Standard Model.
Many supersymmetric theories provide viable dark matter candidates. In order to
more precisely test the Standard Model and its possible extensions, the ATLAS
experiment at the Large Hadron Collider has been constructed to measure high energy
proton-proton collisions. Long-lived particles (LLPs) are commonly predicted by
extensions to the Standard Model. The decay of a LLP to charged particles within the
ATLAS Inner Detector would produce tracks that are displaced from the interaction
point, which could be reconstructed as a displaced vertex. This dissertation presents
a search for displaced vertices with high invariant mass and high track multiplicity in
events with significant missing transverse energy in the 2016-2018 data set collected by
the ATLAS experiment. The observed number of events is consistent with the number
expected from background processes. The results are interpreted in the context of
a split-supersymmetry model with long-lived gluinos decaying to neutralinos and

Standard Model quarks, and exclusion limits are set at 95% confidence level.
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Preface
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of each and every member of the collaboration. Members of the collaboration are
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development, data acquisition, Monte Carlo simulations, and more. It’s not possible
for one person to contribute to every aspect of the experiment, so the work of each
member is critical to the success of the experiment. Furthermore, the research con-
ducted by the collaboration couldn’t happen without the successful operation of the
Large Hadron Collider.

Considering the collaborative nature of the research presented in this dissertation,
it’s important to clarify which portions of the work are my direct contributions. The
entirety of the text in this document was written by me. Portions of the text appear
in or are adapted from the internal ATLAS documentation of the DV + EXi analysis,
which I also was a primary author for. All sections of the internal documentation that
have been adapted for this dissertation were originally written by me.

Chapters 2, 3 and 4 present background information on the underlying theory of
particle physics, the LHC and the ATLAS detector, and the reconstruction algorithms
and object definitions needed to understand the analysis that I contributed to. These
chapters do not contain any direct contributions from me.

The DV + EI analysis that I contributed directly to is presented in Chapters
5, 6, and 7. Each analysis in ATLAS has one or more analysis contacts who are
responsible for steering the analysis, coordinating the work of the analysis team, and
more. From October 2022, I have served as one of the analysis contacts alongside
David Rousso and Benjamin Rosser. As part of my role, I have consulted on every
analysis decision and study since my appointment. The members of the analysis team
are Zubair Bhatti, Oleg Brandt, Kristin Dona, Emily Filmer, Andrew Haas, Paul
Jackson, Osamu Jinnouchi, David Miller, Anna Jane Mullin, Jan Offermann, Christian
Ohm, Hideyuki Oide, Katherine Pachal, Simone Pagan Griso, Tina Potter, Benjamin
Rosser, David Rousso, Isabel Trigger, and Risa Ushioda. My work was done under the
supervision of Isabel Trigger with support from the rest of the team and the ATLAS
SUSY group. The following list outlines my contributions to the analysis:

e [ was responsible for coordinating the production of all simulated background
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samples used in this analysis as well as for managing the requests for several

extensions to the gluino signal grid targeted by the 1 DV SR.

I managed the majority of requests for the SUSY15 derivation process needed

to process the data and simulated samples, alongside Risa Ushioda.

I was one of a small group of primary maintainers and developers for the
FactoryTools code repository that is used to produce the analysis ntuples. All
major ntuple production runs were handled by me. I also ensured that the
material map afterburner was run on samples downloaded from the grid before
re-uploading the updated versions to the grid so they could be accessed from

around the world.

I validated the object selections and definitions implemented in FactoryTools
to ensure they were in line with the recommendations of the various ATLAS

combined performance groups.

I performed detailed studies of the efficiency of the VSI algorithm in order to
validate the expected signal yields of the analysis against those of the partial
Run 2 DV + E¥ analysis.

I performed studies of the code used to implement the DRAW_RPVLL filter in
order to ensure that the choice of triggers was consistent across the different
data formats utilized by the analysis. This led to the decision to not use 2015

data in the search.

I conducted studies of the non-collision background contamination in the ERiss-
triggered region and photon-triggered region to develop the loose non-collision
background veto used in the 1 DV SR. Risa Ushioda also contributed significantly
to this work, including catching the contamination due to dead tile modules and

implementing the dead tile module veto.

I performed the studies comparing the distribution of event-level and jet-level
quantities in the PTR and MTR, described in Section 5.4.3.

A significant amount of the studies used to optimize the event selections in the
1 DV SR were performed by me. These were done in collaboration with David
Rousso and Emily Filmer. I also consulted regularly on studies of selections
used in the 1 FV and 2 FV SRs alongside David Rousso and Risa Ushioda.
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e | performed the studies of the DV track cleaning for VSI DVs, picking up on
work previously done by David Rousso and the DV + Jets team.

e [ was the primary maintainer for the plottingscripts code repository, which is
responsible for calculating the expected signal yields and efficiencies for samples
in the 1 DV SR. T also validated expected yields in the 1 FV and 2 FV SRs against
the yields predicted by David Rousso and Risa Ushioda. The plottingscripts
repository is also used regularly by other members of the analysis for kinematic

studies of signal and background samples.

e [ was responsible for the inclusive background estimate for the 1 DV SR. The
original jet matching method was developed by Emily Thompson for the DV
+ Jets analysis. I was responsible for developing and implementing the track
density and hybrid methods used in this analysis. The final values predicted by
the estimate, the uncertainties on the estimate, and the validation studies are
my work. The code I developed was also adapted by Risa Ushioda to perform
the inclusive background estimate in the 1 FV SR.

e [ regularly consulted with David Rousso on the implementation of the inclusive
background estimate for the 2 FV SR.

e [ regularly consulted with Kristin Dona to troubleshoot the code used to perform
the merged vertex estimate. We worked together often to understand the

methods and results of the estimate.

e [ worked on troubleshooting the code used to perform the accidental crossings

estimate in collaboration with Emily Filmer and Jan Offermann.

e ['ve had frequent discussions with Jan Offermann regarding the tracking uncer-

tainties in order to troubleshoot the code and understand the results.

e I was responsible for producing the samples used to estimate the jet and ERs
uncertainties, following the procedures outlined by the relevant ATLAS combined
performance groups. I also developed the code in plottingscripts used to calculate

these uncertainties and pass them to the limit setting framework.

e | worked with Kristin Dona to troubleshoot and develop the code used to
estimate the uncertainty from the modeling of the EX'* trigger turn-on curve in

simulation compared to data.
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e [ requested samples needed to assess the theoretical uncertainties and worked on
the code implementation in plottingscripts used to calculate those uncertainties

and pass them to the limit setting framework.

e [ developed the 2D limit plotting framework based on the limit setting imple-
mentation developed by Benjamin Rosser. The code I used was adapted from

code written by Larry Lee and maintained by Jonathan Long.

e [ served as one of the primary authors of the internal documentation for the

analysis.
The following figures were produced by other members of the analysis team:

e Figures 6.15, 6.16, 6.23, and 6.24 were produced by Kristin Dona.
e Figures 6.17, 6.19, 6.20, and 6.21 were produced by Jan Offermann.

e Figure 6.18 was produced by Zubair Bhatti, using results from the combined

estimate performed by Kristin Dona, Jan Offermann, Emily Filmer, and himself.

All other figures shown in this dissertation that do not have a citation in the caption
were made by me. All figures with citations are available under CC-BY licenses or in
the public domain, with the exception of Figures 2.3, 3.3, and 4.5. Figure 2.3 originated
in [13] and has been reproduced in this dissertation with the permission of Elsevier.
Figure 3.3 originated in [35] and has been reproduced here with the permission of
Springer Nature BV. Figure 4.5 originated in [58] and has been reproduced here with
the permission of the author.

In addition to my involvement in the DV + EMi analysis, I also played a minor
role in two previous analyses done by the ATLAS SUSY group, both of which led to
publications. Neither of these will be discussed in this dissertation. I was responsible
for assessing the uncertainty due to pileup reweighting in the signal samples for a
search for displaced leptons. The results of this search are published here:

ATLAS Collaboration, Search for displaced leptons in /s = 13 TeV pp collisions
with the ATLAS detector, Phys. Rev. Lett. 127 (2020) 051802, arXiv: 2011.07812
[hep-ex]

I also was involved with the DV + Jets analysis that preceded the DV + EmRiss
analysis that is the focus of my dissertation. I was responsible for performing cross

section calculations for the production of fully degenerate higgsinos at high mass.
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These cross section calculations were used in the interpretation of the Electroweak
RPYV scenario in the DV + Jets paper:

ATLAS Collaboration, Search for long-lived, massive particles in events with
displaced vertices and multiple jets in pp collisions at v/s = 13 TeV with the ATLAS
detector, JHEP 2023.6 (2023) 1, URL: https://link.springer.com/article/10.
1007/ JHEP06 (2023) 200

In addition to analysis work, I was heavily involved in the construction and testing
of the ATLAS New Small Wheel upgrade project for the Muon Spectrometer end-cap.
I was stationed at CERN from January 2020 through June 2021. During that period, I
contributed to the construction of chambers and was primarily responsible for perform-
ing x-ray tests of small-strip thin gap chambers (STGCs) alongside Benoit Lefebvre
and Stergios Tsigaridas. The results of these tests were critical to understanding the
internal alignment of the strips of the STGCs. These tests were a natural follow up to
the work I performed in my masters thesis, which focused on the results of an sSTGC

test beam and studies of the internal strip alignment of STGC chambers.
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Chapter 1
Introduction

The universe is a wonderful, mysterious place, and its underlying mechanics have
provided endless inspiration to human curiosity throughout history. For millennia,
humans have worked to develop a deeper understanding of themselves and the world
around them through methodical experiments. This process has led to great strides
in our understanding not just of the scientific principles that underlie the universe,
but also how humans interact with each other and find meaning in an often turbulent
world. Curiosity and exploration have driven this progress throughout history. The
work described in this dissertation is a continuation of that tradition.

Pioneering work in quantum mechanics carried out in the 20th century led to
the development of the Standard Model of particle physics (SM), which describes
the interactions of fundamental particles with the strong, weak, and electromagnetic
forces. With the discovery of the Higgs boson in 2012 by the ATLAS and CMS
experiments, all the fundamental particles predicted by the SM have been discovered.
Though the SM has withstood decades of precision tests since its inception, there are
fundamental questions about the universe that the SM is unable to answer. More than
80% of the gravitationally interacting matter in the universe does not interact with
the electromagnetic force. What is the origin of this so-called ‘dark matter’? What
mechanism stabilizes the observed mass of the Higgs boson against large corrections
from quantum loops? These are just a few of the questions that motivate high energy
physicists to develop a more comprehensive theory of elementary particles. A wealth
of theories have been hypothesized that extend the SM with additional fundamental
particles in an attempt to answer some of these open questions. One popular class of
extensions to the SM is supersymmetry, which extends the particle content of the SM

by providing each SM particle with a corresponding superpartner. Many variations of



supersymmetric theories exist, some of which provide viable dark matter candidates
and a mechanism to stabilize the Higgs boson mass without fine-tuning.

Dedicated experiments are required to probe the SM and its possible extensions
at high precision. Though these experiments can take a variety of forms, high
energy particle collisions produced at colliders offer a unique lens with which one
can scrutinize the SM. Particle colliders accelerate particles to significant fractions
of the speed of light before colliding them inside specialized detectors designed to
record the aftermath of the interaction. At high energies, these interactions could
produce massive fundamental particles that have yet to be observed. The Large
Hadron Collider (LHC') is the largest and most energetic collider ever built. Residing
100 m underground on the French-Swiss border near Geneva, the LHC accelerates
two beams of protons to a center-of-mass energy of 13.6 TeV'! in a 27 km ring before
colliding them inside state-of-the-art detectors.

The ATLAS detector is one of the detectors at the LHC searching for answers to
the questions left open by the SM. The ATLAS Collaboration conducts a wide range
of analyses aimed at performing precision measurements of the SM and searching
for hints of physics beyond the SM. Extensive searches for supersymmetric particles
have been conducted since the start of data-taking in 2009, but no evidence of
supersymmetric particles has been uncovered so far. The vast majority of searches
for supersymmetry at the LHC have focused on supersymmetric particles with short
lifetimes that decay promptly to SM particles. However, there is no a priori reason to
believe that supersymmetric particles should have short lifetimes. There are many
particles in the SM that have long enough lifetimes that they can travel a measurable
distance from their point of production before decaying. These particles are referred
to as long-lived particles (LLPs). The decay of a particle is considered displaced if
the particle travels a discernible distance from the interaction point before decaying.
If long-lived supersymmetric particles are being produced at the LHC, then their
displaced decays could leave unconventional signatures in ATLAS that could point
to their existence. The ATLAS detector and the algorithms it uses to reconstruct
particle interactions were primarily designed to analyze promptly decaying particles,
so searches for LLP decays require special techniques to analyze the collisions.

This dissertation focuses on a search for long-lived particles that decay inside the
tracking volume of the ATLAS detector. These LLPs can decay to SM particles and

IThis dissertation analyzes data collected during Run 2 of the LHC, which had a center-of-mass
energy of 13 TeV.



stable particles that escape the detector without interacting. Due to conservation of
momentum, the presence of a non-interacting particle produced in an interaction can be
inferred from an imbalance of the momentum in the plane transverse to the beamline,
referred to as missing transverse energy (EM). Tracks from charged SM particles
produced in the LLP decay can be traced back to their point of production to form a
displaced vertex (DV'). Because no SM particles produce a DV with high invariant mass
and high track multiplicity, searches for DVs have naturally low backgrounds. The
analysis detailed in this dissertation searches the data collected by ATLAS between
2016 and 2018 for events containing a DV with high mass and high track multiplicity
produced in association with significant EX5. This analysis is referred to as the
DV + Ems analysis. The results of the analysis are interpreted in the context of
a split-supersymmetry model with long-lived gluinos that decay to SM quarks and
a stable lightest neutralino, which serves as a dark matter candidate, though the
analysis has sensitivity to a variety of theories that predict massive LLPs.

This dissertation is organized as follows. Chapter 2 begins with an introduction
to the Standard Model of particle physics and its shortcomings before discussing the
motivation for long-lived particle searches. A brief overview of supersymmetry is also
presented to provide context for the benchmark split-supersymmetry model used in
the interpretation of the results of the analysis. The LHC and the ATLAS detector
are described in Chapter 3, and Chapter 4 provides an overview of the reconstruction
algorithms used to analyze collisions in ATLAS. Special attention is given to the
non-standard reconstruction techniques that are critical to the success of LLP searches
in ATLAS. Chapter 5 motivates the DV + EX analysis and details the selections
applied to events and DVs in the data set to optimize the expected sensitivity of the
analysis to new physics. The data-driven methods used to estimate the background
from detector and algorithmic effects are presented in Chapter 6 alongside a discussion
of the systematic uncertainties that are accounted for in the analysis. The results of the
analysis are shown in Chapter 7 after a brief introduction to the statistical framework
that is used to interpret the results. Chapter 7 also presents an interpretation of the
results of the analysis in the context of the split-supersymmetry model described in
Chapter 2. Chapter 8 concludes the dissertation with a summary of the results and a

discussion of possible future directions for LLP searches at the LHC.



Chapter 2
Theory and Motivation

The Standard Model (SM) of particle physics is the most successful theoretical
description of elementary particles and their interactions. This chapter will briefly
outline the SM, the particles that compose it, and the mathematical formalism of the
theory in Sections 2.1 and 2.2 before discussing a few of the fundamental questions
that remain unanswered by the SM in Section 2.3. Section 2.4 outlines the theory of
supersymmetry (SUSY), a proposed overarching symmetry that could address some
of the questions left open by the SM. The chapter will conclude in Section 2.5 with a
discussion of long-lived particles and the unique collider signatures they offer to probe

new physics.

2.1 The Standard Model of Particle Physics

Four fundamental forces have been observed in nature - the strong, electromagnetic,
weak, and gravitational forces. The SM describes the interactions of elementary
particles with all of these forces except gravity. Properties such as the mass, electric
charge, weak hypercharge, color charge, and spin are used to characterize these particles
and predict how they will interact with each other. All known and hypothesized
particles are commonly divided into two groups based on their spin, an intrinsic form
of quantized angular momentum carried by elementary particles.

Particles which have a half-integer spin are known as fermions, owing to the
fact that they obey Fermi-Dirac statistics. Fermions compose all the visible matter
of the universe. Each fermion has a corresponding anti-particle with identical spin

and mass but opposite charge and parity, which describes the behavior of a particle



under spatial inversions. Anti-particles are denoted with a horizontal bar over their
symbol, such as b. The 12 fermions of the SM are further categorized based on the
fundamental forces through which they interact. The six fermions that interact via
only the electromagnetic or weak force are known as leptons (denoted generically as
[). There are three electrically charged leptons - the electron (e), muon(u), and tau
(7)- each of which has a corresponding neutrino (v) that carries no electric charge.
Each lepton additionally has a lepton number L;, where ¢ = e, or 7. Electrons and
electron neutrinos have L, = 1, with the lepton numbers for muons, taus, and their
associated neutrinos defined analogously. Anti-leptons have a lepton number of —1.

The remaining six fermions can additionally interact via the strong force. These
particles, known as quarks (denoted generically as ¢), carry color charge, which is
the analogous form of the electric charge for the strong force. Color charge comes in
three types, traditionally denoted as red, blue, and green. Quarks exist in six flavors:
up (u), down (d), charm (c), strange (s), top (¢), and bottom (b). In units of the
proton charge, the up, charm, and top quarks have an electric charge of —i—% and the
down, strange, and bottom quarks carry an electric charge of —%. Quarks with an
electric charge of +§ are collectively called up-type quarks and quarks with electric
charge of —% are called down-type quarks. Particles carrying color charge are subject
to a phenomenon known as color confinement, which requires that these particles only
exist in colorless bound states. As a consequence of this, individual quarks are not
observed in nature. Instead, quarks are always observed in composite bound states
known as hadrons. Bound pairs of a quark and antiquark are known as mesons. These
pairs achieve color-neutrality through the antiquark carrying the anti-color charge of
the quark (red and anti-red, for example). A colorless state can also be achieved by a
group of three quarks, each with different color charge, known as a baryon. Protons
and neutrons are both examples of baryons.

Quarks and leptons are each organized into three generations. Each lepton genera-
tion consists of a charged lepton and its associated neutrino, and each quark generation
consists of a quark carrying electric charge —i—% and a quark carrying electric charge —%.
The lepton generations are ordered with respect to the increasing mass of the charged
leptons, while the quark generations are ordered by the quark masses. All charged
second and third generation fermions are unstable, so a consequence of this ordering
is that charged fermions decay down to their stable first generation counterparts. As
a result, all everyday matter is composed of first generation fermions. The division of

quarks and leptons into generations is shown in Figure 2.1.



three generations of matter

Standard Model of Elementary Particles

interactions / force carriers

(fermions) (bosons)
I I 0
mass  =2.2 MeV/c? =~1.28 GeV/c? =173.1 GeV/c? 0 =125.11 GeV/c?
charge @ % % % 0 0
spin || % u Ya C Ya t 1 9 0 H
up charm top gluon higgs
=4.7 MeV/c? ~96 MeV/c? ~4.18 GeV/c? 0
Nz - =% 0
« % (. « 1 y
down strange bottom photon

~0.511 MeV/c?
-1

=105.66 MeV/c?
=

=~1.7768 GeV/c?
-1

=~91.19 GeV/c?
0

« (& « @ |- @ &
electron muon tau Z boson

<1.0 eV/c? <0.17 MeV/c? <18.2 MeV/c? ~80.360 GeV/c?

0 0 0 +1

Y Ve Y Vu Y V‘E 1 W
electron muon tau
neutrino neutrino neutrino W boson

Figure 2.1: The elementary particles that make up the Standard Model of particle
physics [3].

One additional property of particles that is important to the mathematical con-
struction of the Standard Model is their chirality. The helicity describes the orientation
of a particle’s spin relative to the direction of the particle’s momentum. A particle is
said to have right-handed helicity if spin and momentum are aligned and left-handed
helicity if the spin and momentum are anti-aligned. However, the helicity of a massive
particle is dependent upon the reference frame of the observer, and is thus not Lorentz
invariant. Chirality is an abstraction of helicity that is Lorentz invariant. The chirality
of a particle, which is labelled as right- or left-handed, is important in some fermion
interactions [4].

The second group of particles have integer spin and are known as bosons. The

strong, electromagnetic, and weak forces are mediated by a group of spin-1 particles,



the gauge bosons. The mediator of the strong force is the gluon (g), which carries
color charge, but is massless and electrically neutral. The gluon is responsible for
binding quarks into colorless hadrons. The massless photon () is the mediator of
the electromagnetic force. The weak force is mediated by the W+ and Z bosons.
The Z boson couples to leptons in pairs with a net neutral electric charge (such
as v, and ete™) and to same-flavor quark-antiquark pairs (such as uii). The W=
couples to fermions in pairs with a net electric charge of 1 (such as u~ 7, and ud).
Interactions of the leptons with the Z boson additionally preserve lepton number,
meaning interactions such as Z — p~e® are forbidden. Radioactive beta decay of
nuclei occurs through the weak force, where the down quark of a neutron converts
to an up quark through the emission of a virtual W~ (d — v+ W ™), and the W~
then promptly decays to an electron and electron anti-neutrino (W~ — e + ). The
conversion of the down quark to an up quark changes the neutron into a proton,
resulting in a nucleus with an atomic number one greater than the initial nucleus. The
last of the bosons is the Higgs boson, a massive spin-0 boson that is responsible for
giving mass to most of the particles in the Standard Model. Figure 2.1 summarizes

the particle content and organization of the SM [3].

2.2 Mathematical Structure of the Standard Model

The Standard Model is mathematically described by a relativistic quantum field
theory. Each particle in the model has a corresponding field, the dynamics of which
are described by the SM Lagrangian. Symmetries are key to the mathematical
formalism of the SM. The symmetries of the SM arise from the underlying gauge
group SU(3)¢ x SU(2)r, x U(1)y. According to Noether’s theorem, each continuous
symmetry of a system implies a property of that system that is conserved [5]. For
example, symmetry with respect to spatial translations leads to the conservation of
linear momentum. The underlying symmetries of the SM give rise to several conserved
quantities which are important in the model.

The SM Lagrangian can be divided into several components, each of which describes

particular types of particles and interactions:

»CSM = »CEW + »CQCD + EHiggs + EYukawa' (2'1>

In equation (2.1), Lew, Lqcp, Lhiges, ad Lyykawa are the terms describing electroweak,



strong, Higgs, and Yukawa interactions, respectively. Each of these components will
be described in the following sections. This construction results in a renormalizable
quantum field theory that is both Lorentz invariant (meaning the laws of physics are
identical in all frames of reference, regardless of boost) and gauge symmetric (meaning

it is invariant under transformations of the SM gauge group).

2.2.1 The Electroweak Sector

The electromagnetic and weak forces are both the result of a unified electroweak
theory described by the SU(2);, x U(1)y gauge group. Electromagnetic interactions
between charged particles are mediated by the massless photon and are described
by the U(1)gym gauge theory known as quantum electrodynamics (QED). Because
photons are massless, the electromagnetic force is a long-range force. All fundamental
particles have quantum numbers known as the electric charge and weak hypercharge,
which characterize the interactions of the particle with the electromagnetic and weak
forces.

The weak force is mediated by the massive W* and Z bosons and is thus a
short-range force. Interactions mediated by the W* are referred to as charged-current
interactions and interactions mediated by the Z are referred to as neutral-current
interactions. Up- and down-type quarks in the Standard Model are represented as
left-handed doublets (uz,dr)” and right-handed singlets ur and dr. Each generation
of leptons is represented by a left-handed doublet (I, v;)T and a right-handed singlet
state [g. Weak charged-current interactions only couple to left-handed fermions, while
weak neutral currents couple to both right- and left-handed fermions. However, the
right-handed coupling in weak neutral currents is proportional to the particle’s electric
charge. If right-handed neutrinos were to exist, they would not interact with either
the W or Z bosons.

The theory of electromagnetic and weak interactions can be unified by extending
the U(1)gm gauge theory of QED to a SU(2), x U(1)y gauge theory, where the
subscript L denotes interactions only with left-handed particles and the subscript Y
denotes the weak hypercharge [6, 7]. Electroweak interactions are then characterized
by four massless fields - the three weak isospin fields Wli (1 =1, 2, 3) and the single
weak hypercharge field B,,. The three generators of the SU(2);, gauge group, denoted
T,, are zero for right-handed fermions. For left-handed fermions, the generators T,

are a set of complex 2 x 2 matrices with a set of eigenvalues referred to as the weak



isospin. The weak hypercharge, Y, is the generator of the U(1)y gauge group. Under
this unified electroweak theory, a particle’s electric charge under the U(1)gy gauge
group is given by
1
Qem = §Y + T, (2.2)
where Y is the weak hypercharge and T3 is the third component of the weak isospin.
QrmM, Y, and T3 are all conserved in electroweak interactions.
The weak isospin and weak hypercharge fields are not the same as the physical
W=, Z and v particles that mediate the electroweak force, in particular because the
W= and Z have mass. The physical states and their mass (or lack thereof) arise from

the spontaneous breaking of electroweak symmetry, discussed in Section 2.2.3.

2.2.2 Quantum Chromodynamics

The strong force acts on all particles that carry color charge and is described by
the theory of quantum chromodynamics (QCD). Symmetries in QCD arise from the
SU(3)¢ gauge group, where the subscript C represents the color charge. The eight
massless gluons that mediate the strong force correspond to the eight complex 3 x 3
matrices that are the generators of SU(3) [8]. SU(3)¢ is a non-Abelian gauge group,
meaning that not all elements of the group commute. Physically, this results in
the self-interaction of gluons. As mentioned in Section 2.1, particles carrying color
charge are subject to a phenomenon called color confinement, which forbids colored
particles from existing outside color-neutral bound states called hadrons. Confinement
results in interesting phenomena when colored particles are forced apart in high energy
interactions. The binding potential between a quark-antiquark pair is found to increase
as the particles separate beyond a distance of approximately 0.5fm. As the particles
separate further, it eventually becomes energetically favorable to produce an additional
quark-antiquark pair from the vacuum instead of continuing to increase the distance
between the bound quark and antiquark. This process, known as hadronization, can
occur multiple times from the separation of one initial quark-antiquark pair, resulting
in a stream of hadrons from the point of the initial interaction. These streams of
hadrons are referred to as jets. Jets are a key feature of the data at hadron colliders.

Jets are discussed further in Section 4.3.1.
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2.2.3 Electroweak Symmetry Breaking

The charged fermions and the W+ and Z bosons have all been observed to have non-
negligible mass. This necessitates the addition of mass terms to the SM Lagrangian.
However, explicit mass terms for chiral fermions and vector bosons would violate
gauge invariance and thus cannot be included in the SM Lagrangian. The vector
bosons instead get their mass through the Brout-Englert-Higgs mechanism (or just
“the Higgs mechanism”), which spontaneously breaks the electroweak symmetry of the
SU(2)1, x U(1)y gauge group [9, 10].

The spontaneous breaking of electroweak symmetry is achieved through the in-
troduction of a complex scalar doublet field ¢, which adds to the SM Lagrangian a

potential

V(g) = 1*9'o + A(67¢)?, (2.3)

where 1 and A are coupling parameters. The shape of this potential is shown in
Figure 2.2 for (a) positive and (b) negative values of p?. If 1 is positive, the potential
has a unique minimum, and it is symmetric about that minimum. In this situation,
spontaneous symmetry breaking cannot occur. However, if ;42 is negative, the potential
no longer has a unique minimum, and the potential is not symmetric about any of
the possible minima. This scenario results in a ring of minima at radius _2—’;2 = \/Li’
where v is the vacuum expectation value of the field ¢.

When the Higgs field assumes a non-zero vacuum expectation value, the electroweak
symmetry of SU(2);, x U(1)y is spontaneously broken, and the weak isospin and
weak hypercharge fields can mix to produce the observed electromagnetic and weak
interactions. The massless photon and massive Z boson arise from the mixing of the

Wj and B, fields, given respectively by

A, = cos(Ow) B, + sin(0w )W) (2.4)

and

Z,, = —sin(0w) By + cos (0w )W}, (2.5)

where 0y is the weak mixing angle. The physical states of the W¥ are given by

(W iW?). (2.6)
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Figure 2.2: The shape of the Higgs potential (Equation 2.3) in two dimensions. For
u? > 0 (a), the potential is symmetric about the minimum and spontaneous symmetry
breaking cannot occur, but if 42 < 0 (b) the potential is no longer symmetric around
any minimum and spontaneous symmetry breaking can occur.

Electroweak symmetry breaking in the SM also allows for the addition of gauge
invariant Yukawa terms to the Lagrangian. The Yukawa terms of the SM Lagrangian
describe the interactions of fermions directly with the Higgs field. The coupling
terms include both left- and right-handed fermion fields and their coupling strength is
proportional to the observed mass of the fermion. These interactions give mass to all
charged fermions in the SM.

In addition to imparting mass to the fermions and gauge bosons of the SM, the
Higgs mechanism results in a scalar boson as a physical manifestation of the Higgs
field, known as the Higgs boson. The ATLAS and CMS experiments at the Large
Hadron Collider announced the discovery of a scalar particle with a mass of 125 GeV
consistent with the SM Higgs boson in 2012 [11, 12]. Further studies of this particle
continue to show that its properties are consistent with the SM Higgs boson. With
this discovery, no more particles predicted by the SM were left undiscovered and the

model was completed.
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2.2.4 Long-Lived Particles

Unless they are prevented from doing so by the conservation laws of the SM, all
fundamental particles will spontaneously decay into lighter particles over time. For
example, the muon decays through the process u~ — e~ r.v,. This decay process
conserves energy, electric charge, and lepton number, among other symmetries. The
electron, on the other hand, cannot decay because it is the lightest charged particle
in the SM. Any conceivable decay to a lighter particle would violate conservation of
electric charge. Particles that cannot decay to lighter particles are referred to as stable
particles, and all other particles are considered unstable.

The decay rate of a particle, I', is the probability per unit time that a particle
will decay. The value of the decay rate for a particle X to n other particles can be

calculated as

1
I' x m/|/\4|2d©n(px;p1,---,pn), (2.7)

where my and px are the mass and four-momentum of particle X, M is the matrix
element, d®,, is the phase-space factor for the decay, and p; are the four-momenta of
the decay products. The mean proper lifetime T of the particle is the inverse of the
decay rate. Considering Equation 2.7 and the relationship of the lifetime and decay
rate, a large lifetime can occur if the decay rate is reduced by one of the following

mechanisms:

e If the coupling factor g between the particle and its decay products is small, the

magnitude of the matrix element M is reduced because M  g.

e If the available phase space for the decay products is small, the decay rate is
reduced. This is the case for decays where the mass splitting between parent

and daughter particles is small.

e [f the decay is mediated by a massive particle, the propagator for the mediating

particle suppresses M.

For a particle with mean proper lifetime 7, the probability that it will survive in

the lab frame for a length of time ¢ before decaying is given by

P(t) = e 0, (2.8)
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where 7 is the Lorentz factor of the particle in the lab frame.

A plot showing the masses and lifetimes of several fundamental and composite
particles of the SM is shown in Figure 2.3. From an experimental viewpoint, it is
helpful to sort particles into one of three categories determined by the spatial resolution
of the detector:

e Detector-prompt particles are those with a short enough lifetime that the
distance between their points of production and decay is typically smaller than
the spatial resolution of the detector. Particles such as the W, Z, and Higgs
bosons fall into this category. The shaded region on the left of Figure 2.3 contains
these particles in the context of the ATLAS detector.

e Detector-stable particles are those whose lifetimes are long enough that they
typically travel distances much larger than the size of the detector before
decaying. Particles such as muons and neutrons are considered detector-stable,
and particles such as protons and electrons (which have never been observed to
decay) are considered stable. These particles are shown in the shaded region on
the right of Figure 2.3.

e Intermediate lifetime particles are those with lifetimes such that a significant
fraction of those produced in the detector will decay within the volume of the
detector. This range of lifetimes is shown in the white central region of Figure

2.3, and includes particles such as the b and K2 mesons and the 7 lepton.

Any particle that is not detector-prompt is considered a long-lived particle (LLP).
LLPs that decay inside the detector can provide unique signatures that can be studied

in relatively low-background environments.

2.3 Why Search for New Physics?

Since its inception, the SM has provided extraordinarily accurate predictions about
the nature of fundamental particles and their interactions. Several particles were
predicted long before their discovery by experiments, including the W [14, 15], Z [16,
17], and Higgs [11, 12] bosons, as well as the top [18, 19] and charm quark [20, 21].
The predictions of the SM have been validated against numerous high precision tests

across a wide range of energies. Despite its success, there are several fundamental
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Figure 2.3: Mass vs. mean proper lifetime for several fundamental and composite
particles in the SM [13]. Particles in the shaded region on the left have lifetimes leading
to prompt decays while particles in the shaded region on the right have lifetimes
long enough that the majority of their decays will occur outside the ATLAS detector.
Particles in the middle region have a significant probability to decay within the ATLAS
detector.

questions from experimental observations that the SM is unable to explain. Two of
these questions will be briefly discussed in the remainder of this section.

The physical mass of the Higgs boson is experimentally observed to be 125.11 GeV,
which is on the order of the electroweak scale [22]. When calculating the mass of
the SM Higgs boson, quantum loop diagrams such as the one in Figure 2.4 must be
included in addition to the lowest order diagram. The observed mass of the Higgs can
be expressed as

mi = mizz,ﬂ + Amia (29)

where the mj ; is the term obtained from the lowest order diagram (known as the

bare Higgs mass) and Am} is the correction term from the loop diagrams. The loop
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corrections are proportional to the ultraviolet cutoff scale, A, which is the threshold
at which the behavior of the model could change significantly due to the influence of
potential new physics. The Planck mass, Mp ~ 10! GeV, is the energy at which the
gravitational force becomes comparable in strength to the other forces of the SM. If
the value of the cutoff scale A is set to the Planck mass, the correction term is then
proportional to M3. With the observed mass of the Higgs boson being 125.11 GeV,
the value of the bare Higgs mass must be fine-tuned to almost exactly cancel the
loop corrections. There is no mechanism in the SM that forbids fine-tuning, but this
requirement raises suspicions regarding the “naturalness” of the SM. It is possible
that the inclusion of undiscovered particles with couplings to the Higgs could cancel
out the loop corrections in a way that removes the need for this fine-tuning. This

problem is known as the hierarchy problem.

Figure 2.4: An example of a top quark loop diagram that provides corrections to the
mass of the Higgs boson.

Another shortcoming of the SM is its inability to explain dark matter. Evidence
from astrophysical observations suggests that a significant portion of the gravitation-
ally interacting matter (~80% by mass) in the universe does not interact with the
electromagnetic force. Matter which does not interact with light is invisible, hence
the term dark matter. The first convincing astrophysical evidence for the existence
of dark matter came from the observation of galactic rotation curves, where it is
observed that the distribution of the velocities of stars as a function of the radial
distance from the galactic center is inconsistent with the observed distribution of the
luminous mass of the galaxy [23]. Additional evidence from observations of the cosmic
microwave background and gravitational lensing reinforce the need for dark matter in

the universe to explain experimental observations.
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Currently, the exact nature of dark matter is unknown. The predominant theory
is that dark matter is composed of one or more fundamental particles. Any SM dark
matter candidate must be electrically neutral and massive, leaving neutral baryonic
matter and neutrinos as potential candidates. Astrophysical observations of the
elemental abundances of the universe and the large scale structure of the universe have
excluded both possibilities. If dark matter were to be a new fundamental particle, it
would need to be massive, at most weakly interacting with the known particles of the
SM, and stable on cosmological time scales. Despite current constraints, the mass
spectrum for viable dark matter candidates spans many orders of magnitude. This
has led to a rich and varied experimental program dedicated to determining the true

nature of dark matter [24].

2.4 Supersymmetry

Many theories have been postulated in an attempt to address the shortcomings of
the SM discussed in the previous section. The vast majority of these theories rely
on the introduction of new particles to the SM in order to resolve the deficiencies of
the model. These theories are collectively referred to as physics beyond the Standard
Model (BSM). Though the search presented in this dissertation is model-independent,
it is instructive to discuss an example model of BSM physics that could produce the
displaced vertex signature targeted by this analysis.

One prominent class of BSM theories is supersymmetry (SUSY). Though there are
many variations of SUSY, the core concept of all SUSY models is that an additional
symmetry gives every boson a fermionic counterpart and every fermion a bosonic
counterpart. All quantum numbers for these superpartners remain the same as for their
SM partners except for the spin. The superpartner of a particle is denoted with a tilde
(~) over the symbol of the SM particle. The introduction of this additional symmetry
offers an elegant solution to the hierarchy problem. Because there is a relative minus
sign between the Higgs mass correction terms from bosons and fermions, the corrections
to the Higgs mass from SM particles can be exactly cancelled by the loop corrections
from their corresponding superpartner in the case where the superpartners also have
identical mass. In addition to addressing the hierarchy problem, many SUSY models
provide viable dark matter candidates and some offer mechanisms for the unification
of the electroweak and strong forces at high energy scales [25]. Due to its potential to

answer many of the largest open questions in particle physics, SUSY is an active topic
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of research at the Large Hadron Collider.

2.4.1 The Minimal Supersymmetric Standard Model

The Minimal Supersymmetric Standard Model (MSSM) extends the SM by adding
boson-fermion supersymmetry [25]. Each SM field has an associated superpartner
field that together form supermultiplets. The SM gauge bosons are grouped with
their fermionic superpartners into gauge supermultiplets [25]. The names of these

-ino’ to the corresponding SM

superpartners are denoted by appending the suffix
gauge boson’s name. For example, the superpartner of the SM gluon is the gluino.
These superpartners are collectively referred to as gauginos.

A chiral supermultiplet consists of a SM fermion and two scalar superpartners
- one partner for the left-handed fermions and one for the right-handed fermions.
The superpartners residing in chiral supermultiplets are conventionally referred to
by adding the prefix ‘s’ to the name of their corresponding SM fermion partner. For
example, the superpartner of the electron is known as the selectron. The superpartners
of SM quarks and leptons are collectively referred to as squarks and sleptons.

If one were to construct the superpartner to the SM Higgs doublet field, it would
lead to a violation of gauge invariance in the SUSY sector [25]. The simplest solution
to this in the context of the MSSM is to extend the SM Higgs field to instead consist
of two complex scalar doublets, H, and H,, with a total of eight degrees of freedom.
Following electroweak symmetry breaking, three physical degrees of freedom are
consumed in providing mass to the W* and Z bosons (as in the SM), with the five
remaining degrees of freedom resulting in five physical Higgs bosons - h, H, A, H", and
H~. h and H are neutral scalar bosons (with H more massive than h by convention),
A is a neutral pseudoscalar boson, and H* are charged scalar bosons. The Higgs
boson discovered at the LHC with a mass of 125 GeV is assumed to correspond to the
lightest neutral Higgs boson, h. The fermionic superpartners of this extended Higgs
sector, H, and H, are referred to as higgsinos.

The mixing of the higgsinos with the superpartners of the W;L and B, fields (the
wino and bino fields, W; and B,,) results in two charged mass eigenstates known
as charginos and four neutral mass eigenstates known as neutralinos [25]. The two
charginos are denoted as )NC?E and the four neutralinos are denoted as 9. The mass
eigenstate is identified with the subscript 7, where ¢ = 1 is the lightest mass eigenstate.
The field content of the MSSM is summarized in Table 2.1.
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Names Spin 0 | Spin 1/2 | Spin 1
Squarks, quarks (uL~ ’*dL )| (e ’TdL ) )
(x3 families) 25 Zf :
R R
Sleptons, leptons | (7r,ér) (vp,er) -
(x3 families) e el -
: o (Hy, Hy) | (Hy, Hy) -
Higgs, higgsinos (HO, H) (ﬁ[& I:[C]) )
Gluino, gluon - g g
Winos, W bosons - W= Wwo | w* wo
Binos, B boson - B° B°

Table 2.1: The field content of the MSSM [25]. The top three entries are chiral
supermultiplets and the bottom three entries are gauge supermultiplets.

Unlike in the SM, it is possible to include renormalizable terms in the MSSM that
do not conserve baryon number (B) or lepton number (L). Although B and L are
not fundamental symmetries of the SM, no processes that violate B or L conservation
have been observed experimentally. In order to avoid the introduction of such terms
to the MSSM, an additional symmetry known as R-parity can be introduced. The
R-parity of a particle is defined as

Pr = (—1)3B-D+2s, (2.10)

where s is the spin of the particle. A consequence of this definition is that all
supersymmetric particles (collectively called sparticles) have Pp = —1 and all SM
particles, including the extended Higgs sector, have Pr = 1. R-parity is a multiplicative
quantum number, meaning that in any given interaction, the product of Pgr of the
interacting particles must be the same before and after the interaction. SUSY models
that require the conservation of R-parity have several important phenomenological

characteristics:

e The lightest sparticle (referred to as the LSP) must be stable. If the LSP is
electrically neutral, it can only interact weakly with SM particles, making it a

viable dark matter candidate.

e All sparticles other than the LSP must decay to a state containing an odd
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number of LSPs.

e Sparticles can only be produced in even numbers at collider experiments.

These characteristics make R-parity conserving (RPC) models of supersymmetry
popular targets for BSM searches at collider experiments. However, no supersymmet-
ric particles have been discovered as of the time of writing. In the MSSM as it has
been presented to this point, the superpartners of the SM particles have the same
mass as their SM partner. If the MSSM were an accurate description of reality, these
superpartners would have been experimentally observed at particle colliders. As such,
if the MSSM is to remain consistent with experimental observations, supersymmetry
must be a spontaneously broken symmetry. The introduction of explicit soft super-
symmetry breaking terms to the MSSM can increase the masses of the superpartners
significantly [25]. Supersymmetry breaking only occurs in these terms, leaving the
high energy behavior of the theory unchanged. The most important consequence of
soft supersymmetry breaking is that the cancellation of the loop corrections to the
Higgs mass is maintained in the case that the superpartner masses are not too large.

This retains the attractive solution to the hierarchy problem.

2.5 Long-Lived Particles in Physics Beyond the
Standard Model

Though there are many SUSY scenarios that predict long-lived particles, the majority
of searches for supersymmetric particles at the LHC have focused on signatures
involving promptly-decaying particles. As expanding regions of the parameter space
have been excluded by prompt searches, however, an increasing amount of focus has
been dedicated to searching for long-lived particles predicted by various BSM scenarios.
Though the search for displaced vertices detailed in this dissertation is signature-driven
and model-independent, two SUSY models will be presented in the remainder of this
section to motivate the displaced vertex signature. Outside of SUSY, many models of
BSM physics, such as Higgs portal and hidden valley models of dark matter, predict
long-lived particles capable of producing displaced vertices (DVs) [26, 27].

SUSY models that successfully address the hierarchy problem are heavily con-
strained by the so-far negative results of searches for supersymmetric particles at the

LHC. Models of split-supersymmetry choose to relax the requirement on naturalness



20

in favor of a model that retains other attractive properties - namely a viable dark
matter candidate and the unification of the strong and electroweak forces at high
energy [28]. In split-supersymmetry, the superpartners of the SM fermions (squarks
and sleptons) have masses near or above the supersymmetry breaking scale, while the
masses of the gauginos and higgsinos are significantly lighter, on the order of 1 TeV.
Though the squarks and sleptons in split-supersymmetry are inaccessible at LHC
energies, gauginos and higgsinos could possibly be produced at the LHC. The gluino
in split-supersymmetry must decay via a squark to a quark, antiquark and neutralino
LSP. However, the squark masses in the model are far greater than the potential
gluino mass, which forces the squark in the decay chain to be highly virtual. Because
the decay must be mediated by this heavy virtual squark, the gluino obtains a lifetime
proportional to mg/mg. Depending on the squark and gluino masses, the gluino
lifetime could be arbitrarily long, although lifetimes of less than 100s are favored due
to cosmological constraints [29]. Due to color confinement, gluinos with a lifetime
longer than the hadronization timescale (10723 s) will hadronize into R-hadrons, which
are bound states containing a strongly interacting sparticle and strongly interacting
SM particles. Figure 2.5 shows a Feynman diagram of gluino production and decay in
a split-supersymmetry scenario. A simplified model of split-supersymmetry where the
gluinos become long-lived due to the high mass of their decay mediators serves as a
benchmark model for the DV + EX¥ analysis detailed in this dissertation.

Figure 2.5: A Feynman diagram of gluino production and decay in a split-
supersymmetry scenario. The g is long-lived and would hadronize into an R-hadron
before decaying.

In scenarios where the higgsino mass parameter p is very large, it is possible for
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the next-to-lightest supersymmetric particle (NLSP) to become long-lived [30]. The
decay of a neutral wino NLSP (x3) to a neutral bino LSP (x?) is suppressed by factors
proportional to 1/p and 1/p%. If the mass splitting between the wino and bino is
smaller than the mass of the Z boson, it is preferential for the decay to proceed
through a virtual Higgs boson, further contributing to the suppression of the decay. A
Feynman diagram showing such a decay is shown in Figure 2.6. In these scenarios, the
lifetime of the neutral wino can result in decays inside the tracking volume of a large
detector, such as the ATLAS detector. The production of two displaced b-quarks in
such a decay could leave a displaced vertex signature in the detector in addition to

missing transverse energy (described in Section 4.3.5).

Figure 2.6: A Feynman diagram showing associated production of a wino NLSP and
a chargino. The wino is long-lived and decays to a bino LSP and a pair of b-quarks
via a virtual Higgs boson.
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Chapter 3

The Large Hadron Collider and
ATLAS

To test the Standard Model and other models of BSM physics, physicists have
designed complex systems of particle accelerators and detectors to produce and
measure fundamental particles with exceptional precision. The search detailed in this
dissertation analyzes data collected by the ATLAS detector at CERN’s Large Hadron
Collider. Section 3.1 will briefly discuss the history of the European Organization
for Nuclear Research (CERN) before giving a basic overview of the LHC. A few key
principles of hadron collider physics will then be discussed in Section 3.2 to give
context to the discussion of the ATLAS detector presented in Sections 3.3 through
3.8. The individual components of the ATLAS detector will be described in Sections
3.4 through 3.7. Section 3.8 will conclude the chapter with an overview of the trigger

system used to filter and record data.

3.1 CERN and the Large Hadron Collider

Originally founded in 1954 to research atomic nuclei, CERN is a research organization
dedicated to studying subatomic particles and their interactions. Located on the
French-Swiss border near Geneva, CERN is now home to a variety of nuclear and
particle physics experiments. At the time of writing, CERN consists of 23 Member
States throughout Europe, 11 Associate Member States, and two countries with
Observer status [31]. Several key discoveries in subatomic physics have been made at
CERN, the most recent of which was the discovery of the Higgs boson in 2012 by the
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ATLAS and CMS collaborations [11, 12].

CERN is home to the world’s highest energy particle accelerator, the Large Hadron
Collider (LHC). First turned on in 2008, the LHC is a 27 km circumference synchrotron
accelerator located 100 m underground designed to accelerate two proton beams to
a center-of-mass energy (y/s) of 14TeV. These beams are circulated in opposite
directions and collided at four points along the accelerator ring at a rate of 40 MHz.
Two runs of the LHC have been completed at the time of writing, with a third currently
in progress. Table 3.1 lists the different runs of the LHC and their center-of-mass
energies. The data used in the analysis described in Chapters 5, 6, and 7 was collected
during Run 2 with /s = 13 TeV. The following discussions of the LHC and the CERN

accelerator complex are representative of the conditions during Run 2.

Run | Dates | +/s (TeV)
1 2010-2013 7,8

2 | 2015-2018 13
3 | 2022-2025 13.6
4-6 | 2029-2041 14

Table 3.1: Runs of the LHC

Protons are accelerated by passing them through radiofrequency cavities (RF)
containing oscillating electromagnetic fields [32]. These cavities are tuned to resonate
at specific frequencies such that the protons pick up additional energy with each pass
through the cavity. Because the direction and magnitude of the field in the cavity vary
over time, the protons experience different forces depending on their time of arrival in
the cavity. A consequence of this is that a uniform, continuous beam is not achievable
when using RF' cavities. Instead, protons are grouped into dense bunches separated
by empty intervals. Each proton bunch at the LHC contains approximately 1.15 - 10!
protons. A series of superconducting magnets is used to steer the proton beams along
their path as well as to focus the beams to tune the collision rate at the interaction
points. The LHC steers the proton beams along their circular trajectories with over
1200 dipole magnets, each of which is 15m long and capable of producing a magnetic
field of 8.3T. The bending of a charged particle’s trajectory in a magnetic field is
dependent upon the particle’s momentum, so the strength of the magnetic fields in
the dipole magnets increases alongside the proton energy in order to keep the beams
on track. Superconducting quadrupole magnets are used to focus the beam at the

interaction points, causing the protons to squeeze into a tighter area and interact at a
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higher rate when colliding with the oncoming beam.

Accelerating protons to LHC energy scales from rest with a single machine is not
feasible, so a chain of injector accelerators is used to gradually increase the proton
energy before they enter the LHC. Protons from a bottle of hydrogen gas are stripped of
their electrons before being accelerated through the following chain of four accelerators
on their way to the LHC:

1. Linac 2, a linear accelerator that accelerates the protons from rest up to an
energy of 50 MeV!.

2. The Proton Synchrotron Booster, which accelerates protons from Linac 2

to an energy of 1.4 GeV.

3. The Proton Synchrotron, which accepts protons from the Proton Synchrotron

Booster and accelerates them to an energy of 25 GeV.

4. The Super Proton Synchrotron (SPS), which accelerates protons around a
7km circumference beamline from 25 GeV to 450 GeV. In addition to serving

as an injector to the LHC, the SPS also provides beams to several experiments,
including the NA62 and COMPASS experiments.

Figure 3.1 shows the state of the CERN accelerator complex as it was in 2016 [33].

3.2 Collider Phenomenology

The collision of particles at high energy can produce more massive particles that
would otherwise be unobservable in nature due to their short lifetime and low natural
abundance. This is allowed in the case where the energy of the initial interaction
is greater than the rest mass of the new particles produced. The ability to produce
massive particles in the heart of specialized detectors makes colliders an excellent
environment both for precisely studying the properties of SM particles that cannot
be observed directly in nature and for attempting to produce potentially massive
undiscovered particles. This section will provide an introduction to some key concepts

for studying fundamental particles at hadron colliders.

!Linac 2 was replaced with Linac 4 in 2020. The description in the text and the diagram in Figure
3.1 are representative of the accelerator complex in 2016 during Run 2.
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Figure 3.1: A diagram showing the CERN accelerator complex as of 2016 (Run 2)
[33]. Among other changes, Linac 2 was replaced with Linac 4 in 2020 in anticipation

of Run 3.

3.2.1 Proton-Proton Interactions

As mentioned in Section 2.1, hadrons such as protons are not fundamental particles,
but rather composite particles composed of quarks and gluons. The quarks that
determine the quantum numbers of a hadron are known as wvalence quarks. In the case
of the proton, the valence quarks are two up quarks and a down quark. These valence
quarks are bound together through the exchange of gluons. Protons additionally
contain an indefinite number of virtual quark-antiquark pairs originating from gluon
exchange, which are referred to as sea quarks. The valence quarks, sea quarks and
gluons in a proton are collectively referred to as partons, with each parton carrying a
fraction of the total momentum of the proton. In a proton-proton (pp) interaction at
LHC energies, it is the individual partons of the proton that interact with the partons
of the oncoming proton.

The distribution of the momentum fraction carried by individual partons in a
proton is described by a parton distribution function (PDF), f,(x, u?), where a is the
parton type, x is the momentum fraction, and p? is the energy scale at which the

proton is being probed. Due to the non-perturbative nature of QCD, the proton PDF's
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cannot be calculated analytically and must instead be determined from experimental
measurements [34]. A PDF for the proton at energy scale y? = 10* GeV? is shown in

Figure 3.2.
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Figure 3.2: PDF for the proton at energy scale p? = 10* GeV? [34].

An important consequence of the composite nature of the proton is that although
the total momentum of the proton in an LHC collision is well known, the momentum
of the individual interacting partons is not known. Even though the initial momentum
of the interacting system is unknown, conservation of momentum is still a critical
principle when analyzing data in pp interactions. Because momentum is a vector
and the initial proton momentum is along the beamline, the longitudinal component
of the interacting parton momentum is unknown. However, the proton, and thus
the individual partons, carry negligible momentum in the plane transverse to the
beamline. This plane is defined by the orthogonal Cartesian coordinates x and y.

The vector nature of momentum thus ensures that each individual component of the
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initial momentum vector is conserved in the interaction, meaning that the sum of
the transverse momenta of the outgoing particles from a collision must be zero. A
particle’s transverse momentum, pr = \/m , is a key variable in hadron collider
physics. Conservation of transverse momentum is used to define a quantity known as
missing transverse energy (EM5) that is essential when searching for new particles
that would escape the detector without interacting. ER® is a core piece of the analysis

described in this dissertation, and it will be discussed further in Section 4.3.5.

3.2.2 Anatomy of an LHC Event

Proton collisions at the LHC produce a wide variety of different processes. The
overwhelming majority of these processes are soft, meaning that they involve a relatively
small momentum exchange. While these soft interactions can be interesting, most
of the physics of interest occurring at the LHC comes from hard-scatter interactions
involving a significant momentum transfer between the interacting partons. The
amount of data that can be recorded by the LHC experiments is limited by the
various detector technologies and the available computing resources, so identifying and
recording the hard-scatter interactions for study is a key challenge for the experiments.
A trigger is used to identify and record hard-scatter interactions for offline study. The
trigger system of the ATLAS experiment will be discussed in more detail in Section
3.8. Each bunch crossing containing at least one pp interaction is referred to as an
event.

When two partons of colliding protons interact in a hard-scattering interaction, the
remaining partons which did not participate in the interaction are no longer bound
to the proton. It’s possible for these partons to interact with each other, resulting in
multiple parton interactions, but more commonly the free partons will hadronize and
produce relatively soft underlying jets. Additionally, both the incoming and outgoing
partons of the interaction can radiate gluons, which will also hadronize and form jets.
Jets from gluons radiated before or after the hard-scattering process are referred to as
initial- and final-state radiation (ISR and FSR), respectively. The contributions to
the event from the proton fragmentation and ISR are collectively referred to as the
underlying event. Figure 3.3 shows an illustration of a tth event from a pp hard-scatter
interaction [35].

In addition to potentially containing a hard-scatter interaction, each bunch crossing

at the LHC can contain additional pp interactions. These additional interactions
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Figure 3.3: A schematic of a tth event from a pp hard-scatter interaction [35]. The
incoming partons are represented by the dark green lines near the center, while the
hard interaction is represented by the large red circle in the center. The red lines
represent the outgoing particles from the hard-scatter and their resulting radiation
and decay products. Blue lines represent particles from the underlying event. A
purple oval represents a multiple parton interaction between the partons left over from
the hard-scatter. Hadronization is represented by light green ovals, which produce
hadrons (dark green circles) that may further decay if unstable. Photons (yellow) can
be radiated by charged particles at any stage of the process.

between protons not involved in the hard-scatter interaction are referred to as pileup.
Pileup interactions generally produce particles with low transverse momenta, but
it is possible for multiple interactions with large momentum transfers to occur in a
single bunch crossing. The hard-scatter is identified as the process with the largest
momentum transfer in these cases. The average number of interactions per bunch
crossing varied significantly across Run 2 of the LHC. Events collected in 2015 on
average had 13.4 pp interactions per bunch crossing, while events from 2017 had 37.8
pp interactions per bunch crossing on average [36]. Figure 3.4 shows the distribution of
the number of pp interactions per bunch crossing for each year of Run 2 as measured
by the ATLAS detector. The distributions are weighted to match the integrated
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luminosity of the corresponding year. The complexity of individual pp interactions
coupled with the number of interactions in each bunch crossing makes the analysis
of data at the LHC technically challenging. In order to identify interesting events
and extract meaningful measurements from them, elaborate and highly specialized
detectors are required to reconstruct the individual components of the interactions

with exquisite precision.
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Figure 3.4: The mean number of pp interactions per bunch crossing for Run 2 of the
LHC [36].

3.2.3 Luminosity and Cross Sections

One way to test the SM and its possible extensions is to compare the number of
observed events consistent with a particular process to the number of events the
SM predicts for that final state. A necessary component of such a prediction is
the probability that the process will take place in a system with a particular initial
state. This probability is known as the cross section (denoted o). Cross sections
are expressed in units of area, such as cm?. Typical cross sections for processes of
interest can be extremely small when expressed in cm?, so an alternative unit known

as the barn (b) is more commonly used, where b = 10724 ¢cm?2. The cross section for
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a process can be calculated from the theory and is dependent on the energy of the
initial interaction, among other factors. The number of events expected to occur for

the process is therefore given by

N = J/Ldt, (3.1)

where L is the instantaneous luminosity. The instantaneous luminosity is a property

of the colliding beams that determines the rate of interactions, given by

- %{ff’ (3.2)
where N; and Ny are the number of protons in each bunch, N, is the number of
bunches, f is the LHC revolution frequency, and ¥, , are the horizontal and vertical
convolved beam sizes [37]. Instantaneous luminosity is measured in units of cm~2s~! or
b~ !'s~!. The integral of L over a given time is referred to as the integrated luminosity,
L, which can be substituted into Equation 3.1 to simplify the number of expected

events to

N =oL. (3.3)

The LHC delivered a total integrated luminosity of 157 fb ! to the ATLAS experiment
during Run 2, of which 140fb~! was recorded under good detector conditions and
deemed good for physics analysis [37]. The difference between the delivered and
usable luminosity arises from inefficiencies in the data acquisition system and the

short periods where one or more detector subsystems were not functioning properly.

3.3 The ATLAS Detector

The ATLAS detector is one of two general purpose particle detectors at the LHC?
and the largest of the four primary LHC experiments. Located 100 m underground at
Point 1 of the LHC, ATLAS is designed to perform precision measurements of the
SM and to search for rare or new processes in the LHC data set. Such measurements
require quick and precise reconstruction of the momenta, energies, and trajectories
of particles produced in the primary interaction. This is accomplished through a

suite of specialized detector components, each designed to measure particular types of

2The other general purpose detector at the LHC is the Compact Muon Solenoid (CMS).
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particles. ATLAS is composed of four primary detector subsystems:

e A set of superconducting electromagnets used to bend the trajectories of charged
particles as they traverse the detector, collectively referred to as the magnet

system.

e The Inner Detector (ID), whose primary purpose is to reconstruct the trajectories
of charged particles produced inside ATLAS. These trajectories, referred to as
tracks, provide measurements of a particle’s momentum and charge. Track
information is critical to the reconstruction of primary and secondary vertices,

which will be discussed in detail in Sections 4.1 and 4.2.

e Calorimeters, which are used to measure the energies of strongly and/or electro-

magnetically interacting particles, such as electrons, photons, and hadrons.

e The Muon Spectrometer (MS), which measures the trajectories of muons in a

magnetic field using dedicated tracking chambers.

Each of these detector components will be discussed in Sections 3.4 through 3.7.

3.3.1 Detector Overview and Coordinate System

ATLAS is an approximately cylindrical detector with a length of 44 m and a diameter
of 25m [38]. The LHC beamline runs along the length of the detector through
the centers of the circular ends. Layers of sub-detectors are arranged around the
interaction point (IP) to provide hermetic detector coverage for the products of the
interaction. The ATLAS geometry can be subdivided into two regions - the barrel
and the end-caps. The barrel region consists of cylindrical detector layers arranged
concentrically around the beampipe, while the end-caps are composed of disk-like
detector structures oriented in planes transverse to the beamline. Both regions contain
detectors from each of the detector subsystems so that ATLAS has complete coverage
for all stable particles found in the SM, except for neutrinos, which only interact
weakly and thus escape the detector without interacting. A schematic of the ATLAS
detector with the individual detector subsystems labeled is shown in Figure 3.5 [38].
Figure 3.6 depicts a cross section of the ATLAS barrel region and how different particle
types interact with the individual detector subsystems as they leave the IP [39].

The nominal interaction point serves as the origin of the ATLAS coordinate system.

The geometry of the detector is most easily described in a cylindrical coordinate
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Figure 3.5: A cutaway diagram of the ATLAS detector during Runs 1 and 2 of the
LHC, with the individual detector subsystems labeled [38].

system, with the z-axis defined by the beamline. The zy-plane lies transverse to the
beamline, with the positive x-axis pointing to the center of the LHC ring and the
positive y-axis pointing towards the sky. The distance between a given point and
the IP in the transverse plane is given by R = \/m The azimuthal angle ¢
in the transverse plane is measured from the z-axis such that + = R - cos(¢) and
y = R -sin(¢).

Analysis of ATLAS data is typically performed in a coordinate system defined by
two angles - the azimuthal angle, ¢, and the polar angle, §. The angle ¢ is defined
identically to the cylindrical coordinate system, while # measures the angle relative
the beamline. Because the initial momentum of an interaction along the z-axis is
unknown, the outgoing system of particles can have a significant boost along the
z-axis relative to the lab frame. The polar angle between two particles produced in a
collision is not Lorentz invariant due to relativistic dilation effects, so 6 is not typically
used to describe particle trajectories. A new quantity, known as pseudorapidity (n), is
defined as
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Figure 3.6: A diagram showing how different types of particles leaving the interaction
point are detected in the barrel region of ATLAS [39].

n = — In[tan(0/2)]. (3.4)

A convenient feature of pseudorapidity is that the difference in 7 between two particles
is Lorentz invariant to boosts along the z-axis in the limit that the particles are highly
relativistic, where it approaches the particle’s rapidity, y = %ln((E +p.)/(E—p.)),
which is precisely invariant to boosts along the z-axis. It follows from this definition
that particles travelling in the transverse plane have n = 0, while particles travelling

along the beamline have n = +00. The angular distance between two particles in
ATLAS is commonly expressed through the quantity AR = \/An? + A¢?3.

3Note that AR is different from the transverse displacement from the beamline, R = /22 + 32.
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3.4 Magnets

Charged particles traversing a magnetic field B will experience a force

F=¢q vxB, (3.5)
where ¢ is the electric charge of the particle and Vv is the velocity of the particle. The
result of this force is that the trajectories of charged particles will bend as they travel
through a magnetic field. Because the force a particle experiences is dependent upon
the velocity of the particle, the particle’s momentum can be determined by measuring
the amount of curvature in the particle’s trajectory. To take advantage of this fact,
the components of ATLAS that measure trajectories are immersed in strong magnetic
fields. The magnetic fields in ATLAS are provided by three subsystems - the central
solenoid, the barrel toroids, and the end-cap toroids. A diagram of the magnet system
is shown in Figure 3.7 [40]. All three magnet subsystems produce their fields with
thousands of coils of superconducting Nb-Ti wire. The coils must be continuously

cooled to a temperature of 4.5 K to maintain their superconducting properties [38].

Central Solenoid

g .
Barrel Toroid

——

&

="

Figure 3.7: A schematic of the ATLAS magnet system [40]. The barrel toroids are
shown in blue, the end-cap toroids in red, and the central solenoid in green.

Endcap Toroid

The central solenoid contains the entirety of the Inner Detector and provides a 2T
magnetic field parallel to the beamline. Charged particles traversing the Inner Detector
have their trajectories bent in the transverse plane. This bending is used to measure
the transverse momentum, pr, of the particle. Located outside the calorimeters, the
barrel and end-cap toroids each consist of eight toroidal coils of superconducting wire,

spaced evenly in the 360° of ¢ around the beamline. The coils of the two end-cap
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toroids are offset in ¢ from the coils of the barrel toroid by 22.5° to provide a more
uniform magnetic field. The barrel and end-cap toroids provide central fields of 0.5 T
and 1.0T, respectively. The fields from the toroids point through the coils in the
azimuthal direction. Muons leaving the interaction point have their trajectories bent
in the R-z plane, allowing for precision measurements of the muon momentum by the

Muon Spectrometer.

3.5 Inner Detector

The first detector subsystem that a particle leaving the IP will encounter is the Inner
Detector (ID). The primary function of the ID is to measure the trajectories of charged
particles. These trajectories are used to measure the transverse momenta of charged
particles, reconstruct the position of primary and secondary vertices, and determine
the charge of particles. The ID is also used to differentiate between types of particles
with the same charge. It accomplishes these objectives with three complementary sub-
detectors: the Pixel Detector, the Semiconductor Tracker (SCT), and the Transition
Radiation Tracker (TRT). Each of these sub-detectors is arranged in concentric layers
around the beamline in the barrel region and in disks in the end-caps. Figure 3.8
shows a cutaway diagram of the ID [38]. The ID has a diameter of 2.1 m and spans

6.2m in length, providing precision tracking coverage up to |n| < 2.5.

3.5.1 Pixel Detectors

Proton bunches from the LHC cross and interact in ATLAS every 25ns, with each
bunch crossing producing thousands of particles on average. Due to the extremely
high particle flux near the interaction point, a high degree of granularity is required
to accurately distinguish between the individual tracks of charged particles and
reconstruct them with the resolution needed to perform precision physics. The
innermost component of the ID, the silicon Pixel Detector, is designed to provide
precision tracking in such dense environments. The barrel region of the Pixel Detector
is composed of four concentric layers of silicon pixels arranged around the beampipe
between R = 33mm and R = 123 mm. Each end-cap consists of three disks of silicon
pixels oriented transverse to the beamline positioned at |z| = 495 mm, |z| = 580 mm,
and |z| = 650 mm. Measuring 50 1m x 400 pm, the silicon pixels are finely segmented in

¢ — z and ¢ — R in the barrel and end-cap regions, respectively [38]. Charged particles
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Figure 3.8: A cutaway diagram of the ATLAS Inner Detector [38].

passing through the pixels deposit charge in the form of electron-hole pairs, which can
be measured by the readout electronics. With the exception of the innermost layer
in the barrel region, the Pixel Detectors have an intrinsic hit resolution of 10 pm in
R — ¢ and a resolution of 115 um in z and R in the barrel and end-caps, respectively.

Between Run 1 and Run 2 of the LHC, the innermost of the four layers of barrel
pixels was added just outside the LHC beampipe. This layer, referred to as the
Insertable B-Layer (IBL), significantly improves tracking and vertexing performance
by reducing the distance between the first layer of the detector and interaction point
[41]. The pixels of the IBL are more finely segmented than those of the other barrel
layers with a nominal size of 50 pm x 250 pm in ¢ — z. The reduced size of the IBL
pixels results in an improved hit resolution of 10 pm in R — ¢ and of 67 pm in z [42].
The IBL is critical for reconstructing tracks and vertices that are displaced from the
hard scatter interaction and within the beampipe, such as the tracks from b-hadron
decays. With the inclusion of the IBL, the Pixel Detector has more than 90 million
readout channels. The geometry of the Pixel Detector is designed such that prompt

particles originating from the interaction point with |n| < 2.5 will cross at least four



37

layers of pixels. A schematic of the ID geometry is shown in Figure 3.9, with an

enlarged view of the Pixel Detector shown on the bottom left [43].
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Figure 3.9: A quadrant of the ATLAS ID for Run 2 shown as an R — z cross section
[43]. The top diagram shows the full ID, while the bottom diagram shows a zoomed
in view of the Pixel Detector.

3.5.2 Semiconductor Tracker

Like the Pixel Detector, the SCT is composed of silicon detectors arranged in concentric
cylinders in the barrel and disks in the end-caps. The barrel region of the SC'T consists
of four layers and covers radii between 299 mm and 514 mm. Nine disks ranging from
|z| = 854 mm to |z| = 2721 mm make up each end-cap [38]. Unlike the Pixel Detector,
however, the SCT utilizes silicon strips rather than pixels to measure the ionization
left by charged particles. Barrel SCT detectors have rectangular strips with a pitch of
80 pm, while the end-cap strips are approximately trapezoidal with a mean strip pitch
of 80 um. All SCT strips are between 11 cm and 13 cm in length. Each SCT module

consists of two layers of silicon strips glued back-to-back. In the barrel region, each
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layer contains one set of strips oriented parallel to the beamline, with the other layer
rotated 40 mrad with respect to the first set. Likewise, the end-cap disks of the SCT
have one set of strips that runs radially outward and another set at a slight angular
offset. A single layer of silicon strips could only provide a measurement in a single
coordinate, but the inclusion of a second strip layer with a small relative rotation
between the layers allows the SCT to measure a second coordinate for each hit. The
silicon strips of the SCT provide primary measurements with a resolution of 17 pm in
R — ¢, and secondary measurements of z and R with a resolution of 580 um in the
barrel and end-caps, respectively. The geometry of the SCT, shown in Figure 3.9, is
arranged such that all charged particles with |n| < 2.5 will nominally leave at least

eight hits across a minimum of four SCT layers.

3.5.3 Transition Radiation Tracker

The outermost layer of the ID, the Transition Radiation Tracker (TRT), uses the
ionization produced by charged particles traversing a gas to measure the trajectories
of tracks. The TRT is composed of approximately 351,000 straw tube detectors in the
barrel and end-cap regions [38]. Straws in the barrel region are aligned parallel to the
beamline and are each 144 cm long, while straws in the end-cap TRT disks are 37 cm
long and arranged radially in wheels. All TRT straws have a diameter of 4mm. A
gold-plated tungsten wire held at a voltage differential of 1530V relative to the walls
of the tube is strung down the center of each straw tube. These tubes are filled with a
Xe/COy/04 gas mixture that can be ionized when a charged particle travels through
it. The drift of the resulting ions in the tube induces a current in the wire that can
be measured as a signal. Tracks leaving the IP with |n| < 2.0 will leave 36 hits in
the TRT on average, each with an intrinsic resolution of 130 pm in R — ¢. The high
volume of hits provides nearly continuous tracking for charged particles at high radii.

Though the resolution of the individual hits is not as precise as the resolution
offered by silicon detectors like the Pixel Detector and SCT, straw tube detectors
offer two distinct advantages over silicon detectors. The first advantage is straw
tubes are a significantly more cost-effective way to provide tracking over a large
volume. The ATLAS TRT covers radii between 554 mm and 1082 mm. The same
volume would have been extremely expensive to instrument with silicon detectors. The
second key advantage over silicon detectors is that highly relativistic charged particles

transitioning the boundary between two physical media emit transition radiation. The
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amount of transition radiation emitted by a particle is dependent on the Lorentz
factor, v = E/mc?. Particles with the same energy but different masses will thus
leave different amounts of transition radiation in the TRT. This information is used to
differentiate between particles with the same charge, such as electrons and pions. A

diagram showing a cross section of the entire ATLAS ID is shown in Figure 3.10 [44].
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Figure 3.10: A cross section diagram of the barrel region of the ID [44].

3.6 Calorimetry

Residing outside the ID and the central solenoid magnet is the ATLAS calorimetry
system, which is designed to absorb and measure the energy of electrons, photons and

hadrons for particles with |n| < 4.9. They accomplish this by initiating electromagnetic
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and hadronic showers, which are cascades of secondary particles initiated by energetic
particles interacting with dense material. The signals produced by the calorimetry
system are additionally required to be extremely fast so that they can be used in
trigger decisions (described in more detail in Section 3.8). FElectromagnetic and
hadronic showers differ significantly in their properties and development, so ATLAS
employs two separate sub-detectors to accurately measure them: the Electromagnetic
Calorimeter (ECAL), which measures the energy of electrons and photons, and the
Hadronic Calorimeter (HCAL), which measures the energy of strongly interacting

hadrons. A cutaway diagram of the calorimetry system is shown in Figure 3.11 [45].
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Figure 3.11: A cutaway diagram of the ATLAS calorimeter system [45].

3.6.1 Electromagnetic Calorimeter

Electromagnetic showers occur when electrons or photons interact with material. In
the case of electrons, this typically comes in the form of bremsstrahlung, where photons
are emitted due to the acceleration of a charged particle. Electrons passing through

the dense detector material scatter off the atomic nuclei and emit bremsstrahlung
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radiation. Photons primarily interact with matter via pair production, where the
photon interacts with an atomic nucleus and produces an electron-positron pair. These
processes produce a cascade of particles with decreasing energy as they repeatedly
occur, only stopping when the energy of the cascading photons falls below the pair
production threshold (£, < 2m,.) and when electrons begin to lose their energy
primarily through processes other than bremsstrahlung. An electromagnetic shower
can be characterized by the radiation length of the medium, X,, which is the average
distance that an electron travels in a medium before it has 1/e of its initial energy
remaining.

The ECAL is a sampling calorimeter, meaning that it measures a particle’s energy
with a system of alternating layers of dense absorber material and sensitive active
material [38]. Absorber layers are well-suited to initiating showers but cannot be
used to measure the shower products, while active materials can produce signals from
deposited energy but are not efficient for initiating showers. Interleaving layers of
absorber and active materials allows for the showers initiated in the absorber material
to be measured in the active material. A drawback of sampling calorimeters compared
to homogeneous calorimeters (which consist entirely of active material) is that some
energy from the shower is deposited in the absorber material and can’t be measured.
The net energy deposited by the shower cannot be used directly and must instead be
estimated based on the energy deposited in the active layers.

The ATLAS ECAL employs an accordion-shaped geometry with alternating layers
of lead absorber and scintillating liquid argon (LAr). The accordion geometry provides
uniform coverage in ¢ with no gaps. Additionally, the placement of electrodes on
the lead accordion allows for fast extraction of the signal for use in the trigger. The
ECAL granularity ranges from 0.025 to 0.1 in A¢ and from 0.003 to 0.1 in An. The
finest granularity in the ECAL is in the region where |n| < 2.5 so that precision
measurements of electrons and photons can complement measurements from the ID.
Both the barrel and end-cap stations of the ECAL are segmented into three layers in
depth, with different granularity in each layer. This layering allows for measurements
of a shower’s shape as it progresses deeper into the calorimeter. Barrel modules of the
ECAL have a minimum depth of 22X, and end-cap modules have a minimum depth
of 24X in order to contain the majority of electromagnetic showers within the ECAL
[38].
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3.6.2 Hadronic Calorimeter

The ATLAS HCAL is divided into three components: the Tile Calorimeter (TileCal),
the LAr Hadronic End-cap Calorimeter (HEC), and the LAr Forward Calorimeter
(FCAL). The TileCal is located just outside the ECAL and covers radii between 2.28 m
and 4.25m [38]. It consists of a barrel region covering || < 1.0 and two extended
barrel regions covering 0.8 < |n| < 1.7. Similar to the ECAL, the TileCal is a sampling
calorimeter. Layers of steel are used to initiate hadronic showers that are then detected
in layers of plastic scintillator. The development of hadronic showers in a medium
is described by the nuclear interaction length A\. The nuclear interaction length is
typically much longer than the radiation length that characterizes electromagnetic
showers, so the HCAL is required to have greater depth than the ECAL in order to
fully contain the showers. At n = 0, the TileCal has a depth of 7.4\. The HECs
use alternating layers of copper and scintillating LAr to provide hadronic energy
measurements for particles with 1.5 < |n| < 3.2. Each HEC has 40 LAr readout gaps
divided between two wheels and a depth of approximately 10\.

The last component of the HCAL is the FCAL, which covers the forward region
of the detector (3.1 < |n| < 4.9) near the beamline. In addition to measuring the
energy of forward jets, the 10 interaction lengths of material in the FCAL provide
shielding for the forward regions of the Muon Spectrometer. The FCAL consists of
three modules, each of which consists of wheels of absorber material oriented transverse
to the beamline. Running through each wheel is a set of tubes running parallel to the
beamline. Each tube contains an anode rod held at high voltage relative to the walls
of the tube separated by a gap of LAr. Particles passing through the LAr produce
ionization which is measured as a signal. The first of the three modules is optimized
for performing electromagnetic calorimetry and the outer two modules are for hadronic
measurements. The electromagnetic module uses copper as the absorber material
while the hadronic modules use tungsten. A summary of the materials, pseudorapidity

coverage, and depth of each component of the ATLAS calorimetry system is shown in

Table 3.2.

3.7 Muon Spectrometer

Because muons are much more massive than electrons (m,/m. ~ 206), muons are far

less likely to emit bremsstrahlung than electrons. A result of this is that muons are
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Calorimeter | Absorber Material | Active Material | |y Coverage | Depth
ECAL Barrel | Lead | LAr | Il <1475 | 22X,
ECAL End-cap | Lead | LAr | 1374 < [n] < 3.2 | 24X,
TileCal Barrel | Steel | Scintillator | In| < 1.0 | 7.4
TileCal Extended Barrel | Steel | Scintillator | 0.8 < || <17 | 7.4)
HCAL End-cap | Copper | LAr | 15<|p/ <32 | 10A
FCAL ‘ Copper/Tungsten ‘ LAr ‘ 3.1<|n <49 ‘ 10X

Table 3.2: Materials, pseudorapidity coverage, and depth of each component of the
ATLAS calorimetry system.

unlikely to initiate electromagnetic showers and thus pass through the calorimeters
with minimal energy loss. The outermost layer of ATLAS is the Muon Spectrometer
(MS), which is designed specifically to reconstruct muon trajectories over long distances.
Muon trajectories are bent as they pass through the MS in the R — z plane by the
magnetic field from the toroid magnets [38].

Four different detector technologies were utilized by the MS in Runs 1 and 2.
Precision tracking for muons with || < 2.7 is performed with Monitored Drift Tubes
(MDTs) and Cathode Strip Chambers (CSCs), while Resistive Plate Chambers (RPCs)
and Thin Gap Chambers (TGCs) with short signal development times are used to
make trigger decisions for muons with |n| < 2.4. The trigger chambers additionally
provide secondary coordinate measurements to complement the primary coordinate
measurements from the MDTs. Like the ID and calorimetry systems, the MS is
divided into a barrel and two end-cap regions. Three concentric cylindrical shells
surrounding the beamline at R ~ 5m, 7.5m and 10 m make up the barrel region of the
MS [38]. The end-caps each have three wheel stations known as the Small Wheel, the
Big Wheel and the Outer Wheel, which are located at |z| ~ 7.4m, 14m, and 21.5m
respectively. An additional ring of MDTs was added to the end-caps between Run 1
and Run 2 of the LHC to provide coverage where it was previously possible for muons
to only pass through two MS stations. A diagram of the MS is shown in Figure 3.12.
The large distances between MS stations and the strong magnetic field provided by
the toroids make it possible to extract a precise measurement of the muon momentum

from the sagitta of the muon trajectory.
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Figure 3.12: A cutaway diagram of the ATLAS Muon Spectrometer [38].

3.7.1 Precision Tracking Chambers

The majority of the precision tracking in the MS is provided by the MDTs, which
are present in all the barrel and end-cap stations. Each MDT is a 30 mm diameter
aluminum tube with a gold-plated tungsten-rhenium cathode wire in the center. The
cathode wire is held at a high voltage relative to the walls of the tube, and an Ar/CO,
gas mixture fills the tube. Muons passing through an MDT ionize the gas, and the
resulting electrons drift to the wire and produce a signal. MDTSs in the barrel and
end-cap regions are both oriented in the ¢-direction in order to provide a measurement
resolution of 80 pm in the bending coordinate (z for the barrel and R for the end-caps).
The barrel and end-cap regions each contain 20 layers of MDTs across the three
detector stations. One drawback of MDTs is that the time between the ionization
of the gas and the measurement of the signal can be as long as 700 ns, making the
MDTs much slower than other technologies used by the MS. Due to the long drift

time, information from the MDTs is not used in trigger decisions.
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The forward region of the Small Wheels (2.0 < || < 2.7) receives the highest
particle flux in the MS, and is thus the only region where precision tracking is handled
by another detector technology. Cathode Strip Chambers (CSCs) are a type of
multiwire proportional chamber, consisting of two cathode planes segmented into
strips with a layer of anode wires strung between them [38]. An Ar/CO, gas mixture
fills the gap between the two cathode planes. The wires of a CSC are oriented radially
relative to the beamline. One set of cathode strips is oriented parallel to the wires
and the other is perpendicular so that the chambers can provide measurements in two
dimensions. Each CSC has four layers, which are capable of measuring the bending
coordinate to a resolution of 40 pm and the transverse coordinate to a resolution of
S5mm. The time resolution of CSCs and their ability to operate safely in high rate
environments made them an ideal choice for the forward region of the Small Wheels
[38].

3.7.2 Trigger Chambers

In addition to the precision tracking chambers, the MS also employs two other detector
technologies to provide fast measurements of muons to the trigger system. Information
from Resistive Plate Chambers (RPCs) is used to make trigger decisions for muons
passing through the barrel region of the MS. Two parallel resistive plates are separated
by insulating spacers to form the gas gap of an RPC. Signals are induced on readout
strips, with the strips of one plate oriented orthogonally to the strips of the other
plate to provide measurements in two dimensions. When muons ionize the gas in the
RPC, a uniform electric field of 4.9kV/mm accelerates the free electrons, creating an
avalanche that is detected on the strips. The RPCs have a typical spatial resolution
of 1cm and time resolution of 1ns [46]. The barrel region has three RPC stations,
each of which has two layers such that muons passing through the barrel of the MS
can have six measurements of 17 and ¢ available for analysis by the trigger.

Trigger signals in the MS end-caps are handled by another type of multiwire
proportional chamber called Thin Gap Chambers (TGCs). Azimuthally oriented high
voltage anode wires are strung between the cathode plates to provide a strong electric
field in the gas gap and a coarse measurement of the R-coordinate of the passing
muons. This measurement is used to match hits to the correct precision track from
the MDTs. Radially oriented strips on one of the cathode planes are used to measure
the azimuthal coordinate ¢. Three TGC stations are situated around the Big Wheel,
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with an additional TGC station located on the inside of the Small Wheel. TGCs
are not included in the Outer Wheel because the magnetic field does not extend to
the Outer Wheel, so the ¢-coordinate can be extrapolated from measurements at
the other end-cap stations. Signals can develop quickly due to the small distance
between the cathode planes and the anode wires, leading to a timing resolution of
approximately 4ns for TGCs. This is significantly shorter than the bunch crossing
rate provided by the LHC. The excellent timing resolution of the TGCs provides
bunch crossing identification for muons in the end-caps, allowing them to be used in
the trigger decision process. A schematic showing the geometry for a quadrant of the
MS is shown in Figure 3.13.

2ml ¥ , B EOL
y 1 - o
// RPC's / d -6
\ 4 501 - L
10 | / / Vs 5 -~
I i i T 7 T T | Ve -
BoL| 1 [ 2 I 3 [/al )V 5 | & P 5
7 7 -
' / // EE -] -7
8 / ’/ ,/I”HZ /// 4
BMLTS | 2 /] 3 [ & ] 5[ 6. 7 .
1//
&)
-~
_ -
2

Figure 3.13: A schematic showing a quadrant of the ATLAS MS [38]. The barrel
MDTs are shown in green and the end-cap MDTs are shown in blue. The CSCs are
shown in yellow, TGCs are shown in purple, and the RPCs are shown as white boxes.

3.8 Trigger and Data Acquisition

Bunch crossings occur in ATLAS at a rate of 40 MHz, with an average of more than

30 pp interactions per bunch crossing [36]. The detector technologies and readout
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electronics of ATLAS are unable to store every event at the LHC collision rate.
Even if it was possible to record the detector output for each event, each event
recorded by ATLAS contains about 1 MB of raw data output by the detector, meaning
approximately 50 TB of data would be produced every second. Acquiring storage
media for this volume of data in addition to the computational resources needed to
reconstruct and analyze these events would be prohibitively expensive. The constraints
of the readout system mean that only a small subset of events can be stored for offline
analysis. Decisions on which events to keep are handled by the trigger system, which
uses a set of simplified reconstruction algorithms to quickly identify events which
may contain processes of interest to the collaboration. Such processes include events
with high pr leptons, multiple high pr jets, or large momentum imbalances in the
transverse plane.

ATLAS employed a two level trigger system during Run 2 of the LHC. The
Level-1 trigger (L1) is a hardware based trigger that uses measurements from the
calorimeters and the MS trigger chambers to identify candidate events for offline
storage [47]. Tracking is computationally expensive, so measurements from the ID
are not analyzed by the L1 trigger. Information from the calorimeters with reduced
granularity is used to select candidate electrons, photons, taus, and jets with high
pr. Calorimeter measurements are also used to select events which may have large
transverse momentum imbalances. Hits in the trigger chambers of the MS are used
to identify muon candidates with high pr originating from the IP. If an event passes
the L1 trigger, regions of interest (ROIs) in the detector are identified for further
investigation by the second trigger step. During Run 2, the L1 trigger was required to
make decisions within 2.5 ps, bringing the overall event rate down to 100 kHz.

Events passing the L1 trigger are then analyzed in greater detail by the software
based high level trigger (HLT). At this stage, tracking information from the ID is
incorporated into the trigger decision framework. Track reconstruction with algorithms
similar to those used in offline reconstruction is carried out in the ROIs identified
by the L1 trigger [48]. The full granularity of the calorimeters is also available for
analysis by the HLT. Events are determined to pass the HLT if they pass one of the
predefined trigger chains in the trigger menu [47]. Each trigger chain is a combination
of a particular L1 trigger and a set of kinematic and object selections based on the
reconstruction performed by the HLT. Trigger chains are designed to select events
with certain physics signatures, such as the presence of high pr leptons or significant

missing transverse momentum. In order to prevent certain event types from consuming
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too much of the total trigger bandwidth, some trigger chains have a prescale applied.
Events passing a trigger chain with a prescale value of n have a probability of 1/n
to be accepted by the trigger. Trigger prescales result in an effective reduction of
luminosity, so analyses using prescaled triggers weight events passing those triggers by
the prescale rate. The average HLT rate during a typical data collection period in
Run 2 was 1.2kHz, writing 1.2 GB/s to permanent storage [47]. Events passing the

HLT are sent to the Tier-0 computing facility for offline event reconstruction [49].
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Chapter 4

Event Reconstruction and Object

Definition

The raw data collected by ATLAS must go through several levels of processing before
it is available in a format that can be easily analyzed. The first stage of this processing
is referred to as reconstruction, where the raw data is passed through a series of
algorithms that use the detector output to produce the physics objects used in an
analysis, such as tracks, jets, and photons. A set of standard reconstruction algorithms
has been developed and optimized for the reconstruction of prompt objects. Searches
for displaced vertices, however, must rely on special reconstruction algorithms because
the efficiency of the standard reconstruction techniques for detecting displaced objects
falls off precipitously at transverse displacements greater than a few millimeters. The
DV + EXi analysis described in this dissertation utilized three special reconstruction
techniques to increase sensitivity to new physics with displaced vertices. One of these
special reconstruction algorithms is used to reconstruct the tracks of charged particles
that do not necessarily originate from the interaction point, while the other algorithms
are used to form displaced vertices from both standard and displaced tracks.

Section 4.1 will begin by outlining the concept of tracking and the techniques used
to reconstruct tracks in ATLAS. The algorithms used to group tracks into primary
and secondary vertices are then discussed in Section 4.2. The chapter will conclude
with an overview of how other objects are reconstructed in ATLAS in Section 4.3,
with special attention given to the reconstruction of jets and missing transverse energy,

which are of particular importance to the search detailed in Chapters 5, 6, and 7.
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4.1 Tracking

A charged particle passing through the Pixel Detector, SCT or TRT can cause
ionization in the detector elements. This ionization registers a signal, referred to as a
hit. Both the standard and large-radius tracking algorithms used by the DV + FEmiss
analysis use the hits of Inner Detector elements to determine the trajectory taken by
charged particles. These reconstructed trajectories are referred to as tracks.

Tracks in ATLAS are parameterized by five parameters that describe a particle’s
trajectory at its perigee, which is defined as the trajectory’s point of closest approach
to a reference point. These parameters and their definitions are listed in Table 4.1. An
illustration of these parameters is shown in Figure 4.1. The definitions of the azimuthal
angle ¢ and the polar angle # are identical to those in Section 3.3.1. The transverse
and longitudinal tmpact parameters, zy and dy, are defined as the transverse and
longitudinal distances between a reference point and the track’s perigee. The origin of
the detector coordinate system serves as the reference point for track reconstruction
when determining the track’s perigee. The curvature of the track in the magnetic field

is described by the ratio of the particle’s charge to its momentum, ¢/p.

Parameter Definition

Distance in the transverse plane between

- T i . .
dp - Transverse impact parameter the track’s perigee and a reference point

Longitudinal distance between the track’s

- Longitudinal i . .
20 ongitudinal impact parameter perigee and a reference point

Angle of track’s momentum in the

- Azi hal 1
¢ - Azimuthal angle transverse plane

Angle of track’s momentum in the

6 - Polar angle longitudinal plane

Charge of the track divided by the

afp magnitude of its momentum

Table 4.1: Definitions of variables used to parameterize tracks. The reference point
used to determine the track’s perigee during track reconstruction is the origin of the
detector coordinate system.

4.1.1 Standard Tracking

Particles originating from or near the interaction point are reconstructed by the

standard tracking algorithm [51]. The first step of the algorithm clusters the charge
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track

Figure 4.1: A schematic of the parameters used to define tracks in ATLAS [50]. The
reference point for track reconstruction is the origin of the detector coordinate system.

deposited on neighboring pixels and strip sensors, and the resulting clusters are used
to create three-dimensional space-points, which represent where the particle passed
through the active material of the detector. Each cluster in the Pixel Detector is used
to create one space-point, while SCT clusters from both sides of a strip layer are used
to form a single space-point.

In the next step of the algorithm, track seeds are formed from sets of three space
points, with each space-point in a seed required to be in a different layer of the Pixel
Detector or SCT. Track candidate formation then proceeds through an “inside-out”
approach, where track seeds are formed from space points in the Pixel Detector and
SCT. From the seed, a preliminary trajectory is calculated, and the seeds are then
selected or rejected based on the pr and impact parameter of the preliminary fit. A
combinatorial Kalman filter is used on surviving seeds to identify additional space-
points that are compatible with the current track [52]. These compatible space-points
are then added to the track.
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Because all possible combinations of compatible space-points are used to make
track candidates, an ambiguity solving algorithm must be run to resolve cases where
space-points are shared by track candidates. A neural network is used to identify
merged hit clusters resulting from the passage of multiple charged particles, and an
ambiguity solver is run to limit the number of clusters shared by tracks. The ambiguity
solver scores tracks using several measures of the track’s quality, such as the track
x? and the number of expected hits which are missing along the trajectory (referred
to as holes), and then orders the tracks based on the resulting score. Following the
ambiguity solver, all tracks are required to have no more than one shared cluster, and
any cluster can be shared by no more than two tracks. Finally, tracks are extended
into the TRT and compatible hits are added to the track. Tracks formed by the
inside-out tracking step are referred to Si-seeded tracks.

Because a track’s impact parameter is defined by a point of closest approach to the
beamspot, collimated tracks from displaced decays can have both a small transverse
impact parameter and a displaced origin. Following the inside-out tracking step, an
additional outside-in tracking step is done to reconstruct such particles. One example
of this is the decay of the K2 meson, which has a non-negligible lifetime and decays
to 7t 7~. In this tracking step, track segments from the TRT are extended back
through the SCT and Pixel Detectors. Compatible hits that are not already part of a
Si-seeded track are added to the TRT track segments, forming a TRT-seeded track
[53]. All of the Si-seeded tracks and TRT-seeded tracks collectively form the collection

of standard tracks.

4.1.2 Large-Radius Tracking

The standard tracking algorithms are able to reconstruct prompt charged particles
with greater than 99% efficiency [51]. However, the tracks produced by the decays
of long-lived particles may have large transverse impact parameters relative to the
interaction point, resulting in a significant loss of reconstruction efficiency. To regain
sensitivity to LLP signatures from potential models of new physics, an additional
tracking algorithm, known as large-radius tracking (LRT), has been developed [54].
Large-radius tracking is performed after the standard tracking algorithm. The
primary difference between LRT and the standard track reconstruction algorithm is
that LRT places less stringent requirements on the track displacement from the primary

vertex. Table 4.2 summarizes the difference in track selection criteria between the
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standard and large-radius tracking algorithms. LRT uses hits in the silicon detectors
that are not associated to a standard track to form track seeds in the same way as
the inside-out step of the standard tracking algorithm. Track candidates are then
constructed by using a sequential Kalman filter to extrapolate the seed trajectories.
A sequential Kalman filter is chosen over the combinatorial Kalman filter used by the
standard tracking algorithm in order to prevent multiple track candidates from being

formed from the different combinations of space-points.

Reconstruction Step ‘ Cut H Standard Tracking ‘ Large-Radius Tracking
Si-Seeded Tracks Minimum pr 500 MeV 900 MeV
Maximum 7 2.7 5.0

Maximum |dp| 10 mm 300 mm

Maximum |z 250 mm 1500 mm
Clustering Min. Si hits, not shared 6 5
Max. # of shared hits 1 2
TRT-Seeded Tracks Min. pr 1000 MeV -
Max. |do| 100 mm -

Table 4.2: Differences between track reconstruction criteria for standard and large-
radius tracking [54].

The ambiguity solving step of the standard tracking algorithm is run on the LRT
track candidates with the loosened criteria shown in Table 4.2, and the tracks which
pass the ambiguity solver are extended into the TRT, where compatible TRT hits
are added to the tracks. Because the TRT provides coverage for |n| < 2.0, it is not
required for large-radius tracks to have a TRT extension. The LRT tracks are then
merged with the standard track collection to form the final track collection for the
event.

The track reconstruction efficiency for tracks originating from the decays of LLPs
greatly increases when the standard tracking algorithm is complemented with LRT.
The track reconstruction efficiency for charged hadrons originating from the decay of
an LLP as a function of the production radius can be seen in Figure 4.2. At production
radii (rfmd = 2% + y?) greater than 50 mm, the combined efficiency can be greater
than the standard efficiency by a factor of 5 or more, and significant gains in efficiency
are seen for all values of 7,4 greater than 10 mm. The combined tracking efficiency
exhibits an anti-correlated dependency on the production radius, with efficiencies below
90% for production radii greater than 50 mm. The efficiency falls to approximately

35% at R;, = 300 mm, which is the maximum allowed displacement.
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Figure 4.2: Track reconstruction efficiency as a function of the production radius for
displaced charged hadrons produced in the decay of long-lived BSM particles [54]. The
red points represent the standard tracking efficiency, the blue points represent the LRT
efficiency, and the black points show the sum of the standard and LRT efficiencies.
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4.2 Vertexing

Tracks from charged particles which share a common point of origin can be clustered
together to form a vertex. A primary vertex is defined as the point in space where an
interaction between two protons has occurred. After the standard track reconstruction
has been completed, primary vertices are reconstructed from those tracks in order to
identify the location of the hard scatter interaction [55]. In order to be considered
for primary vertex seeding, standard tracks must satisfy several quality requirements.
In particular, strict hit multiplicity requirements are enforced in order to reduce
contamination from poorly reconstructed tracks or tracks that originate from secondary
interactions. The number of hits associated to a track in a given detector system is
denoted as Nprx, Nscr and Nrtgrr for the Pixel Detectors, SCT and TRT, respectively.
Because pp interactions occur inside the beampipe, at least one hit is required in
either the first (IBL) or second (B-Layer) layer of the Pixel Detector for a track to be
associated to a primary vertex. The number of silicon hits, Ng;, is the sum of Nprx
and Ngcr. Tracks are also selected based on the number of holes associated to the

track, N" The track requirements for primary vertex construction are summarized
in Table 4.3.

Requirement ‘ Value
pr > 400 MeV
Il < 2.5
|do| < 4mm
o(do) < 5mm
o(z0) < 10mm
Ne > 9if |n| < 1.65
St > 11 if |n| > 1.65
Nigr, + NB_Layer >1
# of shared modules | < 1 shared pixel hit or < 2 shared SCT hits
Vi o
Vg <1

Table 4.3: Requirements for standard tracks to be considered for primary vertex
construction [55]. The uncertainties on the transverse (dy) and longitudinal (zp)
impact parameters are denoted o(dy) and o(zp).

Vertex finding begins with the selection of a seed position for the vertex. The seed
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position in the transverse plane is determined from the position of the beamspot, and
the longitudinal seed position is taken as the mode of the track z-coordinates at their
point of closest approach to the center of the beamspot. Tracks are then added to the
vertex and the vertex position is refit. With each iteration, less compatible tracks are
down-weighted such that they do not contribute significantly to the vertex fit. After
the vertex position has been fit, tracks deemed to be incompatible with the vertex are
removed from it and returned to the track collection to be used in the identification of
additional primary vertices. This procedure is continued until all selected tracks have
been associated to a primary vertex or no additional vertices can be constructed from
the remaining tracks. The set of candidate primary vertices is composed of all vertices
with at least two associated tracks. From these candidate vertices, the primary vertex
(PV) is defined as the vertex with the highest sum of the squared transverse momenta
of associated tracks, ¥p3'. All other primary vertices are identified as pileup vertices.
This selection process has proven effective at identifying the hard-scatter interaction

in a given bunch crossing [55].

4.2.1 Secondary Vertexing

The primary vertexing algorithm described in Section 4.2 is designed specifically to
reject vertices from displaced decays. In order to recover sensitivity to models of new
physics with long-lived particles, dedicated algorithms must be used to reconstruct
vertices with significant displacement from the primary vertex. Two such algorithms
are utilized by the analysis described in this dissertation. The first algorithm, known
as Vertex Secondary Inclusive (VrtSecInclusive, or VSI), is used in the reconstruction
of point-like vertices in the Inner Detector. The second algorithm is used to reconstruct
dispersed vertices from the decays of LLPs involving heavy-flavor hadrons, which have
non-negligible lifetimes of their own. This algorithm, referred to as Fuzzy Vertexing
(FV), is used for two of the three signal regions of the DV + E analysis. However,
these regions are not the focus of the author’s work, and the Fuzzy Vertexing algorithm

will consequently receive minimal discussion in this dissertation.

Secondary Vertexing - VSI

The VSI reconstruction algorithm can be divided into four steps:

! Confusingly, pileup vertices in ATLAS are technically referred to as primary vertices. However,
the primary vertez is the vertex meeting these selection criteria.
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1. Two-track seed finding, where pairs of compatible tracks are identified to serve

as seeds for DV formation.

2. N-track vertex formation, where vertices with higher track multiplicity (Npv,.)

are formed from the existing two-track seed vertices.

3. Vertex merging, where nearby vertices are merged together if they satisfy certain

criteria.

4. Track attachment, where tracks that did not satisfy the seed track requirements

are considered for addition to existing DVs.

The VSI algorithm begins by identifying pairs of compatible tracks in the combined
standard and large-radius track collections from which it can form two-track seed
vertices [56]. The identification of secondary vertices is computationally expensive, so
strict track selection criteria on the track pr, |dp|, and hit multiplicities are implemented
to reduce the number of possible combinations available for vertex seeding. Tracks are
also explicitly required not to be associated to a primary vertex from the hard-scatter
or a pileup interaction. Tracks used to seed vertex formation are referred to as selected

tracks, and they must satisfy the following criteria:

e The track must have pr > 1 GeV

If NPIX = 0, then NSCT Z 6

If Npix < 2, then NTRT >1

If pr < 25GeV, then Ngop > 7

If pr < 25GeV and |n| < 1.7, then Nprr > 20

Two-track seed vertices are then reconstructed from the set of tracks satisfying the
above requirements. Pairs of tracks can make a candidate vertex if they have vertex
fit quality x?/Npor < 5 and have a radial position less than that of the SCT/TRT
boundary (R, < 563 mm). Both tracks are further required to pass hit-pattern checks,
which requires that the tracks have hits in tracker layers located at R, greater than
the vertex fit position, as well as that the tracks have no hits in tracker layers at smaller
R, than the vertex fit position. These pattern requirements are not enforced for
vertex candidates very close to tracker layers to avoid rejecting vertices whose position

was mis-measured. Disabled silicon modules are treated as if a hit occurred to further



o8

improve reconstruction efficiency. An illustration of the hit pattern requirements is
shown in Figure 4.3 [56].

Pixel Layer-2 Track /g secondary Vertex

® Required Hits

O Allowed Hits
+ Forbidden Hits

Pixel Layer-1

Pixel B-Layer

IBL

Figure 4.3: An illustration showing the hit pattern requirements imposed on tracks
for a vertex decaying close to the pixel B-layer. Because the vertex position is inside
the B-layer, the tracks are forbidden from having hits on the IBL and may have hits
in the B-layer. In this example, hits are required in Layer 1 of the Pixel Detector [56].

Once all possible two-track vertices have been formed, the algorithm forms N-track
vertices with an incompatibility graph method. Tracks are represented as nodes on the
graph, and tracks that are incompatible with each other (i.e. tracks that do not form
a two-track vertex) are connected by edges on the graph. The set of nodes that are
fully compatible with each other can be determined by removing all irrelevant nodes
from the graph, leaving a graph of completely isolated nodes. These tracks are then
fit as a single multi-track vertex. Figure 4.4 shows an example of forming N-track
vertices with the incompatibility graph method [57]. After this step, an individual
track can still be associated to multiple displaced vertices. Tracks are required to be
associated to a single vertex, so the track is removed from the vertex with which it
has the poorer fit.

At this step, it is possible that multiple secondary vertices have been reconstructed
from the decay products of a single LLP. Instead of a single vertex with high track
multiplicity and invariant mass, multiple vertices with low track multiplicities and
invariant mass may have been reconstructed. This situation is referred to as a split
vertex. Split vertices negatively impact the sensitivity of searches that utilize the

vertex invariant mass and track multiplicity to discriminate from background vertices.
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Tracks and vertices in the event Incompatibility Graph
1, 6
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Figure 4.4: An example of identifying N-track vertices with the incompatibility graph
method. The diagram on the left shows the tracks and vertices in the event, and the
diagram on the right shows the incompatibility graph describing the track and vertex
composition in the event [57]. Tracks are represented as nodes in the incompatibility
graph, and edges represent incompatible pairs of tracks. Compatible vertices are
identified by removing nodes until only isolated nodes remain.

To avoid split vertices, nearby vertices can be merged into a single vertex if they
satisfy certain criteria. DVs with a distance significance S < 10 o are identified as

candidates for merging. The distance significance is defined as

S = /(v —v3)(Cov(v}) — Cov(v3))~L(v] — v3)7, (4.1)

where v and 05 are the 3-D positions of the vertices and Cov(v7) and Cov(v3)
are the covariance matrices of the vertices. Pairs of vertices satisfying the distance

significance selection are merged if they meet any of the following criteria:

1. Re-assembling: High NV, vertices have finer position resolution than low
NRY .. vertices. If all constituent tracks of the lower NLV, vertex are found to

point to the high NV, vertex after extrapolation, the DVs are merged.

2. Suggested refitting: The position of the lower N7V, vertex is refit using the
high NZY,. vertex as the starting position for the fit. If S < 4 o following the

fit, the vertices are merged.

3. Magnet merging: The low N3V, vertex is refit with an additional track from
the high NIV, vertex included in the fit. This is repeated for all tracks in the
high NRV,. vertex. If the refit position of the vertex results in S < 4 o between

the two vertices for any of the fits, the DVs are merged.
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4. Wild merging: A vertex is fit using all tracks from both vertices. If the vertex
position is less than 4 o from the original position of the high Npv, . vertex, the

DVs are merged.

In a final merging step, pairs of DVs within 1 mm of each other are forced to merge.
The thresholds set for the merging criteria are designed to reduce the number of split
vertices while only accepting a small background contribution from the merging of
unrelated vertices. Any vertices that merge through any of the above methods have
their positions refit using all the constituent tracks [56]. The estimation of background
from the merging of unrelated vertices is discussed in Section 6.2.1.

The final step of the algorithm is track attachment. Prior to this step in the
algorithm, the reconstructed vertices consist only of tracks which satisfy the seed
track criteria. However, it is possible that tracks which originated from the vertex fail
the selected track selections. The inclusion of these tracks in the vertex can give a
clearer kinematic picture of the vertex through their impact on the track multiplicity
and invariant mass of the DV. All standard and large-radius tracks are considered,
including those associated to a primary vertex. For a track to be considered for

attachment to a DV, it must satisfy the following criteria:

e The track must not be associated to another DV.
e The track must have pr > 1 GeV.
e The track must have x?/Nper < 5.

e The significance of the transverse (|do|/o(dp)) and longitudinal (|zo|/0(20))

impact parameters of the track with respect to the DV must be less than 5.

e The track must have a hit on the next outermost layer with respect to the DV
position. This hit pattern check is loosened relative to the selection applied to

selected tracks.

All tracks satisfying these criteria are added iteratively to each DV, beginning
with the compatible DV with the highest track multiplicity. The track attachment
is accepted if the vertex x?/Nper is less than 20 after refitting. The track attach-
ment criteria are designed to maximize the number of attached tracks during the
reconstruction phase when the track parameter extrapolation and vertex refitting

information are available. The inclusivity of the algorithm is a significant strength. It
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is straightforward to make analysis specific selections on the tracks at the ntuple level,
but it is difficult or impossible to attach tracks to vertices at that stage.

After the track attachment step, the final vertex position is refit and the track
parameters are recalculated with respect to the refitted DV position. The vertex
position resolution significantly improves as the radial distance from the primary
vertex decreases and as the number of tracks in the vertex increases. Typical position
resolutions in the transverse plane range between 50 pm and 300 pm [56]. The invariant
mass of the DV (mpy) is given by the magnitude of the sum of the four-vectors of the

constituent tracks. Each track is assumed to have the mass of a charged pion.

Secondary Vertexing - Fuzzy Vertexing

The VSI algorithm is highly inefficient at reconstructing decays of LLPs containing
heavy-flavor quarks. Because the mesons formed by heavy-flavor quarks can have
non-negligible lifetimes of their own, the tracks resulting from the original LLP decay
will not necessarily appear to originate from a common point-like vertex. Instead,
those tracks will appear to originate from a small volume surrounding the decay. This
is the case for the Wino-Bino coannihilation model that is used as a benchmark model
in the DV + ER analysis, shown in Figure 2.6. A new vertexing algorithm, known as
Fuzzy Vertexing (FV), has been implemented for the DV + ERS analysis to address
the inefficiencies of the VSI algorithm in such scenarios. This search is the first ATLAS
analysis to utilize F'V. The first step of the algorithm is to form two-track seed vertices
from pairs of tracks. Tracks are required to have pr greater than 1 GeV, Ng; greater
than or equal to two, and must not be associated to a primary or pileup vertex. Each
pair of tracks is scored based on their signal-likeness by a boosted decision tree (BDT).
Pairs with sufficiently high BDT scores are identified as primary seeds. Seed vertices
near the primary seeds are then merged with the primary seeds in descending order of
BDT score. Groups of seeds with common seed vertices are merged together in the
final step to create a single vertex. The vertices reconstructed by the F'V algorithm are
referred to as fuzzy DVs or FVs. Figure 4.5 summarizes the fundamental differences
between the VSI and FV algorithms.
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Figure 4.5: An illustration of how an LLP decaying via b-quarks would be reconstructed
by the VSI and FV algorithms [58]. The b-hadron tracks are not reconstructed by the
detector due to their short lifetime. Blue circles represent the vertices reconstructed
by each algorithm.

4.3 Object Definitions

In addition to the tracks and vertices discussed earlier in the chapter, several other
physics objects are reconstructed from the raw detector output. Following the recon-
struction of these objects, parameters describing the kinematics and quality of the
object can be extracted and utilized at the analysis level. This section will provide
an overview of how different objects are reconstructed in ATLAS, with a focus on
the objects that are most relevant to the DV + EI analysis. A table at the end
of each section will list the baseline requirements for each object used by the DV +
Emiss analysis. Objects passing these baseline requirements will be used in the overlap

removal process described in Section 4.3.4.

4.3.1 Jets

As discussed in Section 2.2.2; quarks and gluons cannot be observed directly due
to color confinement. As the distance between a strongly interacting particle and
its original bound state increases, it becomes energetically favorable to create a new
quark-antiquark pair from the SM fields rather than continuing to increase the binding
energy between the two particles. This process, known as hadronization, produces
a stream of particles travelling in the general direction of the initial particle. This
stream of particles, referred to as a jet, can be grouped together and reconstructed
with information from the calorimeters and ID. Any unbound quark or gluon in the

final state of a process will result in a jet that can be measured by the detector.
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EMTopo Jets

The DV + EIss analysis described in this dissertation utilizes jets reconstructed by two
algorithms. The first algorithm uses energy clusters in the calorimeters to reconstruct
what will be referred to as EMTopo jets. The reconstruction begins by clustering
calorimeter cells together into topologically connected clusters (topo-clusters) using
a nearest-neighbor algorithm [59]. Because jets are assumed to originate from the
primary vertex, an event-level correction is applied to account for the position of the
primary vertex in the event.

After the cell clustering step, the topo-clusters are then reconstructed as jets by the
anti-k; jet clustering algorithm, which attempts to cluster objects into approximately
conical jets with size parameter R [60]. The algorithm defines the distance between

two objects ¢ and j as

A2
and the distance between an object ¢ and the beam as
diB = p%i, (43)

where A?j = (yi —y;)* + (¢ — ¢;)?, and pr, yi, and ¢; are the transverse momentum,
rapidity and azimuth of object i. For an object ¢, the algorithm sorts the distances
to the other objects and to the beam. If the smallest distance is to another object,
the two objects are clustered together, while if the smallest distance is to the beam,
the object 7 is called a jet and removed from the list of objects. Distances are then
recalculated, and the procedure is repeated until no objects remain. The anti-k;
algorithm is both infrared and collinear safe, meaning that it is insensitive to the
addition of soft radiation to the event and to the splitting of particles into collinear
pairs [60]. The EMTopo jets used in the DV + ERS analysis are reconstructed with
the size parameter R set to 0.4.

The four-momentum of the resulting jet is calculated as the sum of the constituent
topo-cluster energy and momentum. Electromagnetic (EM) and hadronic showers
in the calorimeters have sufficiently different responses and developments that an
accurate measure of the deposited energy depends strongly on the type of particle
initiating the shower. The type of particle initiating the shower cannot be determined

with certainty, so it is assumed that all interactions are from electromagnetic processes.
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This assumption biases the energy measurement of the jet, so a set of calibrations is

applied to correct the energy measurement and reduce the associated uncertainty [59].

Track Jets

The second jet collection, referred to as track jets, constructs jets using only information
from the Inner Detector. Track jets are used in the background estimation of the DV +
EXiss analysis as a proxy for the track density of the event. Pileup interactions are an
important contributor to background in DV searches, so the track jet reconstruction
algorithm is run for all primary and pileup vertices. Standard tracks which pass the
criteria in Table 4.4 are used as input to the track jet reconstruction algorithm. The
selection criteria are applied to minimize the inclusion of fake tracks in the track
jets. Large-radius tracks are not used in the reconstruction of track jets. Each track
satisfying the selections is first associated to a primary vertex if it has longitudinal
impact parameter significance |Azy/o(z)| < 3 with respect to the vertex. If any
tracks are not associated to a primary vertex following this initial pass, tracks are
then associated to a primary vertex if they have longitudinal impact parameter
|Azp| < 0.5mm with respect to that vertex. Tracks that are associated to more than
one vertex are removed from the vertex with lower 3p%. The tracks associated to each
primary vertex are then used to reconstruct track jets with the anti-k; algorithm with
R set to 0.4, and the resulting track jets have their four-momenta calculated as the

sum of the four-momenta of their associated tracks.

Requirement ‘ Value
pr > 1GeV
n] <25
|do| < 2mm
Nsi > 7
Nt <1
NS},liOlCS S 2
# of shared modules <1

Table 4.4: Requirements for standard tracks to be considered in the track jet recon-
struction algorithm.
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b-Tagging

In most cases, the jet reconstruction algorithms are not able to identify the particle
that initiated the jet. However, it is possible to identify jets originating from b-quarks
due to their non-negligible lifetime. Decay lengths of a few mm are typical for b-
quarks produced at the LHC with significant momenta. Dedicated algorithms can use
information from the Inner Detector to identify tracks with large impact parameters
and associate them to jets in order to determine if a jet was initiated by a b-quark
[61]. These algorithms, known as b-taggers, are utilized for the EMTopo jets used in
the background estimate of the DV + EM analysis. b-tagging can also be performed
for track jets, but this is not implemented in the DV + EXi analysis.

4.3.2 Electrons and Photons

The reconstruction of electrons and photons relies on information from the Electromag-
netic Calorimeter and Inner Detector. In the first step of the reconstruction algorithm,
topologically connected clusters of calorimeter cells (topo-clusters, as discussed in
Section 4.3.1) are formed in the Electromagnetic and Hadronic Calorimeters. The
algorithm then attempts to match these clusters to tracks in the Inner Detector.
Electrons passing through the Inner Detector are likely to lose energy through the
emission of bremsstrahlung radiation, so tracks are refit to account for this energy loss.
It is also possible for photons to produce an e*e™ pair by interacting with the material
of the Inner Detector. This process, known as a photon conversion, can produce a
displaced vertex from the resulting e~ and e™ tracks. These conversion vertices are
also reconstructed in order to correctly identify the initial photon. Clusters which are
matched to a track in the Inner Detector are identified as electrons, while unmatched
clusters or clusters matched to a conversion vertex are identified as photons [62]. The
energy of an electron or photon in the barrel region is estimated from a 3 x 7 cell
area in the second Electromagnetic Calorimeter layer. A 5 x 5 cell area is used for
the estimation in the end-cap region. In the last step of the algorithm, the electron
and photon energy scales are calibrated using scale factors determined from simulated
Z — ete” events and J/i) — eTe” events in data [63]. In the DV + EI analysis,
electrons are only used in the overlap removal process described in Section 4.3.4.
Photons, however, are used for overlap removal, to veto DVs arising from photon
conversions, and to provide an orthogonal trigger region for the inclusive background

estimate described in Chapter 6.



66

4.3.3 Muons

Due to their relatively long lifetime and lack of strong interactions, muons produced
at the interaction point will escape ATLAS without decaying or being absorbed by the
calorimeters. As a result, it is possible for muons to leave tracks in the Inner Detector
and Muon Spectrometer (MS), as well as energy deposits in the calorimeters. Muons
can be reconstructed using several algorithms that take advantage of the signatures
they leave in the different detector systems. However, the DV + EX analysis only
uses two types of muons: combined (CB) muons and inside-out combined (10) muons.
Muons are used in the overlap removal process and to study the efficiency of the FXiss
triggers.

The first step in the reconstruction of CB muons is the identification of muon track
segments in the individual muon tracking stations [64]. Segments from different layers
of the MS are then combined to form track candidates. These preliminary candidates
are required to point loosely towards the interaction point. The trajectory of the
muon through the magnetic field is then fit, accounting for possible interactions of the
muon with the detector material. If the resulting track can be matched to a track
in the Inner Detector, a combined track fit using information from both the Inner
Detector and MS is performed.

In contrast, IO muons are reconstructed by extrapolating tracks from the ID to the
MS. If an extrapolated track matches with three loosely-aligned MS hits, a combined
fit of the ID hits, the energy loss in the calorimeters and the MS hits is performed.
Because the reconstruction of IO muons does not require an independent MS track, it
supplements the CB muon reconstruction efficiency in regions where the MS coverage
is limited [64].

4.3.4 Overlap Removal

Because all the reconstruction algorithms discussed in Section 4.3 are run independently
of one another, it’s likely that the same detector information was used to reconstruct
multiple particles of different types. For example, a track reconstructed in the ID
could be associated to both a muon and an electron, or a calorimeter cluster could be
associated to a jet and a photon. A process known as overlap removal is applied to
resolve ambiguities and avoid double counting objects. This is particularly important
for the calculation of E¥*s which will be discussed in Section 4.3.5. EMTopo jets,

electrons, photons and muons which pass the baseline selections outlined in Table
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4.5 are used as input for the overlap removal algorithm. The baseline selections can
be tuned at the analysis level in order to tailor the overlap removal process towards
optimal sensitivity. For the DV + ET analysis, the following overlap removal

procedure is applied:

1. Electron-Muon: Electrons are removed if they share a track with a muon.

2. Electron-Jet: Jets are removed if they are within AR < 0.2 of an electron.
Subsequently, electrons are removed if there are jets remaining within AR < 0.4

in order to reject electrons originating from hadronic decays.

3. Muon-Jet: Jets which have fewer than three associated tracks are removed if
they have a ghost-associated? muon or a muon within AR < 0.2. Subsequently,
muons are removed if there are jets remaining within AR < 0.4 in order to reject

muons originating from hadronic decays.

4. Lepton-Photon: Photons are removed if they have an electron or a muon
within AR < 0.4.

5. Photon-Jet: Jets are removed if they have a photon within AR < 0.4.

4.3.5 Missing Transverse Energy

ATLAS is designed to be a hermetic detector for particles that interact through the
electromagnetic and strong forces. There are particles, however, which do not interact
through either of those forces, such as neutrinos, which only interact via the weak
force. These weakly interacting particles can escape ATLAS completely undetected.
Many models of BSM physics predict additional weakly interacting particles that
would pass through ATLAS undetected. Though such invisible particles could not
be detected directly, it is possible to infer their presence through the conservation of
momentum. In the original pp interaction, the momentum of the colliding partons
along the beamline cannot be known a priori due to the statistical nature of the parton
momentum, governed by the parton distribution function. However, the colliding
partons carry no momentum in the plane transverse to the beam. Because transverse
momentum is conserved and the initial momentum in the transverse plane is known

to be zero, the transverse momentum of all invisible particles in the final state can be

2The details of the ghost-association process can be found in [65, 66].
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Object Requirement Value
pr > 20 GeV
EMTopo Jets il <45
pr > 10 GeV
Electrons I < 247
ID Working Point | LooseAndBLayer LLH
pr > 25 GeV
Photons In| < 2.37
ID Working Point Tight
pr > 10 GeV
Muons I < 2.7
ID Working Point Medium

Table 4.5: Baseline requirements for EMTopo jets, electrons, photons and muons.
Objects passing their respective requirements will be used in the overlap removal
procedure. The criteria for the identification working points are discussed in more
detail in Section 5.4.2.

inferred by measuring the transverse momentum of all measured final state particles.
The missing transverse momentum, also referred to as missing transverse energy, MET,
or EXs is a powerful quantity in the search for physics beyond the Standard Model.

The missing transverse momentum vector for an event points in the direction
opposite the vectorial sum of the transverse momenta of all reconstructed particles
and energy deposits in the event, with equal magnitude. This can be summarized in

the equation

p%iss _ |:Z perG‘bt + Z peTlectron + Z prrII‘IUOH + Z p%hoton + Z p%?ft:| , (44)

soft

where ) p¥
reconstructed object [67]. The magnitude of the missing transverse momentum,

includes all tracks and calorimeter deposits not associated with a

denoted ERs is given by

Errrniss — \/(pﬂrvniss)Z + (pzniss)Q_ (45)

All objects that are passed to the EI® reconstruction algorithm are calibrated, pass

the baseline selections shown in Table 4.5, and pass the overlap removal process.
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Triggers based on missing momentum are unable to use the full E¥ calculation
because it requires objects to be calibrated and undergo overlap removal [68]. Four

algorithms were used in the HLT for Run 2 data collection:

e cell: E** and E}™ are determined from a sum over all calorimeter cells. Noise
thresholds for individual cells are configured based on the average pileup of the
data-taking period and the electronic noise observed in the individual cell prior

to data-taking.

e tc-lcw: Topo-clusters, similar to those used in the jet, electron and photon
reconstruction, are reconstructed and used to calculate EX* and E}™*. Com-
pared to the cell algorithm, this method allows clusters to be calibrated as

electromagnetic or hadronic (local cell weighting) before calculating Emss.

e mht: F¥* is calculated as the negative vector sum of the transverse momenta
of all anti-k; EMTopo jets in the event with more than 7GeV of pr prior to
calibration. These jets have pileup subtraction and jet energy scale calibrations

applied before entering the E¥ss calculation.

e pufit: Topo-clusters in the calorimeter are combined into patches corresponding
to a jet of R = 0.4, and a fit is performed to estimate the contribution to the
cluster energy from pileup. The EX is then calculated as the sum of the

pileup-corrected patches.

It is important to note that muons are not included in any of the EX calculation
algorithms used in the trigger. The result of this is that muons are treated as
completely invisible by EX triggers. Though this leads to events with fake FMss
passing the triggers, EMss triggered events containing muons provide a valuable tool
for understanding the efficiency of the EX* trigger as the highly efficient muon triggers
can be used as a reference from which to gauge the ER trigger efficiency. This

procedure will be discussed in Chapter 6.
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Chapter 5

Displaced Vertices + E&‘niSS: Event
and Object Selections

Chapters 5, 6 and 7 describe a search for long-lived particles decaying in the ATLAS
Inner Detector, producing displaced vertices with high invariant mass and high track
multiplicity alongside significant EXs. This analysis, referred to as DV + Emiss,
utilizes the combined 2016, 2017 and 2018 ATLAS data sets with a total integrated
luminosity of 137fb~! collected at /s = 13 TeV. This search builds on the partial
Run 2 DV + ET search carried out on the 2016 data set of 32.7fb~! [69]. The
implementation of track attachment in the VSI algorithm, the development of the
FV algorithm, improved background estimation techniques, and a data set that is
more than four times larger all lead to improved sensitivity relative to the prior result.
Many of these changes were implemented in the DV + Jets analysis, which searched
for similar DVs in multijet final states [2]. This analysis builds further upon the
groundwork laid out by the DV + Jets team.

Strict event and DV selections are applied in order to maximize the signal event
yields for several benchmark models of BSM physics while remaining sensitive to
other potential models that would produce DV signatures. Three signal regions (SRs)
are used to efficiently select signal-like DVs while retaining a minimal amount of

background:

e The 1 DV SR requires events to contain at least one DV reconstructed by the
VSI algorithm with mpy > 10 GeV and NRY, . > 5. This region was the focus of
the author’s work and will be detailed in Chapters 5, 6 and 7.

e The 1 FV SR requires events to contain exactly one fuzzy vertex reconstructed
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by the FV algorithm with mpy > 10GeV and NpY,. > 5. The 1 FV SR is
designed to target signals where the DV is reconstructed from the decays of
heavy-flavor hadrons, such as the process shown in Figure 2.6. This region was
primarily developed by other members of the analysis team and will not be

discussed in detail.

e The 2 FV SR requires events to contain at least two fuzzy vertices reconstructed
by the FV algorithm with mpy > 1.5GeV and NRY, > 4. The 2 FV SR is
designed to provide sensitivity to signals that would produce two low mass
vertices from decays involving heavy-flavor hadrons. This region was primarily
developed by other members of the analysis team and will not be discussed in
detail.

This chapter will outline the analysis strategy, the simulated background and signal
samples, and the event and DV selections used to define the 1 DV SR. Because no SM
particles produce a DV with both high invariant mass and high track multiplicity, the
background from this search is composed of vertices from interactions of SM particles
with the detector material and algorithmic effects. These effects are poorly modeled in
simulated events, so the background estimation is done in a data-driven way, detailed
in Chapter 6. The results of the 1 DV SR of the analysis are presented in Chapter 7.

5.1 Motivation and Recent DV Searches

Numerous theories of physics beyond the Standard Model predict long-lived particles
that decay to charged particles that could be produced at the LHC. If these particles
have a lifetime between 102 ns and 10ns, a sizable fraction of the LLPs produced in
ATLAS would decay within the Inner Detector, resulting in a displaced vertex. A
DV can be produced regardless of the charge of the LLP, making DV signatures a
powerful tool in the search for BSM LLPs.

Several searches for displaced vertices have been carried out using ATLAS data
in both Run 1 and Run 2. No dedicated DV triggers were implemented for the Run
1 or Run 2 data collection, so searches have historically been defined based on the
triggering object produced in association with the DV. The first DV search using Run
2 data was the DV + EXi5 analysis performed on the 32.7fb~! 2016 data set [69]. An
R-parity conserving split-supersymmetry model with pair produced long-lived gluinos,

as described in Section 2.5, served as the benchmark model for the analysis [28]. A
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Feynman diagram of this process is shown in Figure 2.5. The lifetime of the gluinos in
this scenario is due to the mass of the virtual squarks which mediate the decay being
much larger than the mass difference between the gluino and lightest neutralino.
The partial Run 2 analysis set 95% CL upper limits on the gluino pair production
cross section as a function of the gluino mean proper lifetime as well as lower limits
on the gluino mass as a function of lifetime [69]. Both limits were set for cases with a
fixed neutralino mass of 100 GeV and a fixed mass splitting of 100 GeV between the
gluino and lightest neutralino. Figure 5.1 shows the lower limits set on the gluino

mass as a function of lifetime by the partial Run 2 analysis.
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(a) mgo =100 GeV (b) Amg g0 = 100 GeV

Figure 5.1: Lower limits on mj as a function of lifetime for (a) fixed mgo of 100 GeV
and (b) fixed Amg 5o of 100 GeV [69].

Following the partial Run 2 DV + EXS analysis, two additional DV searches were
done with the full Run 2 data set. The first searched for DVs produced in association
with a displaced muon, which could arise from R-parity violating supersymmetry
scenarios with long-lived top squarks decaying to a quark and a muon [70]. Other
R-parity violating supersymmetry scenarios can result in the production of DVs
alongside multiple jets. Such scenarios were targeted by the recent DV + Jets analysis
[2]. A novel background estimation technique that utilized the correlation between
track jets and DVs was developed for the DV + Jets analysis. A generalization of
that estimation method, discussed in Chapter 6, is used as the primary background
estimation method for the full Run 2 DV + E¥ analysis.
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5.2 Analysis Strategy

In order to draw direct comparisons between the partial and full Run 2 DV + Emiss
searches, the R-parity conserving split-supersymmetry model with pair produced
long-lived gluinos is used as the benchmark for the full Run 2 DV + ER search. In
order to keep the search as model-independent as possible, however, fine-tuning of the
selections to the benchmark model is avoided. Simulated samples of the benchmark
model are used to determine a set of selections that select signal efficiently across a
wide range of parameter space while suppressing the number of background DVs in
the 1 DV SR to approximately 1.

There are no Standard Model processes that produce high invariant mass displaced
vertices in the Inner Detector, so a data-driven approach is taken to estimating the
background produced from instrumental and algorithmic effects. Three main sources

of background are identified:

1. Hadronic Interactions (HI): Strongly interacting particles passing through the
detector can interact with the nuclei in the detector material. If multiple charged
particles are created via this interaction, their tracks can be reconstructed as a
DV. These interactions tend to produce DVs with low invariant mass, whose
decay products are generally collimated due to the boost of the incident particle
with respect to the nucleus. DVs from the decays of SM LLPs such as b-hadrons

are also included in this component of the background.

2. Accidental Crossings (AX): DVs from decays of SM LLPs or from hadronic
interactions can be crossed by an unrelated track from the primary vertex or
from pileup. If the unrelated track is attached to the DV, the invariant mass

and track multiplicity of the DV will increase, making it appear more signal-like.

3. Merged Vertices (MV): As described in Section 4.2.1, the VSI merging
algorithm attempts to merge nearby DVs based on their distance significance
S. Though the merging criteria have been tuned to minimize the merging of
unrelated DVs, it is possible for two DVs originating from hadronic interactions
or the decay of standard model LLPs to be accidentally merged. This creates a

single DV with higher invariant mass and track multiplicity.

Two approaches to the background estimation are employed. All three sources

of background can be estimated inclusively by the first approach, which exploits the
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correlation between DVs and the track density of the event to predict the number
of background DVs. The track density estimation method is described in Section
6.1.2. Each source of background can also be estimated separately and then combined
to estimate the total number of background DVs. These methods are described in
Section 6.2.

5.3 Data and Simulated Samples

This analysis is performed on the combined 2016, 2017, and 2018 ATLAS data set,
corresponding to an integrated luminosity of 137fb ! of \/s = 13 TeV pp collision
data. The 2015 data set of 3.2fb ! is not used for reasons that will be discussed
in Section 5.3.1. A collection of simulated samples, also referred to as Monte Carlo
samples or MC' samples, is used to estimate signal yields, study backgrounds, and

study the modeling of the EMss trigger efficiency.

5.3.1 Trigger and DRAW _RPVLL Filter

Performing the large-radius tracking and secondary vertexing algorithms adds signifi-
cant computation time to the standard reconstruction algorithms [54]. The complexity
of these algorithms makes it computationally expensive to run these special recon-
struction algorithms on the entire Run 2 data set. Instead, the DRAW RPVLL filter was
defined by the ATLAS SUSY RPVLL (R-Parity Violating and Long-Lived) subgroup
in order to select events of particular interest for LLP searches. After an event passes
a trigger, the detector output is sent to the CERN Tier-0 computing center to undergo
reconstruction. Most events are then processed with the standard reconstruction
algorithms. However, if an event is identified as having passed the DRAW RPVLL fil-
ter, the event instead undergoes the more computationally intensive reconstruction
techniques used in LLP analyses, including LRT and VSI. During the 2016, 2017 and
2018 data-taking periods, several EX® triggers were included in the DRAW RPVLL filter.
However, the DRAW RPVLL filter contained no ER triggers for the 2015 data-taking
period, so it was decided not to use the 2015 data set of 3.2fb~! for this analysis.
This results in a 2.3% reduction in statistics.

The filter used for the DV + EMi5 analysis requires that events pass one of a
selection of EXS triggers, shown in Table 5.1. Additionally, the event is required
to have an offline EX** > 180 GeV when calculated using the LHT algorithm (de-
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noted as MET octadtopo 00 MET 1), which calculates the Emiss ysing locally cali-
brated hadronic topo-clusters [71]. Events meeting these criteria are stored in the
DRAW_RPVLL format alongside events satisfying other filters before undergoing special
reconstruction, which saves the reconstructed events in the DAOD_RPVLL format. These
files are then processed into DAOD_SUSY15 files, which skims the files based on whether
the event passed a predefined list of triggers. At this point, the data is still stored in an
object-oriented framework that is not convenient for analysis. The last step of the data
production process runs a custom framework which converts them to ROOT-based
data structures known as ntuples [72]. Ntuples are ordered data sets where the data
for each event is stored as a row containing n elements. Additional analysis level
variables are calculated during the ntuple production step. The production process

from DAOD_RPVLL to ntuples is applied to simulated events in a similar fashion.

5.3.2 Simulated Samples

Simulated samples are used for three purposes in this analysis, the first of which
is to estimate signal yields. Simulated events of the long-lived gluinos produced
in the benchmark split-supersymmetry model are generated at leading order using
MADGRAPH 2.6.2 [73]. The resulting events are then passed to PYTHIA 8.24 to
simulate the decays, parton showering, and the underlying event [74]. Pythia uses
the A14 tune and NNPDF23LO parton distribution functions [75]. No additional
filters are applied to the resulting samples. These events are then passed through the
GEANT4 simulation, which models the interactions of particles as they pass through
ATLAS [76]. This simulation also models the collision conditions, including pileup
representative of the data during each run period. The samples are then digitized and
undergo the same reconstruction methods as the data, described in Chapter 4.

In order to cover a broad range of signal phase space, samples are produced
with gluino masses between 400 GeV and 3TeV. The three primary settings for
the neutralino mass are mg = 100 GeV, Amgﬁ = 100 GeV and Amgﬁ = 30 GeV.
Additional samples are generated with a smaller mass splitting of Amg g =10 GeV
in order to explore sensitivity in the 2 FV SR, which is beyond the scope of this
dissertation. Regions of the parameter space with small mass splittings (Amgﬁ <
100 GeV) are referred to as compressed scenarios. For the above mass points, samples
are generated with the gluino mean proper lifetime set between 0.01ns and 30 ns.

Gluinos with mean proper lifetime greater than 30 ns have minimal efficiency due to
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Year | Period | £ (pb™!) Emiss Trigger
2016 A-D3 6226.2 HLT_xe90_mht_L1XE50
D4- 27176.0 HLT_xel110_mht_L1XE50

HLT _xe90_pufit_L1XE50
HLT_xel110_pufit_L1XEb5
HLT_xel00_pufit_L1XE55

2017 | C 2385.1 HLT_xe100_pufit_L1XE50
HLT_xe110_pufit_L1XE55
HLT_xe110_pufit_L1XE55
HLT_xe110_pufit_L1XE50
D6-K | 31668.1 HLT_xe110_pufit_L1XE50
HLT_xe110_pufit_xe70_L1XE50
HLT_xe120_pufit_L1XE50
HLT_xe110_pufit_xe65_L1XE50
C-J | 174791 | 17 ye110_pufit_xe70_L1XE50
HLT_xe120_pufit_L1XE50
HLT_xel110_pufit_xe65_L1XE50
HLT_xe110_pufit_xe70_L1XE50

B 0427.3

D1-D5 | 5150.1

B 3783.5

2018

K- 37529.0

Table 5.1: Table of lowest unprescaled E triggers by data-taking period for years
2016, 2017 and 2018. The integrated luminosity £ in pb ! is shown for each period.
In the trigger names, the last component denotes the Level 1 trigger used in the
trigger chain. For example, a trigger name ending in L1XE55 requires that the event
pass the Level 1 trigger requiring 55 GeV of EMi5. The first component of the trigger
name denotes the HLT trigger used in the trigger chain. These components are of the
form HLT xe{X}_{Y}, where {X} is the minimum E}¥** required by algorithm {Y?}.
Triggers containing an additional xe{Z} term are required to additionally have at
least {Z} GeV of EMis as determined by the cell algorithm described in Section 4.3.5.
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requirements that the LLP decay within the fiducial volume (R,, < 300mm), and
gluinos with lifetime less than 0.01ns are covered by existing prompt searches in
ATLAS.

A second set of MC samples is used to understand the background composition
of DVs passing the event selections in order to more effectively discriminate against
background DVs in data. Because the events must pass an EX trigger and have
significant offline X5 samples of Z bosons decaying to neutrinos accompanied by
additional jets are generated at leading order using SHERPA 2.2.11 [77]. These samples
are divided based on the jet flavor produced in association with the Z boson - b-jets,
c-jets, or light-flavor jets. Though the background for the search is estimated with
data, it is instructive to look at the composition of DVs in simulated events because
the truth information is available for analysis. For example, it is possible to identify
DVs that come from material interactions or DVs with an accidentally crossing track
using the available truth information.

The EMs triggers used to collect data for this analysis do not reach their full
efficiency with respect to the calculated offline £ until the offline FXS is greater
than approximately 200 GeV [68]. In order to validate the modeling of the Ess
trigger efficiency turn-on curve, a set of Z — pi + jets samples are generated with
SHERPA 2.2.2 [77]. These samples are divided based on the associated jet flavor in the
same way as the Z — 17 + jets samples. The use of these samples is discussed more

in Section 6.3.

5.4 Event Selections and Region Definitions

Event selections must be applied to events in data to optimize the sensitivity to DVs
originating from BSM LLPs. Event selections are used to define three different types

of regions in this analysis:

e Signal Regions (SRs): SRs are designed to have optimal sensitivity to the
signal models targeted by the analysis. The selections that define these regions are
chosen to have high signal reconstruction efficiency with minimal contamination

from background DVs.

e Control Regions (CRs): CRs are regions which have a negligible number
of reconstructed signal DVs compared to the expected number of DVs from

background. These regions are used to develop techniques to estimate the
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number of background DVs expected in the SR in an environment that will be

minimally impacted by the existence of the targeted models.

e Validation Regions (VRs): VRs are regions used to test the performance of
the background estimation technique. They should be as similar to the signal

region as possible while having minimal signal contamination.

This section will describe the event-level selections used to define the regions used
by the analysis, while Section 5.5 will discuss the selections that are applied to vertices

to further define the regions.

5.4.1 Non-Collision Background and Tile Module Vetoes

Requiring that events pass ER triggers and have significant offline ER* can create
a data set that suffers from significant contamination from non-collision background
(NCB). Non-collision background can originate from several processes, but the most
common is tertiary beam halo, where protons from the beam escape the cleaning
insertions of the accelerator [78]. These protons can then pass through the detector
and leave signals in the tracker and calorimeters that are unrelated to the hard scatter.
Because these protons do not originate from the PV, these signals appear as a large
imbalance in the transverse energy of the event, creating significant EX5. These
events are thus likely to pass the trigger and event selections of this analysis. The
particles from the beam halo do not enter the detector with a symmetric distribution
in the azimuthal angle ¢. Instead, there are strong peaks at 0 and +7, which lie along
the horizontal x-axis of ATLAS. The result of this preference can be seen in the ERs
¢ distribution, shown in Figure 5.2. The events shown in Figures 5.2 through 5.5 are
required to pass the DRAW RPVLL filter selections and have offline EI greater than
150 GeV. In Figure 5.2, the red histogram has no additional event selections applied.

To suppress NCB events, several standard cleanings have been developed [79]. The
standard cleanings involve vetoing events which contain jets that fail a set of cuts
defined by a working point. The working point designed for use in LLP analyses is
the SuperLooseBadLLP working point, which vetoes events containing an EMTopo

jet that satisfies any of the following criteria:

e (fmax > 0.99) and (|n| < 2),

o (Eyeg > 60GeV),
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Figure 5.2: The EM ¢ distribution for three sample data runs (303304, 303338,
303943). Events are required to pass the DRAW RPVLL filter selections and have
offline EMs greater than 150 GeV. The red line shows the distribution with no
additional selections applied, and the blue line shows the distribution when applying
the SuperLooseBadLLP jet cleaning. The jet cleaning has a negligible effect in
suppressing the NCB peaks at 0 and +7.

e (fugc > 0.5) and ((Q) > 0.8) and (| f5*°| > 0.5),

e (fem > 0.95) and (f§* > 0.8) and (|n| < 2.8) and ((Q) > 0.8),

where the variables used to assess the jet quality are:
® fuax: the maximum energy fraction deposited in any single calorimeter layer.

o F,c: the sum of the energy in all calorimeter cells with negative energy in the
jet. Electronic noise or out-of-time pileup can cause calorimeter cells to have

negative energy [78].

e fupc: ratio of the energy in the hadronic end-cap calorimeter to the total energy
of the jet.

e (()): the energy-squared weighted average of the pulse quality of the calorimeter
cells used to build the jet.
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° ngC: the fraction of the energy in the HEC cells of the jet with poor signal
shape quality.

e frum: the ratio of the energy in the Electromagnetic Calorimeter to the total

energy of the jet.

° fngr: the fraction of the energy in the liquid argon calorimeter cells of the jet

with poor signal shape quality.

A small fraction of events originating from NCB can be vetoed by rejecting events
which contain a jet that fails the SuperLooseBadLLP working point. The EX' ¢
distribution after applying the SuperLooseBadLLP working point is shown by the
blue histogram in Figure 5.2. Stricter jet cleaning working points are able to reject
a greater fraction of NCB events, but these cleanings also have a significant impact
on the predicted signal yield in the benchmark signal models. The partial Run 2
version of the DV + ET analysis included studies of several of the variables used
in these cleanings in order to determine cuts that effectively suppressed NCB while
retaining high signal efficiency [69]. The variables that most effectively discriminated
between signal and NCB events are the f.x and fgy of the leading jet in the event,
where the leading jet is defined as the jet with the highest pr that passed overlap
removal and the SuperLooseBadLLP working point. Vetoing events with a leading
jet that satisfies either fi.. > 0.8 or fey > 0.96 effectively suppresses background
without significantly affecting signal yields. Events which contain zero EMTopo jets
pass the veto. Figures 5.3 (a) and 5.3 (b) show the leading jet fry and fiax plotted
against the BN ¢ respectively. Figures 5.4 (a) and 5.4 (b) show the leading jet
fem plotted against the leading jet fi.x for sample data runs and a gluino sample,
respectively. From these plots, the strong correlation between the leading jet variables
and the E¥* ¢ distribution can be seen. A significant fraction of the events that
pass the trigger and offline ER cuts can be removed with the selection suggested
above. Figure 5.3 (a) also suggests that additional NCB events could be removed if a
minimum requirement was placed on fgy, but it can be seen in Figure 5.4 (b) that
any minimum requirement for fgy would greatly impact signal efficiency for certain
regions of phase space.

In addition to the NCB peaks at 0 and 47 in the B ¢ distribution, an additional
peak at ¢ =~ —1.2 is visible in Figure 5.2. During Run 2 data-taking, there were

several periods where individual modules of the TileCal were not functional. Events
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(b) fmax vs. ERISS ¢

Figure 5.3: The leading jet (a) fem and (b) fumax plotted against the ERS ¢ for three
sample data runs (303304, 303338, 303943). Events above the horizontal red line are
rejected by the NCB veto.
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Figure 5.4: The leading jet fey VS. fuax for (a) three sample data runs (303304,
303338, 303943) and (b) a gluino sample with m; = 2200 GeV, mg = 100 GeV, and
7 = 10ns. Events above or to the right of the red lines are rejected by the NCB veto.
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collected during these periods can have systematically mis-measured E2 if a jet was
aligned with one of the dead modules. Events containing a jet with pr > 50 GeV that
overlaps with a dead tile module are rejected if A¢ between the BN vector and the
jet is less than 0.3. Figures 5.5 (a) and 5.5 (b) show the EX* ¢ distributions of three
data runs (303304, 303338, and 303943) for three sets of event selections:

e Red histogram: events are rejected if the event contains a jet which fails the

SuperLooseBadLLLP cleaning criteria.

e Blue histogram: events are rejected if the event contains a jet which fails the

SuperLooseBadLLP cleaning criteria, or if the event fails the NCB veto selections

on fmax or fEM

e Green histogram: events are rejected if the event contains a jet which fails the
SuperLooseBadLLP cleaning criteria, if the event fails the NCB veto selections,

or if the event fails the dead tile module veto.

The plots are normalized and unnormalized, respectively. If no NCB events were
present, the E2s ¢ distribution would be approximately uniform from —27 to 2,
but this is clearly not the case without the NCB veto applied. Applying the NCB veto
greatly decreases the relative amplitude of the peaks at 0 and +7 without significantly
impacting the acceptance of events outside those peaks. The additional application of
the dead tile module veto suppresses the residual peak at ¢ ~ —1.2. After applying
the NCB veto, residual peaks in the E¥* ¢ distribution remain at 0 and +7. NCB
events are not a significant source of background DVs in CRs, VRs, or SR, so it is not

critical to further suppress NCB events at the cost of signal efficiency.

5.4.2 Object Selections

All the objects defined in Chapter 4 are utilized in this analysis in some capacity. A
set of additional selections are imposed to tune the object definitions for input to the
overlap removal algorithm. Objects passing these selections are referred to as baseline
objects. These selections are defined in Table 4.5, but will be summarized here.

Jets are required to have pr greater than 20 GeV and have || less than 4.5. Jets
must also pass the SuperLooseBadLLP working point defined in Section 5.4.1. If
an event contains a jet which fails the SuperLooseBadLLP working point, the event
is discarded to avoid contamination from NCB. Track jets are required to have pr

greater than 10 GeV and at least two tracks.
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Figure 5.5: The EX ¢ distribution for three sample data runs (303304, 303338,
303943). The histogram in red shows the distribution with jet cleaning applied, while
the histogram in blue shows the distribution when additionally rejecting events which
failed the NCB veto. The green histogram shows the distribution after additionally
rejecting events which fail the dead tile module veto. The histograms in (a) are
normalized to unity to show the effect on the shape of the EXS ¢ distribution, while
the histograms in (b) are unnormalized to visualize the total reduction in events from
applying the vetoes.
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Electrons must have pr greater than 10 GeV and || less than 2.47. Additionally,
electrons must pass the ‘LooseAndBLayerLLH’ identification working point, which
uses a likelihood method based on track hit multiplicities in the Inner Detector as
well as on the shower shape in the calorimeter to identify an object as an electron [80].
Electrons are only used in the overlap removal and the calculation of EXs for this
analysis.

Photons are required to have pr greater than 25 GeV and have || less than 2.37.
Photons must additionally pass the ‘Tight’ identification requirement [81]. The ‘Tight’
ID working point uses information from the individual layers of the electromagnetic
and Hadronic Calorimeters to classify objects as photons. Photons are used in the
overlap removal process and in the calculation of EXs. Additionally, a looser set of
photons is used for vetoing DVs that may have come from photon conversions. The
only requirement imposed on these photons is that they have pr greater than 60 GeV.
They are not required to pass overlap removal in order to more aggressively veto DVs
arising from photon conversions.

Muons are required to have pr greater than 10 GeV and have || less than 2.7.
The ‘Medium’ muon identification working point imposes requirements on the hit
multiplicities in the Muon Spectrometer and on the ratio of charge to momentum
for the candidate muon [64]. Baseline muons are required to pass the ‘Medium’
identification criteria. Like electrons, muons are only used in the overlap removal

algorithm and in the calculation of ER for this analysis.

5.4.3 Region Definitions

This analysis is performed in two primary regions - the E7**-triggered region (MTR)
and the orthogonal photon-triggered region (PTR). Each region corresponds to a set

of event level selections:

e MTR: Events in the MTR must meet the following requirements:

— Pass one of the B triggers in Table 5.1
— METLocHadTopo > 180 GeV

Offline B > 150 GeV

Pass the NCB veto described in Section 5.4.1 (feym < 0.96 and fiax < 0.8

for the leading jet passing overlap removal in the event)
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e PTR: Events in the PTR must:

— Fail at least one of the MTR requirements, not including the NCB veto

— Pass the photon trigger HLT_g140_loose (the event must be triggered by
a photon with online pr > 140 GeV)

— Pass the NCB veto selections

Subsets of the MTR divided by the DV track multiplicity and mass are used as
validation regions and the signal region for the channel of this analysis searching for
VSI DVs. The PTR serves as the control region for the analysis and is used to derive
the probabilities used in the inclusive background estimation method, described in
Chapter 6. The PTR is similarly divided into CRs based on the DV mass and track
multiplicity in the events. Tables 5.2 and 5.3 list the names of the CRs, VRs and
the SR alongside the mpy and N2V, selections that define them. The coarse-binned
regions defined in Table 5.2 are used as the primary regions in the inclusive background
estimate, while the fine-binned regions defined in Table 5.3 are only used for diagnostic

purposes. Figures 5.6 and 5.7 show a visual representation of the subdivisions in the
PTR and MTR, respectively.

Region Name Trigger Region mpy (GeV) Npv..
CR Low Track (CRLT) Photon < 10 4
VR Low Track (VRLT) Emiss
CR Low Mass (CRLM) Photon 5,10] S5
VR Low Mass (VRLM)  Emiss ’ -
CR Extended Photon <5 >4
SR Extended Emiss -
CR Photon

: >
SR pis > 10 > 5

Table 5.2: A summary of the DV mass and track multiplicity cuts for the coarse-
binned control, validation and signal regions used in the 1 DV SR inclusive background
estimate. These are the primary regions used in estimating and validating the inclusive
background estimate. The fine-binned regions in Table 5.3 are only used for diagnostic
studies due to limited statistics.

Comparison of Events and Jets in the PTR and MTR

The inclusive background estimation method works by deriving the probability that

a background DV is produced in association with a track jet or due to the track
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Region Name Trigger Region mpy (GeV) NRV. .
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Table 5.3: A summary of the DV mass and track multiplicity cuts for the fine-binned
control and validation regions used in the 1 DV SR inclusive background estimate.
These fine-binned regions are used primarily for diagnostic checks due to low statistics.
The coarse-binned regions are the primary regions used for validation.
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Figure 5.6: Control regions in the photon-triggered region defined by the DV mass and
track multiplicity for (a) the fine-binned regions and (b) the coarse-binned regions.

density of an event. These studies can only be carried out in a region of data with
negligible contamination from potential signal models. None of the signal models
being considered by this analysis are produced in association with a high pr photon.
The requirements that events both fail the MTR selections and contain a high pr
photon cause the PTR to be significantly depleted of potential signal DVs. The lack of
signal contamination and the general kinematic similarity to the MTR makes the PTR
an excellent candidate for studying DVs arising purely from background processes.
Figure 5.8 shows a comparison of various event-level variables in the PTR (red)
and MTR (blue). These include the number of track jets (N5, ..) reconstructed
per event (5.8a), the number of EMTopo jets (Ng\i, j) Per event (5.8b), the total
number of tracks associated to the primary vertex and pileup vertices (NE™') per
event (5.8¢c), the sum of the p% for all tracks in the event associated to the primary
vertex and all pileup vertices (p% ") per event (5.8d), and the number of pileup
vertices in the event (5.8e). On average, events in the PTR have more track jets than
events passing the MTR selections. Conversely, the number of EMTopo jets per event
is on average greater in the MTR than in the PTR. Because the MET trigger uses
only calorimeter deposits for the MET calculation, it is expected that events in the
MTR would have greater calorimeter activity than the PTR, and would thus have a

greater number of EMTopo jets reconstructed on average.
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Figure 5.7: Signal and validation regions in the EXS-triggered region defined by the
DV mass and track multiplicity for (a) the fine-binned regions and (b) the coarse-binned
regions.

The MTR and PTR have similar distributions for the number of tracks associated
to the primary vertex and all pileup vertices. The distribution for the MTR is slightly
wider and flatter than that of the PTR, but both distributions are strongly peaked
at an intermediate number of tracks (between 200 and 500). The MTR has greater
fractions both of events with more than 500 tracks and events with less than 200
tracks. The p3 ™™ distributions are also similar, with the MTR having a slightly
greater fraction of events with p2 ™™ greater than 650 GeV2. The pileup distribution
shows that the MTR has a significantly higher fraction of events with more than 50
pileup vertices than the PTR.

Figure 5.9 shows a comparison of track jet and EMTopo jet variables between the
PTR and MTR. The track jet pr spectrum is comparable between the two regions,
with the MTR having a slightly larger fraction of jets with pr greater than 200 GeV.
The distribution of N%?r;cks peaks at 4 and 5 tracks in both regions, but the MTR has
a greater fraction of 2- and 3-track jets and a smaller fraction of jets with 8 or more
tracks.

The EMTopo jets in the PTR tend to have slightly higher pt than those in the
MTR, while the fraction of EMTopo jets that are b-tagged is approximately 50%
greater in the MTR than in the PTR. The difference in the relative fraction of b-tagged
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Figure 5.8: Comparison of various event-level variables between the PTR (red) and
MTR (blue). All plots are normalized, and the last bin of each histogram contains

the overflow.
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jets between the PTR and MTR is a significant factor in the estimation of background

DVs. b-mesons have a non-negligible lifetime, and at LHC energies they can travel

distances on the order of a few millimeters before decaying. The decays of b-mesons are

a source of true SM DVs and contribute to the background of this analysis. As such,

it is important for the background estimation methods to account for this difference

between the two regions. The number of b-tagged EMTopo jets per event for the
PTR and MTR is shown in Figure 5.10. On average, events in the MTR have twice
as many b-tagged EMTopo jets as events in the PTR.
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Figure 5.10: The number of b-tagged EMTopo jets in the PTR (red) and MTR (blue)
in data.

5.5 Displaced Vertex Selections

Several criteria are imposed on candidate DVs to ensure the DVs are well reconstructed
and to suppress background from prompt processes as well as detector and algorithmic
effects. These criteria are separated into two categories - the baseline DV selections
and the signal DV selections. The baseline and signal DV selections are summarized
in Tables 5.4 and 5.5, respectively.

The baseline DV selections require that the DV be reconstructed within the fiducial
region, defined as the volume for which R,, < 300mm and |z| < 300mm. These
constraints are determined from the DV reconstruction efficiency, which declines
significantly close to R,, = 300mm. This is equivalent to imposing a requirement that
DVs must be reconstructed before the first layer of the SCT, as shown in Figure 3.9.
Additionally, all DVs are required to be separated by at least 4 mm in the transverse
plane from any primary vertex in the event. This prevents primary vertices from
being considered as DVs, and also suppresses background arising from heavy-flavor
decays. A requirement that the DV fit x?/Npcr be less than 5 minimizes potential
contributions from fake vertices.

One potential source of secondary vertices in the Standard Model is photon
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conversions into eTe™ pairs, as discussed in Section 4.3.2. To suppress potential
background from photon conversions and to make the DV composition in the PTR
more comparable to the MTR, DVs are vetoed if they are reconstructed within ARpy
of 0.1 of a photon with pr greater than 60 GeV. The photons used in this veto are not
required to pass the baseline selections or overlap removal, resulting in a stricter veto.
The invariant mass of a DV can sometimes be dominated by a single mis-measured
track. To avoid this situation, DVs with a maximum track pr greater than 0.95 times
the scalar sum of the pr of all tracks in the DV () ... Pr) are vetoed

A significant source of background DVs comes from hadronic interactions of SM
particles with the material of the detector, not all of which is well modeled. These
interactions can produce high track multiplicity DVs that tend to have low invariant
mass. To reduce this background, DVs are rejected if they are reconstructed inside or
near known material. The material veto is described in more detail in Section 5.5.1.
The material veto is inverted in certain regions to validate the inclusive background

estimate, as well as to develop the hadronic interactions estimate.

Fiducial volume Rpy < 300 mm, |zpy| < 300 mm
Transverse distance from all primary interactions | Rpy_py > 4 mm

Vertex fit quality X%/Npor < 5

Photon veto ARpy, > 0.1

Material veto Outside strict material map
Max pr veto Max (pfFas) /S e P < 0.95

Table 5.4: Summary of the baseline DV selections for the 1 DV SR.

Following the track cleaning described in Section 5.5.2, the track multiplicity
(N5Y..), number of selected tracks (N&) 1,.4.), and invariant mass (mpy) of the VSI
vertices are recalculated. To pass the signal DV selections for the 1 DV SR, DVs are
required to have at least 5 tracks passing the track cleaning selections, two of which
must be selected tracks, and an invariant mass mpy greater than 10 GeV. These
selections significantly reduce the background in the SR, with the final number of

events containing a DV in the SR being approximately one.

Invariant mass mpy > 10 GeV
Track multiplicity | N2V, >5
Selected tracks NG e = 2

Table 5.5: Summary of the signal DV selections for the 1 DV SR.
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5.5.1 Material Veto

The ability to accurately identify and veto DVs arising from material interactions is
critical to ensure sensitivity to potential new physics. A map of the detector material
binned in R,,, ¢, and z is derived from data to determine if DVs are the result of
hadronic interactions with the detector material. The map is split into an inner
(R.y < 150mm) and outer (R,, > 150 mm) section. The inner section corresponds to
the material of the Pixel Detector, which is affixed to the LHC beampipe, and the outer
section corresponds to the SCT support structure, which is connected to the ATLAS
cavern. In the inner section, bins are assessed as containing material by mapping the
density of displaced vertices with low invariant mass and track multiplicities. Vertices
consistent with K2 decays are vetoed when determining the density because they
are not the result of hadronic interactions with the detector material. If the density
of reconstructed DVs in a bin is higher than a predetermined threshold, the bin is
flagged as containing material. In the outer section, the density of reconstructed DVs
is insufficient to construct a map with the method used for the inner section. For the
outer section, the material map is based on the map used by the GEANT4 detector
simulation. Regions of the GEANT4 map that are not observed in data are removed
from the veto and regions in data with a higher than expected density of DVs are
added to the veto [70].

The veto is applied differently to data and simulated samples. The floor of the
ATLAS cavern has shifted over time in relation to the beampipe. Because the SCT
support structure that makes up the outer section of the material map is connected
to the cavern and the inner section of the material map is connected to the beampipe,
these layers have a known offset to each other when compared to the nominal ATLAS
geometry. The MC simulation assumes perfect alignment of the detector, so the offsets
of the inner and outer sections of the material map are corrected when applying the
veto to MC samples.

Considering this, a set of four vetoes are used in the analysis: MC Loose, MC
Strict, Data Loose, and Data Strict. The loose vetoes check if DVs are reconstructed
in a bin containing material, accounting for the previously mentioned offsets between
the inner and outer sections. This results in the rejection of approximately 42% of
the fiducial volume. Figure 5.11 (a) shows the reconstructed positions of DVs in the
transverse plane as seen by the ATLAS DV + Muon analysis, and Figure 5.11 (b)

shows vertices that additionally fail the loose material veto [70]. The strict vetoes
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impose three additional requirements on top of the loose veto criteria. First, DVs are
required to not be in regions flagged as inside material by the GEANT4 simulation map
in order to be conservative. The second requirement is that DVs are not reconstructed
in a bin that neighbors bins flagged as inside material by the data-derived map. This
is to account for the possibility that the bin contains some amount of detector material
from neighboring bins, but not enough to increase the reconstructed DV density over
the threshold to be flagged as inside material. The DV position uncertainty is used
in the final requirement. Using the three position uncertainties of the DV, a three-
dimensional ellipsoid is constructed to represent the 1o uncertainty on the DV vertex
position. DVs are then rejected if the position uncertainty ellipsoid intersects any bins
flagged as containing material. These additional requirements create a conservative
material veto that rejects an additional 10% of DVs when compared to the loose

material veto [58].

ATLAS {s=13 TeV, 136 fb™ ATLAS {s=13 TeV, 136 fb™

g 10* g g 10' 8
3200 § 1200 T
> 3> >0 5>
10°5 10°c
o o
£ €
1023 0 1023
10 10
—200 —200
1 1
200 —200 0 200
Xpy [Mm] Xpy [Mm]
(a) No material selection (b) Fail loose material veto

Figure 5.11: A map of reconstructed DV positions in the z — y plane for DVs that
pass all the baseline requirements in Table 5.4 except the photon veto and max pr
veto [70]. Vertices in (a) have no additional selections applied to them, while vertices
in (b) are required to fail the loose material veto.

5.5.2 Track Cleaning

Following DV reconstruction, additional track selections are applied to the DV tracks.

These selections, collectively referred to as track cleanings, vary depending on the
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radial position of the DV the track is associated to as well as whether the track is a
selected or attached track. Tracks which fail the track cleanings do not contribute
towards the recalculation of NRY, | N&V . . and mpy. Other properties of the DV,
such as the DV position and goodness of fit, are not recalculated after the track
cleanings. The set of track cleanings applied to VSI DVs in this analysis is summarized
in Table 5.6. These selections are designed to maintain a very low background while
retaining high efficiency for the models targeted by the 1 DV SR. Figure 5.12 shows
the fraction of tracks remaining after each step of the track cleaning for simulated

Z — vv + jets and gluino signal samples.

: Track .
Name Requirement Type Region
pr > 2GeV All All
Transverse momentum pr > 3GeV Attached Inside pixels
pr > 4GeV Attached Outside pixels
|do|/o(do) > 10 All Inside beampipe
do significance = |dy|/o(dyp) |do|/o(dp) > 15 Attached Inside pixels
|do|/o(do) > 10 Selected Outside pixels
Aa > 0.02 All All
Angle to PV-DV vector (A«) Aa>02if All Outside beampipe
pr < 4GeV
Ao <7/2 Attached All
Backwards track veto Adpy-py < 3 if All All
dop < 1mm
. No hits on layers at
Upstream hit veto R,y < Roy All All
Must pass hit pattern
Hit pattern requirements imposed All All
by VSI (Section 4.2.1)

Table 5.6: Selections applied to tracks in DVs reconstructed with VSI.

The majority of these cuts were originally implemented in the DV + Jets analysis
[2]. Given the kinematic differences between the MTR and the region utilized by the
DV + Jets analysis as well as the target signal models, it is important to confirm
the efficacy of the track selections in simulated signal and background samples. In
the following plots, all tracks are required to be associated to a DV which passes
the fiducial volume cut, the primary vertex separation cut, and the fit quality cut.

Additionally, tracks are required to pass all cleanings except those using the variables
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Figure 5.12: Fraction of DV tracks remaining after each track cleaning selection for
simulated Z — v + jets (black line) and several gluino signal (colored lines) samples.
All tracks are required to be associated to a DV which passes the fiducial volume cut,
the primary vertex separation cut, and the vertex fit quality cut.

being plotted. For example, the plots of the track pr distribution require that tracks
pass all cleanings except the pr cleanings to be counted in the distribution. Lastly,
the tracks must be in an event that passes the MTR requirements defined in Section
5.4.3.

Figures 5.13 (a), (b), and (c) show the track pr for all tracks, attached tracks within
the Pixel Detector, and associated tracks outside the Pixel Detector, respectively. The
pr distribution varies based on the radial region and whether the track is selected or
attached. The rate of fake track attachment is higher in DVs at higher radii, so the pr
threshold for attached tracks increases in each successive radial region. The |dy|/o(dyp)
distributions for tracks inside the beampipe, attached tracks within the Pixel Detector,
and selected tracks outside the Pixel Detector are shown in Figures 5.14 (a), (b), and
(c), respectively. The dj significance cuts in Table 5.6 remove a significant fraction
of background tracks while minimizing the impact on tracks originating from LLP
decays.

The three-dimensional angle between the track and the PV-DV vector (Aa) is
a powerful discriminant against DV tracks originating from background processes.

Figure 5.15 shows the distribution of A« for tracks with different selections applied.
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Figure 5.13: Track pr for DV tracks passing all other track cleanings (normalized to
unity). The simulated Z — v7 + jets samples are shown in black, while the colored
lines represent simulated gluino signal samples across a range of lifetimes and mass
splittings. The pr of all tracks is shown in (a), while the pr of attached tracks within
and outside the Pixel Detector are shown in (b) and (c), respectively.
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Figure 5.14: Track |do|/o(dy) for DV tracks passing all other track cleanings (nor-
malized to unity). The simulated Z — v + jets samples are shown in black, while
the colored lines represent simulated gluino signal samples across a range of lifetimes
and mass splittings. The |dy|/o(dp) of all tracks within the beampipe is shown in (a),
while the |do|/o(dy) of attached tracks within the Pixel Detector and selected tracks
outside the Pixel Detector are shown in (b) and (c), respectively.
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The requirement that A« be greater than 0.02 for all tracks is imposed to reduce
background from residual hadronic interactions that are not vetoed by the material
map. In a hadronic interaction, the momentum of the hadron-nuclei system producing
the DV is exclusively carried by the hadron. DV tracks from hadronic interactions
thus tend to be highly collimated along the initial direction of the hadron. Low pr
tracks in background DVs were previously found to have small Ao compared to signal
DVs, so tracks with pr < 4 GeV are required to have Aa > 0.2 [2]. Tracks at high A«
contribute significantly to the invariant mass of their associated DVs. Because tracks
from signal DVs tend to travel in the same direction as their parent LLP, attached
tracks are required to have Aa < 7/2 to suppress high mass background DVs arising
from accidentally crossing tracks. Heavy LLPs will have less boost than lighter LLPs,
leading to a more isotropic angular distribution of their decay products. Requiring
A« < m/2 does have a significant negative impact on the signal region efficiency for
heavier LLPs, but it is necessary to suppress background and maintain sensitivity.
For the same reasons as above, tracks are also required to have no Inner Detector hits
on tracking layers at lower R,, than Rpy. Lastly, tracks with dy less than 1 mm are
required to have A¢py_py < 3 to prevent tracks originating from primary vertices

being mistakenly included in the vertex.

5.6 Signal Yields and Efficiencies

The event, track and DV selections described in Sections 5.4 and 5.5 combine to
effectively suppress background while maintaining an acceptable signal efficiency.
Figures 5.16 (a) and 5.16 (b) show the selection efficiency for several R-hadron samples
and the simulated Z — vv + jets background, respectively. For signals with a
large mass splitting, the efficiency is primarily driven by the gluino lifetime for two
reasons. DVs produced by gluinos with lifetimes less than 0.01ns or greater than
1ns tend to fail the PV-DV separation cut (Rpy_py > 4 mm) or the fiducial volume
cut (Rpy < 300 mm), respectively. DVs produced at high radii are also negatively
impacted by the declining track reconstruction efficiency for tracks with significant
displacement (shown in Figure 4.2). The optimal selection efficiency is therefore
for gluino samples with lifetimes around 0.1ns. The mass and track multiplicity
requirements can significantly impact the selection efficiency for certain regions of
the signal phase space, but those cuts are the key to ensuring that little to no SM

background is present in the signal region.
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Figure 5.15: Track angle with respect to the PV-DV vector (Aa) for DV tracks passing
all other track cleanings (normalized to unity). The simulated Z — v + jets samples
are shown in black, while the colored lines represent simulated gluino signal samples
across a range of lifetimes and mass splittings. The distribution of A« is shown for (a)
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Figures 5.17, 5.18, and 5.19 show the yields and efficiencies as a function of the
gluino lifetime and mass for a fixed neutralino mass of 100 GeV, a fixed Amg o of
100 GeV, and a fixed Amy o of 30 GeV, respectively. Efficiency is generally substan-
tially higher for samples with a large value of Amgyi?, as small mass splittings have
less intrinsic 7™ from the final state neutralino to satisfy the trigger and offline EJ"*
requirements. At intermediate lifetimes near 0.1 ns, the selection efficiency reaches
approximately 40% for samples with large mass splittings. The selection efficiency

can be as low as 0.01% for samples with long lifetimes or small mass splittings.
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Figure 5.16: Efficiency cutflows for simulated (a) gluino R-hadron signal samples with
fixed mygo = 100 GeV and (b) Z — vv + jets samples. The signal selections are most
efficient for gluinos with a lifetime between 0.1 ns and 3ns. No simulated Z — vv +
jets events satisfy the signal region selections. The Z — v¥ + jets samples are filtered
by the flavor of the jets in the event.
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Figure 5.17: Predicted yields (a) and selection efficiencies (b) in the 1 DV SR for
gluino samples with a fixed neutralino mass of 100 GeV. The y-axis is my and the
x-axis is the mean proper lifetime 7 of the gluino. The expected number of signal
events is normalized to an integrated luminosity of 137 fb1.
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Figure 5.18: Predicted yields (a) and selection efficiencies (b) in the 1 DV SR for
gluino samples with a gluino-neutralino mass difference of 100 GeV. The y-axis is m;
and the x-axis is the mean proper lifetime 7 of the gluino. The expected number of

signal events is normalized to an integrated luminosity of 137 fb 1.
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Figure 5.19: Predicted yields (a) and selection efficiencies (b) in the 1 DV SR for
gluino samples with a gluino-neutralino mass difference of 30 GeV. The y-axis is m;
and the x-axis is the mean proper lifetime 7 of the gluino. The expected number of
signal events is normalized to an integrated luminosity of 137 fb 1.
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Chapter 6

Displaced Vertices + E,II‘niSS:
Background Estimation and

Uncertainties

No known SM processes produce displaced vertices with both high invariant mass
and high track multiplicity. Background vertices for the DV + EXi5 search instead
arise from a combination of detector and algorithmic effects. These effects tend to be
poorly modeled by simulated samples, so a data-driven approach is taken to estimate
the expected number of background events in the 1 DV SR. As described in Section
5.2, the three primary sources of background DVs are hadronic interactions (HI),
merged vertices (MV), and accidentally crossed vertices (AX). A pair of complementary
approaches to estimating the expected number of background DVs is used in this
analysis. The primary method estimates all three background sources inclusively by
exploiting the correlation between background DVs and the track density of the event.
An alternative method where each source of background is estimated with a separate
technique, referred to as the combined method, is used as a cross-check of the inclusive
method. Each of the background estimation methods is validated in regions of data
where the material map veto has been inverted and in sideband regions where the

DV
Mmpy O NTI“a,CkS

selections have been changed. The inclusive method is described in
Section 6.1, while the estimation of the individual background components is detailed
in Section 6.2. Section 6.3 will conclude this chapter with a discussion of several

systematic uncertainties that will be assessed on the predicted signal yields.
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6.1 Inclusive Background Estimation

The underlying assumption of the inclusive background method is that the likelihood
that an event contains a DV is correlated with certain properties of the event that
describe its track density. This section describes three variations of the inclusive

method that have been studied for use in this analysis:

1. The jet matching method, which uses the correlation between DVs and track
jets to estimate the number of DVs in a region. This method was originally
developed and implemented for the ATLAS DV + Jets analysis [2].

2. The track density method, which uses the correlation between DVs and the track

density of the event to estimate the number of DVs in a region.

3. The hybrid method, which performs jet-DV matching with EMTopo jets and
attributes any unmatched DVs to the track density of the event in order to

derive the probability of a DV being produced in an event.

Each inclusive method begins by deriving a probability that a DV will be produced
in a given event or jet in a control region orthogonal to the MTR, which contains the
1 DV SR. The photon-triggered region (PTR) described in Section 5.4.3 is chosen to
serve as the control region due to its kinematic similarity to the MTR and its lack
of signal contamination. The track density method described in Section 6.1.2 is the
nominal background estimation method for the 1 DV SR. The jet matching method is
discussed to provide historical context and motivation for the track density method,
and the hybrid method is used as a cross-check of the track density method. Unless
otherwise specified, all plots in Section 6.1 include overflow in bins bordering the top

or right edge of the plot.

6.1.1 Jet Matching Method

The original iteration of the inclusive method, the jet matching method, was developed
for the DV + Jets analysis, which searched for DVs in multijet final states. The
method works under the assumption that the presence of DVs in an event is correlated
with the track density of the event, which is itself correlated with the presence of track
jets in the event. This correlation between DVs and track jets in data was investigated
and confirmed in the DV + Jets analysis [2].
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The jet matching method is performed in three main steps. In the first step, DVs
with the target mass and track multiplicity in the PTR are matched to the closest
track jet in the event, measured in terms of AR between the DV and the track jet.
These track jets are required to have pr > 10GeV, as described in Section 4.3.1.
There is no maximum ARpy jet requirement for a DV to be matched to a jet.

After DVs have been matched to the nearest track jet in the event, the DVs are
binned into a histogram (Hypatchea) based on the properties of their matched track jet.
The default variables used in the binning are the jet pr and the jet track multiplicity
(N%icks). A histogram of all track jets in the PTR with the same binning as the DV
histogram is also created at this step (Hprr). The same histogram is also produced
for track jets in events passing the MTR (Hyrgr). The histogram Hyjatened is divided
by the histogram Hprgr to produce a histogram of the jet-DV probability (JDP). The
JDP histogram (Hjpp) is parameterized as a function of the variables used to bin the
histograms. The probability that a DV is produced in association with a given jet is
calculated in the PTR with

HMa ched
)) = ekt

Hjypp = P(DV | jet(pr, N%;cks (6.1)

Hprr
The track density method described in Section 6.1.2 uses an analogous method to
calculate the probability that a DV is produced in a given event. An example
probability calculation for the track density method is shown in Figure 6.3.

In the final step, the JDP is assigned as a weight to all track jets in events passing
the MTR selections by multiplying Hypp by Hyrr. The integral of the resulting
histogram provides an estimate of the number of expected DVs in the target region.

This can be expressed as

NTrack Jets

Nowe = Y. P(DV|jety), (6.2)

=0
where each jet passing the MTR selections is assigned a weight based on its pr and
N%ertacks. The estimate is then given by the sum of the jet weights. It is important to
emphasize that when using Equations 6.1 and 6.2 to estimate the number of DVs in
a given mass and track multiplicity range, the JDP must be calculated only using
DVs in the PTR that also satisfy the same mass and track multiplicity criteria as
the target region. This requirement is enforced because the shape of the probability

distribution with respect to the parameterization variables differs depending on the
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mass and track multiplicity of the target DVs.

Due to the rarity of DVs which pass the baseline DV selections, it is unlikely to
have a histogram with well-populated bins for any region except those where the DVs
have low invariant mass (mpy > 5GeV) or low track multiplicity (Nhv,. < 4). Empty
bins in a JDP histogram imply that the probability for a jet in that bin to produce a
DV with the given properties is zero. This is likely not to be the case. Rather, it is
the product of the extreme rarity of DVs. For most ranges of mpy and N3y, ., the
number of DVs observed in a given bin of the histograms is a Poisson process where
zero is a likely outcome. This could potentially be resolved through the use of coarser
bins in the histograms. However, studies using coarser bins for the histograms find
that dependencies of the probability on the parameterization variables seen with finer
bins are lost when using a coarser binning.

To compensate for the low number of DVs observed in the PTR, the estimate
can be performed using an extended statistics method. This is done with a simple

modification of Equation 6.2,

NTrack Jets

Nowe=/f" Y Poxiendea(DV | jet;), (6.3)
i=0

where Pgytended(DV | jet;) is the JDP for a loosened DV selection on mpy and Npv,.
and f is an additional weight which takes into account the difference in DV mass and
track multiplicity requirements used to calculate the JDP. This additional weight is
calculated separately for each region. f is calculated for a region CRx by dividing the
number of DVs that satisfy the CRx selections in the PTR by the number of DVs
that satisfy the extended mpy and NRY, = selections in the PTR:

Npy (Pass CRx Selection)

= ) A4
fers Npy (Pass Extended Selection) (6.4)

The extended selection for the 1 DV SR considers DVs with mpy > 5GeV and
NV, > 4. As an example, the weight f for the 1 DV SR is given by the number of
DVs in the PTR with mpy > 10GeV and NpY,. > 5 divided by the number of DVs
in the PTR with mpy > 5GeV and NV, > 4:

f . NDv(mDV > 10 GeV, N%Xcks > 5)
SR~ NDv(mDV > 5G6V, N"l];i'\a/cks Z 4) '

(6.5)
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Shortcomings of the Jet Matching Method

Several issues arise when implementing the jet matching method into the analysis:

1. DVs are sometimes matched to track jets that are far away in AR , as can be
seen in Figure 6.1. This was less of an issue for the DV + Jets analysis where the
jet matching method was originally developed due to the multijet requirements
of the final state [2]. The high track jet multiplicity of the events made it more
likely that DVs would be matched to nearby jets. The lack of a maximum AR
requirement in the track jet matching criteria allows for DVs to be matched to
track jets on the other side of the detector. Background DVs are probably not

related to these track jets in a meaningful way:.

2. There are events containing DVs in the MTR and PTR that contain no track
jets. Again, this did not occur for the DV + Jets analysis due to the final state
requiring multiple jets. A minimum number of track jets was also required for
events in the version of the PTR employed by that analysis. For this search,
however, no such requirement is enforced, leading to the possibility of DVs going
unmatched to track jets. The fraction of unmatched DVs can be non-negligible

for some DV masses and track multiplicities.

3. The jet matching method significantly underestimates the number of DVs with
4 tracks and mass between 2 and 5GeV (VR1) in the MTR. The method also
significantly underestimates the number of DVs inside material for several ranges
of DV mass and track multiplicity. The underestimation becomes more significant
for regions with higher DV masses. The expected background predicted by the
jet matching method in the outside material VRs is shown in Figure 6.2, and

the observed number of DVs in the same VRs is shown in Figure 6.12 (b).

These shortcomings motivate attempts to find a more generalized method that more
directly quantifies the probability of an event containing a DV based on the track

density of the event, rather than using track jets as a proxy for the track density.

6.1.2 Track Density Method

To address the shortcomings of the jet matching method, two alternative methods
have been developed as extensions of the original inclusive estimate. The first method,

referred to as the track density method, is designed to address the problem of DVs in
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Figure 6.1: AR between DVs and the closest track jet in the PTR. DVs are required
to pass all baseline selections and have mpy > 5GeV and NY,, > 4. 23% of DVs in
the extended signal region (14 out of 62) have ARpy jet > 0.4.
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Figure 6.2: The number of DVs predicted by the jet matching method in the signal
and validation regions. The uncertainties are obtained by propagating the statistical
uncertainty on the number of DVs in the PTR used to derive the JDP.
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events that do not contain track jets. The assumption of the jet matching method is
that the presence of background DVs is correlated with track density, and track jets
are used as a proxy for the track density of the event. The track density method again
assumes the correlation between track density and background DVs, but it does not
match DVs to individual track jets to derive a jet-DV probability. Instead, the method
derives an event-DV probability (EDP) based on variables that directly describe the
track density and content of the event.

The probability that a DV is produced in an event is calculated in the PTR with

# of DVs in events with (z,y)

P(DV t) =
( | event) # of events with(z,y)

: (6.6)

where x and y are variables describing the track density. Such variables include
the total number of tracks associated to the primary vertex and all pileup vertices
(NEvent) the summed p3 of all tracks associated to the primary vertex and all pileup
vertices (py"""), the number of track jets reconstructed in the event (NEr 3 and
the number of b-tagged EMTopo jets in the event (Nptas). After calculating the EDP
in the PTR (parameterized by the chosen track density variables), the EDP is then
applied to events passing the MTR event selections in order to estimate the number of
DVs in the MTR. An example of this workflow is shown in Figures 6.3 and 6.4. The
variables chosen to parameterize the EDP for the final estimate are N3t and Ny tag.
These variables are found to provide the most accurate estimate when comparing
to the number of observed events in the validation regions. All results of the track
density method are shown using this parameterization.

The implementation of the track density method is analogous to that of the jet
matching method. The number of background DVs with a given mass and track
multiplicity is estimated by assigning each event that passes the MTR selections a
weight P(DV | event) equal to the EDP derived in the PTR corresponding to the given
DV mass and track multiplicity. The sum of the weighted events gives the estimated

number of DVs with that mass and track multiplicity:

NEvents
Npig = Y P(DV|event,). (6.7)
i=0
As with the jet matching method, the EDP is calculated using only DVs in the PTR

that also satisfy the mass and track multiplicity requirements of the region that is
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Figure 6.3: Histograms used to calculate the EDP in the PTR. Dividing (a) by (b)
produces (c¢). The results shown here are for DVs with NpY, > 4 and mpy > 5GeV
reconstructed outside material. The number of DVs in each bin of (a) are not integers
because a pileup weight is applied so that the pileup distribution of the PTR matches
the pileup distribution of the MTR. This is discussed in Section 6.1.4.
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being estimated. The number of DVs observed in the PTR is shown in Figure 6.5.
Due to the low statistics in the PTR, the same extended statistics method described
in Section 6.1.1 is utilized here. For the extended signal region using DVs with
mpy > 5 GeV and NV, >4, the factor f to weight the extended statistics estimate
to the signal region estimate can be obtained via Equation 6.5 as

2.03

xtended = ——— ~ 0.0325.
JSR Extended 62.3

Initial studies comparing the performance of the track density estimation method
to the performance of the jet matching method found that the track density method
more accurately estimates the number of DVs both inside and outside material. It
was observed that when using the jet matching method, the number of DVs that
went unmatched to track jets increased with the mass of the DV, suggesting that
more massive DVs are less likely to be associated to track jets and more likely to
be caused by the overall track density of the event. In general, it was observed
that the track density method estimated regions of higher DV mass more accurately
than the jet matching method. However, the track density method also tended
to underestimate regions with low DV mass relative to the jet matching method.
These initial studies were conducted prior to the discovery of the significant non-
collision background contamination in the MTR and the optimization of the track
density method parameterization scheme. The subsequent implementation of the
non-collision background veto and the optimization of the EDP parameterization
greatly improved the accuracy of the track density method. Validation studies for the
track density method are shown in Section 6.1.5. Considering the significant changes
to the event selections and the EDP parameterization, the validity of these initial
studies is questionable, so they will not be discussed further. However, the observation
that the track density method more accurately estimates the number of high mass
DVs and that the jet matching method more accurately estimates the number of low
mass DVs motivates the development of the second alternative background method,

which is ultimately used as a cross-check of the track density method.

6.1.3 Hybrid Method

The hybrid method is an attempt to capitalize on the strengths of both the jet
matching method and track density method by considering the correlation between

DVs and the track density of the event in addition to the correlation between DVs and
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Figure 6.5: The number of DVs in each region of the PTR with the full event and DV
selections (except the mass and track multiplicity requirements) applied. (a) shows
the observed DVs in the fine-binned regions and (b) shows the observed DVs in the
coarse-binned regions. The bin contents are not integers because pileup weighting is
applied (see Section 6.1.4). The majority of weights are of order 1.
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jets. A common source of low mass DVs in the SM is the decays of b-mesons, which
have non-negligible lifetimes. Though DVs from b-meson decays are not a significant
source of background due to their low invariant mass, DVs from b-meson decays can
be accidentally crossed by unrelated tracks or merged with nearby DVs to form DVs
that pass the 1 DV SR selections. To appropriately factor in this relationship with
b-meson decays, EMTopo jets are used in the hybrid method instead of track jets
because the b-tagging information from EMTopo jets is readily available.

The three conceptual steps of the hybrid estimate are as follows:

1. Jet-DV matching

e An attempt is made to match DVs to EMTopo jets. The DV is matched to
the highest pr jet with ARpy jer < 0.4. A DV is considered unmatched if
no jet satisfies ARpy jer < 0.4.

e All DVs that were successfully matched to jets are recorded alongside their
matched jet. These DVs and jets are then removed from the event. The
matched DVs and jets will be used to calculate a JDP as was done in the

jet matching method.

e Any remaining unmatched DVs are attributed to the track density of the
event. These DVs are then recorded alongside the track density properties

of the event.
2. Calculation of JDP and EDP

e The collection of matched DVs in the PTR is used to calculate a JDP in
the same way as the jet matching method. The JDP can be parameterized

as a function of jet variables, such as the jet pr or if the jet is b-tagged.

e The collection of unmatched DVs in the PTR is used to calculate an EDP in
the same way as the track density method. The EDP can be parameterized
as a function of event variables which describe the track density of the

event, such as Ny and Npoy, .
3. Estimation

e Every jet in the MTR is assigned a weight P(DV | jet;) based on the values

of the jet variables used to parameterize the JDP.
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e Every event in the MTR is assigned a weight P(DV | event;) based on the

values of the track density variables used to parameterize the EDP.

e The sum of weights for all jets in the MTR gives the jet matched component
of the estimate, and the sum of weights for all events in the MTR gives
the track density component of the estimate. The sum of the components

yields the total estimate.

The default parameterization of the hybrid method uses the jet pr and the jet b-tag
for the JDP and N and Ny, - for the EDP.

The number of DVs predicted outside material in the MTR by both the hybrid
and track density methods is shown in Figure 6.6. Both methods estimate nearly
identical numbers of DVs in the regions where mpy > 5 GeV. Given the comparable
performance, either estimate could be chosen as the primary estimate. Though the
hybrid method may appear more robust because it factors in the DV dependence
on both jets and track density, the track density estimate is chosen as the primary
estimate for two main reasons. The first is that there are no unmatched DVs in the
PTR with mpy > 10GeV and NV, > 5 when estimating with the hybrid method.
This results in an EDP of 0 and the track density component not contributing to the
overall estimate in the SR. Splitting the DVs into matched and unmatched categories
leads to insufficient statistics in the PTR to estimate the EDP. When performing
the hybrid estimate, the track density component is observed to be smaller than the
jet-matched component in all CRs and VRs. The low statistics does not allow for the
hybrid method to account for the production of unmatched DVs in several VRs and
the SR. However, the more general track density method inclusively estimates DVs
that would go both matched and unmatched in the hybrid scheme.

The second reason to use the track density method is to simplify and reduce the
uncertainties. Keeping all the DVs in one histogram rather than dividing them between
the matched and unmatched components can have a significant effect on the statistical
uncertainty predicted by the toy method described in Section 6.1.4. Varying empty
bins of a histogram within their Poisson uncertainty results in extremely large relative
statistical uncertainties when integrating over the resulting histograms. Considering
these two reasons, the track density method is used as the primary method for the 1
DV SR.
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pr and the jet b-tag. The uncertainties shown are the non-linearity and
pileup uncertainties described in Section 6.1.4 in addition to a statistical
uncertainty obtained by assigning an uncertainty of v/ N to each bin of
the histograms used to calculate the estimate.
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(b) The number of DVs predicted by the track density estimate for
the MTR. The EDP is parameterized with NE%' and Ny.ae. The full
uncertainties discussed in Section 6.1.4 are shown.

Figure 6.6: The estimated number of DVs in the MTR outside material by the (a)
hybrid and (b) track density methods.
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6.1.4 Uncertainties

Several sources of systematic uncertainty are assessed for this background. The first is
the statistical uncertainty on the number of DVs in each CR, which is propagated to
the final estimate. The uncertainties for the all-event histograms (Hprr, HuTr) are
assessed by assigning an uncertainty of v/N to each bin, where N is the bin content.
This is sufficient for the all-event histograms where the bins are well populated and a
normal distribution can be reasonably assumed. However, the DV histograms have
low statistics and should be assigned Poisson uncertainties. To address this, a toy
method is used which performs 10000 pseudo-experiments for the extended statistics
variant of the method. This is not performed for the standard statistics version of the
method due to the extremely low statistics in the regions. To estimate the uncertainty
for a given VR/SR, the number of DVs in the corresponding CR is varied bin-by-bin
within the statistical uncertainty. This is done by pulling a random integer from the
Poisson distribution with the observed number of DVs as the mean. For example,
a bin with three observed DVs would be randomly assigned a new value from the
Poisson distribution with a mean of three. The resulting DV histogram is then used
to calculate a new EDP. For the extended method, the calculation of the f-factor
(Equation 6.4) relies on the observed number of DVs in the CR. The histogram of
observed DVs for a given region often has very few events and a majority of the
bins can be empty. To vary the f-factor, the number of observed DVs is not varied
bin-by-bin as it is for the extended region (which has sufficient statistics for this to
be a reasonable approach), but is instead pulled from the Poisson distribution with
the total observed number of DVs as the mean. The estimate is then calculated with
the new probability and f-factor. The standard deviation of the background estimate
from all toy experiments is taken as an uncertainty on the final background estimate.
The mean and standard deviation of the toy experiments for each VR and the 1 DV
SR are shown in Figure 6.7.

A second systematic uncertainty is derived to factor in any residual dependence
on relevant event-level quantities that were not used to parameterize the event-DV
probability. To quantify this, the fraction of events in the PTR with a SR-like DV (mpy
> 5 GeV, NPV, > 4) is plotted as a function of three variables - p% ™" NEwent = “and
Niafiepo sets- These distributions are shown in Figure 6.8. Each of these distributions is

then fit to a linear function. Normalized distributions of each variable are also made
for both the MTR and PTR (as in Figure 5.8). Each bin of the histograms in the PTR
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Figure 6.7: The mean and standard deviation of the statistically varied toy experiments
for each VR and the 1 DV SR. VR1 (2GeV < mpy < 5GeV, Npv, = 4) is omitted
to allow for better color scaling.



123

and MTR is then scaled by the value of the fitted function at the center of the bin.
The relative difference between the integrals of the resulting histograms (referred to as
Nprr and Nyrr) is used as an uncertainty on the background estimate in the 1 DV
SR. A flat fit of the distribution for a given variable would indicate a small dependence
of the EDP on the variable, resulting in a smaller uncertainty. Conversely, if the fit
shows a significant dependence of the EDP on the variable, a greater uncertainty will
be assigned.

To factor in the uncertainties on the fit parameters, this procedure is repeated
by varying the anti-correlated fit parameters within 1o (shown as the red and blue
lines in Figure 6.8). The largest upward and downward uncertainties from the three
fits are assigned as an asymmetric uncertainty to the background estimate. The only
variable with a significant contribution to this uncertainty is Ni'' = resulting in
an uncertainty of f(l]%% on the background estimate for the 1 DV SR. None of the

variables are found to contribute a downward uncertainty.
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Figure 6.8: The fraction of events in the PTR with a SR-like DV (mpy > 5 GeV, N2V,
> 4) as a function of (a) p7 ™™, (b) Nt and (c) NR@ ... The distribution is
fit to a linear function (black line), and the fit parameters are varied within 1o (red
and blue lines) to extract an asymmetric uncertainty on the estimated number of DVs.



124

A final uncertainty is assigned to account for differences in the pileup distributions
of events in the PTR and the MTR. A plot showing the pileup distributions in the
PTR and MTR as well as the ratio of the pileup in the MTR to the PTR is shown in
Figure 6.9. Events in the MTR tend to have higher pileup than events in the PTR.
This is expected, as ER triggers and selections are sensitive to increased pileup.
To quantify the uncertainty from this difference, events in the PTR are weighted
such that the pileup distribution matches the pileup distribution in the MTR. After
applying this weight, the EDP is recalculated and used to calculate a new value for
the estimate. Applying the pileup weighting procedure yields an estimate of 0.56 DVs,
which is a 5% reduction in the estimated number of background DVs in the 1 DV SR.
The estimated value accounting for the pileup reweighting is used as the background
estimate, and the difference between the weighted and unweighted estimates is applied

as an additional systematic uncertainty.
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Figure 6.9: The normalized pileup distribution in the PTR (red) and MTR (blue). A
ratio of the MTR to the PTR is shown on the bottom of the plot.

The total systematic uncertainty is estimated by adding these uncertainties in
quadrature under the assumption that they are uncorrelated. The final inclusive
background estimate for the 1 DV SR along with its uncertainties is shown in Table
6.1.

An uncertainty to account for any differences between the values estimated by
the track density method, the hybrid method, and the combined background esti-
mate method (detailed in Section 6.2) has been considered. However, no significant

differences are observed when comparing the track density estimate to the hybrid
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Method Estimate Estimate Uncertainties Total Uncertainty
Statistical Non-linearity Pileup
Track Density | 0.567949 |  +£70% 16% 5% e
Hybrid | 0.60704 | £71% L% 5% bt

Table 6.1: A summary of the uncertainties on the inclusive background estimate for
the 1 DV SR.

estimate or the combined estimate. One could also assess a non-closure uncertainty to
account for any discrepancies between the predicted and observed number of DVs in
the validation regions. VR1 is the only region where a significant difference between
the predicted and observed number of DVs occurs. The background DV composition
in VRI1 is significantly different from that of the 1 DV SR due to being heavily
dominated by b-meson decays and hadronic interactions that pass the material veto.
These processes predominantly create DVs with invariant mass under 5 GeV. DVs
from b-meson decays and hadronic interactions are not likely to contribute to the
background in the 1 DV SR due to the high invariant mass cut of 10 GeV. Thus, no
additional systematic uncertainty is assessed.

One assumption of the inclusive method when using the extended regions is that
the EDP distribution for the extended signal region (mpy > 5GeV, Npv,. > 4)
matches that for the true signal region (mpy > 10 GeV, Np¥,. > 5). The validity of
this assumption is difficult to check due to lack of statistics in the control region. One
way to study the validity of this assumption is to instead define a hyper-extended
control region composed of DVs in the PTR with mpy > 5GeV and NV, > 3 to
compare the shape of the EDP distribution to that of the extended control region.
The number of DVs found in the extended control region and in the hyper-extended
control region can be seen in Figure 6.10 (a) and (b), respectively. The distribution of
DVs with respect to the EDP parameterization variables differs significantly between
the two regions, with the hyper-extended region having the majority of its DVs in
events with a high number of tracks. This is unsurprising, as low track DVs are more
likely to originate from pileup. This would suggest that the assumption that the
probability is similar between the signal region and the extended signal region is not
a good assumption. However, if one performs the estimate using the hyper-extended
control region rather than the extended region, it is seen that the central values of

the estimates are consistent with each other within the statistical uncertainty. These
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results are shown in Table 6.2. Because the results of the hyper-extended estimate are
consistent with the extended region estimate, no additional uncertainty is assessed.
Furthermore, the hyper-extended region estimate does not replace the extended region
estimate because the background composition in the hyper-extended region is more

dissimilar to the signal region than the extended region.
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(a) Extended control region (b) Hyper-extended control region

Figure 6.10: The number of DVs in the PTR in the (a) extended control region and
(b) hyper-extended control region. The values shown are not integers because the DVs
are weighted such that the pileup distribution in the PTR matches the distribution in
the MTR.

Region ‘ Extended Estimate ‘ Hyper-Extended Estimate ‘ Observed

VRLT | 4.3 £1.2 | 3.2 3
VRLM | 53+ 1.5 | 3.9 | 4
VR2 | 70+ 18 | 5.2 9
SR | 056+04 | 0.41 -

Table 6.2: The estimated values from the extended estimate and the hyper-extended
estimate alongside the observed number of DVs in several VRs and the SR (blinded).
The selections on mpy and Npv,. for each region are defined in Table 5.2. The central
values of the two estimate methods agree within the statistical uncertainty.

6.1.5 Validation

Two sets of validation regions are used to validate the background estimation technique:

1. Regions in data where the material map veto (described in Section 5.5.1) is

inverted. These regions are enriched in DVs from hadronic interactions, but the
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greater overall rate of DV production also leads to an increased number of DVs

that are accidentally crossed or merged.

2. Sideband regions where the NZY, and/or the mpy signal region selection is
inverted. These regions are expected to have a similar background composition to

the signal region while containing an acceptable amount of signal contamination.

Inside Material Validation

The number of DVs predicted for the inside material VRs is obtained by selecting
DVs which pass all the baseline DV criteria outlined in Table 5.4, with the exception
of the material map veto, which is instead inverted. The resulting collection of DVs is
then used to calculate a new EDP for DVs produced inside material. The estimate
then proceeds in the same way as the nominal estimate. Figures 6.11 (a) and (b) show
respectively the estimated and observed number of DVs inside material for events
passing the MTR selections. The low mass regions (VR1, VR2, VRLM) all exhibit
a slight systematic overestimation of the observed number of DVs. These low mass
regions are primarily populated by DVs from hadronic interactions. The dedicated
hadronic interactions background estimate (outlined in Section 6.2.3) demonstrates
that the contribution of these DVs to the background in the SR is expected to be
negligible. Considering this, an uncertainty to cover the non-closure between the
estimated and observed number of DVs in the low mass regions is not assessed. The
agreement between the estimated and observed number of DVs inside material is good
for DVs with mpy > 10 GeV.

Sideband Region Validation

The sideband regions used to validate the background estimation methods contain
DVs that satisfy all the selections for the 1 DV SR, with the exception that the
reconstructed DV must have Ny, <5 or mpy < 10 GeV. Due to the low statistics
in the PTR, the EDPs for the VRs are calculated using the extended statistics method
described in Section 6.1.1. The resulting estimates are then scaled by the appropriate
f factor to obtain the final estimate for each region. The number of DVs estimated
in the MTR by the hybrid and track density methods are shown in Figures 6.6 (a)
and (b), respectively. Figures 6.12 (a) and (b) show the observed number of DVs
in the MTR in the coarse-binned and fine-binned regions, respectively. Figures 6.13

and 6.14 compare the observed number of DVs to the number estimated by the track
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(b) The number of observed DVs inside material in the MTR.
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Figure 6.11: The estimated (a) and observed (b) number of DVs inside material in the
MTR, binned by N3V, and mpy. The estimate was performed with the track density

method, with the EDP parameterized by N and Ny tag-
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density method in the sideband regions of the 1 DV SR. The only discrepancy between
the predicted and observed values occurs in VR1. As discussed in Section 6.1.4, the
background composition of VR1 is not representative of the expected background
in the 1 DV SR, so no additional systematic uncertainty is applied to cover this
non-closure. Table 6.3 summarizes the results of the inclusive estimate validation in
the sideband regions. The total number of events in the 1 DV SR estimated by the
track density method is 0.56 4+ 0.40.

Region Estimate Observed
Name Npv,. mpy \ Track Density Hybrid \
VR1 4 [2, 5] GeV 1228 + 203 1519 + 252 1971
VR2 4 [5,10] GeV 70+ 1.8 72+1.9 9
VR3 4 [10,15] GeV | 0.52 +0.39  0.50 £+ 0.38 0
VR4 4 [15,20] GeV 1.1 £ 0.6 1.2 +£06 2
VR5 5 [5,10] GeV 2.2 4+0.9 2.3+ 0.9 3
VR6 6 [5,10] GeV 1.6 £0.7 1.7 £ 0.8 1
VRT7 > 7 [5,10] GeV 1.6 £0.7 1.6 £0.8 0
VRS8 4 > 20 GeV 2.7+ 1.0 29+1 1
VRLM >5 [5,10] GeV | 53+15 5.6 & 1.6 4
VRLT 4 > 10 GeV 4.3+ 1.2 44+ 1.3 3
SR >5 > 10 GeV 0.56 £ 0.40 0.60 & 0.43 | Blinded

Table 6.3: Estimated number of background DVs from the track density and hybrid
methods compared to the observed number of DVs in events passing the MTR. Quoted
uncertainties for the track density estimate are the full uncertainties discussed in
Section 6.1.4. For the hybrid estimate, the uncertainties shown are the non-linearity and
pileup uncertainties described in Section 6.1.4 in addition to a statistical uncertainty
obtained by assigning an uncertainty of v/N to each bin of the histograms used to
calculate the estimate.

6.2 Alternative Background Estimation

As an alternative to estimating the total background inclusively with the track density
method, the expected contributions from each source of background can be estimated
separately and combined to produce an estimate of the total expected background in
the SR. The following sections will describe the methods used to estimate each source

of background individually.
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Figure 6.12: The observed number of DVs in the MTR, binned by N3V, and mpy.
The number of DVs in the SR is not shown.
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Figure 6.13: Summary of the (a) low mpy and (b) low Npv,. validation regions of

the track density estimate. The points in black show the observed number of DVs
and the red line shows the value estimated by the track density estimate. The shaded
regions show the range of the full uncertainties of the track density estimate.
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6.2.1 Merged Vertices

As discussed in Section 4.2.1, the VSI secondary vertexing algorithm may merge a
pair of nearby vertices if the distance significance for the pair of vertices (.5, defined in
Equation 4.1) is less than 10 o. It is possible that a pair of unrelated low mass vertices
originating from the decays of SM LLPs or hadronic interactions could therefore be
merged. Merged vertices are a source of potential background vertices because the
increased mass and track multiplicity of the merged vertex could result in the vertex
passing the SR selections.

The contribution to the SR background from merged vertices can be estimated

with the following procedure:

1. Derive the vertex merging rate by comparing the distance significance
distribution for pairs of DVs in the same event to the distribution for pairs of

DVs in different events (where no merging could have occurred).

2. Construct a merged vertex mass template by artificially merging pairs of
DVs from different events which satisfy the merging requirement S < 10 o and

computing the mass of the resulting vertex.

3. Normalize the mass template by the vertex merging rate.
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4. Apply the complete track cleaning to the artificially merged vertices.

5. Integrate the mass templates with Np¥, > 5 in the range mpy > 10 GeV.

Each of these steps is performed separately for each DV-track multiplicity.

Merging Rate Calculation

The first step in the estimate is the calculation of the merging rate. This is done
by calculating the distance significance between pairs of DVs passing the baseline
DV selections in the same event. This step is done separately for pairs of DVs with
different track multiplicities (i.e. the distance significance between a pair of DVs
with Npv,. =2 and NpY,. = 3 is recorded in a separate histogram from the distance
significance between a pair of DVs each with NRV, = 3). If an event contains N
possible pairs of DVs, then S is calculated for each pair of DVs in the event and is
added to the distribution with weight 1/N. The same procedure is then repeated
using DVs from neighboring events. DV pairs from different events are referred to
as ‘mixed-event’ DV pairs, and the distance significance of mixed-event DV pairs is
called the ‘mixed-event distance significance’. The distance significance is calculated
for a DV with respect to DVs in the following n events containing a DV passing the
baseline selections, where the value of n is set to 10 to ensure adequate statistics in
the distribution. The distance significance is then added to the mixed-event distance
significance distribution.

For same-event DV pairs, merging cannot occur if S > 10 ¢ for the pair. The
mixed-event distance significance distribution is thus normalized such that the integral
in the S > 10 o region matches that of the same-event distance significance distribution.
The same-event and normalized mixed-event distribution of the distance significance
squared (S?) is shown in Figure 6.15 for pairs of DVs with two and three tracks. The
shape of the mixed-event distribution matches the same-event distribution well in
the S? > 100 region following the normalization. It is expected that some amount of
merging has occurred between same-event pairs of DVs in the region where merging is
allowed. The deficit shown of the same-event S? distribution relative to the mixed-
event distribution in the S? < 100 region, shown in Figure 6.15 (b), confirms this

expectation. The merging rate is given by

10 7rSame
0 H S

10 77Mixed’
Jo H3

RMerging =1- (68)
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where Hg™¢ and HY™d are the distance significance distributions for same- and
mixed-event DV pairs, respectively. Because the merging step in the VSI algorithm
occurs before the track cleanings described in Section 5.5.2, the track cleanings are

not applied to DVs when calculating the merging rate.
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Figure 6.15: The distance significance squared (S?) for pairs of DVs in the same
event (black) and mixed events (red). DVs are taken from events passing the MTR
selections. The mixed-event distribution is normalized such that the integral in the
S? > 100 region is the same for both the mixed-event and same-event distributions.
The complete distribution is shown in (a), and (b) shows the distribution in the
S? < 100 region.

Mass Template and Estimate

To produce a merged vertex mass template, pairs of baseline DVs from different events
with S < 10 o are artificially merged. The invariant mass of the artificially merged
DV is then added to a histogram based on the vertex track multiplicity. The resulting
mass template is then normalized such that the total number of merged vertices is
equal to the deficit of events in the same-event distance-significance distribution in
the range S < 10 o

10 10

NDefz'cit — Hgdixcd o Hgamc' (69)
0 0

Each artificially merged vertex in the mass template is assigned an equal weight to

achieve this normalization.



135

In the last step, track cleaning is applied to the artificially merged DVs in the
mass template and their invariant mass and track multiplicity are recalculated with
the passing tracks. The resulting DVs are then added to a new set of mass templates
based on their post-cleaning track multiplicity with the weight assigned to them in the
previous step. The final mass templates for 4- and 5- track merged vertices are shown
in Figure 6.16. The expected background in the SR due to merged vertices is obtained
by integrating all mass templates with NQV, > 5 in the mpy > 10 GeV region. An
uncertainty for the estimate is derived by propagating the statistical uncertainty on
the number of DV pairs in the same- and mixed- event distributions to the final
estimate. The background contribution from merged vertices in the SR is estimated
to be 0.18 4+ 0.03 events.

6.2.2 Accidental Crossings

A DV with mass or track multiplicity below the SR thresholds can be promoted into
the SR if it is accidentally crossed by an unrelated track that is then attached to the
vertex during the reconstruction. If the accidentally crossing (AX) track has high pr or
crosses the DV at a large angle, the invariant mass of the DV can increase significantly.
Background vertices caused by random crossings are part of the accidental crossings
background. The properties of accidentally crossed DVs differ depending on the radius
at which they are reconstructed, so this estimate is performed in four separate radial
regions, defined in Table 6.4. The sum of the estimated background in each radial

region gives the total estimated background.

Region Minimum R, [mm] | Maximum R,, [mm)]
Inside Beampipe 0 25
Inside IBL 25 38
Inside L2 38 120
Inside SCT 120 300

Table 6.4: Definition of radial regions used in the accidental crossings background
estimation.

The accidental crossings background is estimated in four steps:
1. Produce a track database from AX track candidates in data.

2. Calculate the rate of accidental crossings in data.
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3. Construct a mass template of accidentally crossed DVs using tracks from
the AX track database.

4. Integrate the mass templates with NZV, > 5 in the mpy > 10 GeV region

to obtain an estimate for the given radial region.

The above steps are performed for each of the radial regions listed in Table 6.4.

Track Database Production

The first step of the accidental crossings estimate is to build a track database from AX
track candidates in data. Tracks in data cannot be identified as accidental crossings
with certainty, but if a known SM LLP decay is accidentally crossed, it is possible to
identify candidate AX tracks. The K2 has a mass of 498 MeV and a mean lifetime
of 90 ps. The most common of its decays is to 77—, with a branching ratio of 70%.
These properties make K3 decays a plentiful source of easily identifiable 2-track DVs
in data.

Construction of the track database begins by iterating over all 3-track DVs in data
which pass the baseline DV selections and computing the invariant mass of each pair
of tracks in the DV. The masses of these so called “3-choose-2-track DVs” are binned
into a histogram, which will be used when calculating the rate of accidental crossings.
If any of the track pairs has a mass within 50 MeV of mgo, those tracks are flagged
as a K2 and the remaining track is considered to be an AX track. In the case that
more than one pair of tracks in a 3-track DV have a mass consistent with m K9 the
pair with the mass closest to m K9 1 chosen as the K2. The AX track is then stored
in the track database alongside the z and R,, values of the crossed K2. Properties
of the AX track, such as An and A¢ with respect to the vector pointing from the
primary vertex to the DV, are recorded as well to preserve the relevant kinematics of

the crossing.

Crossing Factor Calculation

The probability that a DV will be accidentally crossed by an unrelated track is
referred to as the crossing factor. The crossing factor varies with respect to the radial
displacement of the DV, so separate crossing factors are calculated for the Inside 1.2
region, the Inside SCT region, and the combined Inside Beampipe and Inside IBL

regions. A single crossing factor is calculated for the two innermost regions due to the
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low available statistics. The crossing factor for a given radial region can be determined
by measuring the fraction of K9 candidates' in data that have been reconstructed
with an AX track.

The number of K2 decays reconstructed without an AX track in data is determined
by creating a histogram of mpy for all 2-track DVs passing the baseline DV selections
in the MTR, as shown in Figure 6.17 (a) for 2-track DVs reconstructed with R,, <
120mm. In addition to the baseline DV selections, DVs must satisfy

cos (Aa (PVDV, ﬁKg>) > 0.999, (6.10)

where p, K9 1 the 3-momentum of the K3 candidate, m is the vector pointing from
the primary vertex to the DV, and Aa(---) is the 3D angle between two 3-vectors.
This selection reduces the number of background DVs reconstructed near the K9 mass
peak by requiring that the vector sum of the DV tracks be approximately collinear with
PW/. Following this selection, the K2 mass peak in the 2-track mpy distribution is
fit to a generalized form of the Crystal Ball function [82]. The background is fit in the
region outside the K2 mass peak with a fourth-order polynomial function. Subtracting
the fitted background from the fit of the K2 mass peak and integrating the result
from myo —40MeV to myo + 40 MeV provides an estimate of the number of 2-track
DVs from K2 decays in data.

The number of K2 decays reconstructed with an AX track is estimated by applying
a similar procedure to the 3-choose-2-track DV mass distribution, shown in Figure
6.17 (b) for 3-choose-2-track DVs reconstructed with R,, < 120mm. These DVs
must satisfy the same requirements as the 2-track DVs from the previous step. A
fourth-order polynomial is again used to fit the background, and the K2 mass peak is
fit with a Gaussian distribution. The number of accidentally crossed K2 candidates is
obtained by subtracting the background fit from the K§ peak fit and integrating from
mpo — 40 MeV to myo + 40 MeV.

The crossing factor for each radial region is then calculated as

NS
3—track
_ 6.11
Je NES L NEE (o0
2—track 3—track

'Due to the probabilistic nature of fundamental particles and their decays, the true origin of these
DVs cannot be known with 100% certainty. As such, DVs consistent with Kg decays are referred to
as Kg candidates.
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Figure 6.17: Mass distributions for (a) 2- and (b) 3-choose-2-track DVs for DVs with
Ry < 120 mm.
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0 0
where N;i % rack and N;i % ek are the number of K2 candidates in data with and without

an AX track, respectively. Table 6.5 shows the measured crossing factors for each of

the radial regions used in the estimate. The uncertainties on the fits used to calculate

K9 K¢ . .
S S
N2 track and N3 track '€ propagated to assess an uncertalnty on the Crossing factor.

Radial Region Crossing Factor (f¢)
Inside BP
Inside IBL
Inside L2 8.83 x 107°+£1.35 x 107°
Inside SCT | 2.04 x 1074 £2.92 x 107

2.00 x 107 £5.04 x 1075

Table 6.5: KJ crossing factors for each radial region. A single crossing factor is
calculated for the two inner regions due to the lack of statistics in those regions.

Mass Template Construction and Estimate

For a given track multiplicity n, an (n + 1)-track mass template for accidentally
crossed DVs is constructed by artificially attaching AX tracks from the track database
to n-track DVs in the MTR that pass the baseline DV selections. Separate mass
templates are built for each radial region of the estimate. For each n-track DV in the
MTR which passes the baseline DV selections, a random track from the same radial
region is selected from the track database to be artificially attached to the DV. The
chosen track is initially required to originate from the same z region as the target DV,
but this requirement is relaxed if no tracks in the database share both a radial and z
bin with the DV. The mass of the (n + 1)-track DV is then recalculated and added to
the (n + 1)-track mass template of the corresponding radial region. After attaching an
AX track to all baseline DVs in the MTR, the mass templates for each radial region
are scaled by the corresponding crossing factor. The contribution of accidentally
crossed DVs in the signal region is then estimated by integrating all (n + 1)-track
mass templates in the mpy > 10 GeV region for all n > 4. The uncertainties on the
crossing factors are combined with the statistical uncertainties of the unnormalized
mass templates to produce an uncertainty on the final estimate. The background
contribution from accidentally crossed vertices in the SR is estimated to be 0.76 +0.15

events.
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6.2.3 Hadronic Interactions

The hadronic interactions component of the alternative background estimate is used
to predict the number of DVs in the SR that come from SM processes that are
unaffected by reconstruction effects. The majority of such ‘true DVs’ originate from
strongly interacting SM particles interacting with the dense material of the ID. These
are referred to as hadronic interaction (HI) DVs. True DVs in the ID can also be
produced by the decays of SM LLPs, such as b-hadrons. Both processes tend to
produce low mass DVs composed of highly collimated tracks. Enforcing the material
map veto described in Section 5.5.1 and the PV-DV separation cut described in
Section 5.5 removes the overwhelming majority of vertices belonging to this category
of background.

Certain components of the detector, such as cables and gas lines, are not included
in the GEANT4 model of the detector geometry, so DVs in some of these less dense
regions may not be vetoed by the material map veto. Additionally, some HI DVs may
pass the material map veto due to their positions being poorly reconstructed. Truth
studies of simulated background samples performed by the DV + Jets analysis found
that these residual HI DVs are the dominant background component in the low mass
region of the mpy distribution [2]. For a given track multiplicity, the mass distribution
for HI DVs in simulation exhibits a sharp linear increase at low mass before peaking
near 2 GeV. The high mass region of the distribution then falls off exponentially from

the low mass peak. This distribution can be modeled with the function

1
NHI(mDv) = 1 oy B (612)
Clmpv—p) 7€ !

where the parameters C' and b parameterize the linear rise in the low mass region,
and B and [ are used to parameterize the exponential decay of the high mass tail.
Mass templates for each track multiplicity are created by fitting the mass distribution
of baseline DVs in data in the region with mpy < 10GeV. The contribution of
HI DVs to the SR background is obtained by integrating the fit function in the
mpy > 10GeV region for all mass templates with NXv, > 5. For each track
multiplicity, an uncertainty on the estimated number of DVs is calculated by varying
each of the fit parameters within one standard deviation and recalculating the estimate.
This procedure is repeated many times, and the standard deviation of the resulting

estimates is taken as an uncertainty on the nominal estimate. The background
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contribution from hadronic interaction vertices in the SR is estimated to be less than
10~ events, and is therefore negligible in comparison to the accidental crossing and

merged vertex components.

6.2.4 Combined Estimate

The total background is estimated by adding the individual background estimates for
the accidental crossings, merged vertices, and hadronic interactions components. The
uncertainties for each of the components are assumed to be uncorrelated, so they are
added in quadrature to produce the uncertainty for the final estimate. This procedure
produces a final estimated background in the SR of 0.94 & 0.15. Figures 6.18 (a) and
(b) show the estimated background from the combined method in the fine-binned and
coarse-binned regions, respectively. Table 6.6 shows a comparison of the background
estimated by the track density and combined methods in the validation regions and
the 1 DV SR. The observed number of DVs for each unblinded region is also shown.
Table 6.7 summarizes the predicted background in the 1 DV SR from each of the
background estimation methods. The track density, hybrid, and combined background

estimates all agree within statistical uncertainty.

Region Estimate Observed
Name NpV,. mpy | Track Density  Combined |
VRI1 4 [2,5] GeV 1228 £203 2000 =+ 360 1971
VR2 4 [5,10] GeV 7.0+ 1.8 8.8 £ 2.0 9
VR3 4 [10,15] GeV | 0.52 +0.39  0.64 £+ 0.09 0
VR4 4 [15,20] GeV 1.1+ 0.6 0.64 £+ 0.09 2
VR5 5 [5,10] GeV 22+09 4.6 +£ 1.3 3
VR6 6 [5,10] GeV 1.6 + 0.7 1.5+ 0.9 1
VR7 >7 [5,10] GeV 1.6 = 0.7 - 0
VRS 4 > 20 GeV 27+£1.0 1.6 = 0.2 1
VRLM >5  [5,10] GeV 53 £ 1.5 6.1 £ 1.6 4
VRLT 4 > 10 GeV 4.3+ 1.2 29+0.2 5
SR >5  >10 GeV 0.56 £ 0.40 0.94 £ 0.15 -

Table 6.6: Estimated number of background DVs from the track density estimate and
the combined background estimate in the validation regions and signal region for the
1 DV SR.
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Figure 6.18: The estimated background from merged vertices, accidental crossings,

and hadronic interactions in signal and validation regions with (a) fine binning and

(b) coarse binning. Both plots are binned in mpy and NpY,..
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Method Estimate
Inclusive - Track Density 0.561039
Inclusive - Hybrid 0.601543
Combined 0.94 +0.15
Merged Vertex 0.18 = 0.03
Accidental Crossings 0.76 £0.15
Hadronic Interactions | 1.8 x 107° £ 5.9 x 10°°

Table 6.7: Predicted background in the 1 DV SR from each of the background
estimation methods.

6.3 Systematic Uncertainties

Estimated signal yields derived from the simulated signal samples described in Section
5.3.2 are used to interpret the results of this search. The predicted signal yields are
subject to several sources of uncertainty that must be accounted for when comparing
them to the observed data in the signal region. These uncertainties are roughly divided

into two categories:

o Fxperimental uncertainties are derived to quantify performance differences
between the simulated samples and data. These also include uncertainties on

the integrated luminosity of the data set.

e Theoretical uncertainties quantify uncertainties on the modeling of the signal

process.

The uncertainties considered for the benchmark gluino model are discussed in the

following sections.

6.3.1 Tracking and Vertexing Uncertainties

Differences in the performance of LRT and secondary vertexing between simulation
and data are a key source of uncertainty on the estimated signal yields. The first step
in assessing an uncertainty due to these differences is to estimate the efficiency of LRT
in simulation relative to data. This is done by comparing the number of reconstructed
K? DVs in data to simulated Z — vv + jets samples. Candidate 2-track K2 DVs
are identified with the same approach and criteria used in the accidental crossings

background estimate. To properly normalize the number of candidate K2 DVs in the
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simulated sample, the candidate KJ yield in the simulated samples is scaled such that
the number of candidate K3 DVs with R,, < 30 mm matches the number observed
in data. The low radius region is chosen because K2 decays at low radii typically
have both tracks reconstructed by the standard tracking algorithm, whose efficiency in
data and simulation is well understood [83]. Figure 6.19 shows the K2 candidate DV
yield in 2016 data (black) and simulated Z — v¥ + jets samples with the previously
discussed normalization (red) as a function of DV R,,. The simulated samples have
additional pileup interactions from the 2016 data-taking period overlaid on them. The
bottom portion of the plot shows the ratio of the yield in data to simulation. Figures
6.20 and 6.21 show the same comparison for 2017 and 2018 data and simulation,

respectively. An uncertainty on the tracking efficiency in each radial bin is assigned as

0. = (1 — ex) & 0.017, (6.13)

where ek is the ratio of the KY yield in data to simulation for bin K. An additional
uncertainty of 1.7% is added in quadrature to account for the uncertainty on the
standard tracking efficiency [83]. The uncertainty on the tracking efficiency ranges
between 2% and 22% depending on the radial bin and the year during which the data
was collected.

The uncertainty on the tracking efficiency is propagated to the estimated signal
yield by performing a track-killing study. For a given signal sample, each DV in
the sample has tracks randomly removed at a rate corresponding to the tracking
uncertainty in the radial bin for the data-taking year the sample is modeling. The
invariant mass and track multiplicity of the DV are then recalculated. Once this
process has been applied to all DVs in the event, the signal yield is recalculated. To
account for the probabilistic nature of the track removal, this process is performed
multiple times, with the track-killed yield given by the average of all of the runs. The
difference between the track-killed and nominal yields is assigned as a symmetric
uncertainty on the signal yield. A maximum uncertainty of 10% is assessed for
the gluino signal samples. This uncertainty is larger for samples with smaller mass
splittings between the gluino and neutralino because the DVs in these samples tend
to have lower track multiplicity. In these cases, it is more likely that removing one

track from a DV will cause it to fail the signal region selections.
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Figure 6.19: Distribution of the number of K9 candidate DVs as a function of the
radial displacement of the DV. The yield in 2016 data is shown in black and the yield
in simulated Z — vv + jets samples is shown in red. The yield in the simulated
Z — vU + jets samples is normalized such that the yield in the first bin (R,, < 30 mm)
matches the yield in data. A plot showing the ratio of the yield in 2016 data to the
normalized yield in the Z — v + jets samples is shown at the bottom of the figure.

6.3.2 Jet and E{E‘iss Uncertainties

The efficiency of the signal region selections is affected by the modeling of EM* in
the simulated samples. In the case of the gluino samples, the largest components of
the B are associated with jets and the soft term. Differences between jets in data
and simulation are therefore important to consider due to their impact on the EMiss
reconstruction. Four sources of uncertainty are considered - the jet energy scale (JES),
the jet energy resolution (JER), the scale of the ER'S soft term, and the resolution
of the EM soft term. The effect of the uncertainties on the reconstructed ERss
is obtained by producing samples where nuisance parameters associated with each
uncertainty source are varied. These variations are handled by central tools developed
by the ATLAS jet/EMs combined performance group. The signal yields are then
recalculated for each variation and their difference with respect to the nominal yields
is taken as an uncertainty. The uncertainties from each variation are assumed to be
uncorrelated and are added in quadrature to obtain a final uncertainty on the signal

yield from the modeling of EM and jets in simulation. The maximum observed



147

100000 T T T T
—— Data

—-—MCZ - vV

80000

60000

candidate count

0
S

K

40000

[T

20000

I

Data/MC
Ronooony O

O000 Rk
OB,
o

50 100 150 200 250 300
DV ry, [mm]

Figure 6.20: Distribution of the number of Kg candidate DVs as a function of the
radial displacement of the DV. The yield in 2017 data is shown in black and the yield
in simulated Z — vv + jets samples is shown in red. The yield in the simulated
Z — vU + jets samples is normalized such that the yield in the first bin (R,, < 30 mm)
matches the yield in data. A plot showing the ratio of the yield in 2017 data to the
normalized yield in the Z — v + jets samples is shown at the bottom of the figure.

uncertainty from these effects is 16%, but the majority of samples in the gluino grid

are assigned an uncertainty of less than 5%.

6.3.3 E2ss Trigger Uncertainties

The efficiency of an ERS trigger with respect to the offline £ is defined as the
fraction of events with a given offline EXS that pass the EI trigger selections. To
measure the efficiency of an EM* trigger in data, a highly efficient reference trigger
is needed so that the measurement of both the numerator and denominator of the
efficiency is unbiased. As discussed in Section 4.3.5, muons are not included in the
calculation of EM at the trigger level. Muon triggers in ATLAS are extremely
efficient, and their behavior is well understood, making muon-triggered events an
excellent reference to understand the efficiency of EZ triggers. Events containing
muons are indistinguishable from events containing true EX to the ER trigger.
The offline E™*¥ in muon-triggered events can be made to appear as it would in

events with true EXS by treating muons as invisible when calculating the offline ERss.
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Figure 6.21: Distribution of the number of Kg candidate DVs as a function of the
radial displacement of the DV. The yield in 2018 data is shown in black and the yield
in simulated Z — vv + jets samples is shown in red. The yield in the simulated
Z — vU + jets samples is normalized such that the yield in the first bin (R,, < 30 mm)
matches the yield in data. A plot showing the ratio of the yield in 2018 data to the
normalized yield in the Z — v + jets samples is shown at the bottom of the figure.

For the purpose of this search, this version of the ER is referred to as METNoMu.
Muon-triggered events can therefore accurately represent events containing true FMss
both at the trigger level and offline, while remaining unbiased due to being collected by
highly efficient muon triggers. Figure 6.22 shows the efficiency of several ERs triggers
used in the 2018 with respect to METNoMu for Z — p*p~ events in data [68]. The
triggers reach an efficiency plateau at an offline EXS of approximately 200 GeV. The
region with EXss < 200 GeV where the trigger is not fully efficient is referred to as
the trigger turn-on region. Events in the MTR are required to have EXss > 150 GeV,
meaning that some fraction of events are collected with the trigger operating in its
turn-on region.

It is possible that the modeling of the EI® trigger turn-on regions in simulation is
inconsistent with the observed efficiency turn-on in data. To check this, the efficiency
of the trigger in the turn-on region is plotted as a function of METNoMu for events in
data and simulated Z — p ™ events. This is shown for the lowest unprescaled EMiss
trigger active in 2017 in Figure 6.23. Events in Figure 6.23 are required to pass a muon
trigger and have MET [ octadopo > 180 GeV as required by the DRAW_RPVLL filter. The
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Figure 6.22: B trigger efficiencies for several ER triggers used in 2018 data-taking
with respect to the offline E in Z — u™u~ events in data [68]. Muons are treated as
invisible when calculating the offline EXs for these events in order to more accurately
represent events containing sources of true ERss,

ratio of data to simulation is within 2% of unity for all bins with E2 > 150 GeV.
The quality of the agreement between data and simulation does not change when the
additional requirement that a baseline DV be reconstructed in the event is imposed.
The E trigger efficiency in muon-triggered events can also be plotted as a function
of the offline EX with muons treated as visible. Figure 6.24 shows the efficiency for
the lowest unprescaled EM trigger active in 2018 with respect to offline EXss for
events which pass a muon-trigger and have MET,ocHaaTopo > 180 GeV. The points in
red show the trigger efficiency for simulated gluino samples while the points in blue
show the efficiency in data. The ratio of the efficiency in data and simulated gluino
samples deviates from unity by less than 3%. The uncertainty associated with the
modeling of the E* trigger turn-on efficiency in the gluino signal samples is small
compared to the uncertainties on the gluino pair production cross section, so this

uncertainty is not applied in the limit setting process described in Chapter 7.
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Figure 6.23: Efficiency of the lowest unprescaled ERS trigger active in 2017 with
respect to METNoMu for 2017 data (blue) and simulated Z — p*u~ events (red).
The bottom plot shows the ratio of the efficiency in data to the efficiency in simulated
events. The agreement in the region used by the analysis (E¥* > 150 GeV) is within

2%.

6.3.4 Theoretical Uncertainties

The production cross sections for the gluino samples (described in Sections 2.5 and
5.3) and their uncertainties have been calculated at approximate next-to-next-to-
leading order with next-to-next-to-leading logarithmic accuracy in accordance with
the PDF4ALHC15 recommendations [84-91]. The uncertainty on the gluino production
cross section ranges from 8% for 400 GeV gluinos up to 48% for 3000 GeV gluinos.
Additional uncertainties on the modeling of the signal process arise from the choice
of PDF and the factorization and renormalization scales. During MC event generation,
uncertainties from the PDF and scale variations are stored as on-the-fly event weights.
The weights corresponding to the factorization and renormalization scale uncertainties
are obtained by varying the scale up and down by a factor of two. These weights
are then applied to the generated events and the signal yield is assessed. The largest
deviation from the nominal yield is assigned as a systematic uncertainty to cover
variations of these scales. A set of weights associated with variations of the chosen

PDF is also calculated for each event. The signal efficiency for each variation is
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Figure 6.24: Efficiency of the lowest unprescaled ERS trigger active in 2018 with
respect to offline E¥ for 2018 data (blue) and simulated gluino events (red). The
bottom plot shows the ratio of the efficiency in data to the efficiency in simulated
events. The maximum deviation between data and simulation in the region used by
the analysis (Em > 150 GeV) is less than 3%.

calculated, and the deviations from the nominal signal efficiency are used to assess an
uncertainty, following the PDF4LHC15 recommendations [91].

6.3.5 Additional Uncertainties

When simulated events are generated, additional pileup interactions are overlaid on
the event to more accurately represent the detector environment and conditions inside
ATLAS. However, the simulated pileup conditions are not identical to the true pileup
conditions for a given data-taking period. To correct for this, simulated signal events
are weighted such that the distribution of the number of pileup interactions in the
samples matches the pileup distribution of the corresponding data period in a process
called pileup reweighting. The yields from the pileup reweighted samples are taken as
the nominal yields, and the difference between the weighted and unweighted yields
is taken as a systematic uncertainty. The uncertainty from pileup reweighting for
the gluino signal samples is found to be negligible compared to the cross section and

tracking uncertainties.
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The integrated luminosity of the 2016-2018 data set is used to scale the predicted
signal yields. The uncertainty on the integrated luminosity for this period is 0.84%

[37]. This uncertainty is applied to the luminosity-normalized signal yields.
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Chapter 7

Displaced Vertices + Er}niSS: Results

and Interpretation

The results of this analysis are determined by comparing the observed number of events
in the signal region of the data set to the estimated number of background events in
the signal region. After unblinding the data set, a single event is observed in the 1
DV SR, compared to an estimated SM background of 0.561)39 from the track density
estimation method described in Section 6.1.2. This observation is also consistent with
the predicted background from the two alternative background estimation methods. A

comparison of the observed data and the estimated background is shown in Table 7.1.

Estimation Method Estimate | Observed
Inclusive - Track Density | 0.561)30
Inclusive - Hybrid 0.601543 1
Combined 0.94 £0.15

Table 7.1: Comparison of the estimated number of background events in the 1 DV SR
from the various methods described in Chapter 6 to the observed number of events in
the 1 DV SR in data.

The single event in data that passes the 1 DV SR selections was recorded in 2017.
Table 7.2 summarizes the event-level variables of the signal region event. Comparing
these values to the distributions in Section 5.4.3, it can be seen that each of these
variables falls into the typical ranges for events in the MTR. Tables 7.3 and 7.4 list the
properties of the six EMTopo jets and four track jets present in the event, respectively.
Each of the four track jets in the event is reconstructed within the AR < 0.4 cone of
an EMTopo jet.
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Variable Value
Event number 1534801244
Run number 338897
N sets 4
N EI;]\\,F%I(‘E)I)O Jets 6
M b-tag 2
Leading jet pr 232 GeV
Emiss 211 GeV
Emiss 1.54
N 487
# of pileup interactions 46

Table 7.2: Event-level variables of the 1 DV SR event.

Jet index | pr [GeV] | 1 | ¢ |Db-tag

1 232 2.31 | -0.95 | False
166 -1.36 | 1.73 | True
153 0.69 | -2.38 | True
75.1 0.75 | -1.88 | False
29.9 -2.94 | 1.03 | False
20.8 -2.29 | -0.52 | False

S U= W N

Table 7.3: Properties of the EMTopo jets in the 1 DV SR event. The jet n and ¢ are
defined with respect to the primary vertex.

The properties of the DV passing the 1 DV SR selections are shown in Table 7.5,
and Table 7.6 lists the properties of the DV’s constituent tracks. The tracks at index
one, three, four and five of Table 7.6 are highly collimated in 1 and ¢, but the track at
index two has significantly different  and ¢ than the other four tracks. Given the large
n and ¢ differences between track two and the other tracks, it is likely that track two
is an accidentally crossing track. The n and ¢ of the DV with respect to the primary
vertex place it a distance ARpy jer = 0.13 from the EMTopo jet at index three in
Table 7.3. The fact that the DV is reconstructed at a low radius and within the jet
cone of a b-tagged EMTopo jet makes this vertex consistent with the decay of a SM
b-hadron. The mpy distribution for DVs from b-hadron decays is strongly peaked at
mpy < 5 GeV, making it extremely unlikely for a DV from a pure b-hadron decay to

pass the invariant mass cut of the 1 DV SR. However, the inclusion of an accidentally
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Jet index ‘ pr [GeV] ‘ n ‘ 0] ‘ Corresponding EMTopo jet index

1 117 2.30 | -0.96 1
2 61.8 0.68 | -2.38 3
3 32.5 0.60 |-1.93 4
4 14.2 -1.31 | 1.74 2

Table 7.4: Properties of the track jets in the 1 DV SR event. The jet n and ¢ are
defined with respect to the primary vertex.

crossing track at a high angle could sufficiently increase mpy to push the DV into
the signal region. Indeed, if the invariant mass of the vertex is recalculated without
including track two, the vertex has an invariant mass of 2.09 GeV, which is far below
the requirement for the 1 DV SR. As shown in Table 6.7, the majority of the predicted
background in the 1 DV SR comes from accidentally crossed DVs. The observed event
appears to be consistent with this prediction. However, due to the probabilistic nature

of fundamental particles and their decays, this is purely speculation which cannot be

confirmed.
Variable ‘ Value
mpv ‘ 15.1 GeV
NTDI\H/.CI(S 5
Né?‘}/ Tracks 3
NIPIyT Tracks O
R,y 5.88 mm
n 2.84
10} -2.42
n relative to PV 0.75
¢ relative to PV -2.50

Table 7.5: Properties of the DV in the 1 DV SR event.

7.1 Statistical Analysis

In the absence of a significant excess of events in the signal region, upper limits on
the gluino pair production cross section are set by performing a statistical analysis
of the observed data and the predicted signal yields. These upper limits are used

to exclude regions of the model phase space as a function of the model parameters,
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Track index ‘ pr [GeV] ‘ n ‘ o) ‘ Selected / Attached

1 5.80 0.71 | -2.54 Selected
2 2.09 2.34 | -0.86 Selected
3 4.67 0.68 | -2.55 Selected
4 4.85 0.67 | -2.38 Attached
5 4.53 0.84 | -2.40 Attached

Table 7.6: DV track properties for the DV found in the 1 DV SR.

namely the mass of the gluino (mg), the mass of the lightest neutralino (my), and
the mean proper lifetime of the gluino (7).

The results of this analysis are performed with a hypothesis test. When searching
for a hypothetical process, the results of the search must be compared to the expected
results of the null hypothesis. In the case of this analysis, the null hypothesis is given
by the set of known Standard Model processes, and the expected results of the null
hypothesis are referred to as the background. The null hypothesis is often referred
to as the background-only hypothesis. The presence of some additional BSM physics
in addition to the SM is referred to as the signal hypothesis. A hypothesis can be
either accepted or rejected based on a quantified level of disagreement between the
hypothesis and the observed data. The variable used to quantify the disagreement
between the prediction and the observed data is referred to as the test statistic.

The test statistic used by this analysis is derived from the likelihood function

L(Datalu,8) = [] s+ 0™ | (s (7.1)

where p is the signal strength, 0 is the set of nuisance parameters corresponding to
the uncertainties on the predicted background and signal yields, Ny, is the number
of bins used in the fit, and s; and b; are the expected number of signal and background
events in bin i, respectively [92]. A signal strength of © = 0 corresponds to the
background-only hypothesis and a signal strength of u = 1 corresponds to the signal
hypothesis. More intuitively, p is a scale factor on the predicted cross section of the
signal process. In the case of the 1 DV SR, only a single bin, the yield in the 1 DV
SR, is used when calculating the likelihood. The profile likelihood ratio is defined as

Ap) = , (7.2)
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where é is the value of @ that maximizes L for the specified value of y, and 8 and /i
are the maximum likelihood estimators of @ and p [92]. The numerator of Equation
7.2, known as the profile likelihood, is only a function of the signal strength p. This
makes the profile likelihood ratio also only a function of the signal strength. The
denominator of the profile likelihood ratio is the maximized likelihood function, which
ensures that A\(u) <1 [92].

The test statistic used to interpret the results of this analysis is defined as

o Lwbw)

L(0,6(0))
7, =< _ o1, L) A . 7.3
4 21n ) 0<p<up (7.3)
0 > p

The value of g, quantifies the level of agreement between the hypothesis and the
observed data. Equation 7.3 is valid in the scenario where the presence of a signal can
only increase the expected number of events in a bin. Smaller values of g, correspond to
a greater degree of compatibility between the hypothesized value of ;1 and the observed
data, while greater values of ¢, correspond to a higher degree of incompatibility with
the hypothesized value of u. When setting upper limits on the signal strength, an
observation of fi > p in the data should not be interpreted as being incompatible
with the hypothesized value of p, so the value of g, is set to zero in this scenario. In
other words, only lower values of y should be considered as alternative hypotheses
when setting an upper limit on . A p-value for the signal-plus-background hypothesis
(1 = 1) is calculated from the test statistic through the formula

o0

Ps+b = f((ﬂs + b)dqv (74)

QObS
where f(q|s +b) is the probability density function for g, under the assumption of the
signal-plus-background hypothesis, and g, s is the value of the test statistic observed

in data. The p-value for the background-only hypothesis is given by

qobs

Py = f(qlb)dq. (7.5)

The probability density function of the test statistic for different values of u is
obtained using either pseudo-experiments or asymptotic formulae [92]. In the case
of small expected signal and background yields, the asymptotic approximations for

the distribution of g, break down. The expected number of background events in
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the 1 DV SR is small, as is the predicted signal yield for many of the samples in
the benchmark gluino model. Considering this, several values of y are chosen for
each sample, and one hundred thousand pseudo-experiments are run for each value of
p. In each pseudo-experiment, each of the nuisance parameters is varied within its
uncertainty, and the test statistic is recalculated. The probability density function
f(Gu|p) is determined from these pseudo-experiments, and the p-value for the observed
data for the given value of p is calculated. The lower limits on the gluino mass
calculated with the pseudo-experiment method differ by 10 GeV or less from the
limits calculated using asymptotic approximations. Because the difference between
the methods is small, the limit plots shown in Section 7.2, which were produced
using the asymptotic approximation method, were not updated using the results from
pseudo-experiments.

Upper limits on the benchmark model are set using the CLg method. The CLg

value is defined as

Ps+b
CL, = —=t> 7.6
1 —py (7.6)

where pg,}, is the p-value for the signal-plus-background hypothesis, and py, is the
p-value for the background-only hypothesis [93]. A signal hypothesis at a given signal
strength g is excluded at 95% confidence level if the CLg value is less than 0.05. When
setting limits using only ps.1, it is possible to exclude regions of parameter space that
the analysis is not sensitive to. This can occur in scenarios where the probability
density functions for the test statistic of the background-only hypothesis and the
signal hypothesis are not well separated, such as when the expected number of signal
events is much less than the expected number of background events and the observed
number of events in data has a downward fluctuation. In such a scenario, pgyp, will be
small and py, will be large. Using psyp, alone could result in the exclusion of the signal
model. However, dividing psy, by 1 — pp, will increase the CLg value and cause the
signal to not be excluded. The CLg method leads to more conservative limits than
using ps.1,, but it avoids the issue of excluding signals that the analysis is not sensitive

to.
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7.2 Interpretation

Upper limits on the gluino pair production cross section are calculated with the pyhf
framework [94, 95]. A single-bin fit of the yield in the 1 DV SR is used to extract the
CLg values for each sample. Expected limits are obtained using the Asimov data set,
where the observed data set is assumed to exactly match the data set predicted by the
background-only hypothesis [92]. Figure 7.1 shows the 95% confidence level upper limit
on the gluino pair production cross section for the benchmark split-supersymmetry
model as a function of the gluino mass for a fixed mass splitting of 100 GeV between
the gluino and lightest neutralino. The upper limits on the cross section are shown
for gluino mean proper lifetimes of 0.01 ns, 0.1 ns, 1 ns, and 10ns. The predicted cross
section as a function of gluino mass is shown by the solid black line. For each lifetime,
the solid line shows the observed limit while the dashed line shows the expected limit.
The colored band around the expected limit shows the =10 variations of the expected
limit. The strictest limit on the cross section for a given gluino mass is for gluinos with
a mean proper lifetime of 0.1ns. This is expected, as samples with longer lifetimes
are more likely to have the gluino decay outside the fiducial volume, and samples
with shorter lifetimes are likely to be rejected by the PV-DV separation cut. For a
given lifetime, the observed lower limit on the gluino mass assuming the cross section
predicted by the theory and a fixed mass splitting of 100 GeV is given by the gluino
mass where the observed limit and the cross section intersect.

Figure 7.2 shows the expected and observed 95% confidence level exclusion limits
on the gluino mass as a function of the mean proper lifetime of the gluino for a fixed
neutralino mass of 100 GeV. Figures 7.3 and 7.4 show the same limits for scenarios
with fixed mass splittings of 100 GeV and 30 GeV, respectively. The dashed black
line and the yellow band show the expected limit and its 10 variations. The solid
red contour shows the observed limit, while the observed limits when the gluino pair
production cross section is varied up and down by its theoretical uncertainty are
shown by the dashed red line. Gluino masses and lifetimes that lie under the curve
are excluded at 95% confidence level. The most stringent limits are set for lifetimes
of approximately 0.1ns. As the mass splitting between the gluino and neutralino
gets smaller, the limits on the gluino mass for a given lifetime decrease. Scenarios
with smaller mass splittings have less intrinsic £ than scenarios with larger mass
splittings, so the efficiencies of these scenarios relative to those with larger mass

splittings are negatively impacted by the offline £ requirement. This can be seen
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Figure 7.1: Upper limits on the gluino pair production cross section for the split-
supersymmetry benchmark model as a function of gluino mass, assuming a fixed mass
splitting between the gluino and lightest neutralino of 100 GeV. Limits are set for
gluino lifetimes of 0.01ns (blue), 0.1ns (orange), 1 ns (red), and 10ns (brown). The
solid black line shows the cross section predicted by the theory. The solid colored
lines show the observed upper limit for gluino lifetime, and the dashed colored lines
and colored bands show the expected upper limit and its +10 variations.

when comparing the signal efficiencies for samples with different mass splittings shown
in Figures 5.17 (b) and Figures 5.18 (b).

Because the same benchmark model was used by the partial Run 2 DV + Emiss
analysis [69], the exclusion limits in Figures 7.2 and 7.3 can be directly compared to the
limits obtained by the previous analysis, shown in Figure 5.1. In the case of scenarios
where the neutralino mass is fixed to 100 GeV, the exclusion limit has increased by
70 GeV or more for gluino lifetimes of 1ns or less. The greatest increase in the limit
occurs for gluinos with a mean proper lifetime of 0.1 ns, where the new observed limit
is approximately 2550 GeV. This corresponds to an approximate increase of 190 GeV
over the previous limit. More significant gains relative to the previous limits are
achieved in scenarios with smaller mass splittings. Across all tested lifetimes, the

new observed exclusion limit for scenarios with mass splittings of 100 GeV is at least
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Figure 7.2: Exclusion limits at 95% confidence level on the mass of the gluino in the
split-supersymmetry benchmark model as a function of lifetime for a fixed neutralino
mass of 100 GeV. The dashed black line shows the expected limit, and the yellow
band shows the area between the 10 variations on the expected limit. The solid red
contour shows the observed limit, and the dashed red lines show the observed limits
when the gluino pair production cross section is varied up and down by its theoretical
uncertainty. The area under the curve is excluded.

200 GeV higher than the limit established by the previous analysis. In particular, the
maximum limit of approximately 2140 GeV for gluino lifetimes of 0.1 ns exceeds the
limit of the previous analysis by more than 300 GeV. Regions of parameter space with
Amg 0 < 100 GeV see the most significant increase in their exclusion limits relative to
the results of the previous analysis. For a gluino lifetime of 0.1 ns, a mass splitting of
30 GeV is excluded at 95% confidence level for m; < 1630 GeV, shown in Figure 7.4.

Exclusion limits at 95% confidence level on the lightest neutralino mass as a
function of gluino mass for a fixed gluino lifetime of 0.1 ns are shown in Figure 7.5.
The region above the dashed gray line is kinematically forbidden, as the mass of

the neutralino exceeds the mass of the gluino in that region. Lines parallel to the
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Figure 7.3: Exclusion limits at 95% confidence level on the mass of the gluino in
the split-supersymmetry benchmark model as a function of lifetime for a fixed mass
splitting between the gluino and neutralino of 100 GeV. The dashed black line shows
the expected limit, and the yellow band shows the area between the +10 variations on
the expected limit. The solid red contour shows the observed limit, and the dashed red
lines show the observed limits when the gluino pair production cross section is varied
up and down by its theoretical uncertainty. The area under the curve is excluded.

kinematically forbidden line represent constant mass splittings between the gluino
and neutralino. For gluino masses less than 1600 GeV, mass splittings of 30 GeV or
greater are excluded at 95% confidence level. The observed limit begins to noticeably
diverge further from the kinematically forbidden line above 1800 GeV, with a maximum
neutralino mass limit of approximately 2150 GeV observed at m; = 2350 GeV. For
higher values of mg, the gain in signal efficiency from the increased mass splitting is
rapidly offset by the decreasing production cross section, leading to the steep drop in

the limits on mg seen on the right side of Figure 7.5.
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Figure 7.4: Exclusion limits at 95% confidence level on the mass of the gluino in
the split-supersymmetry benchmark model as a function of lifetime for a fixed mass
splitting between the gluino and neutralino of 30 GeV. The dashed black line shows
the expected limit, and the yellow band shows the area between the +10 variations on
the expected limit. The solid red contour shows the observed limit, and the dashed red
lines show the observed limits when the gluino pair production cross section is varied
up and down by its theoretical uncertainty. The area under the curve is excluded.
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Figure 7.5: Exclusion limits at 95% confidence level on the mass of the neutralino in
the split-supersymmetry benchmark model as a function of gluino mass for a fixed
lifetime of 0.1ns. The dashed black line shows the expected limit, and the yellow
band shows the area between the +1¢ variations on the expected limit. The solid red
contour shows the observed limit, and the dashed red lines show the observed limits

when the gluino pair production cross section is varied up and down by its theoretical
uncertainty. The area under the curve is excluded.
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Chapter 8
Conclusions

All right then, keep your secrets.
—Frodo Baggins

Since the discovery of the Higgs boson during Run 1 of the LHC, evidence for new
physics has proved exceptionally elusive. Numerous well-motivated theories of physics
beyond the Standard Model have been heavily constrained by precision measurements
and searches. To minimize the possibility that new physics is hiding in the existing
data set, the ATLAS Collaboration at the LHC has placed an increasing emphasis on
unconventional and challenging signatures of new physics that have remained largely
unexplored. There is no reason that new particles produced in collisions at the LHC
must decay promptly, and there are many well-motivated models of BSM physics
that predict the existence of massive, long-lived particles that could decay inside
the ATLAS Inner Detector. This dissertation focuses on a search conducted by the
ATLAS Collaboration for such particles in the 2016-2018 Run 2 data set.

Though the Standard Model of particle physics has proven extremely resilient
to a diverse program of precision measurements, it is clear that there are questions
that the SM is unable to answer. Chapter 2 outlines the SM, its successes, and its
shortcomings before presenting a pair of possible supersymmetric extensions to the
SM that could explain the nature of dark matter in the universe. Particular attention
is given to a model of split-supersymmetry with long-lived gluinos that can decay to
SM quarks and a stable neutralino, which serves as the dark matter candidate of the
model. The quarks from the displaced gluino decay in the ID could create a displaced
vertex with high invariant mass and high track multiplicity alongside significant FExss

from the stable neutralino LSP. Chapter 3 provides an overview of the Large Hadron
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Collider and the ATLAS detector used to collect the data analyzed in this work. The
reconstruction algorithms developed by the collaboration to aid in the analysis of the
data are presented in Chapter 4, with particular emphasis given to the tracking and
vertexing algorithms that are key to searches involving displaced vertices.

Chapter 5 provides an overview of the DV + ER analysis, which uses the 2016-
2018 Run 2 data set of 137fb~! collected at /s = 13 TeV to search for new, long-lived
particles decaying in the ATLAS ID, leaving a signature of a displaced vertex and
Emiss This search builds on the foundation laid by previous searches carried out by
the ATLAS supersymmetry group in Run 2 [2, 69, 70]. The search consists of three
signal regions - one which uses the VSI secondary vertexing algorithm, and two which
use the novel Fuzzy Vertexing algorithm. This dissertation focuses on the former. An
extensive set of optimizations to the event selections and DV selections is performed
in order to suppress the background from algorithmic and instrumental sources and
maximize the signal efficiency for the benchmark split-supersymmetry model.

The data-driven methods for estimating the expected background in the signal
region are detailed in Chapter 6. The primary background estimation method exploits
correlations between the presence of background DVs and the track density of the
event to estimate the expected number of background events in the signal region. The
track density method predicts an expected background in the signal region of 0.56 +
0.40 events. This method is successfully validated in low mpy and low NpY,  sideband
regions. Additionally, the track density estimate is cross-checked by an alternative
background estimate that predicts the contribution of individual background sources
to the signal region separately in order to estimate the total background. The track
density method and the combined method exhibit excellent agreement in the validation
and signal regions. The remainder of Chapter 6 discusses the systematic uncertainties
present in the analysis and the methods used to quantify them.

A single event is observed in the signal region, which is consistent with the predicted
background. The results of the DV + ER analysis are interpreted in the context of
the benchmark split-supersymmetry model with long-lived gluinos in Chapter 7. Upper
limits on the gluino pair production cross section are set as a function of the gluino
mass and lifetime for scenarios with varying neutralino masses. The most stringent
limits on the gluino mass are set for gluino lifetimes of 0.1 ns. In this case, gluinos are
excluded up to 2550 GeV if mgo = 100 GeV, up to 2140 GeV if Amy g0 = 100 GeV, and
up to 1630 GeV if Amgﬁ = 30 GeV. These limits offer significant improvements over

the partial Run 2 version of the DV + ETi5 analysis, particularly in scenarios with
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mass splittings of 100 GeV or less between the gluino and neutralino. The observed
limits also compare favorably to the limits published by a recent result from the CMS
Collaboration [96]. The CMS result uses the same split-supersymmetry model as
a benchmark, and sets exclusion limits on the gluino mass as a function of lifetime
assuming Amg g0 = 100 GeV. The CMS limit exceeds the limit on mg produced by
this analysis for gluinos with lifetimes of 0.01 ns by approximately 100 GeV, but for
lifetimes greater than 0.1 ns, the limit from this result exceeds the CMS limit by more
than 200 GeV. For lifetimes of 1ns or greater, the limit on mj from this work exceeds
the CMS limit by 300 GeV or more.

Though this work has made significant improvements relative to previous ATLAS
searches for displaced vertices, there is always room for improvement in future iterations
of searches for displaced vertices. Great care was taken to minimize the background
expected in the signal region, but such optimizations come at the cost of a reduction
in signal efficiency. For example, many of the track cleanings used to suppress the
expected background have negative effects on the signal efficiency for certain regions of
parameter space. The requirement that attached tracks have 3D angle o < 7/2 relative
to the vector pointing from the primary vertex to the DV causes a significant drop in
efficiency for more massive LLPs. This occurs because more massive LLPs tend to have
less significant relativistic boost, which results in a more isotropic angular distribution
of their decay products. The angular track selections are found to be necessary to
suppress background from accidental crossings, but alternative selections that more
effectively discriminate signal DVs from background DVs are greatly desirable. The
sensitivity of the analysis to compressed scenarios could also benefit from a further
reduction in the offline B requirement. This would require more detailed studies
of the B trigger efficiency in data and simulation to understand differences in the
modeling of the efficiency turn-on curve.

Several improvements to the detector hardware, trigger system, and reconstruction
algorithms that are being implemented for future runs of the LHC will greatly increase
the sensitivity of future displaced vertex searches. Optimizations to the large-radius
tracking algorithm have reduced the computational demands of the algorithm while
reducing the number of fake tracks that are reconstructed. Large-radius tracking and
secondary vertexing have now been implemented as part of the standard reconstruction
workflow. This removes the restrictions of the DRAW_RPVLL filter and opens up the
full data set to LLP analyses. New triggers that target displaced signatures using

Inner Detector hits not associated to prompt tracks have also been developed for Run
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3. The addition of dedicated LLP triggers and the removal of the constraints of the
DRAW RPVLL filter will allow for greater flexibility in the optimization of event-level
selections to explore regions of phase space that previously lay out of reach.

Following Run 3, the LHC will undergo significant upgrades to provide a ten-fold
increase in the integrated luminosity delivered to the experiments. The average number
of pileup interactions per bunch crossing will increase from the Runs 1-3 average
of 55 to approximately 200 [97]. To cope with the increased track density of such
an environment, numerous upgrades to ATLAS are in development. In regards to
displaced vertex searches, the most important of these upgrades is the Inner Tracker
(ITk) upgrade project, which will replace the entirety of the ATLAS ID [98, 99]. The
[Tk will be composed entirely of silicon detectors and will expand the tracking coverage
from |n| < 2.5 up to |n| < 4.0. The tracking improvements offered by the ITk and the
increase in integrated luminosity delivered by the LHC will substantially increase the
sensitivity of future displaced vertex searches by the ATLAS Collaboration.

Though the DV + EIiS analysis detailed in this dissertation did not produce
evidence of physics beyond the Standard Model, substantial improvements to existing
limits on the pair production cross section of gluinos in a split-supersymmetry model
have been made. Numerous models of BSM physics predict LLPs that would produce
DV signatures in the ID. The three signal regions used in this search have been
designed to be model-independent and provide sensitivity to a wide range of phase
space in a variety of different models. Though the pair production of long-lived gluinos
in a split-supersymmetry model is used as a benchmark process, the results of this
search can be interpreted in the context of other models, such as the Wino-Bino
coannihilation model described in Section 2.5 and a supersymmetric extension of the
DFSZ axion model [100, 101]. The constraints derived from the results of this work
can be used to guide future searches for new physics.

Though the elusiveness of new physics at the LHC in recent years is indeed
frustrating, there is no reason to give up hope. The improvements being developed
for the LHC and its experiments will open up exciting new frontiers for physicists to
explore, and non-collider based experiments are continually pushing the boundaries
of sensitivity to models that lie beyond the reach of current collider experiments.
Though nature has refused to divulge its secrets for the time being, progress is made
only through the diligent work of passionate people. The universe is a wonderful,
mysterious place, and the next groundbreaking discovery could be just around the

corner.
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