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Abstract

In this thesis, we study a class of non-topological solitons known as “Q-balls” which arise
in complex scalar field theories with U(1) symmetry. We focus on the case where the U(1)
symmetry is gauged and the theory admits a coupling to electromagnetism; the correspond-
ing solitons are known as “gauged Q-balls”. Using numerical simulations, we examine the
dynamical behaviour of these objects in various scenarios. First, we investigate the clas-
sical stability of gauged Q-balls under assumptions of axial symmetry. Considering two
different forms for the scalar field potential, we find evidence for gauged Q-ball configu-
rations which remain stable with respect to axisymmetric perturbations of the fields. We
also find evidence for unstable configurations which are quickly destroyed in response to
the perturbations (for example, through dispersal of the fields or via fragmentation into
smaller structures). Next, we investigate head-on collisions of gauged Q-balls at relativis-
tic velocities. We test the effects of the electromagnetic coupling strength, initial velocity,
relative phase, and relative charge of the colliding binary on the outcome of the collision.
Depending on the values of these parameters, we observe a variety of distinct phenomena
such as gauged Q-ball mergers, fragmentation, charge transfer, charge annihilation, Q-ring
formation, and electromagnetic radiation production. Finally, we investigate the dynamics
of gauged Q-balls using fully three-dimensional numerical simulations. Extending the pre-
vious analyses, we find evidence for configurations which remain classically stable against
generic perturbations in three spatial dimensions. We also consider off-axis collisions of
gauged Q-balls and find that the impact parameter can play a significant role in determin-
ing the outcome of the collision. Together, these results address several key questions about
the dynamics of non-topological solitons in general and the stability of gauged Q-balls in

particular.
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Lay Summary

Many physical processes can be described in terms of waves. Typically, we imagine waves
as being dispersive: they spread out and lose their identity as time marches on. How-
ever, under the proper circumstances, we can also find examples of waves which remain
forever localized and coherent. These special waves are known as solitons. In this thesis,
we use computer simulations to study how electromagnetic fields can influence soliton be-
haviour in one particular model. Our simulations show that electromagnetic effects can
play a significant role—in some cases, they cause the solitons to quickly fall apart, while
in other cases, they lead to the formation of entirely new structures. We also find that
high-energy collisions of these solitons can be extremely violent processes which exhibit a
range of extraordinary phenomena. Ultimately, we expect these results to be important for

understanding the many physical scenarios in which solitons naturally arise.
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Chapter 1

Introduction

Advancements in computing technology have consistently driven scientific progress and
discovery. In the past fifty years, processing power has grown exponentially; so, too, has
the scale of problems which can be solved with computer software. Today, one could say
that scientific computing has reached a state of maturity. It is now a standard practice
to use hundreds or thousands of computer cores to address research questions in many
disciplines. This is especially prevalent in technical fields (such as theoretical physics)
where a significant level of mathematical sophistication is required to make progress on
modern problems. With increasing frequency, numerical algorithms are being called upon
to handle these complexities and to provide insights into physical theory. At the same time,
numerical approaches are also revealing new dynamical solutions which may be difficult—or
outright impossible—to treat exactly. There are many different classes of these solutions
in field theory. In this thesis, we will use computational methods to study one notable
example: the coherent, particle-like objects known as solitons.

In casual terms, a soliton can be described as a stable, localized “lump of energy” [4]
which propagates at a constant speed and with a constant shape. They arise in many
areas of Nature ranging from biology to fluid mechanics to particle physics (see [5] for a
review) where the dynamics are governed by non-linear wave equations. More precisely, a
soliton can be defined as any classical solution of a non-linear field theory whose energy
density remains localized in space and which can travel undistorted at a constant velocity®.
With this definition, a soliton resembles a rudimentary model of a particle which can be
constructed from smooth classical fields and which has a finite total energy. This has made

them particularly attractive in theoretical physics as a simple model for matter.

'In some fields, the definition of a soliton also requires that they are not deformed during scattering
processes involving other solitons [6]. Solutions which do not obey this condition are sometimes called
solitary waves. Here we will adopt the practice which is common in high-energy physics of using “soliton”
interchangeably with “solitary wave” [7].



When discussing solitons, it is useful to highlight how they differ from ordinary wavepack-
ets. It is well-known that basic wave equations (for example, the Klein-Gordon equation)
permit wavepacket solutions which outwardly resemble solitons. These solutions can be
described in terms of their Fourier modes as the sum of many waveforms with distinct fre-
quencies. Over short timescales or small distances, these wavepackets can even propagate
as particle-like “lumps” whose energy density remains localized. However, this behaviour
cannot be maintained indefinitely because the dynamics of each Fourier mode will be gov-
erned by a dispersion relation which is generally non-trivial. For all but the simplest wave
equations, this relation will dictate that each mode corresponds to a different phase ve-
locity, resulting in the eventual dispersal of the wavepacket. In order to counteract this
natural tendency, it is typically required that the equations of the theory include explicit
non-linearities or some topological constraint. These properties can provide the necessary
restoring force to balance the dispersion and give rise to solitons.

The study of solitons began in 1834 with John Scott Russell’s observations of shallow-
water waves moving in a narrow channel [8]. These initial observations were given a full
analytic treatment by Korteweg and de Vries in 1895 [9]. However, little further work
was done on the subject until the revival of the field by Fermi, Pasta, Ulam, and Tsingou
in 1955 [10]. Leveraging the computational advances of the time, they were among the
first to apply numerical analysis to the study of soliton behaviour (in this case, to the
study of waves propagating along one-dimensional lattices of coupled oscillators). In 1965,
Zabusky and Kruskal coined the term “soliton” to describe the non-dispersive phenomena
they observed during numerical experiments involving the Korteweg—de Vries equation [11].
Around the same time, Skyrme proposed a soliton model for the nucleon [12, 13] (the so
called “skyrmion”) while Toda described soliton behaviour in the context of solid-state
physics [14, 15]. In the latter half of the twentieth-century, a serious research effort began
to emerge in response to these early discoveries.

Generally speaking, solitons can be classified into two main categories: topological or
non-topological. Topological solitons are characterized as field configurations which cannot
be continuously deformed into one another due to constraints on the space of non-singular
finite-energy solutions which can exist in the model (i.e., due to topological constraints).
The classic example of topological solitons are the “kink” and “anti-kink” solutions which
can arise in theories of a real scalar field in one spatial dimension with quartic non-linearities
[6]. In this case, the potential of the theory supports degenerate minima which the field
must approach at the spatial boundaries in order to ensure a finite total energy. If the field
tends toward distinct minima at each of these boundaries, the solution becomes non-trivial
and resembles a sigmoid-shaped “kink” which smoothly interpolates between the minima.

Likewise, there exists a dual solution which interpolates between the minima in the opposite



direction (the “anti-kink”). No matter how the field evolves according to the equations of
motion, these solutions cannot be continuously transformed into one another (or into the
trivial solution) without violating the requirement of finite total energy. This provides a
mechanism to stabilize the solitons. Besides the kink and anti-kink, there are many other
types of topological solitons in field theory. Some notable examples include monopoles,
vortices, domain walls, and skyrmions [16].

In some cases, one can find solitons which are not contingent upon the topology of the
underlying model. These solitons (which are said to be “non-topological”) instead arise due
to a competition between attractive non-linear effects and the intrinsic dispersion of the
equations of motion. Additionally, these solitons are often characterized by the presence of
conserved quantities which are associated with the symmetries of the theory. The shallow-
water waves first observed by Russell were of this type [17]. However, the existence of a
general class of non-topological solitons in D spatial dimensions is severely restricted by
Derrick’s theorem [18] which states that static real scalar field configurations with a non-
trivial potential cannot be stable for D > 1. In order to obtain non-topological solitons
in higher spacetime dimensions, one is typically required to introduce additional fields or
consider solutions with some internal time dependence. Among the many possibilities in
this regard, perhaps the simplest examples are the bound configurations of a complex scalar
field known as Q)-balls.

1.1 Overview of Q-balls

Q-balls are non-topological solitons arising in complex scalar field theories with U(1) sym-
metry and a non-linear attractive potential. The Lagrangian density of a typical theory can

be written as

L=—0,0"0"¢ = V(|¢]), (1.1)

where ¢ is the complex scalar field and V(|¢|) is the scalar potential. The equation of
motion for the scalar field can be found by varying (1.1) with respect to ¢ or ¢* to yield

0
0™

0,06 — -V (|g]) = 0. (1.2)

It is straightforward to see that (1.1) and (1.2) remain invariant under transformations
which affect the global phase, ¢ — e *“¢. By Noether’s theorem, this continuous symmetry

corresponds to a conserved current,

j" = —i(¢"0"¢ — 98" ¢"), (1.3)



from which we can define a conserved Noether charge, () = f d3z j°. Likewise, there exists
a conserved energy, £ = [ d3x Tpo, which can be derived from the energy-momentum tensor
of the theory,

Ty = 0490y 0" + 0y90u¢" — 9w (0a0*d* + V (|9])). (1.4)

To find non-topological solitons in the theory, one can make a time-harmonic ansatz for the

scalar field,

(¢, ) = f(r)e™, (1.5)

where w is a real constant and f(r) is a spherically-symmetric function in terms of the
radial coordinate r. With this ansatz, the scalar field oscillates in the complex plane at
a frequency w and the restrictions of Derrick’s theorem (which only apply to completely
static configurations) can be avoided. By inserting (1.5) into the equation of motion (1.2),
one can arrive at an ordinary differential equation for f(r):

£y + PR ) W) - L V() =0, (1.6

2 df

where D denotes the number of spatial dimensions. Localized solutions to (1.6) can be
found by imposing the asymptotic boundary condition lim,_,, f(r) = 0. Additionally, it is
required that f’(0) = 0 so that the solution remains regular near and at the origin. When
these conditions are applied, it becomes possible to obtain Q-balls for a variety of choices
of the scalar potential V(|¢[). In some cases, the solutions can be found analytically [19-
22], but in the general case one must resort to numerical techniques (such as the shooting
method [23]) in order to determine the Q-ball profile. A representative example of a Q-ball
solution is plotted in Figure 1.1.

The study of Q-balls can be traced back to the early work of Rosen [24] who investigated
the possibility of classical particle-like solutions in non-linear scalar field theories. Shortly
thereafter, Friedberg et al. [25] introduced the concept of non-topological solitons which
are stabilized due to the symmetries of the underlying equations (see also [26]). However,
the identification of Q-balls as a specific class of solitonic object would not be made until
1985 when Coleman established the basic conditions for their existence in three spatial
dimensions [27, 28]. Using a step function model for f(r) in (1.5), Coleman computed
several of their elementary properties (such as their total charge and energy) and described
the requisite features of the scalar potential V' (|¢|). In the same paper, Coleman also
introduced a convenient mechanical analogy between the Q-ball solutions of (1.6) and the
classical trajectory of a point particle in an effective potential subject to friction. Following
this work, research interest in Q-balls began to intensify as their relevance to particle physics

and cosmology was quickly realized. In particular, it was shown that Q-balls are a generic



Figure 1.1: Representative example of a Q-ball solution. Plotted is the scalar field profile
f(r) found by solving (1.6) with boundary conditions set by f/(0) = 0 and lim,_, f(r) = 0.
In this case, we select D = 3 and use a numerical shooting technique. The scalar field
potential is chosen to take the form (1.7) with m = k = 1 and h = 0.2. The characteristic
oscillation frequency for this solution is w = 0.75.

prediction of supersymmetric extensions of the Standard Model and may have been created
in early-Universe processes which invoke supersymmetry [29]. This means that Q-balls could
be relevant for baryogenesis [30, 31], cosmological phase transitions [32, 33|, and the dark
matter problem [34, 35]. In parallel to these developments, several gravitating counterparts
to Q-balls (such as boson stars and oscillatons [36]) were also identified.

Over the years, many distinct varieties of Q-balls have been studied in the literature.
Perhaps the simplest variations of the basic theory involve different possibilities for the
scalar field potential V'(|¢|) in (1.1). The most general potential admitting Q-ball solutions

is usually considered to be a sixth-order polynomial,

k h
Va(g]) = m*[el* - Slel" + Zl4l°, (1.7)

where m, k, and h are real constants [22, 37]. While the |¢|% term renders this potential non-
renormalizable from the perspective of quantum field theory, the contemporary viewpoint
is that such a potential could arise from an effective field theory description involving
additional heavy scalars [37]. Another possibility for the scalar potential is the one admitting

logarithmic non-linearities,

Viog(19]) = —u®|¢* In(5%[¢]?), (1.8)

where p and ( are real constants [38, 39]. Potentials of this type may correspond to flat
directions in the field space of supersymmetric models [40, 41]. Other possibilities include

the piecewise parabolic potential [19, 20] and the “V-shaped” potential given by V (|¢|) =



Al#| [42]. In each case, the unique functional form of V(|¢|) can lead to distinct properties
of the corresponding Q-ball solutions. One can also consider more exotic modifications to
the basic framework such as spinning Q-balls [43-46], charge-swapping Q-balls [47—49], and
non-spherical configurations such as Q-tubes [50-52].

As stated previously, interest in Q-balls has largely been motivated by their potential
relevance to cosmology and astroparticle physics. In particular, it has been proposed that Q-
balls could have been created through several possible mechanisms such as the fragmentation
of a scalar field condensate [30, 31] or through a process reminiscent of nucleosynthesis
[33, 53]. If these primordial Q-balls can survive until present day, they may be detectable
through terrestrial experiments. One possible experimental setup involves a global network
of atomic magnetometers which are sensitive to the interactions between the Q-ball field
and the intrinsic spins of elementary particles [54, 55]. In this scenario, a transient Q-
ball passing through the Earth would induce spin-dependent energy shifts in the probe
particles of the magnetometer. Another possible mechanism involves the detection of various
particles such as neutrinos [56] or pions [57, 58] when a Q-ball passes through the Earth.
It has also been proposed that current or next-generation gravitational wave experiments
could observe the background signatures of Q-ball production [59, 60|, interactions [61],
or decay [62, 63]. Other potential detection mechanisms include atomic clocks [64, 65],
opto-mechanical sensing arrays [66], and gravitational microlensing surveys [67].

Despite these efforts, experimental evidence for cosmological Q-balls remains elusive.
However, their non-relativistic analogues have been observed in laboratory experiments
involving condensates of superfluid *He [68-70]. This provides an example of a physical
system in which the properties of Q-balls can be studied experimentally.

Regardless of their physical applications, Q-balls also hold significant theoretical and
mathematical interest. Their very existence may be surprising from the perspective of linear
wave theory where the dispersion relation is expected to govern the long-term dynamics
of ordinary wave equations. It is a remarkable consequence of non-linearity that Q-balls
can remain stable against this natural tendency; more surprising still is the range of non-
linear scalar field theories which admit these solutions. At the same time, the equations
governing Q-ball dynamics are relatively simple in comparison to many other types of bound
structures. This has made them a useful mathematical prototype for more complicated
physical objects such as black holes [71, 72]. Another fascinating aspect of Q-balls (and
solitons in general) relates to their behaviour during interactions and collisions. Unlike
Newtonian point particles, Q-balls are extended objects without definitive sizes or positions.
Instead, the fields themselves are the fundamental dynamical entities and the notions of force
and momentum become difficult to precisely define. Since there is no inherent restriction on

the number of Q-balls in a field configuration of total charge @), the creation and destruction



of Q-balls is also unfettered during interactions and collisions. Ultimately, the interplay of
these factors can lead to a variety of remarkable time-dependent phenomena.

To conclude this section, let us review the salient features of QQ-ball interactions which
have been reported in previous studies. To our knowledge, the earliest numerical experi-
ments involving Q-ball-type solitons were performed by Makhankov et al. [73] in two spatial
dimensions. Investigating head-on collisions at relativistic velocities, they were among the
first to identify the existence of distinct scattering regimes depending on the incident ve-
locity. In particular, it was reported that Q-ball interactions become increasingly elastic
as the collision velocity approaches the speed of light. On the other hand, collisions at
lower incident velocities were found to be primarily inelastic and could result in bound-
state formation or the dissipation of the solitons after the collision. In the same paper, they
also identified the Q-ball oscillation frequency w as a relevant parameter in determining
the approximate velocity threshold for the onset of quasielasticity. These early results were
extended by various authors who considered more complicated Q-ball models and collision
scenarios [74-78]. Perhaps the most comprehensive study of this type has been performed
by Battye and Sutcliffe [77] who explored Q-ball collisions in one, two, and three spatial
dimensions. Focusing on the sixth-order polynomial potential (1.7), the authors reaffirmed
the velocity-dependent behaviour observed in previous studies and explored Q-ball/anti-Q-
ball scattering processes along with collisions between Q-balls with differing phase. For the
Q-ball/anti-Q-ball case, the partial or total annihilation of the Noether charge was found
to be a generic outcome for a large range of initial conditions. The authors also identified
a novel dynamical process called “charge transfer” for collisions involving a relative phase
difference wherein one Q-ball would transfer a portion of its field content to the other. Later
studies would refine this understanding of Q-ball behaviour using analytical arguments [79]
or more advanced numerical techniques [80]. In aggregate, these investigations have il-
lustrated that collisions between Q-balls are complicated dynamical processes exhibiting a

broad range of outcomes.

1.2 Overview of Gauged Q-balls

One of the simplest ways to extend the basic Q-ball model is to promote the global U(1)
symmetry of the theory to a local U(1) symmetry. In this case, the Lagrangian density can
be written as

L= —(Dud) D6V (|g]) — %FWF’“’, (1.9)

where ¢ is the complex scalar field, A, is the U(1) gauge field, F,, = 9,4, — 0, A, is the
electromagnetic field tensor, D,, = V, —ieA,, represents the gauge covariant derivative with

coupling constant e, and V' (|¢|) is the scalar potential. Mathematically, the introduction of



the U(1) gauge field in this manner represents a coupling of the theory to electromagnetism

[81]. The equations of motion take the form

0
DD~ 5V (Jo]) =0, (1.10)
V,FM 4 e’ =0, (1.11)

where j¥ can be identified as the Noether current density,

j" = —i(¢"D"¢ — $(D"$)"). (1.12)

The local U(1) symmetry of the theory implies that (1.9)—(1.11) remain invariant under

spacetime-dependent phase transformations and gauge transformations,

¢ - 6—iea(a¢)¢, (113)
Ay — Ay — 0ua(x). (1.14)
This symmetry corresponds to a conserved Noether charge, Q@ = [ d3z j°, from which we

can define the total electric charge, Q. = eQ. A conserved energy, E = [ d3z Ty, can also

be derived from the energy-momentum tensor,

1
TIW = FNOAFV,Bgﬁa - ZguuFaBFaﬁ
+ Dud(Dyd)* + Dyd(Dud)* (1.15)
— G (Dat(D6)" + V().

To obtain non-topological solitons in the theory, one can adapt the basic Q-ball ansatz of

(1.5) in the following way:

o(t, T) = f(r)et, (1.16)
Ao(t, 7) = Ao(r), (1.17)
Ai(t, ) = 0. (1.18)

Here, Ay (t, Z) represents the time-component of the gauge field while A;(¢, Z) represents its
spatial components. We assume that the spatial dimensionality of the system is D = 3 to
maintain consistency with the standard formulation of Maxwell electrodynamics. When this

ansatz is inserted into (1.10)—(1.11), one can derive a system of coupled ordinary differential



Figure 1.2: Representative example of a gauged Q-ball solution. Plotted is the scalar field
profile f(r) and the gauge field profile Ay(r) found by solving (1.19)—(1.22). In this case, we
select e = 0.1 and use a numerical shooting technique. The scalar field potential is chosen
to take the form (1.7) with m = k = 1 and h = 0.2. The characteristic oscillation frequency
for this solution is found to be w =~ 0.863.

equations for the spherical functions f(r) and Ay(r),

£0)+ 2100+ £0)w = eda(r))? = 5 V) =0 (1.19)
Ab(r) + ;Ag(r) + 2ef ()% (w — eAy(r)) = 0. (1.20)

These equations must be supplemented by appropriate boundary conditions in order to

ensure regularity of the fields and finiteness of energy:

Tim £(r) =0, %(0) _o, (1.21)
. dAp
rll>rgo Ap(r) =0, W(O) = 0. (1.22)

Together, the differential system (1.19)—(1.22) is akin to an eigenvalue problem for w which
can be solved numerically. The non-topological solitons which arise from these equations are
known as gauged (Q-balls. A representative example of a gauged Q-ball solution is plotted
in Figure 1.2.

As with ordinary (i.e., non-gauged) Q-balls, the study of gauged Q-balls began with
the work of Rosen [82] who sought to construct a Lorentz-invariant classical model for a
charged elementary particle which was singularity-free and which had a positive-definite
energy density. In this foundational work, the basic conditions for gauged Q-ball existence
were established and an approximate solution of the form (1.16)—(1.18) was derived. In [83],

the same problem was examined using a Hamiltonian formalism. The properties of gauged



Q-balls were further studied in [84, 85] and precise numerical solutions to the differential
system (1.19)—(1.22) were obtained for the first time. These papers also identified some
distinct features of gauged Q-balls in comparison to non-gauged Q-balls. For example, it
was shown in [84] that the electric charge of a gauged Q-ball results in a Coulomb repulsion
which can place an upper limit on their size. However, the same effect can also lead to
qualitatively new types of non-topological solitons in the model such as gauged Q-shells
[86—88]. In another impactful work [89], it was shown that the properties of gauged Q-balls
can be derived through an analytic correspondence with non-gauged Q-balls. This can
greatly simplify the required analysis for many problems of interest [90-92]. We also point
out [93-96] as significant contributions to the literature over the years.

Although gauged Q-balls have been studied for some time now, it remains a challenging
issue to understand their stability?. If gauged Q-balls are not dynamically robust against
generic perturbations, they may cease to represent a physically-viable object because any
interaction of the gauged Q-ball (e.g., with the external environment) could quickly cause
it to fall apart. This would severely limit their relevance for many scenarios of interest.
Despite the importance of this question, a definitive answer has so far remained elusive. In
[95], it was shown that a well-known criterion which predicts the stability of non-gauged
Q-balls, (w/Q)dQ/dw < 0, cannot be applied to gauged Q-balls in the general case. In
the same paper, it was further demonstrated through numerical simulations that one can
find examples of gauged Q-balls which remain stable with respect to spherically-symmetric
perturbations. However, the authors also speculated that these solutions might become
unstable if more general types of perturbations were introduced into the system. In [99], the
same problem was analyzed in a related model by computing the stress and shear relations
which arise from the energy-momentum tensor of the theory. Inspired by similar calculations
for non-gauged Q-balls [100, 101], it was shown that internal forces may destabilize some
gauged Q-balls even when the von Laue stability condition (which states that the radial
pressure distribution must contain at least one node [102, 103]) is satisfied. One can also
recall [104, 105] where stable gauged Q-balls were argued to exist provided that the gauge
coupling is small.

Assuming they are not generically unstable, the study of gauged Q-balls can be mo-
tivated by both physical and theoretical considerations. Regarding the physical aspect,
gauged Q-balls have recently been proposed as a type of soliton dark matter which might

have been formed through hypothetical early-Universe mechanisms such as Affleck-Dine

*We are referring here to the notion of “classical stability” (i.e., stability of the solutions with respect
to small perturbations of the fields). This lies in contrast to “quantum-mechanical stability” [97, 98] which
concerns the decay of the Q-balls via quantum processes such as collective tunnelling. In this thesis, we
make no consideration of any quantum aspects of the problem and treat gauged Q-balls as entirely classical
objects.
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baryogenesis [106-108] or a cosmological first-order phase transition [109]. Similar to non-
gauged Q-balls, these processes may result in a relic abundance which could be detectable
through terrestrial experiments (though the net electric charge of these objects would nec-
essarily alter the means of detection [110]). However, aside from these few papers, the
historical motivations for studying gauged Q-balls have largely been theoretical. As stated
above, Rosen’s initial investigations were driven by the desire for a consistent classical
description of a charged elementary particle. This desire arises from several well-known
problems related to point charges in classical electromagnetism such as their infinite total
energy [111]. From this perspective, gauged Q-balls represent a satisfying example of an
extended particle-like object which emerges quite naturally from the dynamical equations
of electromagnetism coupled to a scalar field. At the same time, gauged Q-balls are also
interesting in a mathematical sense due to their solitonic nature. It is somewhat surprising
that one can find an electrically-charged soliton which is not stabilized by topological ef-
fects. One might naively expect that such a field configuration would be nonviable due to
the repulsive nature of the Coulomb force, yet this is apparently not the case. Moreover,
gauged Q-balls exist as a straightforward extension of the non-gauged Q-ball theory. As
remarked in [84], “many of the theories that we know of (or at least believe in) involve
gauge or local symmetries” and so it is reasonable to ask how the basic Q-ball model might
be generalized along these lines. With this context in mind, we adopt the viewpoint in this
thesis that gauged Q-balls are fascinating classical objects that are worthy of study in their
own right.

Lastly, we comment that our study of gauged Q-balls is also motivated by a general
interest in soliton dynamics. Unlike their non-gauged counterparts, the collisions and in-
teractions of gauged Q-balls have not been investigated in the literature to any significant
extent (at least to our knowledge). However, it might be expected that electromagnetic
effects could substantially alter the collision picture due to the presence of the U(1) gauge

field. Addressing this question is a major focus of this thesis.

1.3 Numerical Methodology

In this section, we provide a brief overview of the numerical techniques which are employed
throughout this thesis. For a more detailed discussion, we refer the reader to several com-
prehensive works on the subject [23, 112-115]. We also describe the software libraries used

and the computational resources required for typical calculations in our study.
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1.3.1 Finite-Difference Approximations

When solving coupled systems of non-linear partial differential equations, it is often impos-
sible to find exact analytical solutions. In many cases, one must turn to numerical methods
in order to render the calculations tractable. While there are several approaches to doing
so, we shall focus on the technique of finite-difference approrimations wherein the derivative
operators are replaced by algebraic expressions which can be solved on a computer.
To illustrate the method, let us begin by describing a system of differential equations
using abstract notation [114],
Lu=f, (1.23)

where L denotes a differential operator, u denotes a smooth function representing the solu-
tion to the equation, and f is a source term®. We assume that the differential system (1.23)
is defined on some continuous domain and is supplemented with appropriate boundary con-
ditions. In order to obtain a representation of the system on a discrete grid, we proceed by
dividing the domain among N uniformly-spaced points with spacing h. We can then define

the finite-difference approximation of (1.23) as
Ll = fh, (1.24)

where L, u" and f" are the discrete versions of L, u, and f. In solving (1.24), it is expected
that the discrete solution u” should yield the continuum solution u in the limit h — 0.

As a simple example of this procedure, we use the one-dimensional advection equation,
OY(t, x) = Opb(t, x). (1.25)

In the abstract notation of (1.23), we can identify L = 0, — 0, with u = ¢(¢t,z) and f = 0.
Typically, the solution to (1.25) will be desired within some spatial domain (e.g., {z :
Tmin < T < Tmax}) for which we can define a discrete spacing h, = (Zmax — Tmin)/(Nz — 1).
An illustration of the basic grid structure is given in Figure 1.3. At this stage, the spatial
part of the differential operator L" can be constructed from the Taylor expansion of ¥ (t, x)
about the points x = xg £+ h;. Ignoring the time dependence for notational convenience,

these expansions take the following form:

2
(xo + he) = Y(xo) + hzwl(ﬂfo) + %T/)H(xo) + O(hi), (1.26)

2
Do — he) = (o) — Pt (w0) + 29" (o) + O(Y), (1.2

3The discussion in this section will be framed in the context of linear differential systems in 1+1 dimen-
sions. The generalization to non-linear systems or higher spacetime dimensions is straightforward.

12



where the primes indicate differentiation with respect to x. Through algebraic manipulation

of these expansions, one can derive several possible representations of ¥’ (xg):

(o + ha) — P(20)

P (xg) = ™ + O(hy), (1.28)
w/(xo) _ w(x0> - l}f(xo - hz) + O(hw), (1‘29)
ag) = PR ZRe) 32 (1.30

When the time dependence is trivially reinserted, the above equations represent the “for-
ward”, “backward”, and “centered” discrete approximations, respectively, to the spatial
derivative of 9 (t,x). An analogous procedure can be followed to find the temporal deriva-
tives of ¥ (t, z). Together, these can be used to construct a finite-difference approximation

to the advection equation (1.25):

P(to + he, xo) — ¥(to, x0) _ 1[4 (to + he, w0 + ha) — (to + he, 20 — ha)
y 2 2he (1.31)

Here we have applied a specific discretization scheme which is known as the Crank-Nicolson
method [116]. With this method, the spatial derivative in (1.25) is effectively averaged
over the t = ty and ¢t = ty + h; time steps so that the discretization remains centered
around a “fictitious” grid point at ¢t = tg + h¢/2 (see Figure 1.4). It can be shown through
Taylor expansion about this point that this scheme is accurate up to terms which are
O(hZ,h2). In (1.31), the quantity to be determined is the function value at the advanced
time, ¥ (to + h¢, xp). Since this depends on the adjacent function values at t = tg + hy, it
is an implicit method which requires a system of algebraic equations to be solved at every
time step (for example, via matrix algorithms or repeated point-wise Newton iteration).
Provided that suitable initial data and boundary conditions are used, this procedure can
be repeated indefinitely to advance the solution forward in time and obtain a numerical
approximation to ¢(t, z).

Having illustrated the basic idea behind finite-difference approximations, it is neces-
sary to comment on some practical aspects which have been overlooked. In particular,
we highlight that (1.31) is just one of many possible discrete representations of the advec-
tion equation (1.25). Depending on the desired properties of the approximation, one could
construct an infinite number of alternative finite-difference schemes which serve the same

purpose. However, there is no guarantee that a given scheme will be numerically “stable”
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Figure 1.3: Illustration of a finite-difference grid in 141 dimensions. The grid is uniform
with discrete spacings of h; and h, between adjacent points. The line of points corresponding
to x = xp and © = xo % h, in the expansions (1.26)—(1.27) are shown at the top of the figure;
the corresponding line of points for the temporal dimension are shown to the right.
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Figure 1.4: Stencil of points used for the Crank-Nicolson finite-difference scheme in (1.31).
The locations of x = xg, © = g £ h; and t = ty, t = tg + hy are represented using black
circles. In this case, the scheme is centered around a “fictitious” grid point at t = to + hy/2
which is marked by a black square.
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in the sense that the numerical solution remains bounded for all time (assuming, of course,
that the continuum solution is also bounded). In general, this notion of stability can only
be established through detailed numerical analysis or empirical testing. However, it can
be shown that the Crank-Nicolson method used in (1.31) will remain numerically stable
for any choice of h; and h,. This makes it a favourable approach for solving many classes
of parabolic and hyperbolic partial differential equations; we apply it in Chapter 2 and
Chapter 3 of this thesis.

Another technique which we use to solve time-dependent equations is the classic Runge-
Kutta method [23]. To illustrate the method, consider a generic differential equation which

is first-order in time,

Ory(t) = F(t,y)- (1.32)

Starting from the initial condition y(tp) = yo, the function value at the advanced time

t = tg + hy can be computed using the following iterative procedure:

k1 = F(to,vo), (1.33)
ky = F(to+ he/2,y0 + k1/2), (1.34)
ks = F(to+ he/2,y0 + k2/2), (1.35)
ks = F(to + he, yo + k3), (1.36)
h
y(to + ht) = y(to) + é(lﬁ + 2ko + 2kg + k4). (1.37)

This provides a fourth-order approximation of y(tg + h¢). Since higher-order differential
systems can generally be recast as a set of coupled first-order equations, the above procedure
can be applied quite generally. For example, it may be used to solve the advection equation
(1.25) with y(t) = ¢¥(t,x) and F(t,v¢) = 09 (t,z) when the spatial derivative is replaced
with an appropriate finite-difference operator. We apply the classic Runge-Kutta method
in Chapter 4 of this thesis.

1.3.2 Adaptive Mesh Refinement

In the preceding discussion of finite-difference approximations, we have assumed that the
underlying solution to the differential system can be well-represented on a uniform grid
with spacing h. However, it is often advantageous to adapt the value of h within the
computational domain in order to capture features of the solution which may vary on
disparate time and length scales. The technique we employ to achieve this functionality is
known as adaptive mesh refinement (AMR).

The AMR algorithm is based upon a hierarchy of uniform finite-difference grids which

differ in the grid spacing h. Typically, the user specifies a base value for A and the number
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of additional higher-resolution grids which are desired in the hierarchy. The grid spacing

I"" grid is then related to the spacing on the (I 4 1)*" grid by the integer ratio

on the
o = hy/hiy1 > 2. It is assumed that the grid with spacing h;y; is fully contained within
and aligned upon the grid with spacing h;; this means that grids which are at adjacent
levels of the hierarchy will share a number of common grid points. With this setup, it is
also possible for multiple non-overlapping grids to exist at the same level of the hierarchy
(each covering a different region of the computational domain). A schematic representation
of an AMR grid hierarchy is given in Figure 1.5.

The key feature of the AMR algorithm is its ability to dynamically reconstruct the grid
hierarchy depending on the emerging behaviour of the numerical solution. If the solution is
found to require greater resolution in some region of the domain, the grid structure can be
adjusted to increase the effective resolution in this region while simultaneously decreasing
the effective resolution where such precision isn’t needed. The location of these high- and
low-precision regions is determined by computing the approximate error in the numerical
solution at regular intervals (see [117] for details of this procedure). After determining
the location of these regions and adjusting the grid structure accordingly, the solution is
evolved on each grid for a short time and then propagated downward through the hierarchy
at common grid points. By repeating these basic steps, one can significantly improve the
accuracy of the finite-difference implementation.

In this thesis, we use an AMR algorithm due to Pretorius and Choptuik [118] which is
adapted from the work of Berger and Oliger [112]. The use of AMR turns out to be crucial

for our calculations involving gauged Q-ball dynamics in axisymmetry and 3D.

1.3.3 The Multigrid Method

A second algorithm which we rely on to accelerate finite-difference calculations is known as
multigrid. This method is well-suited for solving time-independent (elliptic) partial differ-
ential equations of the type which arise in Chapter 3 and Chapter 4 of this thesis. To begin
the discussion, let us return to the abstract notation of (1.24) and define the residual of a
finite-difference scheme as

rh = Lhah — fh (1.38)
Here, 4" represents our current approximation (or “best guess”) to the true solution of
the discrete problem, u”. If the finite-difference equations were to be satisfied exactly,
then the residual would vanish everywhere in the computational domain. Unfortunately,
this is difficult to achieve in practice and one must usually settle for the case where r” is
driven to some small value. With this goal in mind, there are several possible approaches;

perhaps the most commonly-used are the “relaxation” techniques which strive to reduce
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Figure 1.5: Representation of a grid hierarchy with adaptive mesh refinement (AMR). In
this example, there are four levels of uniform finite-difference grids which differ in the grid
spacing by factors of two. The AMR algorithm can adapt the number of higher-resolution
grids in the hierarchy (along with their sizes and locations) depending on the emerging
features of the solution.

r" through repeated corrections to the grid function values. Examples of basic relaxation
methods are the Jacobi, Gauss-Seidel, and successive over-relaxation (SOR) algorithms
[23]. However, a central issue with these methods is their slow rate of convergence when
the residual contains significant “low-frequency” components (from the viewpoint of Fourier
analysis and in comparison to the grid spacing h) [114]. On the other hand, these relaxation
methods are typically very good at quickly reducing the “high-frequency” components of
the residual. Herein lies the main advantage of multigrid: by defining a hierarchy of grids
with differing resolutions, one can efficiently eliminate the low-frequency components on the
coarser grids of the hierarchy (where they effectively become high-frequency components
with respect to the coarse grid spacing) and then propagate the relevant corrections up to
the finer grids where the full problem can be solved.
To illustrate the method further, we define the solution error of a finite-difference scheme
as
el =ul —ah, (1.39)

LM +at) = (1.40)



From the residual definition (1.38) and assuming the linearity of L", this becomes

Lhel = —rh, (1.41)

One can treat this as a new finite-difference equation to be solved for the unknown e’

using standard techniques (such as repeated relaxation sweeps). Once e”

h

is computed, an
improved approximate solution @" can be obtained via @* « @* + e which follows from
(1.39). The residual 7" can then be updated from (1.38). By itself, this sequence does not
offer much improvement over a direct attempt to solve (1.24) because we have done nothing
to deal with the problematic low-frequency components of " and e”. However, the key idea
of multigrid is to transfer the updated residual onto a coarser grid in the hierarchy which
has a grid spacing H = 2h. On the coarser grid, the problematic low-frequency components
of the solution are effectively transformed into higher-frequency components which can be

more easily smoothed via relaxation. The problem on the coarser grid,
L — _pH (1.42)

can be treated in an analogous way and the corresponding residual can be transferred further
along the multigrid hierarchy. Eventually, the residual computed on the coarsest grid can
be propagated back onto the grid with spacing h where (1.41) can again be solved. This
completes one “cycle” of the multigrid algorithm. Through repeated application of this
procedure, one can achieve significant speedups in the solution of elliptic problems due to
the increased efficiency of relaxation on the coarsest grids.

In this thesis, we use a full-approximation storage (FAS) multigrid algorithm as imple-
mented by Pretorius [117]. This is necessary for the enforcement of physical constraints on
the initial data in Chapter 3 and Chapter 4.

1.3.4 Error Analysis

When solving differential equations numerically, it is useful to have some mechanism for
establishing the validity of the solutions. In the ideal case, one would prefer to compute
the solution error directly from (1.39). However, the true solution is not known for most
problems of dynamical interest and one must instead resort to indirect tests of the imple-
mentation. For this purpose, we apply two techniques which are known as convergence
testing and independent residual evaluation [114].

The idea of convergence testing is based upon an ansatz due to Richardson [119] which

states that the discrete solution due to a finite-difference approximation should admit an
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expansion around the continuum solution in powers of the grid spacing:
u(t,2) = u(t,z) + hEi(t,x) + h2Ey(t, ) + h3E3(x,t) + ... (1.43)

Here, F1(t,z), Es(t,x), E5(t,z), ... are continuum error functions which do not depend on
h. We have also assumed for simplicity that the problem is defined on a uniform grid in
one time and one space dimension and uses a first-order-accurate finite-difference scheme.
While the forms of the error functions are generally not known, it is clear from (1.43)
that u(t,x) — u(t,r) as h — 0. This implies that if the finite-difference calculations are
repeated with decreasing values of h, one should observe the discrete solution “converging”
to the continuum one. To make this explicit, we define the convergence factor of the finite-

difference implementation as

Hu4h _ u2hH
Q.(t) = ——ir 1.44
C( ) Hu2h _ uhH ’ ( )
where u™ denotes the discrete solution corresponding to the grid spacing n and || - || denotes

the Lo-norm of point-wise differences of the argument. In this case, we use a definition of

the Lo-norm which is normalized by the total number of points N in the corresponding

1/2
Sl
"= | &=l 1.4
0" ( N , (1.45)

grid,

so that the magnitude of |[v™]| is roughly independent of the specific grid resolution. By
evaluating the expansion (1.43) for the different grid spacings listed in (1.44), it can be
shown that Q.(t) = 2 for a first-order-accurate finite-difference scheme in the ideal case.
The strategy is then to compute the numerical solution at grid spacings of h, 2h, and 4h and
plot Q.(t) to assess the trends in convergence. If Q.(t) approaches a value of 2", and if the
trend improves as h — 0, one can reasonably conclude that the numerical implementation
is converging at a rate which is O(h"™).

While convergence testing can establish that the numerical solution is approaching a
continuum limit, it does not guarantee that this continuum limit will be the expected one.
By this we mean that convergence testing cannot protect against the class of errors which
produce a convergent numerical solution to an erroneous differential system (for example,
if a programming mistake has altered the finite-difference equations in some way). To
mitigate this risk, one can try to back-substitute the numerical solution found using the
original finite-difference scheme into a wholly independent discretization of the equations
of motion. Let us define L as the independent residual operator which is constructed by

discretizing the continuum operator L in a way that is distinct from L". We will further
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assume that L" admits an expansion in powers of the grid spacing,
L"=L+4hLy +hLy+hLs+..., (1.46)

where the differential operators L1, Lo, L3, ... may involve higher-order derivatives than

L. To proceed, one can evaluate the discrete equation (1.24) using L" in place of L":

LMl — " = (L + hLy + .. ) (u(t,z) + hEy(t,z) +...) — f"

_ (1.47)
= Lu(t,z) — f(t,z) + h(LE\(t,z) + Liu(t,z)) + O(h?).

In the above, we have utilized the Richardson ansatz (1.43) and also replaced f" with its
continuum representation. The terms Lu(t,z) and f(¢,x) on the right-hand side of (1.47)
will exactly cancel while the remaining terms will vanish as h — 0 at the corresponding order
in h (first-order in this example). This means that the independent residual is expected
to converge to zero if u” correctly represents a discrete solution to the differential system.
On the other hand, if an error has been made in the implementation, the ansatz (1.43) will
necessarily contain some O(1) component which prevents u — u as h — 0. It can then be
shown that the independent residual (1.47) will also tend to a finite quantity. This provides
a straightforward mechanism to check that the discrete numerical solution is converging to

the expected continuum one.

1.3.5 Software and Performance

To apply the numerical techniques discussed above, we utilize a number of pre-existing
software libraries. These libraries are designed to handle many of the technical details
associated with adaptive finite-difference calculations such as memory management, data
input/output, and parallelism.

For implementing the discrete equations of motion which arise in Chapter 2 and Chap-
ter 3, we use Rapid Numerical Prototyping Language (RNPL) [120]. Within this frame-
work, the user provides a high-level description of the finite-difference equations using an
operator-based syntax and the RNPL compiler automatically generates Fortran or C code
which solves the system. For implementing the discrete equations of motion which arise in
Chapter 4, we use the Finite Difference Toolkit (FD) [121] built upon Maple [122]. Simi-
lar to RNPL, the FD package provides a high-level mechanism to generate Fortran and C
code which solves the system of discrete equations. For implementing the adaptive mesh
refinement and multigrid algorithms, we use the PAMR/AMRD libraries [117, 118]. These
libraries provide an interface through which the user can specify custom functions (such as
solution update routines and residual calculations) without concerning themselves with low-

level programming issues related to managing grid hierarchies in parallel. Aside from the
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software listed here, we have also written a number of supplementary programs to support
the objectives of our study.

When discussing numerical simulations, it is useful to provide some sense of the scale
of the required computing resources. For this purpose, let us define the “cost” of a given
calculation as the approximate amount of time required for its execution on a single pro-
cessing unit. While a full complexity analysis is beyond the scope of this work, we comment
that the cost of grid-based numerical methods scales with both the number of grid points
and the dimensionality of the problem. The use of adaptive mesh refinement significantly
improves performance by reducing the total number of grid points required to achieve the
desired accuracy. Additional speedup is achieved by parallelizing the calculations across
32 to 256 CPUs. For our analysis of gauged Q-ball dynamics in axisymmetry (Chapter 2
and Chapter 3), we find that a typical simulation requires O(1 week) of CPU time. For
our analysis of gauged Q-ball dynamics in three spatial dimensions (Chapter 4), we find
that a typical simulation requires O(1 month) of CPU time. This difference in CPU time
arises primarily from the reduced dimensionality of the problem under the assumptions of
axisymmetry. Overall, the simulations described in this thesis required approximately 130
years of collective CPU time. These simulations were performed on the Graham and Cedar

clusters of the Digital Research Alliance of Canada.

1.4 Outline of the Thesis

This thesis is concerned with the dynamical behaviour of gauged Q-balls. As stated previ-
ously, there are several open questions in the literature related to the stability and interac-
tions of these objects. The remainder of this work is devoted to addressing these questions
using the numerical techniques discussed in Section 1.3.

In Chapter 2, we study gauged Q-ball stability in axisymmetry. We begin our analysis by
mapping the space of gauged Q-ball configurations in the polynomial (1.7) and logarithmic
(1.8) scalar field models. We then evolve some of these configurations forward in time to
assess their stability and determine the fate of any unstable configurations. In both models
studied, we find evidence for configurations which can remain stable with respect to general
axisymmetric perturbations. We also find that some configurations are unstable and can
be destroyed in various ways (for example, by fragmentation or dispersal of the fields). For
the case of small gauge coupling, we further observe that some unstable modes appear to
be non-spherical and we map the approximate regions of stability and instability in the
solution space. The content of Chapter 2 has previously been published in [1]; hereafter,
any references to [1] can also be assumed to refer to the content of Chapter 2.

In Chapter 3, we study the dynamics of gauged Q-balls during relativistic head-on colli-

sions in axisymmetry. We test the effects of various collision parameters such as the initial
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velocity, relative charge, relative phase, and gauge coupling strength on the outcome of the
collision. When the gauge coupling is small, our results are found to be in broad agreement
with previous work on the collisions of non-gauged Q-balls. When the gauge coupling is
large, we find that electromagnetic effects can significantly alter the collision picture (for
example, by accelerating the Q-balls prior to impact and by reducing the elasticity of the
collisions at large velocities). We also find that collisions between gauged Q-balls can result
in the creation of an electromagnetic radiation pulse. The content of Chapter 3 has previ-
ously been published in [2]; hereafter, any references to [2] can also be assumed to refer to
the content of Chapter 3.

In Chapter 4, we revisit the analyses of Chapter 2 and Chapter 3 using fully three-
dimensional numerical simulations. The principal new result from this study is the ob-
servation of gauged Q-ball configurations which can remain stable with respect to generic
three-dimensional perturbations. This addresses an open question in the literature as to
whether gauged Q-balls can be classically stable when symmetry assumptions are relaxed.
We also investigate gauged Q-ball collisions in three spatial dimensions, finding the dynam-
ics to be dependent on the impact parameter (among other quantities). The content of
Chapter 4 has previously been published in [3]; hereafter, any references to [3] can also be
assumed to refer to the content of Chapter 4.

In Chapter 5, we provide some concluding remarks and comment on future directions
of research. The appendices provide supplementary material for Chapter 2, Chapter 3, and
Chapter 4; this material has previously appeared in [1-3].

Throughout this work, we adopt units where ¢ = h = 1 and employ the metric signature
(—,+,+,+). We use index notation for tensor quantities with summation implied over the

repeated indices:
D

vt = Zvuv“, (1.48)

n=0
where D is the number of spatial dimensions. Throughout this thesis, we will interchange-
ably use the terms “Q-ball” and “gauged Q-ball” when the distinction between the gauged

and non-gauged solutions is obvious by context. This is done for brevity.
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Chapter 2

Dynamical Evolution of U(1)
Gauged -balls in Axisymmetry

2.1 Introduction

Solitons are a fundamental prediction of many physical theories'. They are characterized as
stable, localized solutions to non-linear field equations that behave in many ways like par-
ticles. Broadly speaking, solitons can be classified as either topological or non-topological.
Topological solitons owe their existence and stability to the specific topological constraints
of a given model. Non-topological solitons, in contrast, can arise simply due to the bal-
ance of attractive and repulsive self-interactions in the theory. In addition, the stability of
non-topological solitons is often associated with the presence of conserved charges which
emerge from the theory’s underlying symmetries (though one can also construct solitonic
configurations in the absence of such charges [123]).

Perhaps the simplest example of a non-topological soliton in field theory is the Q-ball: a
stable, localized solution of a complex scalar field theory with a non-linear attractive poten-
tial and a global or gauge U(1) symmetry. In recent years, Q-balls have attracted significant
attention due to their prevalence in supersymmetric theories [29] and their possible cosmo-
logical consequences. In particular, it has been suggested that Q-balls may be relevant for
baryogenesis [30, 31], cosmological phase transitions [32, 33|, and the dark matter problem
[34, 35]. The formation of Q-balls could also lead to detectable gravitational wave signa-
tures [124]. However, regardless of their physical applications, Q-balls are also interesting
from a theoretical perspective as stable, particle-like objects that can be constructed from
smooth classical fields and that have vanishing topological charge.

The properties of Q-balls under a global U(1) symmetry have been studied extensively

!The content of this chapter has previously been published in [1].
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in the literature. Starting with the work of Rosen [24], Q-ball solutions have been found
in a variety of physically-motivated models using various scalar field potentials (see [125]
for a recent review). For some special potentials, the equations can be solved exactly [19-
21, 38], but in the general case one must use approximations or numerical methods in
order to determine the characteristic features of Q-balls. Associated with each solution
in a given model, there is a conserved energy E and a conserved Noether charge @ (from
which the Q-ball gets its name) corresponding to the particle number. Each solution is
also characterized by an internal oscillation frequency w which can be interpreted as the
chemical potential of the configuration [22]. In addition to ordinary (ground state) Q-balls,
one can construct excited Q-balls which have additional radial nodes or non-zero angular
momentum [25, 43, 101, 126, 127]. The basic theory has also been extended by coupling
Q-balls to gravity [128-130], by introducing a massless or massive gauge field [82, 84, 90],
and by considering non-spherical configurations such as Q-tubes [50], Q-rings [131], and
composite systems of Q-balls [47].

When the global U(1) symmetry of the theory is gauged, the Q-balls acquire an electric
charge and are known as gauged Q-balls [84]. Gauged Q-balls have properties that can
differ significantly when contrasted to their global (non-gauged) counterparts. The presence
of a massless gauge field introduces a long-range repulsive force that can destabilize the
solutions for large gauge couplings. This repulsive force can give rise to novel scalar field
configurations such as Q-shells [86-88], but it can also place limits on the maximum size
and charge of gauged Q-balls for some scalar field potentials [87, 94]. The existence of this
maximal charge corresponds with the limits of the allowed range of the frequency w, and in
general the gauged Q-ball configurations cannot be uniquely characterized by the value of w
[94]. Despite these differences, there exists a correspondence which allows for the properties
of gauged Q-balls to be approximated from the properties of non-gauged (global) Q-balls,
which are often much simpler [89]. In addition, when the interaction between the scalar field
and gauge field is weak, gauged Q-balls are expected to closely resemble their non-gauged
counterparts [93].

One of the essential properties of Q-balls relates to their dynamical stability. In order to
be physically viable, solitons must be robust against perturbations. However, the problem
of establishing the stability of solitons is often complicated by the non-linear nature of the
governing field equations. In some cases, linear perturbation analyses and stability theorems
can be applied to determine the expected regions of stability and instability.

For non-gauged Q-balls, it has been shown that the simple relation

w dQ

0dw <0 (2.1)
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serves as an effective criterion for establishing regions of stability [25, 132]. However, the
case of gauged Q-balls is more complicated due to the presence of the repulsive gauge field.
It was recently shown in Ref. [95] that the sign of d@Q/dw cannot be used to assess the
stability of gauged Q-balls in the general case. In the absence of such a criterion, one can
still analyze the stability of these solutions using (among other alternatives) a numerical
approach: dynamically evolving perturbed configurations through direct solution of the non-
linear equations of motion. This method was applied in Ref. [95] to show that gauged Q-balls
in several models can be stable with respect to spherical perturbations. However, it remains
an open question as to whether gauged Q-balls can be classically stable against decay from
more general perturbations beyond spherical symmetry. In addition, the instability mode
for non-gauged Q-balls is always spherical [133], but it is not known whether gauged Q-ball
decay can be mediated by non-spherical modes.

In this paper, we make progress toward understanding some aspects of gauged Q-ball
dynamics by performing fully non-linear numerical simulations of the field equations in
axisymmetry. There are two main questions we shall explore: (i) what is the range of
stability of gauged Q-balls in axisymmetry? And (ii), what is the final fate of those con-
figurations which are unstable? To answer these questions, we construct spherical gauged
Q-ball initial data using a numerical shooting technique. We then assess the stability of
these configurations by dynamically perturbing the system and observing the subsequent
behaviour.

Numerical results presented below suggest that there exist both stable and unstable
branches of solutions in axisymmetry. We find that stable gauged Q-balls, when perturbed,
can survive over timescales which are long compared to the dynamical time with no evidence
of measurable growing modes which destroy the configuration. These solutions respond to
perturbation by oscillating continuously or weakly radiating before returning to the initial
configuration. Unstable gauged Q-balls, in contrast, are typically short-lived and can decay
in one of several ways. Some unstable solutions break apart into many smaller gauged
Q-balls or shed scalar field until they relax into a smaller stable configuration. Other
unstable solutions fragment into non-spherical ring-like structures which propagate away
from the axis of symmetry and can survive for some time. In addition, for the case of
a logarithmic potential we observe that the maximum magnitude of the scalar field can
grow without bound. We interpret this behaviour as a consequence of the potential being
unbounded from below. Finally, we test the effect of the gauge coupling strength on the
stability, finding that gauged Q-balls closely resemble their non-gauged counterparts when
the coupling is small.

This paper is organized as follows: in Section 2.2, we present the equations of motion

of the theory. In Section 2.3, we discuss the procedure for obtaining axisymmetric initial
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data which is used in the numerical evolutions. In Section 2.4, we briefly discuss the types
of perturbations that are applied to the system. In Section 2.5, we present the results for
several representative evolutions. We conclude with some final remarks in Section 2.6.
Throughout this work, we use natural units where ¢ = h = 1 and employ the metric
signature (—,+,+,+). We focus on unexcited gauged Q-ball solutions (those for which
the scalar field modulus attains only one maximum). For brevity, we will use the term
“Q-ball” interchangeably with “gauged Q-ball” when the distinction between the gauged

and non-gauged solutions is obvious by context.

2.2 Equations of Motion

The Lagrangian density of the theory takes the form
* 1 v
L=~ (Dud)” D6~V (6]) ~ 3 FyuF™, (22

where ¢ is the complex scalar field, F},, = 9,4, -0, A, is the electromagnetic field tensor for
the U(1) gauge field A,, and D, =V, —ieA, denotes the gauge covariant derivative with
coupling constant e. Here, V(|¢|) is a U(1)-invariant scalar field potential that permits
Q-ball solutions in the limit e — 0. In this work, we consider the following scalar field

potentials:

Vies([6]) = ~1216f In(8}o]?), (2.3
Vollol) = m?I6f — 2161+ 216" (24)

where u, 8, m, k, and h are assumed to be positive, real-valued parameters of the potentials.
The potential (2.3) has previously been studied in various forms in Refs. [38, 39, 87, 93, 95,
111, 133] while potential (2.4) has been studied in Refs. [22, 43, 84, 89, 96, 99, 126, 127].
Further details about the scalar potentials (2.3) and (2.4) will be discussed in the sections
that follow.

The evolution equations for the theory can be found by varying the Lagrangian density

(2.2) with respect to the scalar and gauge fields to obtain

0
DD~ 5 V(16 =0, (2.5)
—V,FM —ie¢(D'$)* + (ie¢*) D’ = 0. (2.6)

From (2.6) we identify the conserved Noether current
j* = —i(¢" D¢ — (D" 9)") (2.7)
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which corresponds with invariance of the theory under the U(1) transformations

¢ — e ey, (2.8)
A, — A, —0ua(x). (2.9)

The conserved current (2.7) can be integrated to obtain a conserved Noether charge @ =

Il 49 d3x. Also associated with the theory is the energy-momentum tensor

1
Tluy :FuaFuﬂgﬁa - zguyFa[jFOéﬁ

+ Dud(Dyd)* + Dyd(Dyd)* (2.10)
— g (Dad(D%¢)" + V(|9]))

and the corresponding conserved energy E = [ Ty .
To solve the field equations of motion, we adopt the usual cylindrical coordinates

(t, p, ¢, z) and write the spacetime line element as
ds® = —dt* + dp? + pPdp® + d2>. (2.11)

In three spatial dimensions, computational constraints would limit the range of possible field
configurations that could be explored. We therefore reduce the computational complexity
of the problem by imposing axisymmetry on the system: no dependence of any of the fields
on the azimuthal angle ¢ is assumed. This results in a system of six coupled non-linear
partial differential equations which are described in Appendix A.1.

Evolution of the fields is subject to the constraints

=
I

V-E=pc, (2.12)
V-B=0, (2.13)

&
I

where E and B are the electric and magnetic fields, respectively, and p. is the electric charge

density
pe = ie(¢" 0 — 904") + 22 Agd". (2.14)

Equation (2.13) will be trivially satisfied in axisymmetry while equation (2.12) can be re-

expressed in terms of the gauge field components using the relation

E;, = FiO = 8ZA0 — 80Az (2.15)
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We also impose the Lorenz gauge condition
VA" =0 (2.16)

to simultaneously fix the gauge and simplify the equations. It is expected that a numerical

solution to the equations of motion will also satisfy the constraint equations at a given time.

2.3 Initial Data

To generate suitable initial data, we make a spherically-symmetric ansatz for the scalar and

gauge fields

o(t, ) = f(r)e™t, (2.17)
Ap(t, @) = Ao(r), (2.18)
Ai(t, %) =0. (2.19)

Inserting this ansatz into the equations of motion yields the following system of coupled

equations:
£+ 20+ F)g(r)? = 522V () = (220)
Af(r) + %Af)(r) + 2ef(r)?g(r) = 0. (2.21)

Here, V(f) is the scalar potential and g(r) = w — eAp(r). This system constitutes an

eigenvalue problem for the parameter w subject to the boundary conditions

lim f(r) = f'(0) =0, (2.22)
Jim Ag(r) = A((0) = 0, (2.23)

which are required to ensure finiteness of energy and regularity at the origin.

Gauged Q-ball solutions can be found by solving the system of equations (2.20)—(2.21)
using an iterative shooting technique [23] to simultaneously determine f(r) and Ag(r). In
this method, an initial choice is made for the value of ¢g(0) and a corresponding guess is
made for f(0). The equations are then integrated on a uniform grid using a fourth-order
classical Runge-Kutta method out to a finite radius r9. Depending on the asymptotic
behaviour of ¢g(r) and f(r) at rp, the value of f(0) is adjusted through iterative bisection
until the boundary conditions (2.22) and (2.23) are approximately satisfied at large 7. Once
a solution is found, the eigenvalue w can be determined from the asymptotic value of g(r)

using the boundary condition (2.23) and A(r) can be determined as Ag(r) = (w — g(r))/e.
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Figure 2.1: Shooting results for the logarithmic model (2.3) with 4 = 8 = 1. Plotted is the
gauged Q-ball’s central scalar field value f(0) versus g(0) = w—eAy(0) for increasing values
of e. Note that only unexcited gauged Q-ball solutions are presented here. The abrupt
endpoints in the parameter space of curves with e > 0.7 correspond to the appearance of
additional radial nodes in the solution.

One of the main computational challenges associated with this procedure is the high
numerical accuracy required in order to find satisfactory solutions. Typically, the number
of digits required for convergence will exceed the capacity of double-precision floating-point
numbers. To overcome this limitation, we employ the arbitrary-precision arithmetic capa-
bilities of Maple [122]. The software precision is adjusted and the integration is carried out
until the asymptotic behaviour of f(r) is observed to decay exponentially at large . At this
point, the value of f(r) is typically very small (one part in 10% or smaller) and so the fields
g(r) and f(r) approximately decouple in equations (2.20) and (2.21). In this asymptotic
region, we fit a 1/r tail to g(r) and an exponentially-decaying tail to f(r) [94] so that the
solution is determined to an arbitrarily large radius.

In Figure 2.1, we present the results of our shooting procedure for the logarithmic
potential (2.3). For numerical purposes, we find it convenient to set 4 = 5 = 1 in the
model. The central scalar field value f(0) is plotted against g(0) = w — eAp(0) for various
values of e. When the value of e is small (representing weak gauge coupling), the curve of
solutions is monotonically decreasing and single-valued, closely resembling the behaviour of
non-gauged Q-balls. However, when e is increased, the curves are no longer single-valued
and they begin to bifurcate with some curves ending abruptly in the solution space. These
distinct endpoints generally correspond to the appearance of additional radial nodes in the
solution, representing excited gauged Q-balls [25, 43, 101, 126, 127]. Also notable is the
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appearance of distinct curves close to the horizontal axis where f(0) is very small. These
solutions correspond to Q-shells [86-88] which attain their maximal field values away from
r = 0 and resemble shell-like concentrations of the fields.

Plotted in Figure 2.2 are the results of our numerical shooting procedure for the poly-
nomial potential (2.4) with m = k = 1 and h = 0.2. In order to clearly distinguish the
curves, and following Ref. [96], we plot ¢g(0) = w — eAp(0) versus w for various values of
e. We restrict our shooting to solutions where w < 1, which is required in order to ensure
that the solutions have finite energy [84, 94, 96]. The case of e = 0.0 (corresponding to
non-gauged QQ-balls) is represented by a linear line in the solution space. As e is increased,
a minimal value wpi, appears which separates each curve into an upper and lower branch.
The value of wpi, increases with e until wyi, > 1, at which point no gauged Q-ball solutions
can be found in the model. We note that while Q-shell solutions are known to exist for
the polynomial potential [88], no such solutions are found for our choice of the potential
parameters.

As a basic check of our shooting procedure, we have compared our numerical solutions
to those reported in previous publications on U(1) gauged Q-balls in logarithmic and poly-
nomial models [95, 96]. We find good agreement with the previously reported results.

In order to generate initial data that is suitable for evolution in axisymmetry, we trans-
form the spherical solutions in (2.17)—(2.19) to cylindrical coordinates by performing a
fourth-order polynomial interpolation of the spherical solution in the p—z plane. This pro-

vides axisymmetric initial data that will subsequently be used in our numerical simulations.

2.4 Diagnostics

Here we discuss several diagnostics which are useful in characterizing the stability of each
gauged Q-ball configuration. For the purposes of this work, a configuration is defined
to be stable if small perturbations to the initial state remain bounded during the course
of the evolution. Unstable configurations are those for which small perturbations grow
exponentially on top of the solution, eventually leading to the destruction of the Q-ball
(such as through fragmentation or dispersal of the fields). Note that with this definition,
we classify as stable those configurations for which the fields may be weakly oscillating or
radiating but are not destroyed by the initial perturbation.

There are several physical quantities associated with the scalar and gauge fields which
are relevant when monitoring the evolution of each configuration. Principal among these

are the conserved Noether charge () and the total energy E. The Noether charge is given
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Figure 2.2: Shooting results for the polynomial model (2.4) with m = k=1 and h = 0.2.
Plotted is g(0) = w — eAp(0) versus the eigenfrequency w for various values of e. A linear
dependence can be observed for e = 0.0 (representing non-gauged Q-balls). For e > 0, the
curve bifurcates into an upper and lower branch. As the value of e is increased, the range
of the solutions decreases significantly.

by

Q=2 / / dpdz p [$(D°6)* — ¢*(D°9)] (2.24)

and the total energy is given by

1
E=2r // dpdzp {FOOCFOO‘ + ZFQBFO‘B +V(|¢])
(2.25)

+ (Dad)(D“0)" + 2(Do¢)(Dod)" |-

Both @ and F are time-independent quantities which are expected to be conserved as long
as the fields remain localized within the simulation domain.

We will now discuss how we add small perturbations to the stationary initial data.
The solutions are perturbed in two ways: (i) perturbation through the inherent numerical
truncation error of the finite-difference scheme, and (ii) perturbation by an auxiliary scalar

field designed to explicitly excite all underlying modes of the configuration.
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2.4.1 Perturbation by Numerical Truncation Error

As a first test of the stability of our gauged Q-ball configurations, we numerically evolve
the fields forward in time using the axisymmetric initial data described in Section 2.3.
Upon evolution, the fields will be subject to small numerical perturbations due to the
finite-difference discretization which is used to solve the evolution equations. This can be
understood from the observation that the discrete solution of a uniform centered finite-
difference scheme admits a truncation error expansion around the continuum solution in
powers of the grid spacing [119]. While the exact form of this expansion is generally not
known (making the perturbations effectively random), the magnitude of the associated
truncation error is tied closely to the numerical resolution of the simulation and can therefore
be indirectly controlled. In the sections that follow, we will refer to perturbations of this
form as “Type 0”.

One consequence of this type of perturbation is that any potential instabilities will take
longer to manifest for higher-resolution simulations than for lower resolution ones. This is
because the magnitude of the truncation error becomes smaller at higher resolutions. It
is therefore necessary to evolve the configuration over sufficiently long times in order to
assess stability. The notion of a “sufficiently long time” is difficult to make precise, but
this timescale can generally be estimated by observing the oscillations of the scalar field
modulus |¢| when subject to a perturbation. Even for small perturbations, the maximum
value of |¢| will tend to oscillate at frequencies which correspond to the underlying modes of
the configuration. The dynamical time can then be identified as the inverse frequency of the
longest mode. For the problem at hand, we evolve each configuration with this timescale in
mind so that any slowly-growing unstable modes have the opportunity to manifest. We find
that this procedure provides an adequate preliminary test of stability which can be further

verified using additional perturbation methods (to be discussed immediately below).

2.4.2 Perturbation by an Auxiliary Scalar Field

As a second test of stability, we dynamically perturb the gauged Q-balls by simulating the
implosion of an asymmetric shell of matter onto the stationary configurations. We do this
by introducing a massless real scalar field x(¢, p, z) that couples to the complex Q-ball field
o(t, p, z) in the modified theory:

L=~ (Dud)’ Do~V (19)) ~ {FiuF*"

— 9ux0"x = U(|4], x),

(2.26)
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where U(|¢|, x) describes the interaction potential of the fields ¢ and xy. We compute the

modified equations of motion from (2.26) to obtain

—Vu F* —iep(D"p)* + (iep™) D" ¢ = 0, (2.27)
0 0

DuD 6~ 22V (16]) = 55U (161, x) = (2.28)
10

VHVNX - §aU(|¢’a x) = 0. (2.29)

One can see from (2.27)—(2.29) that by choosing an interaction potential U(|¢|, x) such that
U(|¢|,x) — 0 in the limit of x — 0, then the modified equations (2.27) and (2.28) reduce to
equations (2.5) and (2.6) (with (2.29) just representing an independent wave equation for
X). This means that x and ¢ will elicit some mutual influence when the fields overlap, but
the influence will disappear if the fields become well-separated. In this sense, x can act as

an external perturbing agent. We initialize y as an ingoing asymmetric shell of the form

2
\/ (o=po)® | o=z _

x(0,p,2) = Aexp (2.30)

_ X+ pOpx + 20:x
/p2 + 22

where A, a, b, §, 79, po and zo are parameters specifying the characteristics of the initial

8tX(O7 P, Z)

(2.31)

pulse. If ry is made large, the field approximately vanishes in the vicinity of the gauged
Q-ball at the initial time and so x can be considered an external perturbation with a size
controlled by A. Strictly speaking, the notion of an “external” perturbation cannot be made
precise because gauged Q-balls do not have a finite radius. However, since the scalar field
decays exponentially away from the center of the configuration, initializing the auxiliary
field sufficiently far away from the center will serve as a good approximation to an external
perturbation. Note also that the auxiliary field couples only to the scalar field so that the
long-range behaviour of the gauge field is not a significant factor.

During the evolution, the massless scalar field implodes toward the origin and collides
with the gauged Q-ball. The two fields temporarily interact before the massless field passes
through the origin and explodes outward to r — oo, leaving the gauged Q-ball perturbed at
the origin. Due to the asymmetry of the imploding pulse, the interaction of the two scalars
is expected to excite the underlying modes of the system and induce the disruption of any

unstable configurations. For our purposes, we choose
U(lg], x) = clgl*x? (2.32)
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where c is a coupling constant that controls the coupling strength between y and ¢. In the
sections that follow, we will refer to perturbations of this form as “Type I”. This technique
resembles the methods of Ref. [134] to investigate the stability of boson stars.

We note that configurations which are subject to perturbations of this type will in-
evitably also be perturbed by the inherent truncation error of the numerical simulation
(Type 0). However, since Type 0 perturbations are typically very small and effectively
random, Type I perturbations provide an additional level of control in determining the sta-
bility of a given configuration. For the results presented here, the simulations are repeated
for various values of the Type I perturbation parameters A and c. This is done to verify
that the response of the Q-ball field to the perturbation (as measured, for example, by
the magnitude of the induced oscillations of the scalar field modulus |¢|) remains in the
linear regime: an increase of A or ¢ leads to a corresponding increase in the magnitude of

oscillations of the perturbed |¢].

2.5 Numerical Results

Here we present results from the dynamical evolution of gauged Q-balls in the potentials
(2.3) and (2.4). For each simulation, we numerically solve the evolution equations using a
second-order Crank-Nicolson finite-difference scheme implemented using the Rapid Numeri-
cal Prototyping Language (RNPL) framework [120]. Fourth-order Kreiss-Oliger dissipation
is applied as a mild low-pass filter to damp poorly-resolved and potentially problematic
(from a numerical stability viewpoint) high-frequency solution components. We implement a
modified Berger-Oliger adaptive mesh refinement (AMR) algorithm via the PAMR/AMRD
libraries [118] to increase the numerical resolution of our simulations. In all examples pre-
sented below, the base grid is taken to be 129 x 257 grid points in {p, 2} and up to five
additional levels of mesh refinement are used with a refinement ratio of 2:1. The domain is
taken to be finite with outgoing boundary conditions imposed at the outer boundaries. Re-
flective (or anti-reflective) boundary conditions are imposed at the axis of symmetry in order
to ensure regularity of the fields. We choose a Courant factor of A = dt/ min{dp,dz} = 0.25
and evolve the configurations until at least ¢ ~ 1000 to assess stability, though in many
cases we evolve for longer in order to observe the late-time dynamics. Further details about
the numerical implementation and code validation are given in Appendix A.2.

To illustrate the general behaviour of stable and unstable configurations, we focus on
several specific solutions for the potentials (2.3) and (2.4). These solutions are listed in Ta-
ble 2.1. Configurations LL1-1.4 correspond to the logarithmic potential while configurations
P1-P2 correspond to the polynomial potential. We note that besides L.1-1.4 and P1-P2,
we have also performed hundreds of additional evolutions along the solution curves of Fig-

ure 2.1 and Figure 2.2 in order to determine the general regions of stability. This stability
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Configuration | Result ‘ ¢(0,0) ‘AO(O, 0)‘ e ‘ w ‘ E ‘ Q ‘dmax ‘ Perturbation‘ c ‘ A ‘

L1 stable 0.6461 1.383 1.1 | 2.522 52.08 —22.37 50 Type I 0.1]0.1
L2 unstable 1.179 3.159 1.1 | 3.695 281.5 —94.34 50 Type 0 - -
L3 unstable | 2.448 x 10713 | 0.9803 1.1 | 3.078 260.3 —92.76 75 Type 0 - -
L4 unstable 1.539 2.254 1.1 | 2.680 95.18 —38.13 50 Type 0 - -
P1 stable 1.973 2.515 | 0.17 | 0.9976 405.1 —387.5 50 Type I 0.1]0.1
P2 unstable 1.904 46.94 | 0.02 | 0.9958 | 1.076 x 10% | —1.480 x 105 | 150 Type 0 - -

Table 2.1: Results for several representative gauged Q-ball evolutions. The configurations L.1-1.4 correspond to solutions found
using the logarithmic potential (2.3). P1-P2 represent configurations found using the polynomial potential (2.4). The second
column indicates the outcome of the numerical evolution. From left to right, the remaining columns give the initial central scalar
field amplitude ¢(0,0), the initial central gauge field value Ay(0,0), the electromagnetic coupling constant e, the eigenfrequency
w, the total integrated energy E, the total Noether charge @, the size of the simulation domain spanning {p : 0 < p < dppaz}
and {z : —dmazr < 2 < dimaz}, the type of perturbation used, and the perturbation parameters ¢ and A (if applicable).
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Figure 2.3: Regions of stability and instability for gauged Q-balls in the Vj,, model with
e = 1.1. The points L1-1.4 correspond with the configurations listed in Table 2.1. The solid
black line represents stable configurations while red lines represent regions of instability.
The dashed red line indicates regions where blowup of the solutions is observed; see the
main text for details.

investigation will be discussed below.

2.5.1 Viog Model

Here we consider the dynamical stability of gauged Q-balls in the logarithmic model (2.3).
Most relevant for this work are the results of Ref. [95] which conducted numerical evolutions
of gauged Q-ball configurations for e = 1.1 in spherical symmetry. There it was found that
both stable and unstable gauged Q-balls can exist in the model, though the classical stability
criterion (2.1) provides little information about the stability of a given configuration in the
general case. Once again, we set © = § = 1 for numerical purposes. For brevity, and to
facilitate comparison with previous work, we focus on the case of e = 1.1 where the system
is fully coupled.

The relevant properties of each of the configurations L1-1.4 are described in Table 2.1
along with the final result of numerically evolving the configuration forward in time. In
Figure 2.3, the location of each of these configurations in the solution space is labelled
with a dot. L1 corresponds to a solution on the stable branch. L2 corresponds to an
unstable configuration which decays through dissipation of the fields. L3 corresponds to
an unstable Q-shell solution which breaks apart into several smaller solitonic components.
Finally, L4 illustrates the case of an unstable solution which responds to perturbation by
growing without bound. Here, only L1 is subject to the Type I perturbation (to illustrate the
dynamical stability of the configuration) while L.2-L4 are all subject to Type 0 perturbations
only.
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Figure 2.4: Magnitude |y| of the perturbative scalar field interacting with a stationary
gauged Q-ball (represented by contours) corresponding to configuration L1 in Table 2.1. The
contour lines represent the Q-ball field modulus |¢| in steps of 0.1. The axis of symmetry is
coincident with the top edge of each panel. The simulation domain spans {p : 0 < p <50}
and {z : =50 < z < 50}.
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Figure 2.5: Oscillations of the scalar field modulus |¢| for configuration L1 subject to a
Type I perturbation with parameters ¢ = 0.1 and A = 0.1. Corresponding snapshots for
the evolution are given in Figure 2.4. The perturbative field x implodes upon the Q-ball at
t =~ 20, causing large oscillations in |¢|. Over the full timescale of the evolution, the Q-ball
slowly returns toward the original configuration.

First let us discuss the evolution of configuration L1. This evolution is run for 65000
base-grid time steps up to a final time of ¢ = 6400. To assess the stability, we apply a Type
I perturbation with parameters ¢ = 0.1 and A = 0.1. Results for this evolution are shown
in Figure 2.4. The contour lines in the figure represent the scalar field modulus |¢| while
the colormap represents the perturbing field modulus |y|. The imploding pulse, which is
centered around the point {p = 0.0,z = 0.5}, interacts with the Q-ball starting at ¢ ~ 20
(the second panel of the figure) and explodes through the origin, leaving the simulation
domain at t &~ 70. This induces small asymmetric distortions in the Q-ball field which can
be observed as changes of the contour lines in the subsequent panels. This distortion also
creates large oscillations in the maximal value of |¢| which are plotted in Figure 2.5. Prior
to the imploding pulse interacting with the Q-ball, the oscillations of |¢| are very small and
are sourced by Type 0 perturbations. After the pulse interacts with the Q-ball at ¢ ~ 20, the
amplitude of the oscillations grows significantly as the imploding pulse transfers energy to
the configuration. It oscillates continuously around the stationary (unperturbed) solution
before slowly returning toward the original configuration.

If configuration L1 was unstable, one would expect that the interaction between ¢ and
x would excite any unstable modes underlying the solution. Once excited, these modes
should quickly grow and bring about the destruction of the configuration. However, no
such behaviour is observed in our numerical experiments using different values of ¢ and A.
In addition, we have also analyzed the behaviour of the configuration when subject to Type
0 perturbations only, finding no evidence of instability. We therefore conclude that L1 is
stable.
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Next we consider L2, which lies on the upper branch of the solution curve in Figure 2.3.
We subject this configuration only to a Type 0 perturbation. The time evolution of L2 is
depicted in Figure 2.6. The scalar field modulus retains its initial shape for only a short
time before quickly decaying and spreading radially. As the evolution proceeds, the fields
continue to propagate toward the boundaries until no significant remnant of the initial
configuration remains in the domain. As mentioned previously, the timescale over which
the Q-ball survives before dissipating can be extended by increasing the numerical resolution
of the simulation (thereby decreasing the size of the perturbation). However, even with five
additional levels of refinement, the solution begins to decay within the first few oscillations
of the scalar field. Since the outcome of this evolution is the total dispersal of the fields, we
classify L2 as unstable.

Consider next L3, which lies on the lower branch of Figure 2.3, near the bottom axis.
Notably, f(0) ~ 0 near this axis which results in |¢| attaining its maximal value away from
the origin. This configuration resembles a shell-like distribution of matter and is therefore
labelled a “gauged Q-shell”. The evolution of this configuration subject to a Type 0 per-
turbation is shown in Figure 2.7. At the initial time (top panel), the shell-like nature of the
solution is readily apparent. As time evolves, the spherical symmetry of the configuration is
quickly broken as the Q-shell fragments into several individual components which propagate
away in different directions. Two of these components remain centered on the axis of sym-
metry and travel along this axis toward the outer boundaries. These components remain
approximately spherical for the entirety of the evolution (aside from oscillations and distor-
tions induced by the fragmentation process) and represent smaller “child” gauged Q-balls
of the initial configuration. In addition, we observe that the field also fragments into several
distinct components which coalesce away from the axis of symmetry. In three-dimensions,
these resemble ring-like structures which we call “gauged Q-rings”. Those Q-rings which
are closest to the axis quickly collapse back into spherical structures (child gauged Q-balls)
which remain on the axis of symmetry for the rest of the evolution. However, those rings
which are initially farthest away from the axis of symmetry are observed to propagate
outward and can survive for some time. The bottom panel of Figure 2.7 illustrates the be-
haviour of the gauged Q-rings associated with the decay of L.3. The largest Q-ring reaches
a maximal distance from the origin of p &~ 40 before turning around and collapsing back
onto the axis of symmetry by t = 500.

We classify L3 as an unstable configuration. Moreover, we find that all Q-shell solutions
on the lower branch of Figure 2.3 are unstable. It is notable that this particular branch
of solutions was reported to be stable in Ref. [95] under spherical symmetry assumptions.
However, the formation of rings is obviously forbidden under spherical symmetry, so our

current results are not inconsistent with previous findings.
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Figure 2.6: Evolution of the scalar field modulus |¢| for configuration L2 subject to a
Type 0 perturbation. Upon evolution, the gauged Q-ball rapidly decays until no significant
remnant of the initial configuration remains in the simulation domain. The axis of symmetry
is coincident with the top edge of each panel. The simulation domain spans {p : 0 < p < 50}
and {z : =50 < z < 50}.
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Figure 2.7: Evolution of the scalar field modulus |¢| for configuration L3 subject to a
Type 0 perturbation. Notable in this evolution is the formation of non-spherical ring-like
structures which coalesce away from the axis of symmetry and can survive for some time.
The axis of symmetry is coincident with the top edge of each panel. The simulation domain
spans {p : 0 < p <75} and {z : =75 <z < T75}.
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The formation of gauged Q-rings does not appear to be a unique feature of the decay of
L3. We observe a similar phenomenon for other Q-shells on the lower branch of Figure 2.3
as well as for the decay of some unstable gauged Q-balls on the upper branch (though the
resulting rings may differ in size and lifetime). We have not been able to find any gauged
Q-rings which can survive indefinitely. In each case, the rings propagate outward some finite
distance from the axis of symmetry before collapsing back inward and forming a gauged
Q-ball. This behaviour is similar to what has been observed for non-gauged Q-balls. In
Ref. [77], rings are formed through the high-energy collisions of non-gauged Q-balls which
also collapse back inward at late times. Q-ring solitons with semitopological origin have
also been considered in Ref. [131]. While the rings observed here do not persist indefinitely,
they appear to retain their shape despite the relatively violent dynamics that occur after the
decay of L3 (until eventually collapsing onto the axis of symmetry). Since these rings could
potentially survive long enough to interact with other structures and produce dynamical
effects, we conjecture that they may represent a new type of non-spherical solution in the
model.

Finally, let us discuss the evolution of L4. This configuration lies on the upper branch of
Figure 2.3 above L2. This configuration is subject only to the Type 0 perturbation. When
evolved forward in time, we observe that the modulus of the scalar field quickly grows
without bound until large field gradients are produced. These excessive field gradients
cannot be numerically resolved by our code even with increasing adaptive mesh refinement,
leading to termination of the evolution due to computational constraints. In Figure 2.8, we
plot a radial slice of the energy density of the configuration at various points during the
evolution. At the initial time, the energy density of the configuration is already negative
near the origin. This is likely a consequence of the logarithmic scalar field potential (2.3)
being unbounded from below: when the value of |¢| is large enough, the scalar potential
term V(|¢]) in (2.10) can become negative. If V(|¢|) dominates locally over the other
energies in the system, then the energy density at a point in space can also become negative
(even while the total integrated energy remains overall positive). When this configuration is
evolved forward in time, it may become energetically favourable for the field in the negative
region to grow. At the same time, the field in regions of positive energy density would have
to grow to compensate and keep the total integrated energy constant. This runaway process
results in the large field gradients and unbounded growth (blowup) observed in Figure 2.8.

While the decay process of L4 may be unphysical, it is not entirely unexpected. Similar
phenomena have been observed in other Q-ball models where local energy densities can
attain negative values [135, 136]. It is also possible that the decay of L4 could manifest in
a different manner (such as dissipation of the fields, similar to L2) if the sign of the initial

perturbation to the system could be precisely controlled. However, this level of control is
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Figure 2.8: Radial slices of the energy density £ of L4 along z = 0 at various times
during the evolution. Initially, the energy density is negative in a region surrounding the
origin and positive elsewhere. As the evolution proceeds, the energy density near the origin
grows; the positive region also grows to compensate. Note that the total energy integrates
to a positive quantity and is conserved to within 1% over the timescales shown here.

not possible with the Type 0 perturbation, and the fields are found to grow too quickly
for Type I perturbations to be effective. In any case, the evolution of L4 results in the
destruction of the configuration, and we therefore classify L4 as unstable.

Having discussed the specific configurations L1-L4, we now turn to the general regions
of stability and instability depicted in Figure 2.3. The black solid line on the bottom branch
indicates the regions of the solution curve which are found to be stable under both Type
0 and Type I perturbations. L1 lies in this region. At the leftmost edge of the bottom
branch, we observe a turning point where the gauged Q-ball configurations suddenly be-
come unstable. As this turning point is approached from above, the stable gauged Q-ball
configurations become less robust: it becomes possible for a sufficiently large Type I pertur-
bation to “kick” the configuration to the unstable branch, though the same configuration
remains stable for smaller-sized perturbations. Due to this effect, it is difficult to exactly
determine the location of the onset of instability. However, our numerical experiments sug-
gest that it corresponds with the leftmost edge of the lower branch as depicted in the figure.
The region of the curve below this point, marked by a red solid line, is found to be unstable.
This region contains L3 along with other Q-shell solutions. Lastly, all portions of the curve
along the upper branch (containing L2 and L4) are found to be unstable. The solutions
which are found to exhibit the blowup behaviour when subject to Type 0 perturbations
(including L4) are indicated by a red dashed line along this curve.

To conclude this section, let us summarize the main dynamical behaviours observed

in the logarithmic model. For the stable configurations, we find that small perturbations
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remain bounded and the fields remain relatively close to their initial values without any sign
of significant growth or decay. For the unstable configurations, we find the most common
outcome to be fragmentation into a small number of “child” Q-balls which quickly propagate
away along the axis of symmetry. In some cases (such as L3), this process is accompanied
by the formation of Q-rings, while in other cases (such as L2), no significant Q-ball or
Q-ring remnants are formed. At present, we have been unable to identify a simple criterion
which can predict these changes in behaviour. In general, the fragmentation of gauged
Q-balls appears to be a complicated non-linear process, with the only guarantee being the

conservation of four-momentum and charge.

2.5.2 V5 Model

Here we consider the dynamical stability of gauged Q-balls in the polynomial model (2.4).
For illustrative purposes, we select two configurations P1 and P2 whose properties are listed
in Table 2.1. P1 represents an example of a stable evolution for e = 0.17 while P2 represents
an unstable evolution for e = 0.02. For numerical purposes, we set m =k =1 and h = 0.2
in all evolutions.

First we consider the evolution of P1. This configuration lies on the shortest curve of
Figure 2.2 with e = 0.17, which is near the maximum allowable value of e ~ 0.182 [96]. The
evolution of P1 is subject to a Type I perturbation with parameters A = 0.1 and ¢ = 0.1
and runs for 65000 base-grid time steps up a final time of ¢ = 6400. The maximal value of
the scalar field modulus |¢| and the gauge field component A for this evolution is shown in
Figure 2.9. The perturbative scalar field hits the Q-ball at ¢ ~ 20 before exploding outward
and exiting the simulation domain. After the collision, the Q-ball is left oscillating at the
origin around the stationary (unperturbed) configuration. However, the magnitude of this
oscillation rapidly decays as the Q-ball quickly returns close to the original configuration.
Similar behaviour to P1 is observed for all other solutions tested on the e = 0.17 branch
depicted in Figure 2.2. We therefore conclude that P1 (as well as all other solutions tested
on this branch) is dynamically stable.

Finally, we consider the evolution of P2. This configuration is distinctive in that it
occupies a much larger volume than any of the configurations previously considered. In
addition, the scalar field profile of P2 is relatively uniform in the center of the Q-ball before
dropping off rapidly to zero at a radial distance r = 65. In this sense it somewhat resembles
a Q-ball of the thin-wall type [22]. In Figure 2.10, we show the evolution of P2 subject
to a Type 0 perturbation. The distinctive flat-top shape of the configuration is apparent
in the first panel of the figure. By t ~ 525 (second panel), the original spherical shape of
the configuration is lost as the field content begins to concentrate away from the axis of

symmetry. At late times, these off-axis concentrations separate into two distinct Q-rings
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Figure 2.9: Oscillations of the scalar field modulus |¢| for configuration P1 subject to a
Type I perturbation with parameters ¢ = 0.1 and A = 0.1. Also shown are the oscillations
in the maximal value of Ay (right axis). The perturbative field y implodes upon the Q-ball
at t ~ 20 and induces oscillations which quickly decay. By t = 60, the perturbed Q-ball has
returned very nearly to its original configuration.

while a relic region of Q-matter remains near the origin.

In Figure 2.11, we plot the growth of the scalar field modulus |¢| for configuration P2.
Here, the difference Al¢| = |p(t = 0,p,z)| — |p(t = 225, p, )| illustrates the growth of
the solution between the initial time and at a point midway through the evolution (but
before the dynamics have entered the non-linear regime). It is clear from the figure that the
growth occurs predominantly near the edge of the Q-ball and resembles the pattern of the
Y4 spherical harmonic. This pattern becomes apparent in the evolution by ¢ ~ 100 and
grows exponentially in amplitude until the Q-ball begins to break apart starting at ¢ &~ 500.
As mentioned previously, it is well-known that the decay of unstable non-gauged Q-balls
is always mediated by a spherically-symmetric mode [133]. However, it remains an open
question in the literature as to whether gauged Q-balls can be destroyed by the growth of
non-spherical modes. Here we have found an example of an unstable gauged Q-ball where
the growth of the dominant unstable mode appears to be non-spherical. Remarkably, this
occurs even for a small gauge coupling value of e = 0.02. This result is suggestive (though
not conclusive) that the destruction of gauged Q-balls can be mediated by non-spherical
modes, in contrast to their non-gauged counterparts. However, we emphasize that we have
not made any attempt to perform a full stability analysis in this work.

In Figure 2.12, we plot the location of P2 on the e = 0.02 curve in the solution space.
The curve can be broken down into several distinct branches: an upper unstable branch
(I), a stable branch (II), and a lower unstable branch (IIT) which contains P2. The branch

(ITI) is characterized by solutions which are dominated by a large, nearly-homogeneous
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Figure 2.10: Evolution of the scalar field modulus |¢| for configuration P2 subject to a
Type 0 perturbation. As the evolution proceeds, the Q-ball splits into two Q-rings which
propagate away from the axis of symmetry. The axis of symmetry is coincident with the
top edge of each panel. The simulation domain spans {p : 0 < p < 150} and {z : —150 <
2 < 150},

46



—75 —50 —25 0 25 50 75
0

20
< 40} \ /
60 |
t =225
~0.045 Alg| 0.045

Figure 2.11: Plot of the difference in the scalar field modulus A|¢| = |¢(t = 0, p, )| —
|p(t = 225, p, z)| for configuration P2 subject to a Type 0 perturbation. Here, the growth
of |¢| occurs predominantly near the edge of the Q-ball and resembles the pattern of the
Y40 spherical harmonic. The corresponding plot for the full evolution of |¢| is given in
Figure 2.10.

central region and have thin surface boundaries, similar to P2. The radial extent of these
solutions increases with w along branch (III). In most cases, the gauged Q-balls on this
branch are found to decay slowly into smaller gauged Q-balls or Q-rings, in contrast to the
unstable branch (I) where the instability quickly manifests via complete dispersal of the
fields to infinity (similar to L2 in the logarithmic model). However, for some configurations
along branch (III) which are close to the transition point with branch (II), we also observe
the development of large oscillations in the Q-ball interior which significantly disrupt the
shape of the configuration but do not cause the Q-ball to immediately break apart. These
oscillations are accompanied by the radiation of charge toward infinity. Since these solutions
lose their resemblance to the initial configuration, we also classify them as unstable.
Before concluding, let us comment on the validity of the classical stability criterion
(2.1) for e = 0.02. Since the gauge coupling is very small for this case, one might expect
that the regions of stability should be well-predicted by the sign of d@Q/dw. Indeed, we
find this to be the case. The unstable branches (I) and (III) in Figure 2.12 approximately
correspond with (w/Q) dQ/dw > 0 while solutions on the stable branch (II) approximately
correspond with (w/Q)dQ/dw < 0. In this sense the gauged Q-balls with e = 0.02 closely
resemble their non-gauged counterparts. In contrast, we have found the entire space of
solutions for e = 0.17 to be stable despite the fact that one can find both (w/Q) dQ/dw > 0
and (w/Q)dQ/dw < 0 for these solutions. This supports the finding that the sign of the
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Figure 2.12: Regions of stability and instability for gauged Q-balls in the V4 model with
e = 0.02. The point P2 corresponds with the configuration listed in Table 2.1. The dotted
red line represents unstable regions (I) and (IIT) while the solid black line (II) corresponds
with stable configurations. The blue circles indicate the transition points between stability
and instability as predicted by the classical stability criterion for non-gauged Q-balls (2.1).

criterion (2.1) provides little information on the classical stability of gauged Q-balls when

the magnitude of the gauge coupling is appreciable [95].

2.6 Conclusion

We have performed fully non-linear numerical evolutions of U (1) gauged Q-balls in axisym-
metry to investigate their stability and dynamics. We assessed this stability in two ways:
by perturbing the configurations using the inherent truncation error of the numerical grid,
and by introducing an auxiliary massless real scalar field which acts as a perturbing agent
designed to explicitly excite any underlying unstable modes. Our simulations suggest that
both stable and unstable gauged Q-ball configurations can exist in both the logarithmic
and polynomial models. For those solutions which are classified as stable, we observe no
evidence of growing modes on the timescales of our evolutions. These solutions respond
to perturbations by oscillating continuously or weakly radiating before returning to the
original configuration. On the other hand, the decay of unstable configurations can man-
ifest in several different ways, such as total dispersal of the solution, fragmentation into
smaller gauged Q-balls, or via the formation of non-spherical ring-like structures which we
call “gauged Q-rings”. These structures appear to be similar in appearance and behaviour
to the rings observed in previous studies of non-gauged Q-ball dynamics [77]. Additionally,
for some solutions governed by the logarithmic potential and which attain large field values,
we observe that the configurations respond to perturbations by growing without bound.

This is similar to behaviour observed in other Q-ball models that permit a negative energy
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density and is interpreted as a consequence of the scalar potential being unbounded from
below. For the polynomial potential, we have also investigated the dynamical behaviour of
gauged Q-balls when the gauge coupling is small. In this case, we find that the regions of
stability and instability are well-described by the stability criterion (2.1).

One expected result from our study is that those configurations which were known to be
unstable with respect to spherically-symmetric perturbations [95] are also unstable under
axisymmetric ones. However, our results indicate that axisymmetric perturbations can
lead to new regions of instability in the solution space. Furthermore, we have found that
some unstable gauged Q-ball configurations can be destroyed by the growth of modes which
appear to be non-spherical. These results suggest that the decay of some gauged Q-ball
configurations may be mediated by non-spherical modes, in contrast to non-gauged Q-balls.

While we have presented numerical evidence that gauged Q-balls can be classically stable
with respect to axisymmetric perturbations, it is possible that more general perturbations
may eventually destroy any gauged Q-ball. Addressing this issue might be accomplished
with a fully three-dimensional code. Future work may also focus on trying to explicitly
solve for the non-spherical gauged Q-ring configurations and numerically evolving them in
order to assess their stability. Another interesting question relates to the interaction of two
stable gauged Q-balls, which will be the subject of a future paper.

Lastly, we would like to emphasize that our results have addressed only the classical
stability of gauged Q-balls (i.e., stability of the solutions with respect to small perturbations
of the fields). For a complete picture of Q-ball behaviour, one may also wish to consider
quantum effects. For example, a Q-ball may decay through collective tunnelling or by
surface evaporation when coupled to additional fields [98, 137-139]. It is interesting to
ask whether the stability of gauged Q-balls is maintained once these effects are considered,

though such a question is beyond the scope of the present work.
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Chapter 3

Relativistic Head-on Collisions of
U(1) Gauged Q-balls

3.1 Introduction

The study of non-linear wave equations has a long and rich history in modern physics'.

One of the most remarkable insights to emerge from this tradition has been the discovery
of solitons: localized solutions to the field equations that can propagate without dispers-
ing. In many respects, solitons behave like a rudimentary model of a particle which can be
constructed from smooth classical fields. They can generally be classified as either topo-
logical or non-topological depending on whether the underlying model has a non-trivial
topology. Examples of topological solitons include the kink/anti-kink solutions of quantum
field theory, skyrmions and vortices in condensed matter physics, and cosmological domain
walls [16, 17]. In contrast, non-topological solitons can arise due a balancing between the
effects of non-linearity and dispersion and are often characterized by the existence of a
conserved Noether charge [17]. The prototypical examples of non-topological solitons are
Q-balls which arise in complex scalar field theories admitting a U(1) symmetry.

The study of Q-balls began in earnest with the work of Coleman [27, 28] who described
them as localized solutions of a complex scalar field theory with a non-linear attractive
potential and a global U(1) symmetry. This work has since been extended to show that Q-
ball solutions can arise in a variety of physically-motivated models (see [125] for a review).
In the context of cosmology and particle physics, Q-balls may be relevant for various early-
Universe scenarios such as baryogenesis and the dark matter problem [30, 31, 34, 35]. They
may also arise in the context of non-linear optics [140] and condensed matter systems

[68, 69]. Mathematically, Q-balls are characterized by the presence of a conserved Noether

!The content of this chapter has previously been published in [2].
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charge @@ which is associated with the U(1) symmetry of the theory. The global U(1)
symmetry can also be made into a local U(1) symmetry via the introduction of a U(1)
gauge field; the resulting solutions are called gauged Q-balls and represent a coupling of the
system to electromagnetism [84].

While the basic properties of Q-balls are well-known, it remains a challenging problem to
model their full time-dependent dynamical behaviour. This is due mainly to the non-linear
structure of the underlying equations which typically requires a numerical treatment. Early
work on this topic revealed that Q-ball dynamics can be remarkably complex, particularly
when considering interactions and relativistic collisions of Q-balls. Perhaps the most com-
prehensive studies of this type were performed by Axenides et al. in two spatial dimensions
[74] and Battye and Sutcliffe in three spatial dimensions [77]. There it was shown that
Q-balls can interact elastically or inelastically depending on the collision parameters. They
may also transfer charge, annihilate, or form oscillatory charge-swapping structures [47—49]
under the right conditions. Additional studies have also considered different scalar field
models, higher collision velocities, or greater numerical resolutions [72, 75, 76, 78, 80]. A
general conclusion to be drawn from these studies is that Q-ball behaviour can be quite
complex and unexpected.

In the present paper, we continue this exploration of Q-ball dynamics by considering
relativistic head-on collisions of U(1) gauged Q-balls in axisymmetry. Intuitively, one might
expect that the addition of the U(1) gauge field may lead to novel dynamical behaviour
due to the interaction of electromagnetic charges and currents. However, this possibility
has remained largely unexplored in the literature. Our aim is to shed light on this topic
by performing fully non-linear numerical evolutions of the field equations in axisymmetry.
We explore the effects of various collision parameters such as the initial velocity, relative
phase, relative charge, and electromagnetic coupling strength in order to gain insight on
the general phenomenology of gauged Q-ball collisions.

In a previous paper [1], we numerically investigated the dynamical behaviour of U(1)
gauged Q-balls when subject to axisymmetric perturbations. There it was found that stable
gauged Q-ball configurations can exist in both logarithmic and polynomial models. Using
these solutions as a starting point, we construct binary gauged Q-ball initial data consisting
of two stable solutions which are boosted toward each other at relativistic velocities. We
then evolve the system according to the equations of motion and observe the subsequent
dynamics.

When the gauge coupling is small, our results parallel those found for ordinary (non-
gauged) Q-ball collisions. Specifically, we find that the collision dynamics can be divided
into three regimes—which we will call the elastic, fragmentation, and merger regimes—

depending on the incident velocity of the colliding Q-balls. In the elastic regime (corre-
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sponding to high velocities), the collisions are primarily elastic with the Q-balls passing
through each other virtually unscathed and forming a destructive interference pattern at
the moment of impact. In the merger and fragmentation regimes (corresponding to low
and intermediate velocities, respectively), the collisions are primarily inelastic with several
possible outcomes. At the lowest velocities, the Q-balls can merge into a single Q-ball of
a larger size, while at intermediate velocities they tend to fragment into many pieces. We
also investigate collisions of oppositely-charged and phase-shifted Q-balls, finding evidence
for annihilation and charge transfer, respectively.

When the gauge coupling is large, we find that electromagnetic effects can significantly
alter the outcome of the collision. For gauged Q-balls with charge of equal sign, we find that
the Coulomb repulsion tends to decelerate the Q-balls prior to the moment of impact. At low
incident velocities, this can prevent the interaction of the Q-ball fields entirely; at higher
velocities, it simply reduces the effective collision velocity. We also find that collisions
at large gauge coupling are rarely an elastic process. Unlike the free-passage behaviour
observed for small gauge coupling, the collision of gauged Q-balls at high-velocities tends
to result in the formation of ring-like objects (which we have previously called “gauged
Q-rings” [1]) or elongated structures even for collision velocities very close to the speed of
light. For collisions involving Q-balls of unequal phase, we again observe charge transfer
similar to the case of small gauge coupling. However, we find that the gauged Q-balls
created in this process often break apart, presumably due to the reduced range of stable
solutions which exist at large gauge coupling. For collisions of oppositely-charged Q-balls,
the Coulomb force accelerates the Q-balls prior to the moment of impact. These collisions
can result in the annihilation of significant charge and the production of an electromagnetic
radiation pulse. In sum, we find that the collision of gauged Q-balls can be a violent process
with some striking differences when compared to the non-gauged case.

The outline of this paper is as follows: in Section 3.2, we briefly review the theory of
U(1) gauged Q-balls. In Section 3.3, we summarize our numerical approach to the head-on
collision problem. In Section 3.4, we present our main results and summarize the general
dynamics observed for U(1) gauged Q-ball collisions. In Section 3.5, we provide some
concluding remarks.

In this work, we use units where ¢ = h = 1 and employ the metric signature (—, +, +, +).
For brevity, we will interchangeably use the terms “Q-ball” and “gauged Q-ball” when
referring to Q-balls coupled to the electromagnetic field. When referring to Q-balls which

do not admit any such coupling, we will explicitly use the term “non-gauged Q-ball”.
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3.2 Review of U(1) Gauged Q-balls

For a system composed of a complex scalar field ¢ coupled to a U(1) gauge field, A,,, the

Lagrangian density takes the form
* 1 v
L=~ (Dud)” D6~V (6]) — 3 FyuF™. (3.1)

Here, F},, = 0,A, — 0, A, is the electromagnetic field tensor, D, = V, —ieA,, describes the
gauge covariant derivative with coupling constant e, and V' (|¢|) represents a U(1)-invariant

scalar field potential. The equations of motion for the theory (3.1) take the form

0

D,D!¢p — Vv =0 3.2
WD = SV (16 = 0. (32)
VF'" +ej” =0, (3.3)

where j” is the Noether current density,
j" = —i(¢"D"¢ — $(D"$)"). (3.4)

This quantity can be integrated to obtain the conserved Noether charge Q = [ G0 d3x
associated with the U(1) symmetry of the theory. Likewise, there exists a conserved energy

E = [Ty d3x which can be computed from the energy-momentum tensor of the theory,

1
T/u/ = F,uozFl/ﬂgBa - ZguuFa,BFaB

+ Dud(Dy9)* + Dyd(Dyp)* (3.5)
— 9 (Dag(D¢)" + V(|9])).

Solutions to the equations of motion (3.2)—(3.3) which represent gauged Q-balls can be

found by making a spherically-symmetric ansatz for the fields,

o(t, %) = f(r)e™", 3.6
A(t, %) = Ao(r), 3.7
Ai(t, %) =0, (3.8)

and imposing the boundary conditions

Tim f(r) =0, Toy=0 (3.9)
im A =0, “00) =0 (3.10)
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This ansatz yields the reduced equations of motion

£10)+ 2100+ F0)g(r)? = 35V () =0, (3.11)
L)+ 2 40() + 267 (rV0(r) = (312)

where we have defined g(r) = w — eAg(r). There are several approaches to finding solutions
which satisfy the coupled equations (3.11)—(3.12) such as shooting [84], relaxation [94],
or via mapping from the profiles of non-gauged Q-balls [89]. Here we utilize an iterative
shooting procedure to numerically determine f(r) and Ap(r) which satisfy (3.11)—(3.12) to

a good approximation. Further details about this technique are provided in [1].

3.3 Numerical Approach

As a starting point for our evolution, we consider the line element
ds? = —dt* + dp* + pPde?® + d2? (3.13)

where (¢, p, ¢, z) are the standard cylindrical coordinates. Further, we impose axisymmetry
on the system by requiring all dynamical variables to be ¢-independent. This is done purely
to reduce the computational cost of modelling the system in fully three spatial dimensions.
With this choice, the equations of motion (3.2)—(3.3) can be expressed as a set of six coupled
non-linear partial differential equations; these equations are identical to those listed in the
appendix of our previous paper [1]. Working in the Lorenz gauge, the equations of motion

are supplemented with the gauge condition

VAR =0, (3.14)
and the equations

ViE' =¢j°, (3.15)

V,B' =0, (3.16)

where E' and B are the (three-dimensional) electric and magnetic field vectors, respectively,
whose components are determined via the electromagnetic field tensor, F,,. Together, the
equations (3.14)—(3.16) act as additional constraints on the evolution: it is expected that
a numerical solution to the equations of motion will approximately satisfy these constraint
equations at any given time.

In order to construct initial data which is suitable for studying head-on collisions, we
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interpolate a pair of spherically-symmetric gauged Q-ball solutions in the p — z plane using
Neville’s algorithm to fourth-order in the mesh spacing [23]. The center of each Q-ball is
chosen to coincide with the line p = 0 in order to preserve the spherical symmetry of each
Q-ball in the binary. Each Q-ball is also given an initial displacement along the z-axis so
that the binary is well-separated at the initial time. Finally, we apply a Lorentz boost to
each Q-ball along the z-direction at a relativistic speed v (where v = 1 corresponds to the
speed of light in our units) so that they travel toward each other. After these operations,

the field variables f € {¢,0;¢, A, 0; A, } are initialized according to the linear superposition

f(p7 Z) = fA(pa Z) + fB(p7 Z)? (3'17)

subject to the condition
fA(P,Z) 'fB(p7Z) ~ 0, (318)

where the subscripts {A, B} identify each individual Q-ball in the binary.

Practically speaking, the condition (3.18) is not trivial to satisfy in general. While
the scalar field falls off exponentially away from the Q-ball center (thereby satisfying the
condition even at modest separation distances), the same cannot be said for the gauge field,
which falls off like 1/r. This long-range behaviour inherently introduces violations of the
constraint equations (3.14)—(3.16) when the gauge fields of each Q-ball significantly overlap.
The magnitude of this violation depends on several factors such as the initial separation
distance, the boost velocity, and the total charge of the constituent Q-balls. To deal with this
problem, we implement an FAS multigrid algorithm [23] to re-solve the equations (3.15)—
(3.16) at the initial time and minimize the constraint violation for arbitrary superpositions
of the form (3.17). We also monitor the residuals of the constraint equations (3.14)—(3.16)
during the evolution to ensure that they do not grow significantly over the timescales under
consideration.

For the purposes of this work, we choose several representative examples of gauged
Q-ball solutions to act as initial data for the colliding binaries. The properties of these
solutions are listed in Table 3.1. In our simulations, we consider two different possibilities
for the scalar field potential V' (|¢|) in the model (3.1). These are

Viog(18]) = —1°|¢|* In(B8%[8]*), (3.19)
k h
Vs(lol) = m?|o|* = Slol" + S lel°, (3.20)

where u, 8, m, k, and h are real, positive parameters. In Table 3.1, the solutions pertaining
to the logarithmic potential (3.19) are named LogA, LogB and LogC while the solutions
due to the polynomial potential (3.20) are named PolyA and PolyB. These solutions, which
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are known to be stable against axisymmetric perturbations [1], are specifically chosen to
illustrate the range of dynamical features associated with head-on collisions of gauged Q-
balls. We emphasize that aside from the examples listed in Table 3.1, we have also studied
collisions involving several other configurations and find the dynamics to be consistent with
the results reported below.

In addition to varying the scalar potential, we also adjust the values of the electromag-
netic coupling constant e, the initial velocity v, the relative phase difference «, and the
relative sign of the Noether charge @) for the colliding Q-balls. The value of « is set through
a simple modification of the spherical Q-ball ansatz (3.6):

o(t, &) = f(r) ewtia (3.21)

where a € [0,7] and € = £1. Since we only consider collisions between Q-balls with
identical w, the value of a determines the relative difference in phase between the colliding
Q-balls prior to the moment of impact. The sign of €, meanwhile, provides a mechanism
through which we can study both Q-ball/Q-ball and Q-ball/anti-Q-ball collisions. This
can be understood from the fact that the sign of the Noether charge @ (and the sign of
the electric charge Q. = eQ) of a gauged Q-ball is connected to the sign of the oscillation
frequency w [94]. Therefore, adjusting the sign of € for one Q-ball in the binary (as well
as taking Ag(r) = —Ao(r) in (3.7)) effectively flips the sign of its charge, allowing us to
superpose initial data of equal or opposite charge as desired.

After specifying the initial data at t = 0, we proceed by evolving the system forward
in time. To facilitate this, we invoke a coordinate transformation z# = (£, p,z) — z# =
(t, P, Z) according to

p = dexp(cP) — dexp(—cP), (3.22)
z =dexp(cZ) — dexp(—cZ), (3.23)

where ¢ and d are positive, real parameters. With appropriate choice of ¢ and d, the
transformation (3.22)—(3.23) remains approximately linear near the origin while becoming
increasingly compactified at large coordinate values. This is an attractive feature for our
numerical domain because it allows us to resolve the dynamics at large length scales with-
out incurring an excessive computational cost. To perform the evolution in this coordinate
system, we use a second-order Crank-Nicolson finite-difference scheme implemented with
fourth-order Kreiss-Oliger dissipation as a smoothing operator. A modified Berger-Oliger
adaptive mesh refinement (AMR) algorithm [118] is used to dynamically increase the numer-
ical resolution of our simulations in the regions of greatest interest. For all results presented
below, the base grid is taken to be 129 by 257 grid points in {P, Z} with up to 8 levels
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Solution‘ e ‘|¢(0,0)H Ap(0,0) ‘ w ‘ E ‘ Q| ‘

LogA 0.1 | 0.3669 | 2.697 x 1072 | 2.003 | 6.769 | 3.006
LogB 0.1 1.627 0.2682 1.027 | 45.45 | 30.03
LogC 1.1 | 0.6461 1.383 2.522 | 52.08 | 22.37
PolyA | 0.02 | 2.062 0.4353 0.6587 | 476.4 | 582.9
PolyB | 0.17 | 1.973 2.515 0.9976 | 405.1 | 387.5

Table 3.1: Table of several gauged Q-ball solutions used in our collision simulations. The
solutions LogA, LogB and LogC correspond to the logarithmic potential (3.19) while PolyA
and PolyB correspond to the polynomial potential (3.20). From left to right, the remaining
columns indicate the value of the electromagnetic coupling constant e, the initial central
value of the scalar field |¢(0,0)|, the initial central value of the gauge field Ay(0,0), the
Q-ball oscillation frequency w, the total energy F of the solution (when stationary), and
the total Noether charge |@| of the solution.

of additional mesh refinement at a refinement ratio of 2:1. We choose a Courant factor of
A = dt/ min{dP,dZ} = 0.25. At the outer boundaries, we impose outgoing (Sommerfeld)
boundary conditions in order to accommodate the long-range behaviour of the electromag-
netic field and reduce the effects of spurious boundary noise. In addition, we apply reflective
or anti-reflective boundary conditions as necessary along the axis of symmetry in order to
enforce regularity.

For numerical convenience, we choose p = § = m = k =1 and h = 0.2 in (3.19)-
(3.20) following our previous work [1]. We select ¢ = 0.05, d = 10 in (3.22)—(3.23) and
set the domain boundaries to span at least {P : 0 < P < 50} and {Z : =50 < Z < 50}
which corresponds to {p : 0 < p < 121} and {z : —121 < z < 121} in the original
coordinate system. With this choice, we find the numerical domain to be large enough
to capture the relevant post-collision dynamics of the Q-balls. We emphasize that while
all evolutions have been performed using the compactified coordinates P and Z, we will
hereafter present all results using the linear coordinates p and z. This is done primarily to
facilitate the interpretation of the results. Finally, since the numerical code is identical to
the one used in [1] (aside from applying the coordinate transformation (3.22)—(3.23) and
the generation of binary initial data), we refer the reader to [1] for issues of code validation

such as convergence and independent residual tests.

3.4 Numerical Results

We now describe the results of our numerical experiments. In our collision simulations, we

consider the effects of the following parameters on the resulting dynamics: gauge coupling
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strength e, collision velocity v, relative phase difference «, and relative sign of the Noether
charge . In most cases, we restrict the collision velocity to the range 0.1 < v < 0.9 and
the phase difference to o € {0,7/4,7/2,3w/4, 7}, though in some cases we explore beyond
these values to get a complete picture of the dynamics. Further, we test the effects of
the choice of scalar potential (logarithmic (3.19) versus polynomial (3.20)) as well as the
difference between colliding Q-balls of equal charge and opposite charge. We note that for all
simulations presented below, the constituent Q-balls are always composed of identical charge
magnitudes (i.e., we do not present any results for collisions between Q-balls of differing
|Q|). For comparison purposes, we first explore the results at small gauge coupling. We
then move on to the case where the gauge field is strongly coupled to highlight the salient
dynamics. For presentation purposes, we have relegated some plots of the dynamics in this
section to Appendix B.1.

We provide in Table 3.2 a broad, high-level overview of the main results of our numerical
experiments. We will devote the remainder of this work to discussing the various phenomena

which are reflected in the table.

3.4.1 Small Gauge Coupling

Here we consider collisions involving solutions LogA, LogB, and PolyA from Table 3.1.
Since the strength of the gauge coupling is small in these cases (see [93] where this notion
is made precise), it is expected that the dynamics of gauged Q-balls in this regime will be
similar to the dynamics of ordinary (non-gauged) Q-balls.

Let us begin by discussing the effect of Q-ball velocity on the outcome of the collision.
In previous studies [74, 77, 80] it has been shown that the dynamics of equal-charge, non-
gauged Q-ball collisions can generally be divided into three regimes: (i) at low velocities,
a “merger” regime wherein the Q-balls tend to coalesce, (ii) at intermediate velocities, a
“fragmentation” regime wherein the Q-balls tend to break up into smaller components, and
(iii) at high velocities, an “elastic” regime wherein the Q-balls tend to pass through each
other virtually unscathed. We find that gauged Q-ball collisions with small gauge coupling
are generally consistent with these previous findings.

First, consider the low-velocity regime. In Figure 3.1, we plot the collision of two Q-balls
of type LogA (see Table 3.1) with equal charge, velocity v = 0.1, and phase difference o = 0.
As the Q-balls collide, they merge temporarily before separating again and propagating a
short distance along the axis of symmetry. However, they have insufficient kinetic energy to
completely escape their mutual influence and instead repeatedly merge and partially sepa-
rate. Small amounts of scalar matter are also released during this process. As the evolution
proceeds, the field configuration settles down into a single coherent merged state. The final

Q-ball is of a larger total size than LogA and remains at the origin lightly perturbed.
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Figure 3.1: Evolution of the scalar field modulus |¢| for a collision of solutions of type
LogA with equal charge, velocity v = 0.1, and phase difference @ = 0. The Q-balls collide
at t ~ 250 and repeatedly merge and separate. By ¢ ~ 600 (beyond what is shown here),
the field configuration settles down into a single larger Q-ball which remains perturbed at
the origin.
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09

Collision Parameters Result
Relative Charge Q ‘ Phase Difference « Collision Velocity v Small e ‘ Large e
Low v Merger Coulomb repulsion
a=0 (no collision)
Intermediate v Merger, fragmentation | Merger, fragmentation
High v Free-passage Fragmentation
Low v Coulomb repulsion
Equal @ a € (0,m) Charge transfer }(1n0 COHISIO?
Intermediate & High v Charge tran§ er,
fragmentation
Low v Coulomb repulsion
Q=T Phase repulsion (no collision)
Intermediate & High v Phase repulsion
Opposite Q All o All v Partial annihilation Partial annihilation,

radiation emission

Table 3.2: Summary of the main dynamical results from our collision simulations. Shown are the observed collision outcomes
(classified by either “small” or “large” values of the gauge coupling constant e) as a function of various collision parameters:
the relative Noether charge @ of the colliding binary (either equal or opposite), the relative phase difference «, and the collision
velocity v (heuristically divided into “low-velocity”, “intermediate-velocity”, and “high-velocity” regimes). We comment that the
results listed in this table together capture the dynamics in both the logarithmic (3.19) and polynomial (3.20) scalar field models.

These results are explained in further detail throughout Section 3.4.




When boosted to velocities above a certain threshold, the colliding Q-balls have sufficient
kinetic energy to avoid a merged final state (for LogA, the velocity threshold is v 2 0.125).
At these “intermediate” velocities, a significant quantity of the initial charge of each Q-ball
continues propagating along the axis of symmetry after the collision. These resulting Q-balls
are highly perturbed and oscillatory. In most cases, this process also results in some relic
amount of charge left behind: the Q-balls have partially fragmented into smaller structures.
These smaller Q-balls may either remain stationary at the origin or continue to propagate
along the axis of symmetry, lagging the main Q-balls at a lower velocity. An example of
such a collision for solution LogA at velocity v = 0.5 is given in Appendix B.1 (Figure B.1).

At the highest velocities, collisions between the Q-balls are primarily elastic and they
emerge from the collision relatively unscathed. An illustration of this phenomenon is given
in Appendix B.1 (Figure B.2) for solution LogA at velocity v = 0.9. It is also in this regime
that the wave-like nature of Q-balls becomes readily apparent through the appearance of
interference fringes at the moment of impact. Plotted in Figure 3.2 are the interference
fringes observed for collisions of solution LogA at v = 0.9. For equal-charge collisions,
a clear fringe pattern emerges with fringe spacing inversely proportional to the collision
velocity. Also shown are the effects of opposite-charge and phase-difference collisions on the
fringe pattern (to be discussed below).

We now comment on the effects of phase difference on the collision dynamics. Recall
that a phase difference is introduced into the system by choosing a # 0 in (3.21). Since
the colliding Q-balls in our study always have identical values of w, this phase difference is
preserved until the moment of impact regardless of the initial separation distance or initial
velocity. As reported previously [77], the main effect of this phase difference is to induce
charge transfer between the colliding Q-balls. This behaviour can be understood in terms of
relative phase accelerations [77] or the induced rate of change of momentum for the colliding
Q-balls [79]. Testing the effects of phase difference at a € {0,7/4,7/2,37/4, 7}, we find
that charge transfer is generally maximized at the lowest collision velocities and for small
phase differences, in agreement with previous studies.

Plotted in Figure 3.3 is the collision of solution LogA at a velocity of v = 0.1 and
a phase difference @ = 7 /4. Initially, the Q-balls are of equal charge. At the moment
of impact, the Q-ball with lagging phase (rightmost Q-ball in the figure) suddenly gains
charge from the Q-ball with leading phase (leftmost Q-ball). Since Q-balls are extended
structures, it can be difficult to precisely determine the total charge ) contained in the
resulting objects. However, by integrating @ in the half-volumes z > 0 and z < 0 after the
collision takes place, we can estimate by the deviation from symmetry that approximately
18% of the charge is transferred during this process. We note that the total charge @) over

the simulation domain remains conserved to within 0.1% during the evolution. In addition

61



equal charge, a =0
""" equal charge, a = w/4

opposite charge, a =0

0.75
— 0.50
N
=3
I
S
<
— 025
0.00 IA—‘JP. Sopes
~2.0 -15 -10 -05 00 05 1.0 15 20

z

Figure 3.2: Profiles of the scalar field modulus |¢| evaluated along the axis of symmetry
during collisions involving solution LogA with v = 0.9. Three cases are shown: an equal-
charge collision with no phase difference (« = 0), an equal-charge collision with phase
difference o = 7 /4, and an opposite-charge collision with no phase difference (o = 0). In
each case, the profile is shown at the moment |¢| reaches its maximal value. For collisions
with equal charge, a destructive interference pattern forms at the moment of impact. For
collisions with opposite charge, the interference pattern is purely constructive.

to charge transfer, we observe that the velocities of the resultant Q-balls after the collision
are no longer identical: the smaller Q-ball moves faster than the larger one. This can be
understood as a straightforward consequence of linear momentum conservation.

At intermediate velocities, we observe the same qualitative behaviour, though with the
amount of charge transfer reduced (for instance, only ~ 7% is transferred at v = 0.5, « = 7/4
for solution LogA). In some cases, the charge transfer at these velocities is accompanied by
the formation of one or more smaller Q-balls which remain along the axis of symmetry after
the collision and lag the main Q-balls, being slightly perturbed. At the highest velocities,
the charge transfer is minimal (for instance, ~ 1% or less of the charge is transferred with
v 2 0.9, a = 7/4 for solution LogA) and no significant smaller Q-balls are formed during
the collision. However, the phase difference still manifests through a distortion of the
interference fringes as illustrated in Figure 3.2.

A notable exception to the charge transfer phenomenon occurs for completely out-of-
phase collisions (« = 7). In this case, the Q-balls exhibit a purely repulsive interaction as

they “bounce” off each other. At the moment of impact, the Q-balls are compressed in the
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Figure 3.3: Evolution of the scalar field modulus |¢| for a collision of solutions of type
LogA with equal charge, velocity v = 0.1, and phase difference o = 7/4. After colliding
at t ~ 250, the Q-ball with leading phase (left) transfers charge to the Q-ball with lagging
phase (right). After the collision, the Q-balls have disparate velocities.

boost direction and the value of |¢| temporarily grows by an amount which is proportional
to the collision velocity. There is no charge transfer observed: the half-volumes z > 0 and
z < 0 contain an identical amount of charge for all time. Note that this repulsive behaviour
for out-of-phase collisions has also been observed in other soliton models [141, 142].

We now discuss collisions of oppositely-charged Q-balls. These are the ones for which
e = —1 in equation (3.21) for one of the Q-balls in the binary, resulting in a system composed
of a gauged Q-ball and gauged anti-Q-ball. These collisions are predominantly characterized
by the possibility of charge annihilation at the moment of impact, with the amount of
annihilation depending on the collision velocity. For example, an opposite-charge collision
corresponding to solution LogA at v = 0.1 results in ~ 48% of the charge annihilated. This
situation is depicted in Figure 3.4. The remaining charge emerges from the collision in the
form of smaller Q-balls with a larger velocity. In addition, the relatively violent dynamics

that occur during the annihilation leave them highly perturbed and oscillatory after the
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Figure 3.4: Evolution of the Noether charge () for a collision of solutions of type LogA
with opposite charge, velocity v = 0.1, and phase difference o = 0. The Q-balls collide
at t ~ 248 and partially annihilate charge. After the collision, the resultant Q-balls pass
through each other and continue propagating along the axis of symmetry with a larger
velocity. Note that a hybrid colormap is used: charge values below |Q| = 0.1 are mapped
linearly to zero while values above this threshold are mapped logarithmically to the charge
maximum.

collision.

Charge annihilation during opposite-charge Q-ball collisions is also observed at larger
velocities, though the amount of annihilation is reduced. For example, the amount of charge
annihilated is ~15% at v = 0.3 and ~7% at v = 0.5 for solution LogA. In addition, the
collision at these larger velocities is sometimes accompanied by the creation of smaller Q-
balls remnants which remain along the axis of symmetry. At the highest velocities, the
Q-ball/anti-Q-ball interaction results in very little annihilation (for example, only ~ 1% of
charge is annihilated at v = 0.9). There are also fewer Q-ball remnants produced along
the axis of symmetry and the fields interfere constructively at the moment of impact (see
Figure 3.2).

We have also tested the effects of phase difference on Q-ball/anti-Q-ball collisions, finding
that it has a minimal influence on the dynamics. Charge transfer is not observed and the

amount of annihilation is not significantly altered compared to the ae = 0 case.
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Thus far, we have only discussed the dynamics associated with solution LogA. Now we
turn to solution LogB in Table 3.1. In this case, we find that a generic outcome of the
collision is that the field values tend to grow without bound until the evolution becomes
singular. This occurs even when the calculation is repeated using additional levels of mesh
refinement. As discussed in [1], we can understand this behaviour as a consequence of the
logarithmic potential (3.19) being unbounded from below. In particular, for large scalar
field values (such as those achieved at the moment of impact), the potential term V' (|¢|) in
(3.5) can become negative and may dominate over the other energies in the system. This
can lead to the energy density becoming locally negative in the region of large |¢|. At the
same time, the energy density in other areas of the domain must grow so that the total
integrated energy remains conserved to a positive quantity. This reciprocal process can
result in runaway field growth which quickly causes the evolution to become singular. Due
to such pathological effects, we do not consider collisions of Q-balls with sizes much larger
than that of LogA for e = 0.1 in the logarithmic model.

To conclude this section, let us consider the collision dynamics under the polynomial
potential (3.20). For this purpose, we will use solution PolyA in Table 3.1 as an illustrative
example. Much like what is observed for solution LogA, we find that equal-charge collisions
at low velocities are characterized by a merger regime. Notably, the range of velocities for
which the Q-balls merge is quite large—in our experiments, merging occurs for v < 0.7. At
higher collision velocities, the Q-balls have sufficient kinetic energy to escape the merged
state and continue propagating along the axis of symmetry after passing through each
other. This is accompanied by a small portion of field content radiating away from the
Q-balls after the moment of impact. We have also tested the effects of phase-difference and
opposite-charge collisions involving solution PolyA, finding evidence for charge transfer and

annihilation similar to what has been previously discussed.

3.4.2 Large Gauge Coupling

We now turn to collisions involving solutions LogC and PolyB from Table 3.1. Unlike the
collisions discussed in the previous section, these solutions involve a gauge coupling which
is comparable in magnitude to the scalar potential parameters. We therefore expect that
electromagnetic effects may have a non-trivial impact on the dynamics.

Once again, we begin by discussing the effect of the initial velocity on the outcome of
the collision. Since the Q-balls can now carry a significant amount of electric charge, the
long-range Coulomb force can influence the dynamics prior to the moment of impact. If
the colliding Q-balls have equal charge, this results in deceleration and a corresponding
decrease in their effective velocity before impact. If the colliding Q-balls have opposite

charge, the result is acceleration which increases the effective velocity. In order to fully
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capture this behaviour, it would be preferable to initialize the boosted Q-balls at z = +o0
and let them travel toward each other. However, limitations in computational resources
make it unfeasible to initialize the fields at arbitrarily large separation distances, so instead
we initialize the Q-balls at z = +25 for a given boost. As mentioned previously, we use
a multigrid solver to remedy the unphysical constraint violations which may result from a
simple superposition of the scalar and electromagnetic fields. In what follows, we will refer
to the collision velocity as the velocity at which the Q-balls are initialized at z = +25 rather
than their effective velocity at the moment of impact.

To proceed with the analysis, we consider the solution LogC in Table 3.1. Unlike what
has been discussed in the case of LogA (corresponding to small gauge coupling), the dynam-
ics of solution LogC during equal-charge collisions cannot be cleanly divided into a merger,
fragmentation, and elastic regime. At low velocities, we find instead that the Coulomb
repulsion is strong enough to completely prevent the scalar fields of each Q-ball from signif-
icantly interacting. This causes the Q-balls to decelerate as they approach each other, reach
a turning point of vanishing velocity, and then accelerate away in the opposite direction.
This behaviour is found to occur for 0 < v < 0.3. At velocities v 2 0.3, the Q-balls have
sufficient kinetic energy to overcome the Coulomb repulsion and will eventually collide. In
these situations, the general outcome is fragmentation of the gauged Q-ball into smaller
components. Plotted in Figure 3.5 is the collision of solution LogC at v = 0.55. In con-
trast to the case of small gauge coupling (where no off-axis remnants were observed in the
logarithmic model), here we see the formation of a distinct off-axis component which prop-
agates outward before collapsing back onto the axis of symmetry at late times. As noted
in [1], these off-axis components represent ring-like structures in three-dimensions which
we call “gauged Q-rings”. In addition to the ring, a significant portion of the field content
also passes through the origin and continues propagating along the axis of symmetry while
being highly perturbed.

At the highest velocities, the colliding Q-balls form a clear destructive interference pat-
tern analogous to that seen for the case of small gauge coupling (Figure 3.2). However, after
the collision, the fields emerge primarily in the form of Q-rings which propagate away from
the axis of symmetry. In addition, a scalar radiation pattern can be observed in the vicinity
of the origin. This situation is depicted in Figure 3.6 for solution LogC at v = 0.9, and we
have found this phenomenon to be present up to a collision velocity of at least v = 0.95.
This contrasts what is observed for non-gauged Q-balls where high-velocity collisions pri-
marily exhibit free-passage behaviour. Although computational constraints prevent us from
exploring boosts much beyond this range (in part due to the extreme field gradients of the
boosted Q-balls at these velocities), one can conclude that high-velocity collisions of gauged

Q-balls can be considerably less elastic than collisions of their non-gauged counterparts.
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Figure 3.5: Evolution of the scalar field modulus |¢| for a collision of solutions of type
LogC with equal charge, velocity v = 0.55, and phase difference o = 0. The Q-balls collide
at t = 45. After the collision, the field content contains a mixture of on-axis and off-axis
components. Note that a hybrid colormap is used: field values below |¢| = 0.3 are mapped
linearly to zero while values above this threshold are mapped logarithmically to the field
maximum.

Another challenge is to determine the ultimate fate of the observed Q-rings. While we
have made some effort to track the long-term evolution of these structures, the nature of
the collision tends to see these remnants propagating away at large velocities and reaching
large coordinate distances. While the change of coordinates (3.22)—(3.23) can prevent these
components from exiting the domain entirely, they become increasingly compactified as the
evolution proceeds. When combined with our use of Kreiss-Oliger dissipation for numerical
stability, this effectively decreases the numerical resolution of our simulations and increases
the global error (as measured, for instance, by an increase in the total constraint violation).
As such, it is difficult to conclusively determine the long-term behaviour of these structures
far from the origin, but we make the general observation that they tend to reach a maximum

radius before collapsing back inward toward the axis of symmetry. We therefore conjecture
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Figure 3.6: Evolution of the scalar field modulus |¢| for a collision of solutions of type
LogC with equal charge, velocity v = 0.9, and phase difference o = 0. The Q-balls collide
at t &~ 27. After the collision, a scalar radiation pattern appears (fourth panel) and the field
content predominantly takes the form of two Q-rings. Note that a hybrid colormap is used:
field values below |¢| = 0.1 are mapped linearly to zero while values above this threshold
are mapped logarithmically to the field maximum.
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that the gauged Q-rings formed in this way are transient objects (even if the growth of error
prevents us from making this statement definitively).

Next, we discuss the effects of phase difference for collisions involving solution LogC.
Similar to the case of non-gauged Q-balls, the main effect of altering the phase is to induce
charge transfer during the collision. However, the large electric charge associated with LogC
produces several novel effects. The first is the absence of charge transfer at small collision
velocities v < 0.3. Similar to the case when o« = 0, the Coulomb repulsion prevents the
scalar field of each Q-ball from significantly interacting and so the charge transfer process
is never observed. At larger velocities, the Q-balls have sufficient kinetic energy to fully
interact and the result is a net transfer of charge in a manner similar to the case of small
gauge coupling.

One significant difference between charge transfer in the small- and large-coupling case
is the final fate of the Q-balls after the collision. In the case of small gauge coupling, the
Q-balls typically propagate away after the collision and retain a coherent shape (though
occasionally leaving behind a small remnant Q-ball along the axis of symmetry). However,
for the case of solution LogC (for example), the most common outcome is that the Q-balls
created during the charge transfer process will quickly break apart into smaller components.
This phenomenon is depicted in Figure 3.7 for a collision involving solution LogC with a
phase difference of o = 7/4 and velocity v = 0.5. Initially, the Q-balls are Lorentz-boosted
toward each other and collide at ¢ =~ 50. In this process, approximately 35% of the charge
is transferred. As the larger Q-ball is formed, it is also highly perturbed, inducing its decay
into smaller Q-balls and Q-rings. Depending on the collision parameters, this instability
can manifest in a number of different ways such as by breaking apart into smaller Q-balls,
into Q-rings, or into a combination of Q-balls and Q-rings. This phenomenon is presumably
due to the reduced parameter space of stable solutions which are allowed when the gauge
coupling is large [1].

In general, we find that the charge transfer is maximal at intermediate velocities 0.4 <
v < 0.6 for solution LogC. At higher velocities, the effect is still observed but the amount of
charge transfer is reduced (for example, the collision of solution LogC at v = 0.7, a = 7/4
results in ~ 10% of the charge transferred while the same collision at v = 0.9 results in only
~ 1% transferred). At these higher velocities, the charge transfer manifests through slight
asymmetries in the size and trajectory of the Q-ring pattern. An example of this behaviour
for solution LogC at v = 0.7, « = 7/4 is given in Appendix B.1 (Figure B.3).

We have tested the amount of charge transfer at different phase differences in the range
a € (0,7), finding that the transfer is maximal for a < 7/4. The general phenomena
associated with charge transfer is similar for all « tested, though the individual dynamics

may differ slightly depending on the collision parameters. However, one exception to the
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Figure 3.7: Evolution of the scalar field modulus |¢| for a collision of solutions of type
LogC with equal charge, velocity v = 0.5, and phase difference o = w/4. The Q-balls collide
at t ~ 50 and transfer charge (as can be seen in the second panel). After the collision, the
larger Q-ball created in this process quickly breaks apart into smaller components which
propagate on and away from the axis of symmetry. The smaller Q-ball travels toward
z = —oo while highly perturbed.

previously-described behaviour is for the case of &« = 7. Similar to what has been observed
for small gauge coupling, these out-of-phase Q-balls tend to experience a total repulsion at
the moment of impact: the fields are momentarily compressed before the Q-balls “bounce
back” and form Q-balls or Q-rings in manner symmetric about z = 0 (i.e., there is no charge
transfer).

Finally, let us discuss Q-ball/anti-Q-ball interactions at large gauge coupling. As was
the case for small gauge coupling, the general outcome of such collisions is the annihilation
of charge. However, unlike the case for equal-charge collisions, the oppositely-charged Q-
balls now experience an attractive Coulomb force which leads to acceleration prior to the
moment of impact; this effect is most noticeable at low velocities. This can lead to an

increase in the effective collision velocity as discussed previously.

70



620 —10 0 10 20
w v
5 -
QL 10F
15F

t =250

. . J

t =404

t=49.0

t=60.7

T
—1.4 —-10"' —1072 0 1072 107! 1.4
Q

Figure 3.8: Evolution of the Noether charge @) for a collision of solutions of type LogC
with opposite charge, velocity v = 0.6, and phase difference @ = 0. The Q-balls collide
at t &~ 40 and partially annihilate charge. After the collision, a significant portion of the
charge content continues propagating along the axis of symmetry while a remnant of mixed
positive and negative charge is left behind at the origin. Note that a hybrid colormap is
used: charge values below |Q| = 1072 are mapped linearly to zero while values above this
threshold are mapped logarithmically to the charge maximum.
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Figure 3.9: Evolution of the electromagnetic field energy Egry for a collision of solutions
of type LogC with opposite charge, velocity v = 0.6, and phase difference o = 0. The Q-
balls collide at ¢t ~ 40 and partially annihilate charge. After the collision, a quasispherical
pulse of electromagnetic energy emanates from the origin. Note that a hybrid colormap is
used: energy values below Egy = 5- 1072 are mapped linearly to zero while values above
this threshold are mapped logarithmically to the energy maximum.
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Plotted in Figure 3.8 is the Noether charge ) for a collision involving solution LogC
with opposite charge, velocity v = 0.6, and phase difference o = 0. The Q-balls collide
at t ~ 40 and partially annihilate. After the collision, a portion of each original Q-ball
continues propagating along the axis of symmetry. Additionally, there is a small remnant
of mixed charge left behind at the origin which resembles in some ways a charge-swapping
Q-ball [47-49]. In this case, approximately ~ 53% of the initial charge is annihilated during
the collision.

The partial charge annihilation which occurs during a Q-ball/anti-Q-ball collision can
also result in the production of electromagnetic radiation. To observe this, we compute

from (3.5) the energy contained in the electromagnetic field, which can be written as
1/ = _
Een = 5 (1EP +BP). (3:24)

where E and B are constructed from the components of the gauge field A,. The electro-
magnetic field energy for a collision involving solution LogC with opposite charge, velocity
v = 0.6, and phase difference o = 0 (i.e., the same collision as is plotted in Figure 3.8) is
plotted in Figure 3.9. Initially, the motion of the charged Q-balls dominates the electromag-
netic field energy. At the moment of impact, the Q-balls partially annihilate, converting a
fraction of their total energy into a pulse of electromagnetic energy which propagates away
from the origin. By comparing Figure 3.8 and Figure 3.9, one can see that the outgoing
pulse does not correspond to any significant amount of charge. This fact supports our inter-
pretation of the pulse as representing electromagnetic radiation. We note that we have not
made an attempt to precisely quantify the amount of electromagnetic radiation produced
in this manner. This is due primarily to the technical challenges associated with integrating
the energy over arbitrary subregions of the computational domain during adaptive, highly-
parallelized simulations. However, we comment that the size of the electromagnetic pulse is
generally proportional to the amount of annihilation that occurs. For illustrative purposes,
we also plot in Appendix B.1 (Figure B.4) a representation of the electric and magnetic
fields for the collision depicted in Figure 3.8/3.9.

In the general case, we find that the dynamics of Q-ball/anti-Q-ball interactions depend
primarily on the collision velocity. At the lowest velocities, the Q-balls tend to pass through
each other after partially annihilating, then continue to travel along the axis of symmetry
while oscillating weakly. This process is often accompanied by the partial fragmentation
of the Q-balls into a small number of Q-balls or Q-rings. At intermediate velocities (e.g.,
0.5 < v < 0.7 for solution LogC), the collision becomes more violent: the resulting Q-balls
and Q-rings may be greater in number and more strongly oscillatory after the collision. It

is also within this intermediate regime that the charge annihilation is found to be maximal.
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Figure 3.10: Evolution of the scalar field modulus || for a collision of solutions of type
LogC with opposite charge, velocity v = 0.9, and phase difference @« = 0. The Q-balls
collide at t ~ 27 and interfere constructively. After the collision, the Q-balls continue
propagating along the axis of symmetry and carry a long “tail” of scalar matter which
exhibits an interference fringe pattern. Note that a hybrid colormap is used: field values
below |¢| = 0.1 are mapped linearly to zero while values above this threshold are mapped
logarithmically to the field maximum.

At the highest velocities (e.g., v 2 0.7 for solution LogC), the outcome of the collision is
once again dominated by two main Q-balls which continue propagating along the axis of
symmetry. These Q-balls are accompanied by long “tails” of the scalar field which show a
clear interference fringe pattern. This behaviour is shown in Figure 3.10 for solution LogC
at v = 0.9 with opposite charges and a = 0. The amount of charge annihilation is also
reduced at high velocities (for example, only ~ 14% of the charge is annihilated for the
collision depicted in Figure 3.10).

We have also studied Q-ball/anti-Q-ball collisions of solution LogC at various phase
differences up to & = w. We find that the phase difference has a minimal effect and the

phenomena associated with these collisions resembles closely the o = 0 case. This suggests
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that the collision dynamics of gauged Q-balls with gauged anti-Q-balls are determined
primarily by the collision velocity, in agreement with the case of small gauge coupling. It is
interesting to note that we have not observed any cases of total annihilation where the initial
Q-balls are converted completely into radiation. Such a phenomena has been observed in
previous studies of non-gauged Q-ball collisions for a small range of collision parameters
[77]. While total annihilation may still be possible for the gauged case, our analysis suggests
that it might likewise occur for only a narrow range of parameters.

We conclude this section by returning to collisions under the polynomial model (3.20).
For this purpose, we focus on solution PolyB in Table 3.1. This solution is notable in that
it corresponds to a value of the gauge coupling e which is near the maximum allowed for
the polynomial potential, ;4. ~ 0.182 [96]. Considering first the equal-charge collisions of
solution PolyB, we find once again that the Q-balls tend to repel at low velocities. This is
in agreement with what has been discussed previously for the logarithmic model. However,
for intermediate velocities (e.g., 0.35 < v < 0.6), we observe that the colliding Q-balls
can merge into a single Q-ball which remains at the origin. This is accompanied by the
emission of charge as the merged Q-ball settles down into a near-stationary configuration.
At slightly higher velocities (e.g., 0.65 < v < 0.85), the Q-balls do not form a single stable
Q-ball; instead, the fields dissipate shortly after the moment of impact in the form of
outgoing waves. This situation is depicted in Figure 3.11. For collision velocities v 2 0.85,
we find that the majority of the field content emerges along the axis of symmetry after the
collision. However, the initial Q-balls are still difficult to distinguish in the aftermath as the
field magnitudes are greatly reduced and are also elongated in the radial direction. This
is accompanied by a spherical radiation pattern emanating from the origin. An example
of this scenario is depicted in Appendix B.1 (Figure B.5). This lies in contrast to what is
observed for the logarithmic model where the dominant field components after the collision
take the form of gauged Q-rings (cf. Figure 3.6). However, regardless of the final structure,
we conclude that the equal-charge collisions of solution PolyB can be considerably inelastic
even at collision velocities which are near-luminal.

Turning next to collisions of solution PolyB with a relative phase difference, we find
that charge transfer is once again the dominant outcome (as long as the kinetic energy is
sufficient to overcome the Coulomb repulsion). Similar to what is observed for solution
LogC, the Q-balls created in this manner are often unstable and may quickly fragment
after the collision. In some cases, we even find that the instability can manifest via near-
complete dispersal of the fields so that the end result of the collision is just one remaining
gauged Q-ball. An example of this behaviour for solution PolyB is given in Appendix B.1
(Figure B.6). At the highest velocities and for large phase differences, we find that the

amount of charge transfer is once again reduced. For collisions of opposite charges, the
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Figure 3.11: Evolution of the scalar field modulus |¢| for a collision of solutions of type
PolyB with equal charge, velocity v = 0.75, and phase difference o = 0. The Q-balls collide
at t ~ 33 and form a destructive interference pattern. After the collision, it becomes difficult
to distinguish any component of the field which clearly resembles a Q-ball. Instead, the
field content appears to dissipate in the form of near-spherical waves which emanate from
the origin.

dynamics are generally independent of the relative phase with the main result being the net
annihilation of charge which is maximal at low collision velocities. In contrast to what is
observed for solution LogC (cf. Figure 3.8), we do not observe the formation of any smaller
Q-balls during opposite-charge collisions involving solution PolyB. Instead, the Q-balls tend
to continue propagating uniformly along the axis of symmetry, though often being strongly

perturbed by the annihilation process.

3.5 Conclusion

In this work, we have performed high-resolution numerical simulations to study head-on
collisions of U(1) gauged Q-balls. Focusing on the relativistic regime, we have studied the

effects of various parameters (such as collision velocity, relative phase, relative charge, and
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electromagnetic coupling strength) on the outcome of the collision. Our simulations suggest
that the outcome can depend heavily on these parameters, resulting in dynamics which can
be quite distinct from those observed during collisions of ordinary (non-gauged) Q-balls.

We first examined the dynamics of gauged Q-balls with small gauge coupling. Here it
was found that the dynamics for equal-charge collisions can generally be divided into three
regimes (the “merger”, “fragmentation”, and “elastic” regimes) depending on the collision
velocity. We also studied the effect of phase-difference and opposite-charge collisions, finding
evidence for charge transfer and annihilation, respectively. These findings are consistent
with what has been previously reported for ordinary (non-gauged) Q-balls. Overall, these
results suggest that gauged Q-balls with small gauge coupling can behave like non-gauged
Q-balls during head-on collisions.

Turning to the case of large gauge coupling, we find that collisions of gauged Q-balls
can lead to distinct dynamical behaviour due to the influence of the electromagnetic field.
For equal-charge collisions, the Coulomb force can cause a repulsion which prevents the
scalar field of each Q-ball from reaching a state of significant interaction. This occurs at
low collision velocities. At higher velocities, we find that collisions are rarely an elastic
process; instead, the main outcome is often a fragmentation of the colliding Q-balls into
several smaller gauged Q-balls or Q-rings. This effect persists even at collision velocities very
close to the speed of light. Studying the effect of phase difference on the collision outcome,
we observe evidence for charge transfer. However, the gauged Q-balls created during this
process are often unstable and tend to quickly break apart into smaller components. For
the case of opposite-charge collisions, we find partial annihilation of the gauged Q-balls
to be a generic outcome which can lead to the production of an electromagnetic radiation
pulse. Having studied these behaviours using both polynomial and logarithmic scalar field
potentials, we find that the collision dynamics can differ slightly depending on the choice of
potential. However, we conclude that the main phenomena associated with gauged Q-ball
collisions (such as charge transfer, annihilation, and the inelasticity of the collisions) are
generally independent of the specifics of the model.

Since the present study has been limited to axisymmetry, it is interesting to ask how
the dynamics may change in fully three-dimensional simulations. This question will be
addressed in a future publication. It would also be interesting to consider how quantum
effects may influence the dynamics of gauged Q-balls similar to what has recently been done
for non-gauged Q-balls [143]. Finally, we comment that the results of this work could be
extended by considering more general scenarios in axisymmetry (such as collisions between
gauged Q-balls with unequal |@|) or by studying in further detail the electromagnetic signal
created during the collisions. These scenarios may be relevant for cosmological applications
of gauged Q-balls [106-109].
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Chapter 4

Dynamics of U(1) Gauged Q-balls

in Three Spatial Dimensions

4.1 Introduction

Q-balls are non-topological solitons that arise in scalar field theories admitting a U(1)
symmetry and a non-linear attractive potential'. First described by Coleman [27, 28],
they have garnered significant attention in recent years due to their potential relevance
to early-Universe cosmology (where they may act as dark matter candidates [34, 35]) and
in condensed matter experiments (where they serve as relativistic analogues to various
condensed matter solitons [68-70]). Q-balls also hold considerable theoretical interest as
smooth, classical field configurations which constitute a rudimentary model of a particle.
An extension to the basic Q-ball theory can be made through the introduction of a U (1)
gauge field. This gives rise to so-called gauged @Q-balls which couple to the electromagnetic
field and carry an electric charge [84]. While gauged Q-balls share some similarities with
ordinary (non-gauged) Q-balls, the additional electromagnetic coupling can also lead to
several distinct features. For example, it may place restrictions on their allowable size
and charge [87, 94], change their dynamical behaviour [1, 2], and even give rise to new
types of solutions in the model (such as shell-shaped structures [86-88]). It has also been
speculated that the repulsive Coulomb force arising from a gauged Q-ball might serve as
a destabilizing mechanism which eventually destroys it [95]. This is an important issue
because one should expect gauged Q-balls to be robust against generic perturbations in
order to be considered viable physical objects. However, the stability analysis of these
objects is challenging because the application of standard methods for establishing classical

stability (such as linear perturbation analyses or known stability theorems) are hindered by

!The content of this chapter has previously been published in [3].
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the presence of the U(1) gauge field. In particular, it is known that gauged Q-balls can be
classically stable against spherically-symmetric and axially-symmetric perturbations [1, 95],
but the case of general three-dimensional perturbations has yet to be explored.

In the present work, we address this problem of gauged Q-ball stability by performing
fully non-linear numerical evolutions of the equations of motion in three spatial dimensions.
For gauged Q-balls in both logarithmic and polynomial scalar field models, we find nu-
merical evidence for solutions which are classically stable against generic three-dimensional
perturbations over long dynamical timescales. In these cases, we find that the stable gauged
Q-balls respond to the perturbations by oscillating continuously or weakly radiating before
evolving toward a state that is close to the initial configuration. In other cases, we also
observe examples of unstable configurations which are eventually destroyed by the pertur-
bations (for instance, by fragmentation into smaller gauged Q-balls). Our results are found
to be generally consistent with previous numerical work on gauged Q-ball stability under
spherical and axial symmetry assumptions [1, 95]. Motivated by the very recent analysis
of [92], we also investigate the case of the polynomial scalar field potential at small gauge
coupling and find a new result for the instability transition point in comparison to what
was reported in [1].

Another question we explore relates to the behaviour of gauged Q-balls during relativis-
tic collisions. In [2], it was shown that gauged Q-balls can exhibit a range of remarkable
interaction phenomena such as mergers, fragmentation, charge transfer, charge annihila-
tion, Q-ring formation, and radiation production. However, these results have also been
limited by the assumption of axial symmetry. It is worthwhile to ask whether any of these
phenomena are peculiar to axial symmetry or whether they also extend to a more realistic
three-dimensional setting. Moreover, it is interesting to ask how the dynamics may change
during gauged Q-ball collisions with non-zero impact parameter (a scenario which was not
accessible under previous symmetry assumptions). In the present work, we address these
questions by considering both head-on and off-axis collisions of gauged Q-balls in three
spatial dimensions.

This paper is organized as follows: in Section 4.2, we present the basic equations of the
theory. In Section 4.3, we describe our numerical implementation of the evolution equations
along with our initial data procedure. In Section 4.4, we present our main numerical results.
In Section 4.5, we provide some concluding remarks.

Throughout this work, we employ units where ¢ = h = 1. For brevity, we interchange-
ably use the terms “Q-ball” and “gauged Q-ball” when the distinction between the gauged

and non-gauged solutions is made obvious by context.
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4.2 Equations of Motion
The theory of U(1) gauged Q-balls can be described by the Lagrangian density

L=~ (D)’ DH6 — V (10]) — { Fu ™. (4.1)

Here, ¢ is the complex scalar field, A, is the U(1) gauge field, D, = V, —ieA,, is the gauge
covariant derivative with coupling constant e, F,, = 0,4, — 0,A, is the electromagnetic

field tensor, and V' (|¢|) is the scalar potential. The equations of motion for the theory take

the form
0
D,D"6 = 52V (1ol) =0, (12)
V. F* 4 ej” =0, (4.3)
where
j¥ = —i(¢*D"¢p — ¢(D" $)") (4.4)

is the Noether current density. Consistent with previous work [1, 2], we consider two forms

for the scalar field potential:

Viog(10]) = =% 6]* In(5%|¢]), (4.5)

k h
Vs (lol) =m2!¢\2—§\¢l4+§|¢!6, (4.6)

where u, B, m, k, and h are real, positive parameters. Additionally, we employ the
Minkowski line element,
ds® = —dt® + da® + dy? + d=?, (4.7)

and fix the gauge with the Lorenz condition,
VA" =0, (4.8)

in order to write the equations of motion (4.2)—(4.3) in a form which is suitable for numerical
evolution (see Appendix C.1). In addition to these equations, solutions in the theory (4.1)

must also satisfy the constraints

ViE' = ej°, (4.9)
VB’ = 0. (4.10)
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Here, E* and B’ represent the components of the electric and magnetic field vectors, respec-
tively, which are determined from the electromagnetic field tensor, F),,. Solutions in the
theory (4.1) are expected to satisfy (4.9)—(4.10) everywhere in the solution domain. The
amount by which these constraints are violated therefore provides a relative measure of the

error in the numerical evolution; this issue will be discussed in further detail below.

4.3 Numerical Implementation

As stated previously, we use a numerical framework to study the dynamics of the model in

three spatial dimensions. Here we provide the details of this approach.

4.3.1 Initial Data

In order to generate initial data which describes gauged Q-balls, we begin by making a

spherically-symmetric ansatz for the fields,

o(t, %) = f(r)e™t, (4.11)
Ap(t, @) = Ao(r), (4.12)
Ai(t, %) = 0. (4.13)

With this ansatz, the equations of motion reduce to a system of two coupled differential

equations,
£10)+ 2100+ F0)g(r)? = 35V () =0, (1.14)
L) + 2 A45(r) + 2 (r) () =0, (4.15)

where we have defined g(r) = w—eAy(r). To find gauged Q-ball solutions which are smooth

with finite energy, we impose the boundary conditions:

df

—(0) =0, lim f(r) =0, (4.16)
dr r—00
dd—iO(O) =0, rlggo Ap(r) =0. (4.17)

Together, the differential system (4.14)-(4.17) is akin to an eigenvalue problem for the
parameter w. As described in [1], we use a numerical shooting technique to solve this
system for f(r) and Ay(r) to a good approximation. The resultant solutions provide the
spherically-symmetric profile functions for gauged Q-balls at a given value of w.

To initialize the fields in three dimensions, it is necessary to compute the values of the

spherical functions f(r) and Ay(r) at arbitrary points in space using the coordinate system
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defined by (4.7). For this purpose, we apply fourth-order Neville interpolation [23] to the
numerical profiles of f(r) and Ag(r) and set the values of ¢ and A, using the ansatz (4.11)—
(4.13). With this procedure, it is straightforward to construct the initial data for a single
stationary gauged Q-ball which is centered at the origin. This is the form of initial data we
use to study gauged Q-ball stability.

When studying relativistic collisions of gauged Q-balls, the previously-described pro-
cedure must be adjusted. The main difference comes from the need to initialize a binary
configuration of Q-balls which are Lorentz-boosted at a relativistic velocity v (where v = 1
is the speed of light in our units). In this case, an initial displacement from the origin
is chosen for each QQ-ball and the Neville interpolation procedure is performed separately
about the center point for each soliton. Each gauged Q-ball is then given a Lorentz boost
in a direction parallel to the z-axis and toward the origin. Finally, the fields of each gauged
Q-ball are superposed to complete the initial data specification.

As discussed in [2], some care must be taken when implementing the above procedure
for binary gauged Q-balls. In particular, if the Q-balls in the binary are not sufficiently sep-
arated at the initial time, the long-range behaviour of the gauge field can lead to unphysical
violations of the constraint equation (4.9). These arise due to the influence of the gauge
field from one Q-ball on the scalar field of the other. In an ideal case, one could avoid this
problem by picking a sufficiently large separation distance so that these influences are neg-
ligible. However, this proves to be impractical for our numerical simulations because large
initial separation distances incur a greater computational cost. Instead, we address this
problem by implementing an FAS multigrid algorithm with fourth-order defect correction
[113] to re-solve the constraint equation (4.9) at the initial time for general superpositions
of gauged Q-balls (see also [144]). This provides an order-of-magnitude reduction in the

constraint violation associated with our binary initial data.

4.3.2 Diagnostic Quantities

Here we describe a number of diagnostic quantities which can be used to assess the numerical
results. Foremost among these are the total energy F and total Noether charge () which are
conserved in the continuum limit. For the theory described by (4.1), the energy-momentum
tensor takes the form
T = FoaFysg — ~ g Fag
w = Lpal'ypg  — Zg/w aff
+ Dud(Dyd) + Dyd(Dyg)" (4.18)

- guu(Da¢(Da¢)* + V(|¢|))
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Using (4.18), we define the total energy contained in the system as E = [ Ty d®z. Likewise,
the total Noether charge can be computed from the current density (4.4) as Q = [ O d3x.
In all simulations discussed below, these quantities are monitored to ensure that they do
not deviate from their initial values by more than O(1%).

In order to investigate the dynamical stability of gauged Q-balls, it is necessary to
introduce small perturbations into the system. For this purpose, we incorporate an auxiliary
scalar field into the theory (4.1) which serves as a diagnostic tool. The modified Lagrangian

density of the theory takes the following form:

L=~ (Dud)’ D"~V (19)) ~ {FuuF*"

— 0uxO*x = U(|8], x)-

(4.19)

Here, x is a massless real scalar field which couples to the complex Q-ball field ¢ via the
interaction potential U(|¢|,x). As discussed in [1], the auxiliary field x can act as an
external perturbing agent if the initial data and interaction potential U(|¢|, x) are chosen
so that x exerts a small, temporary influence on ¢. In particular, if x is chosen to take
the form of an aspherical pulse which implodes onto a stationary gauged Q-ball at the
origin, the interaction governed by U(|¢|,x) is expected to excite all underlying modes
of the configuration. If the configuration is stable, we expect the oscillations of these
modes to remain bounded and the Q-ball to stay intact. However, if the configuration is
unstable, we expect that one or more modes will grow exponentially, eventually bringing
about the destruction of the gauged Q-ball in some manner (for example, via fragmentation
or dispersal of the fields). In this way, we can probe the stability properties of gauged
Q-balls by observing their interaction with the auxiliary field y.

Here we choose the scalar interaction potential in (4.19) to take the form

U(lol,x) = ~Io[*x* (4.20)

and initialize the perturbing field according to

x(0,2,y,2) = Aexp

_ <AET0>2] (4.21)

where
T — x0)? —99)2 z—20)2
az a; as

In the above, A, 0, ro, az, ay, a., To, Yo and 2z are real, positive parameters which determine

the initial profile of x. In particular, if rg is large, then (4.21) resembles a shell-like con-
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centration of the field which approximately vanishes in the vicinity of the Q-ball at ¢t = 0.

This shell can be made to implode upon the origin at some time ¢ > 0 by setting

X+ @0 + yOyX + 20X

atX(O,l’,y, Z) -
Va2 +y? + 22

The form of the interaction potential (4.20) means that, after implosion, x will propagate

(4.23)

out toward infinity at late times, leaving no significant remnant near the origin. Thus,
X represents a time-dependent perturbation whose influence on the Q-ball field ¢ can be
directly controlled via the parameter A in (4.21) (or similarly, via 7 in (4.20)).

While the auxiliary field x serves as a convenient diagnostic tool for our purposes,
we emphasize that it is by no means the only form of perturbation which exists in the
system. In particular, our finite-difference approach for solving the equations of motion (to
be described below) inherently introduces small-scale errors into our simulations which also
act as perturbations. However, given the nature of the finite-difference scheme we use, as
well as the typical numerical resolution we adopt, this type of perturbation is typically very
small; this can make it difficult to definitively assess the stability of the Q-ball unless the
simulation timescale is very long. By introducing the field x in (4.19), we gain an additional
level of control over the perturbative dynamics of the system beyond what is possible in the

original (unmodified) theory (4.1).

4.3.3 Evolution Scheme

To solve the equations of motion of the system in three spatial dimensions, we use a fourth-
order finite-difference scheme implemented using the Finite Difference Toolkit (FD) [121].
A fourth-order classic Runge-Kutta method [23] is used for the time integration. Addition-
ally, a sixth-order Kreiss-Oliger dissipation operator is added to the equations of motion in
order to reduce deleterious effects of grid-scale solution components arising from the finite-
difference computations. We also utilize a modified Berger-Oliger adaptive mesh refinement
(AMR) algorithm [118] in order to tailor the numerical resolution of our simulations ac-
cording to local truncation error estimates. We discuss the validation of our numerical code
in Appendix C.2.

As in [2], we find it advantageous when solving the equations of motion to invoke a

change of coordinates = = (t,z,y,z) — o = (t, XY, Z) according to

x = dexp(cX) — dexp(—cX), (4.24)
y = dexp(cY) — dexp(—cY), (4.25)
z =dexp(cZ) — dexp(—cZ), (4.26)
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where ¢ and d are positive, real parameters. With the transformations defined by (4.24)—
(4.26), the simulation domain can be approximately compactified at large coordinate values
while retaining coordinates near the origin that are close to their untransformed values.
This transformation is advantageous for two reasons. First, it allows us to observe the
dynamics in scenarios where appreciable field content may propagate swiftly away from
the origin and reach large coordinate distances. Second, it greatly simplifies the process of
setting appropriate boundary conditions for the problem. In particular, our fourth-order
finite-difference scheme requires a spatial stencil which spans at least five grid points in each
spatial dimension (or seven grid points when applying sixth-order Kreiss-Oliger dissipation).
While this is straightforward to implement in the interior of the domain, the boundary
regions (and surrounding area) require a meticulous treatment in terms of fourth-order
backward and forward difference operators. However, with the coordinate transformations
defined by (4.24)—(4.26), the simulation domain can be made large enough so that Dirichlet
conditions can be imposed as a reasonable approximation at the physical boundaries and
at boundary-adjacent points. This greatly reduces the complexity of the implementation.
For all results presented in this work, we set a base-level grid resolution of 129% points
and utilize up to 8 levels of additional mesh refinement with a refinement ratio of 2:1. We
select a Courant factor of A = dt/{dX,dY,dZ} = 0.25 and choose ¢ = 0.05, d = 10 in the
transformations (4.24)—(4.26). When investigating the stability of gauged Q-balls, we use a
domain —150 < X, Y, Z < 150, corresponding to a physical domain given by approximately
—18000 < z,y,z < 18000. When investigating relativistic collisions of gauged Q-balls, we
use a domain with —75 < XY, Z < 75, corresponding to approximately —425 < z,y, 2z <
425. In both cases, the Dirichlet boundary conditions imposed during the evolution are
sampled from the grid function values at the initial time. We have also verified that these
boundary conditions do not introduce any significant errors which propagate inward and

pollute the interior solution.

4.4 Numerical Results

Here we present results from our numerical evolutions of the gauged Q-ball system. As
stated above, we consider two forms for the scalar potential (logarithmic (4.5) and poly-
nomial (4.6)) and set p = 8 = m = k = 1 and h = 0.2 following previous work [1, 2].
Due to the large computational cost associated with fully three-dimensional evolutions, we
restrict our analysis to a few values of gauge couplings e. In particular, for the logarithmic
potential Viog(|#]) in (4.5), we examine e = 1.1, while for the polynomial potential Vg(|¢|)
in (4.6), we examine e = 0.17 (which is near the maximum allowable value for our choice
of the potential parameters [96]) and e = 0.02. To illustrate some of the salient dynamics

in these models, we will use three specific gauged Q-ball configurations which are listed in
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Configuration | Potential ‘ e ‘ |$(0,0,0)] ‘AO(O,O,O)‘ w ‘ E ‘ Q| ‘Stable?‘

A Logarithmic | 1.1 0.6461 1.383 2.522 | 52.08 | 22.37 | Yes
B Logarithmic | 1.1 | 2.448 x 10713 |  0.9803 3.078 | 260.3 | 92.76 No
C Polynomial | 0.17 1.973 2.515 0.9976 | 405.1 | 387.5 | Yes

Table 4.1: Table of representative gauged Q-ball configurations which are used to illustrate the dynamics in the theory (4.1).
The configurations A and B correspond to the logarithmic potential (4.5). The configuration C corresponds to the polynomial
potential (4.6). From left to right, the remaining columns give the value of the electromagnetic coupling constant e, the initial
central value of the scalar field |¢(0,0,0)]|, the initial central value of the gauge field Ay(0,0,0), the Q-ball oscillation frequency w,
the total energy E of the solution (when stationary), and the total Noether charge |@Q| of the solution. The final column indicates
the stability of the configuration as determined through our numerical simulations.



Table 4.1.
While all calculations in this section are performed using the compactified coordinates
defined by (4.24)-(4.26), we will hereafter present all results using the original coordinates

defined by the line element (4.7). This is done mainly for ease of interpretation.

4.4.1 Stability

For the purposes of this work, we define the stability of a gauged Q-ball configuration in
terms of its response to small dynamical perturbations. Specifically, we consider a configu-
ration to be stable if physical quantities influenced by the perturbation—such as the field
maxima—remain bounded in time (aside from small numerical drifts which may arise due
to the long timescales used in our simulations). Unstable configurations, on the other hand,
are those for which some component of the fields may grow continuously in response to the
perturbation until the initial Q-ball is destroyed.

As mentioned previously, we use an auxiliary real massless scalar field x as an external
perturbing agent. The field x takes the form of an imploding pulse which is slightly aspher-
ical and off-center from the origin at the initial time. This choice ensures that the gauged
Q-ball (which is initially centered at the origin) will experience a generic three-dimensional
perturbation which is likely to excite all underlying modes of the solution. After the field
x explodes through the origin, the subsequent behaviour of the Q-ball can be observed.
To make an assessment of stability, we compute the maximal value of |¢| over the entire
numerical domain. If this maximal value (which is presumed to be attained near the Q-ball
center) oscillates continuously near the initial value in response to the perturbation, we con-
clude that the configuration is stable. We also visualize the fields in 3D to observe whether
there is any change in shape or behaviour. If the field maximum or shape of the Q-ball
significantly and permanently deviates from the initial configuration (such as by breaking
apart into smaller structures), we conclude that the configuration is unstable.

To begin the analysis, we use the shooting procedure described in Section 4.3.1 to obtain
gauged Q-ball solutions for the potentials (4.5) and (4.6). The space of solutions for the
logarithmic potential (4.5) with e = 1.1 is depicted in Figure 4.1. In the figure, each
dot represents one distinct gauged Q-ball configuration which is found via the shooting
procedure. For each of these configurations, we evolve the system twice to assess its stability.
First, the evolution is performed with the auxiliary field y acting as an perturbing agent;
for this we set v = 0.1 in (4.20) and A = 0.1 in (4.21) so that the field has a material impact
on the evolution of the Q-ball field ¢. Second, we perform the same evolution with v =0
so that y and ¢ do not interact. In this case, the gauged Q-ball is subject only to the small
perturbations arising from the truncation error of the scheme or other numerical sources
(such as those associated with the AMR algorithm [145]). For both of these evolutions, we

87



—e— stable

20r —e— unstable
. —0— unstable (blowup)
8 1.5
g

1.0

0.5 F

0.0

0.0 0.5 1.0 1.5 2.0 2.5 3.0

9(0)

Figure 4.1: Shooting results and regions of stability and instability for gauged Q-balls
in the logarithmic model (4.5) with e = 1.1. Plotted is the Q-ball’s central scalar field
value f(0) versus the numerical shooting parameter g(0) = w — eAp(0). The black solid
circles represent configurations which are found to be stable with respect to generic three-
dimensional perturbations. The red solid and open circles represent configurations which
are found to be unstable with respect to these perturbations. The open squares represent
configurations A and B from Table 4.1.

evolve the system until at least ¢ = 1200 which typically corresponds to O(100) internal
oscillations of the Q-ball. The outcome of the evolution is then classified depending on
whether an instability is observed. In Figure 4.1, the stable configurations are marked by
black solid circles while the unstable configurations are marked by red solid and open circles.

By looking at Figure 4.1, one can observe several interesting features. The first is the
existence of both stable and unstable branches in the space of gauged Q-ball solutions. By
direct comparison with previous work, one can see that the regions of stability and instability
correspond exactly with what has been found for axisymmetric perturbations (cf. Figure
3 of [1]). This suggests that three-dimensional perturbations do not excite any additional
unstable modes for gauged Q-balls with e = 1.1 in the logarithmic model. The appearance
of a stable branch also addresses the general question of gauged Q-ball stability which was
originally posed in [95] (namely, whether the Coulomb force will eventually destroy any
gauged Q-ball when symmetry assumptions are relaxed). This reaffirms the possibility of
gauged Q-balls as viable physical objects in realistic three-dimensional settings.

Let us discuss in further detail the behaviour of these stable configurations. As pre-
viously stated, we perturb each configuration in two ways: first, by the implosion of the
field x, and second, by truncation errors. In both cases, we find that the Q-balls respond
to the perturbations by oscillating continuously around the equilibrium configurations. An

illustration of this behaviour is given in Figure 4.2. Initially, the gauged Q-ball remains
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Figure 4.2: Oscillations in the maximum of the scalar field modulus |¢| for the stable
gauged Q-ball corresponding to configuration A in Table 4.1. The results from two evo-
lutions are shown. For the case where v = 0 in (4.20), the field x has no influence on
the evolution of the Q-ball and the fields are perturbed only by the inherent error of the
numerical simulation. For the case where v = 0.1, the field x interacts with the Q-ball
starting at ¢t &~ 20 and induces relatively large oscillations in the Q-ball modulus. We note
that the amplitude of the induced oscillations for the case of v = 0.1 is highly dependent
on the precise shape of the pulse as defined through (4.21)—(4.22).

at the origin and is perturbed only by truncation error. At t = 20, the field x suddenly
implodes through the origin. For the case where v = 0.1, this pulse interacts with the
Q-ball and induces relatively large oscillations in the scalar field modulus |¢| which slightly
distort the Q-ball profile. Additionally, the asymmetry of the imploding pulse imparts
a small momentum “kick” to the Q-ball which sets it drifting away from the origin very
slowly. However, for the case of v = 0, the imploding pulse has no effect on the Q-ball and
it remains stationary. By continuing the evolution until ¢ = 1200, we observe that these
general behaviours continue indefinitely—there is no significant change to the oscillatory
pattern in either case. We therefore conclude that the corresponding solutions are stable.
Turning next to the unstable configurations in Figure 4.1, we observe two disconnected
branches with distinct behaviour. On the leftmost branch in the figure (labelled “blowup”
and marked by red open circles), we find that the evolutions quickly become singular as the
scalar field grows without bound in response to the perturbations. As described in [1], this
behaviour can reasonably be attributed to the potential (4.5) being unbounded from below.
In particular, it may become energetically favourable for the scalar field modulus to increase
as the perturbations drive the field to a state of minimal V' (|¢|). However, since there is no
lower bound on V (|¢|) for large ||, the energy density can become locally negative and the
growth can continue indefinitely in a runaway effect. Since the resulting configurations do
not retain any resemblance to the initial Q-ball, we classify them as unstable. We note that

similar behaviour has also been observed in other Q-ball models which can attain negative
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Figure 4.3: Evolution of the scalar field modulus |¢| for the “gauged Q-shell” corresponding to configuration B in Table 4.1. A
three-dimensional view is shown; at the initial time, the fields are shell-like. As the evolution proceeds, the shell quickly breaks
apart into smaller components which propagate away from the origin. Note that we have set v = 0 for this evolution (i.e., the
fields are perturbed only by the inherent numerical error of the simulation).



energy densities [135, 136].

On the rightmost unstable branch of Figure 4.1 (marked by red solid circles), we observe
that the gauged Q-balls are quickly destroyed in response to the perturbations and can
evolve in several ways. The most common outcome is the fragmentation of the original
Q-ball into several smaller components. As an illustrative example, we plot in Figure 4.3
the evolution of a gauged Q-ball which corresponds to configuration B in Table 4.1. This
configuration is noteworthy in that it represents a shell-like concentration of the fields (a
“gauged Q-shell” [88]) at the initial time. As the evolution proceeds, we observe that the
Q-shell eventually breaks apart into six main components which travel coincident with the
coordinate axes. We note that this instability, along with every other instability on the
unstable branches of Figure 4.1, can manifest quickly even without the influence of the
perturbing field x (i.e., with v = 0). However, the specific manner in which the Q-ball
breaks apart will depend on the configuration under study.

One notable feature of the evolution depicted in Figure 4.3 is the absence of any ring-
like structures (“gauged Q-rings”) after the Q-shell has broken apart. For the equivalent
evolution in axisymmetry (see Figure 7 of [1]), it has been reported that this particular
configuration can result in the formation of gauged Q-rings which survive for some time.
However, the absence of such structures in Figure 4.3 suggests that the creation of Q-rings
may be suppressed in full 3D. While we have still observed the formation of rings in other
cases, we find that they are rare and usually break apart into smaller gauged Q-balls shortly
after they appear. This indicates that long-lived gauged Q-rings may be considerably less
common in three spatial dimensions (at least, for the type of evolutions and perturbations
described here).

Next, we consider gauged Q-ball stability for the polynomial potential (4.6) with e =
0.17. Once again, we begin the analysis by applying the shooting procedure of Section 4.3.1
to find gauged Q-ball configurations in the model. The space of solutions for this case
is shown in Figure 4.4. As stated previously, the choice e = 0.17 is near the maximum
allowable for the polynomial potential and no gauged Q-balls can be found with w > 1 [96].
This significantly limits the range of possible solutions at large gauge coupling. Similar to
the case of the logarithmic model, we evolve each configuration in Figure 4.4 twice (once
with v = 0 and once with v = 0.1) up to at least ¢ = 1200 in order to assess the stability.
Notably, we find no evidence for configurations which are unstable with respect to three-
dimensional perturbations. This agrees with what has previously been reported for the
equivalent evolutions in axisymmetry [1].

To conclude this section, let us examine the stability of gauged Q-balls for the polynomial
potential (4.6) with e = 0.02. In this case, the gauge coupling is much smaller than what

has been considered above and the space of possible solutions is correspondingly larger. We
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Figure 4.4: Shooting results and regions of stability for gauged Q-balls in the polynomial
model (4.6) with e = 0.17. Plotted is the numerical shooting parameter g(0) = w — eA(0)
versus the Q-ball oscillation frequency w. All configurations tested in the model (represented
by black solid circles) are found to be stable with respect to generic three-dimensional
perturbations. The open square represents the location of configuration C from Table 4.1.

previously examined this scenario in axisymmetry [1] and found that the transition points
between stability and instability in the solution space match closely with the transition
points predicted for non-gauged Q-balls with e = 0. However, it was also noted that
some solutions near the transition point exhibit “large oscillations in the Q-ball interior
which significantly disrupt the shape of the configuration but do not cause the Q-ball to
immediately break apart”. Since these solutions could not definitively be said to retain
their initial shape, they were classified as unstable. Moreover, the recent results of [92]
suggest a discrepancy between the transition point predicted by analytical calculations and
the transition point identified numerically in [1]. Motivated by these factors, we now revisit
this scenario and examine the same phenomenon using our fully three-dimensional code.
In Figure 4.5, we plot the space of solutions for gauged Q-balls in the polynomial model
(4.6) with e = 0.02. The curve can be broken down into three branches: an upper un-
stable branch I, a stable branch II, and a lower unstable branch III. Notably, the lower
part of branch II and all of branch III are characterized by scalar field profiles which are
step function-like and resemble the thin-wall Q-balls [22]. Once again, we perturb each
configuration twice by setting v = 0 and v = 0.1. Any gauged Q-balls which are clearly
destroyed in response to either perturbation are classified as unstable while those which
oscillate weakly or return toward the original configuration are classified as stable. For the
solutions along branch I, we also observe that the Q-balls appear to collapse into solutions
which lie along the stable branch II; we also classify these as unstable, though we comment

that this behaviour makes it somewhat difficult to precisely identify the onset of instability.
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Figure 4.5: Shooting results and regions of stability and instability for gauged Q-balls in
the polynomial model (4.6) with e = 0.02. Plotted is the numerical shooting parameter
9(0) = w — eAp(0) versus the Q-ball oscillation frequency w. The black solid circles along
branch II represent configurations which are found to be stable with respect to generic
three-dimensional perturbations. The red solid circles along branches I and III represent
configurations which are found to be unstable with respect to these perturbations.

The salient feature of Figure 4.5 in comparison to Figure 12 of [1] is the different location for
the transition point between branches II and III of the figure. In particular, this transition
point is found to occur at a larger value of w in three spatial dimensions and the “large
oscillations” observed in axisymmetry are altogether absent. To verify this claim further,
we have evolved the configurations with g(0) < 0.34 in Figure 4.5 up to at least ¢ = 5000.
Since the 3D simulations are expected to fully capture all unstable modes which would arise
under axisymmetry assumptions, we conclude that this is a distinct result from what was
reported in [1].

The origin of the “large oscillations” observed in axisymmetry is therefore puzzling,
though it might reasonably be attributed to the unique numerical challenge of evolving the
gauged Q-balls which lie along the lower part of branch II and branch III. In particular,
the large thin-wall shape of these solutions results in sharp field gradients arising near the
edge of the Q-ball. This can make it difficult to smoothly resolve the Q-ball boundary
unless significant computational resources are expended. At the same time, we find that
the instabilities of the Q-balls along this branch may only definitively manifest after several
thousand time steps. This contrasts what is observed for other unstable gauged Q-balls
in the logarithmic and polynomial models where the instabilities become obvious rather
quickly. Together, these factors might result in the accumulation of numerical errors at late
times which obscure the stability picture. For example, the oscillations observed in axisym-

metry might possibly be due to a “de-phasing” of the periodic parts (real and imaginary) of
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the complex scalar field which eventually build up and disfigure the Q-ball profile. However,
the fourth-order finite-difference scheme used in the present work is of a higher accuracy
than the second-order method used in [1], so this may explain why such numerical artefacts
are not observed here. Alternatively, the oscillations observed in axisymmetry may arise
due to the different boundary conditions used or due to problems with the regularity of the
evolved fields along the axis of symmetry at late times. In any case, the results of Figure 4.5
suggest that the location of the instability threshold for these gauged Q-balls does not cor-
respond so nearly with the prediction made by the stability criterion (w/Q)dQ/dw < 0
[132]. This contrasts what was previously reported in [1] but appears to agree with recent

analytical findings [92].

4.4.2 Collisions

We now consider relativistic collisions of gauged Q-balls in three spatial dimensions. To
construct the binary system, we use the procedure described in Section 4.3.1. The Q-balls
are initialized at z = £25 with initial velocities in the range 0.2 < v < 0.8. Additionally, we
define the impact parameter b as the linear distance between the center of the each Q-ball
in the plane perpendicular to the initial motion. In our evolutions, we also test the effects of
the relative phase difference o and the relative sign of the Noether charge ) on the outcome
of the collision. The phase difference « is defined through a modification of the basic Q-ball
ansatz (4.11),

o(t, T) = f(r) e tio, (4.27)

By adjusting a € [0, 7] for one Q-ball in the binary, a relative difference in phase can be
introduced into the system. This phase difference is preserved until the moment of impact
for collisions of Q-balls with identical w. Additionally, adjusting the parameter ¢ = +1
(while also taking Ag(r) — —Ap(r) in (4.12)) for one Q-ball in the binary can flip the
overall sign of its Noether charge (). In this manner, the dynamics of Q-ball/anti-Q-ball
collisions can be investigated.

For all results presented below, we restrict our analysis to collisions involving configu-
rations A and C in Table 4.1. Since configuration A is identical to configuration LogC in
[2], and since configuration C is identical to configuration PolyB in [2], this enables a direct
comparison between the collision dynamics in axisymmetry and the equivalent dynamics
in three spatial dimensions. To facilitate this comparison, we have performed a number
of head-on collision simulations of gauged Q-balls in 3D; we find the dynamics of these
collisions to be broadly consistent with the axisymmetric case. In the discussion below, we
will briefly review these results before turning to collision scenarios with non-zero impact

parameter (which are unique to 3D).
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We first discuss the effects of the initial velocity v on the outcome of head-on collisions
with equal charge. For both A and C in Table 4.1, we find that the Coulomb repulsion of the
gauged QQ-balls can prevent any significant overlap of their respective scalar field content at
low collision velocities. Instead, the Q-balls travel toward each other, reach a turning point
of vanishing speed and then propagate back toward the boundaries. This occurs for v < 0.3
for configuration A and v < 0.2 for configuration C. At higher velocities, the gauged Q-balls
are able to overcome their mutual repulsion and can behave in several different ways. For
configuration A, we find that the outcome is typically a fragmentation of the gauged Q-balls
into several smaller components. In most cases, a significant fraction of each original Q-ball
continues to travel along the z-axis after the collision. This is usually accompanied by the
formation of smaller field remnants which are left behind near the origin and may travel
away in different directions. For the case of configuration C, we find that the equivalent
collisions result in the merger of the gauged Q-balls along with the emission of significant
field content in the form of outgoing waves. At the highest collision velocities (e.g., v = 0.7
for configuration A and configuration C), an increasing fraction of the field content travels
parallel to the z-axis after the collision. As illustrated in Figure 4.6, this is accompanied
by the development of a destructive interference pattern in |¢| at the moment of impact as
well as the formation of gauged Q-rings in the case of configuration A.

We now turn to head-on collisions of gauged Q-balls with phase differences and opposite
charges. It is well-known that the introduction of a phase difference can induce charge
transfer between colliding Q-balls [77]. Here we observe similar behaviour using o = 7/4
as a sample value. As in [2], we find that the gauged Q-balls created during the charge
transfer process will often fragment into smaller Q-balls or even create transient Q-rings. In
the case of configuration C, we also find some examples where the gauged Q-balls created
during the collision will almost completely dissipate. However, the rate of charge transfer
is found to decrease as v — 1 in both cases. For head-on collisions with opposite charges,
we find that the Coulomb force (which is now attractive) can accelerate the gauged Q-balls
prior to the moment of impact. After the collision, the total Noether charge in the system
is reduced as the QQ-balls have partially annihilated. This process can create smaller Q-ball
remnants which lag the main Q-balls (which are now highly perturbed) and propagate along
or away from the z-axis. It can also produce a wake of scalar radiation or a quasispherical
pulse of electromagnetic radiation which emanates from the origin. In general, we find that
the amount of charge which is annihilated depends on the collision velocity, with the least
amount of annihilation occurring at the largest velocities.

While the above results are broadly consistent with the equivalent calculations in ax-
isymmetry [2], we comment here on some subtle differences. One main difference relates to

the behaviour of any gauged Q-rings which are created during the collisions. In axisymme-
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Figure 4.6: Evolution of the scalar field modulus |¢| for a collision involving configuration A from Table 4.1 with equal charge,
velocity v = 0.8, phase difference o = 0, and impact parameter b = 0. A three-dimensional off-angle view is shown. The Q-balls
collide at t ~ 32 and interfere destructively; this is shown from a cross-sectional side-on perspective in the inset graphic of the
second panel. After the collision, the field content predominantly takes the form of two Q-rings which also carry a cylindrical
“wake” of scalar matter.



try, Q-rings were found to be a rather common outcome of intermediate- and high-velocity
collisions that resulted in gauged Q-ball fragmentation. In these cases, the rings tended
to propagate some distance away from the origin before collapsing back onto the axis of
symmetry at late times (though this final fate could not be confirmed in all cases). While
we have still observed the formation of gauged Q-rings in our fully three-dimensional sim-
ulations, we find that they tend to quickly break apart into a number of spherical gauged
Q-balls in the majority of cases. It is only in rare circumstances (such as the scenario de-
picted in Figure 4.6) where we have observed that the Q-rings can survive long enough to
reach a radius which is many times greater than the size of the original Q-ball. This reaf-
firms our comments in Section 4.4.1 that Q-ring formation, while not explicitly forbidden,
may be a rare phenomenon in the absence of symmetry restrictions.

Having discussed the dynamics of head-on collisions, we now focus on the case where
the impact parameter b is non-zero. Since these “off-axis” collisions are obviously forbidden
in axisymmetry, they represent a novel dynamical scenario which has not been explored
in the previous studies. We begin by considering off-axis collisions of equal-charge gauged
Q-balls. In this case, we find that a common outcome is the “deflection” of the gauged
Q-balls due to the influence of the repulsive gauge field. This can result in the Q-balls
following a discernible curved trajectory which makes an angle § with the z-axis at late
times. The exact value of 0 for a given collision can depend on several factors such as the
initial velocity v and the impact parameter b. For equal-charge collisions, we find that 6
is generally maximized when v and b are small (in fact, one could interpret the repulsive
scenario discussed above for head-on collisions with equal charge and low velocity as a case
of maximal deflection where § = 7). However, when v is sufficiently large and b is not
larger than the approximate Q-ball width, the scalar fields from each Q-ball can “graze”
each other during the collision. In this case, the end result may be a fragmentation or
merger of the gauged Q-balls. In Figure 4.7, we plot a “grazing” collision of configuration
A from Table 4.1 with equal charge, velocity v = 0.6, phase difference o = 0, and impact
parameter b = 2. The gauged Q-balls collide at ¢t ~ 43 with a majority of the field content
emerging at an angle  ~ /4 with respect to the z-axis. We also observe that the initial
gauged Q-balls have partially fragmented into smaller objects which travel close to the z-
axis. Repeating the calculation shown in Figure 4.7 for a variety of choices of v and b, we find
that the outcomes are broadly consistent with what has been described above, though the
deflection angles and fragmentation products may differ depending on the specific collision
parameters.

In Figure 4.8, we plot a collision involving configuration C from Table 4.1 with equal
charge, velocity v = 0.4, phase difference o = 0, and impact parameter b = 4. In contrast to

what is shown in Figure 4.7 for configuration A, here we see that the end result is a merger
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Figure 4.7: Evolution of the scalar field modulus |¢| for a collision involving configuration A from Table 4.1 with equal charge,
velocity v = 0.6, phase difference o« = 0, and impact parameter b = 2. A two-dimensional slice through the x = 0 plane is shown.
The Q-balls collide at ¢ =~ 43 and fragment into smaller components which travel away in different directions. While the dynamics
in this case are mostly planar, we comment that small amounts of field content also propagate away from the collision plane; this

field content is not shown in the figure.
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Figure 4.8: Evolution of the scalar field modulus |¢| for a collision involving configuration C from Table 4.1 with equal charge,
velocity v = 0.4, phase difference o = 0, and impact parameter b = 4. A two-dimensional slice through the z = 0 plane is shown.
The Q-balls collide at ¢t =~ 64 and merge into a single gauged Q-ball which remains at the origin. In this process, a considerable
amount of the field content is radiated away toward the boundaries.



of the original gauged Q-balls. During the merger process, a significant amount of field
content is radiated away toward the boundaries in the form of aspherical waves. By t ~ 169
(the last panel in the figure), the merged configuration has settled down into a single gauged
Q-ball centered at the origin which remains slightly perturbed. The properties of this final
merged state turn out to be similar in some ways to the properties of configuration C before
the collision. For example, the scalar field attains a value of |¢p| ~ 1.98 at the origin by
t ~ 169 while the oscillation frequency (which we determine by tracking the real part of the
scalar field during the collision) is found to be w =~ 0.99 in the merged state. This result
might be expected for gauged Q-balls with e = 0.17 in the potential (4.6) since the space
of possible solutions is extremely small (see Figure 4.4). For configuration C, we find that
mergers are a common outcome for moderate values of the collision velocity and impact
parameter. At larger values of v and b, the gauged Q-balls can avoid the merged state
through (for example) deflection of the fields.

It is worthwhile to discuss the final state of Figure 4.8 in greater detail. Due to the
off-axis motion of the binary, the total angular momentum of the system is non-zero at
the initial time. It is plausible that some of this angular momentum may be retained by
the merged configuration at late times, potentially representing an object analogous to a
spinning Q-ball [43, 44]. At a visual level, the elongated and “rotating” appearance of |¢| in
the second and third panel of Figure 4.8 may also seem to support this idea. However, there
are several reasons why the final merged state is unlikely to represent a configuration of
this type. First, we observe that the gauged Q-ball very quickly returns to a near-spherical
shape by ¢t ~ 169 through the emission of significant field content toward the boundaries.
However, field configurations with angular momentum are not expected to be spherically-
symmetric and may also be characterized by the presence of nodes away from the center

[43]. Second, we have explicitly computed the angular momentum tensor,
M = / (2'T7° — 2IT) a3, (4.28)

and found that the z-component of the angular momentum, J, = M?3, is almost totally
radiated away from the origin by ¢t ~ 169. Since the angular momentum of a spinning Q-
ball (at least, in the non-gauged case) is expected to be an integer multiple of the Noether
charge ), we conclude that mergers of this type are unlikely to represent the usual spinning
structures. At the same time, we cannot rule out the possibility that some small amount
of angular momentum will still be retained in the merged state even at later times. If so,
the configuration might be analogous to the “slowly rotating” Q-balls recently proposed in
[46].

Next we turn to off-axis collisions of gauged Q-balls with opposite charges. Unlike
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the repulsive behaviour seen for the equivalent collisions with equal charge, here we observe
that the Q-balls experience an attractive acceleration which curves their trajectories toward
the origin. If the impact parameter and initial velocity are sufficiently large, the Q-balls
may pass by one another without any significant interaction between their respective scalar
fields. This is similar to the “deflection” described above for the equal-charge collisions,
though now the deflection occurs in the opposite direction (i.e., toward the other Q-ball in
the binary rather than away from it). If the impact parameter is small, the Q-balls will
generally experience a “grazing” collision which can result in several possible outcomes.
Most commonly, the gauged Q-balls will partially annihilate and fragment into a number
of smaller components (for the case of configuration A) or radiate a portion of the field
content toward the boundaries (for the case of configuration C); this is similar to their
behaviour during head-on collisions. In Figure 4.9, we plot the Noether charge density
Q@ for a grazing collision involving configuration A from Table 4.1 with initial velocity
v = 0.5, phase difference o = 0, and impact parameter b = 4. During the collision, the
Q-balls complete a partial orbit around each other before escaping along a trajectory which
is roughly perpendicular to their initial motion. A number of positively- and negatively-
charged remnants are also created during the collision in the vicinity of the origin. By
t =~ 70.9, approximately half of the total charge in the system has been annihilated. The
acceleration and annihilation of charges during this process can also result in the production
of an electromagnetic radiation pulse. In Figure 4.10, we plot the energy contained in the

electromagnetic field,
1/ = .
ey = 5 (\EE + \B\Q) , (4.29)

where E and B are the electric and magnetic field vectors, respectively. By comparing
Figure 4.9 and Figure 4.10, we can see that a pulse of outgoing energy is created in the
electromagnetic field which does not correspond to any significant amount of charge. We
interpret this as representing electromagnetic radiation. We find the production of electro-
magnetic radiation to be a general phenomenon associated with gauged Q-ball/anti-Q-ball
collisions, though the exact amount of radiation produced may depend on both the motion
of the charges and the total amount of annihilation which occurs in the system.

To conclude this section, let us comment briefly on the off-axis collision of gauged Q-
balls with a phase difference of @ = 7w/4. Similar to the case of head-on collisions, we
find that the introduction of a relative phase difference can result in the transfer of charge
between the colliding Q-balls. When the impact parameter is non-zero, the dynamics of
this charge transfer can be altered in minor ways. For example, the charge transfer may
occur asymmetrically such that the resulting Q-balls are left travelling at an angle relative

to their initial motion; this angle can depend on both the collision velocity and the impact
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Figure 4.9: Evolution of the Noether charge ) for a collision involving configuration A from Table 4.1 with opposite charge,
velocity v = 0.5, phase difference o« = 0, and impact parameter b = 4. A two-dimensional slice through the z = 0 plane is shown.
The Q-balls collide at ¢t ~ 48 and fragment into smaller components after partially annihilating. While the dynamics in this case
are mostly planar, we comment that small portions of charge also propagate away from the collision plane; these small charges
are not shown in the figure. Note that a hybrid colormap is used: charge values below |@Q| = 1072 are mapped linearly to zero
while values above this threshold are mapped logarithmically to the charge maximum.
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Figure 4.10: Evolution of the electromagnetic field energy Egy for a collision involving configuration A from Table 4.1 with
opposite charge, velocity v = 0.5, phase difference o = 0, and impact parameter b = 4. A two-dimensional slice through the
x = 0 plane is shown. The Q-balls collide at t ~ 48 and fragment into smaller components after partially annihilating. After
the collision, a pulse of electromagnetic energy emanates from the origin (fourth panel). The shape of this pulse is not limited
to the y—z plane shown here; it can be seen to propagate in all directions when viewed three-dimensionally. Note that a hybrid
colormap is used: energy values below Epy = 1072 are mapped linearly to zero while values above this threshold are mapped

logarithmically to the energy maximum.



parameter. As the impact parameter is further increased, the amount of charge transfer
appears to be reduced due to the smaller surface of contact between the colliding Q-balls.
Otherwise, the charge transfer during off-axis collisions can generally be said to resemble
the results for head-on collisions (including phenomena such as fragmentation or dissipation
of the resulting Q-balls).

4.5 Conclusion

In this work, we have studied the dynamical behaviour of U(1) gauged Q-balls using fully
three-dimensional numerical evolutions. First, we investigated the classical stability of
gauged Q-balls with respect to generic three-dimensional perturbations. Second, we ex-
plored the dynamics of gauged Q-balls during head-on and off-axis collisions at relativistic
velocities.

With regard to stability, we have found numerical evidence for gauged Q-balls which
remain stable against generic perturbations over long dynamical timescales. To reach this
conclusion, we have perturbed the Q-balls in two different ways: through the inherent
numerical error of our finite-difference implementation and through the interaction of an
auxiliary scalar field which acts as a perturbing agent. Testing configurations in the loga-
rithmic model, we have found evidence for both stable and unstable branches in the solution
space. The solutions on the stable branch tend to respond to the perturbations by oscil-
lating continuously near the initial configuration. The solutions on the unstable branch are
found to break apart in various ways (usually into a number of smaller gauged Q-balls).
We have also tested configurations in the sixth-order polynomial scalar field model, find-
ing no evidence of unstable configurations for our choice of the model parameters with
e = 0.17. Finally, we have revisited the case of e = 0.02 in the polynomial model and found
a new result for the transition point between stability and instability in the solution space.
This result differs from what was found in [1] but appears to be in agreement with recent
analytical findings [92].

With regard to relativistic collisions of gauged Q-balls, we have tested the effect of the
initial velocity, relative phase, relative charge, and impact parameter on the outcome of
the collision. For the case of head-on collisions, we have found that the dynamics in three
spatial dimensions are broadly consistent with previous results reported under axisymme-
try assumptions [2]. For the case of off-axis collisions, we have found that the impact
parameter can play a significant role in modifying the collision outcome. For example, the
gauged Q-balls can experience attractive or repulsive “deflections” from their initial trajec-
tories depending on their relative charges, velocities, and the collision impact parameter. In
other cases, the Q-balls may experience “grazing” collisions which can modify the dynamics

during Q-ball fragmentation and mergers. Aside from these differences, the main phenom-
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ena associated with these collisions (such as charge transfer, annihilation, and radiation
production) are found to be similar to the head-on case.

The results of this work are significant for several reasons. First, they address the general
question of gauged Q-ball classical stability which was originally raised in [95]. Second, they
provide new insights into the time-dependent behaviour of gauged Q-balls in realistic three-
dimensional settings. Together, these results may be relevant for future studies of Q-balls in
various physical contexts (such as in early-Universe cosmology). At the same time, we hope
that this work may inspire further numerical explorations of related soliton models such as
Proca Q-balls [90], spinning Q-balls [43, 44, 46], and charge-swapping Q-balls [47-49].
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Chapter 5

Conclusion

In this thesis, we have studied a class of non-topological solitons which are known as gauged
Q-balls. Using numerical simulations as the primary tool, we have explored the time-
dependent behaviour of these objects in various scenarios. Our work has focused on two
open questions in the literature: the stability of gauged Q-balls with respect to perturbations
of the fields and the dynamics of gauged Q-balls during relativistic collisions.

In Chapter 2, we investigated the stability of gauged Q-balls under assumptions of
axial symmetry. There we found evidence for both stable and unstable configurations in
logarithmic and polynomial scalar field models. For those solutions belonging to the stable
branch, the gauged Q-balls tended to respond to the perturbations by oscillating lightly or
weakly radiating before returning toward a stationary configuration. For those solutions
on the unstable branch, the gauged Q-balls were eventually destroyed or disfigured by the
growth of the initial perturbations. In some cases, we observed that the instabilities could
result in the formation of ring-like structures which we called “gauged Q-rings”. When the
gauge coupling was small, we also found evidence for non-spherical unstable modes and
mapped the approximate regions of stability and instability in the solution space.

In Chapter 3, we investigated the dynamics of gauged Q-balls during head-on collisions
at relativistic velocities. Working again in axisymmetry, we tested the effects of the ini-
tial velocity, relative phase, relative charge, and electromagnetic coupling strength on the
collision outcome. Consistent with previous studies of non-gauged Q-balls, we found that
relative phase differences could result in the transfer of charge during the collision and that
the Q-balls could partially annihilate if they collided with opposite charge. Unique to the
gauged case, we also found that this charge annihilation could result in the creation of
an electromagnetic radiation pulse. With regard to the collision velocity, we found that
the long-range Coulomb force could accelerate or decelerate the gauged Q-balls prior to

the moment of impact. At high velocities, electromagnetic effects significantly reduced the
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elasticity of the collisions when the gauge coupling was large. Broadly speaking, these
phenomena were found to be independent of the choice of the scalar field potential.

In Chapter 4, we investigated the stability and collisions of gauged Q-balls in three
spatial dimensions. FExtending the analyses of Chapter 2 and Chapter 3, we considered
novel dynamical scenarios which were not accessible under previous symmetry assumptions.
This includes the stability of gauged Q-balls with respect to generic 3D perturbations and
the collisions of gauged Q-balls with a non-zero impact parameter. The principal new
result from this study is the observation that gauged Q-balls can remain stable even when
subject to these generic perturbations. A secondary result is the identification of the impact
parameter as a relevant factor in gauged Q-ball collisions. We also reexamined several
head-on collision scenarios and found the results to be consistent with those observed in
axisymmetry.

Having surveyed the broad features of gauged Q-ball dynamics, it would be interesting
to study some aspects in further detail. For example, our simulations showed that the
formation of gauged Q-rings can be a common outcome of dynamical processes involving
gauged Q-balls. It would be worthwhile to investigate these structures more closely to
determine their lifetimes and other properties. With respect to gauged Q-ball collisions,
the parameter space of possible scenarios is very large and our study could not be exhaustive.
It may be useful to continue this exploration, particularly in three dimensions. Finally, our
computer code would be well-suited to studying other time-dependent Q-ball phenomena
such as superradiance [146-148] and charge-swapping behaviour [47-49]. We leave this as
future work.

In closing, we comment that the study of soliton behaviour remains a fertile ground for
exploration and discovery. While our work has been limited to gauged Q-balls in particular,
it isn’t difficult to imagine that the dynamics of related soliton models may be equally rich
and compelling. As the pace of research in this area accelerates, we hope that numerical
experimentation in the spirit of this thesis will continue to yield valuable insights into soliton

behaviour.
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Appendix A

Appendices for Chapter 2

A.1 Evolution Equations in Axisymmetry

Here we present the full set of evolution equations for our model, the boundary conditions
used, and the regularity conditions imposed on the axis of symmetry.
The evolution equations for the scalar and gauge fields can be expressed in cylindrical

coordinates as

1
01 = 50001+ 021 + 0261 + 2¢ (—Ady2 + ApOpdr + A0 02)

2, <_At2 +AZ 4 A2+ ;Ai) _ %a(blvwl, 69), A
B2y = ;ap@ + Pbn + 02 — 26 (~ A + ApDytr + A.0.01)

— 2y <_A,? + AL+ AL+ ,012A3> — %8@1/(451, $2), 42
OPA; = ;a,,At + AL+ 0ZA; + 2e (910162 — $2011) — 2¢° (47 + ¢3) Ay, (A.3)
A, = ;apAp + A, + 024, - ;15 + 26 (10,02 — $20,1) — 26 (61 + ¢3) A, (A4)
A, = — ;apAso +O2A, + 0ZA, — 267 (67 + ¢3) Ay, (A.5)
02A. = ;apAz T O2AL + 02 A, + 2 (610260 — 3aDu1) — 262 (63 + 62) A, (A.6)

where the subscripts {t, p, ¢, z} correspond to the spacetime coordinates and the subscripts

{1,2} correspond to the real and imaginary parts, respectively, of the scalar field ¢. For
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numerical purposes, we find it convenient to define new evolutionary variables

Iy = 0¢¢1, IIy = Oy 2,
Gt = 8tAAta Gp = atlélpa (A7)
Gg& = 8tA¢, Gz - atsz

which are first-order in time.

To complete our specification of the problem, we must impose appropriate boundary
conditions along the axis of symmetry and at the outer domain boundaries p = pmax,
Z = Zmin, and z = zpax. For the outer boundaries, we apply outgoing boundary conditions

of the form

where f = f(t, p, z) represents each of the evolved variables in (A.1)—-(A.7). Strictly speak-
ing, the condition (A.8) assumes the field f is massless and purely radially outgoing at the
domain boundary. For non-spherical pulses or massive fields, the approximation can break
down and lead to unphysical reflections. However, these partial reflections can be mitigated
by taking the outer boundaries sufficiently far away and by stopping the evolution when ap-
preciable field content reaches the boundaries. With these considerations, we find condition
(A.8) to be sufficient for the purposes of this work.

Along the axis of symmetry, we find it useful to define the regularized variables
G,=—L, G,=—-L. (A.9)

With this definition, we identify Gy, @p, C;'(p, G, 111, and Il as having even character as
p — 0. We can therefore demand that the radial derivative of these fields should vanish in

this limit, yielding appropriate regularity (boundary) conditions along the axis of symmetry.

A.2 Code Validation

We have performed a number of tests in order to assess the validity of our numerical code.
For all calculations presented in this appendix, we evolve generic Gaussian-like initial data

which is smooth everywhere. The fields ¢1, ¢o, 111, IIo, A, A,, and A, are chosen to be

arbitrary overlapping profiles of the form

2
f(p’ Z) — Aexp _ (\/(p - pO)Z + (Z — 20)2) ’ (AlO)
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Figure A.1: Convergence factors Q.(t) for the constraint equations (top) and several first-
order evolved variables 1y, I, Gy, @p, and G, (bottom). Here, Q.(t) is computed using a
three-level convergence test at resolutions 257 x 513, 513 x 1025 and 1025 x 2049. In each
case, the quantities are found to be convergent at approximately second-order until the
fields hit the boundaries, at which point first-order convergence is observed. For the data
shown here, the potential (2.4) is used with parameters e = 0.25, h = 0.2, and m = k = 1.0.

where A, &, po and zg are real parameters which can be different for each field. The fields
Gy, ép, and G, are then found using a successive over-relaxation scheme [23] in order to
approximately satisfy the constraints at the initial time.

As a primary test, we evolve this generic Gaussian-like data on a uniform grid at several
different grid resolutions in order to explicitly compute the rate of convergence of our code.

Let us define the convergence factor Q.(t) as
[ — w2
t) = —5—— A1l
QC( ) Hu2h _ uhH ’ ( )

where h represents the spacing between points on the numerical grid, u™ represents the
solution computed with grid spacing n, and || - || denotes the Lo-norm. For a second-order-

accurate finite-difference scheme, it can be shown that Q.(¢) — 4 as h — 0. In Figure A.1,
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Figure A.2: Residual Lo-norm values for the evolution equation (A.1) computed at several
different grid resolutions. The Ls-norm has been scaled by factors of 2™ for increasing
resolutions. Overlapping of the curves indicates the expected first-order convergence of the
residuals.

we plot the convergence factor resulting from our test for the constraint equations and
several representative fields. The rate of convergence is found to be approximately second-
order (corresponding to Q.(t) = 4) which is to be expected for our second-order Crank-
Nicolson finite-difference implementation.

As a secondary measure, we have performed an independent residual test [114] to verify
that our discrete numerical solution is converging to the true continuum solution of the
underlying system (A.1)—(A.6). For this test, we substitute the numerical solution found
via the second-order Crank-Nicolson discretization into a separate first-order forward dis-
cretization of the evolution equations. Results of this test are shown in Figure A.2. The
residuals are found to approximately overlap when rescaled by factors of 2", indicating the
expected first-order convergence. For brevity, only the (A.1) residual is presented here—
other residuals are found to be similar.

In solving the equations of motion, we have used a free evolution scheme wherein a
solution to the evolution equations is expected to solve the constraint equations at the
initial time [149]. However, it is possible for constraint violation to grow during the course
of the evolution, indicating lack of convergence. The degree to which the constraints are
violated is therefore a relative measure of the error in the numerical solution. In all of

our simulations, we monitor the Lo-norm of the constraint residuals to ensure that they
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do not grow significantly over the timescales explored. For the results reported here, the
Lo-norm of the constraint residuals remains within O(10~%). In addition, we also monitor
the integrated total energy E and the charge () during the course of the evolution to confirm

that these quantities remain approximately conserved to within O(1%).
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Appendix B

Appendices for Chapter 3

B.1 Supplemental Figures

To supplement the figures presented in the main text, here we provide additional plots

which illustrate several interesting cases of gauged Q-ball dynamics.
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Figure B.1: Evolution of the scalar field modulus |¢| for a collision of solutions of type
LogA with equal charge, velocity v = 0.5, and phase difference & = 0. The Q-balls collide
at t =~ 50 and pass through each other, leaving behind a smaller Q-ball remnant which
remains perturbed at the origin.
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Figure B.2: Evolution of the scalar field modulus |¢| for a collision of solutions of type
LogA with equal charge, velocity v = 0.9, and phase difference &« = 0. The Q-balls collide
at t &~ 27 and exhibit a destructive interference pattern. After the collision, the Q-balls
emerge with profiles nearly identical to their initial state.
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Figure B.3: Evolution of the scalar field modulus |¢| for a collision of solutions of type
LogC with equal charge, velocity v = 0.7, and phase difference a = 7/4. The Q-balls
collide at t ~ 36. After the collision, the field content predominantly takes the form of
two Q-rings. In this case, the phase difference manifests as an asymmetry in the dynamics
about the plane z = 0. Note that a hybrid colormap is used: field values below |¢| = 0.1
are mapped linearly to zero while values above this threshold are mapped logarithmically
to the field maximum.
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Figure B.4: Evolution of the electric field E and the magnetic field B for a collision of
solutions of type LogC with opposite charge, velocity v = 0.6, and phase difference oo = 0.
The magnitude of the only non-zero component of the magnetic field, By, is represented
using the colormap. The orientation of the electric field is represented using streamlines;
the corresponding field magnitude is not reflected in the figure. The Q-balls collide at
t =~ 40 and partially annihilate charge. After the collision, the fields resemble an outgoing
wavefront. We note that the small-scale “pulse” which is visible for p 2 10 in the first and
second panel exists as a technical artefact of the gauged Q-ball initialization procedure at

z = £25.
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Figure B.5: Evolution of the scalar field modulus |¢| for a collision of solutions of type
PolyB with equal charge, velocity v = 0.95, and phase difference o = 0. The Q-balls collide
at t &~ 26 and form a destructive interference pattern. After the collision, the majority of
the field content continues travelling along the axis of symmetry and becomes elongated
in the radial direction. Note that a hybrid colormap is used: field values below |p| = 0.1
are mapped linearly to zero while values above this threshold are mapped logarithmically
to the field maximum.
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Figure B.6: Evolution of the scalar field modulus |¢| for a collision of solutions of type
PolyB with equal charge, velocity v = 0.45, and phase difference a = 7w/4. The Q-balls
collide at ¢t ~ 53 and transfer charge (as can be seen in the second panel). After the collision,
the smaller Q-ball created in this process quickly dissipates while the larger Q-ball travels
slowly along the axis of symmetry.
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Appendix C

Appendices for Chapter 4

C.1 Evolution Equations in Three Spatial Dimensions

When expressed using the coordinates defined by (4.7), the evolution equations for the
system (4.2)—(4.3) take on the following form:

Ofp1 = 201 + 0201 + 021 + 2e (—Ady2 + AyOuh + AyOyda + A.0.02)

2 2 2 2 2 1 (C'l)

— g1 (A7 + AT+ A) 4+ A7) — §3¢1V(¢1’ ®2),
Ofpo = 0o + 5’f,¢2 + 022 — 2e (— Ay + ApOphy + AyOyd1 + A.0,01) ©2)
C.2

1

_ 62¢)2 (—A? + Ai + Azzl + Az) — §8¢2V(¢1, (;52),
A = 02A1+ 2 A, + 02 Ay + 2¢ (010102 — ¢20yh1) — 2€ (czﬁ + ¢3) Ay, (C.3)
FAs = 0oAs + 0) Ay + 07 Ay + 2¢ (910202 — 20:01) — 2€* (47 + ¢3) As (C.4)
OFAy = 02Ay + 02 A, + 02Ay + 2e ($10y02 — $20yd1) — 2¢* (87 + ¢3) Ay (C.5)
FA, =02A. + 0L A, + 0ZA. + 2¢ (¢10:02 — $20:¢1) — 2¢* (47 + 3) A, (C.6)

Here, the subscripts {t, z,y, z} correspond to the spacetime coordinates while the subscripts
{1, 2} denote the real and imaginary parts of the scalar field, respectively. In deriving (C.1)—
(C.6), we have invoked the Lorenz gauge condition (4.8) as a means to simplify the equations.
After applying the coordinate transformations (4.24)-(4.26), we solve these equations using
the fourth-order finite-difference scheme described in Section 4.3.3 together with the initial

data procedure of Section 4.3.1.
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C.2 Code Validation

In order to assess the validity of our code, we have performed a series of numerical tests of
convergence. In these tests, we use generic Gaussian-like initial data which approximately
satisfies the constraint equations (4.9)—(4.10) at the initial time. We evolve the data on a

uniform grid at various resolutions and compute the convergence factor Q.(t) as

ut® —u?"|
Qc(t) = T | (C.7)

Here, h represents the spacing between grid points, u™ represents the solution computed
with grid spacing n, and || - || denotes the Lo-norm. For a finite-difference scheme with
O(h™) accuracy, one expects to find Q.(t) — 2™ as h — 0 [114]. We therefore expect to
observe Q.(t) ~ 16 for the fourth-order finite-difference scheme described in Section 4.3.3.
In the top panel of Figure C.1, we plot the results of this test for the real part of the scalar
field, ¢1, computed in the polynomial model (4.6) with e = 0.5, h = 0.2, and m = k = 1.
Using grid resolutions of 653, 1293, and 2573 to compute Q.(t) in (C.7), we find that the
implementation is convergent to approximately fourth-order, as we expect. In addition to
¢1, we have also repeated this test for all other evolved quantities in the equations of motion
(C.1)-(C.6). We find similar fourth-order behaviour in each case.

As a secondary test, we have performed an independent residual evaluation [114] to
verify that our numerical solution reasonably approximates the continuum solution of the
problem. In this test, the solution obtained using our fourth-order finite-difference scheme is
substituted into a separate second-order centered discretization of the equations of motion
(C.1)—(C.6). If the residuals of these equations converge away at second-order in the grid
spacing (corresponding to rescaling by factors of four), we conclude that the original finite-
difference scheme has been correctly implemented. The results of this test are shown in the
bottom panel of Figure C.1. Once again, we use grid resolutions of 653, 1293, and 2573
and pick equation (C.1) as a representative example. In the figure, we observe the expected
convergence of the residual at second-order; the residuals for the other evolution equations
(C.2)—(C.6) are found to behave in a similar way. This provides an additional check of the

validity of our implementation.
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Figure C.1: Representative results for a three-level convergence test (top panel) and
independent residual test (bottom panel) of the finite-difference implementation described
in Section 4.3.3. In the top panel, the convergence factor Q.(t) is computed for the evolved
variable ¢;. In the bottom panel, the Lo-norm for the independent residual of equation (C.1)
is computed at grid resolutions of 653, 1292 and 2573. In both cases, the implementation is
found to be convergent at the expected order.
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