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Optimal repetitive readout of single solid-state spins 
determined by Fisher information
Zhiyuan Zhao1,2,3†, Shaoyi Xu1,2,3†, Qian Shi1,2,3, Yu Chen1,2,3, Xi Kong4, Zhiping Yang1,2,5,  
Mengqi Wang1,2,3, Xiangyu Ye1,2,3, Pei Yu1,2,3, Ya Wang1,2,3,6, Tianyu Xie1,2,3*,  
Fazhan Shi1,2,3,5,6*, Jiangfeng Du1,2,3,6,7*

Quantum systems, including superconducting circuits, trapped ions, quantum dots, solid-state defects, etc., have 
achieved considerable advancements in readout fidelity. However, the widely used threshold method disregards 
the importance of temporal characteristics of the signal during continuous measurements, leading to informa-
tion loss. Here, we applied Fisher information to quantify the potential enhancement by using the temporal infor-
mation. We proposed an optimal data processing method and derived the condition for equality to the error 
constrained by Fisher information. Applying this method to the single-shot readout of a 13C nuclear spin of 
nitrogen-vacancy center marks a 33.8 ± 1.2% error reduction compared to the threshold method, improving the 
fidelity to 99.649(5)%. The versatility of our method is further demonstrated through the single-shot readout of 
charge states. This work illustrates the advantage of using photon arrival time for improving readout fidelity 
without upgrading experimental hardware. The method of using Fisher information to analyze readout fidelity 
also holds promise for broad applicability to other systems.

INTRODUCTION
Single-shot readout of qubits is a cornerstone technology in quantum 
information processing, especially fault-tolerant quantum computa-
tion (1–3). It has been successfully realized across various physical 
systems, such as trapped ions (4, 5), neutral atoms (6, 7), supercon-
ducting circuits (8, 9), quantum dots (10, 11), and solid-state defects 
(10, 12). Typical methods for processing single-shot measurements 
adopt a threshold strategy in which two states are distinguished by a 
preset threshold (12–14). However, such threshold methods fail to 
incorporate the temporal information.

Several studies have endeavored to improve readout fidelity 
(4, 15–18) and readout speed (19, 20) by considering this unrec-
ognized aspect. Most of the existing studies to improve the fi-
delity concentrate primarily on model-based derivations and 
numerical simulations (15–18), with experimental verifications 
being relatively sparse. Machine learning is also applied to mine 
the hidden information in photon arrival time (21), but it does 
not gain substantial improvements in fidelity and lacks a rigorous 
explanation in theory.

To fully address the issues above, we analyzed the theoretical 
upper bound of readout fidelity by harnessing the framework of 
Fisher information (22), which avoids pursuing different methods 
without a solid theoretical foundation. Subsequently, we proposed 
the optimal data processing method and derived the condition for 

equality to the error constrained by Fisher information. The 
method was validated experimentally by two kinds of single-shot 
readouts in a nitrogen-vacancy (NV) center, specifically, spin 
states of a nuclear spin and NV charge states. The theoretical 
framework established in this work for using photon arrival time to 
enhance readout fidelity is broadly applicable to a wide variety of 
quantum systems.

SYSTEM AND THEORETICAL MODEL
As shown in Fig. 1A, the NV center is a point defect in diamond 
where a substitutional nitrogen atom is adjacent to a vacancy. It is 
characteristic of optical accessibility (23), long-lived quantum co-
herence (24, 25), high-fidelity manipulation (26, 27), and suscepti-
bility to various physical quantities (28, 29). These excellent properties 
make it an ideal candidate for a variety of quantum applications rang-
ing from quantum network (30, 31) to quantum sensing (32–35).

The optical readout of the NV electron spin is performed by de-
tecting the spin-dependent fluorescence arising from excited-state 
intersystem crossing. Nevertheless, the NV electron spin becomes 
repolarized within several hundred nanoseconds under laser illumi-
nation, so that the number of the collected photons in a single read-
out is typically less than one for room temperature measurements (36), 
even with high-efficiency collection structures (37, 38). To collect 
more photons, the nuclear-assisted repetitive readout was proposed 
by using the fact that the nuclear spin lifetime under laser illumina-
tion largely exceeds that of the electron spin (39). Under a high mag-
netic field for further extending the lifetime, the method of repetitive 
readout eventually enables single-shot readout of nuclear spins (12), 
which is indispensable in the realization of quantum error-correction 
codes (40). In this context, single-shot readout refers to the ability 
to read out the nuclear spin state after a single initialization, without 
the need to reinitialize the nuclear spin.

The implementation sequence of repetitive readout is presented 
in the inset of Fig. 1B. The nuclear spin state is read out repetitively 
by correlating the nuclear spin with the NV electron spin using a 
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controlled-NOT (CnNOTe) gate. With the threshold method adopted, 
every M = 1300 readout results are directly combined cumulatively 
to produce a two-peak histogram in Fig. 1B for mapping the photon 
number into the corresponding state by comparing with a threshold. 
Here, M is the number of readouts in a single-shot measurement. 
However, the threshold method with a simple summation discards a 
large amount of temporal information of photon arrival, as clearly 
shown in Fig. 1C.

The error bound determined by Fisher information
Instead of proposing an alternative method, we first introduce Fisher 
information to quantify the space for improving the readout fidelity. 
Considering a random variable that follows a probability distribu-
tion incorporating a parameter s, P(x ∣ s). The variance of an unbi-
ased estimator Ŝ of the parameter s is then bounded by

where the Fisher information F(s) is given by F(s) =
∑

x
P(x ∣ s)

(

�lnP(x∣s)

�s

)2

. The lower bound provided by Eq. 1 is known as the 
Cramér-Rao bound, and the amount of Fisher information de-
termines the optimal measurement precision. The initial state 
before readout follows the distribution P
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)

 are the distributions of bright state ∣+⟩ and dark 
state ∣−⟩ respectively. Here, ni denotes the photon counts of the ith 
segment, and s ranges from − 1 to +1. For brevity, we denote these 
symbols as Ps∕+∕−(n) with n =

(

n1, n2,… , n
N

)

. In a single-shot 
readout, N  represents the number of segments, with each segment 
containing M ∕N readout cycles. Given that most cycles yield no pho-
tons, processing each cycle’s data individually is not necessary. We thus 

group the total readout cycles into several cumulative time-domain 
segments (see Fig. 2A). Notably, with the data divided into about 10 
segments, performance effectively approaches saturation (see the Sup-
plementary Materials for details).

Considering the variance of the estimator after state mapping 
(see Materials and Methods), a constraint to the readout error εr at 
s = 0 is given by

where I is the overlap integral of the bright state and the dark state 
distribution (22), and reads

Therefore, computing the lower bound of εr is converted into the 
calculation of the overlap integral

where ε0 is the error constrained by Fisher information. However, cal-
culating the overlap integral is not a trivial task as its computational 
complexity grows exponentially with N. To solve this issue, the method 
of random sampling is adopted here (see Materials and Methods).

Attainability of the Fisher information bound
In this subsection, we discuss the maximum likelihood method and the 
attainability of the Fisher information bound. In the readout process, 
if the initial state is the bright state ∣+⟩, after N readout segments, the 
probability of flipping from ∣+⟩ to ∣−⟩ is denoted as ϵ+−. This makes non-
flipping probability 1 − ϵ+−, and the flipping probability per readout 
segment ϵ+− ∕N, assuming that the probability of flipping is small. In a 
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Fig. 1. Single-shot readout based on repetitive readout. (A) Diagram of the NV center and its proximal nuclear spins. Please see Materials and Methods for detailed 
information about the sample and platform. (B) Typical single-shot readout sequence and results of a 13C nuclear spin. Each event here is the result of the summation of 
M = 1300 cycles, from which the nuclear spin state is determined based on a threshold. (C) Readout trajectory of a 13C spin near the NV center. The lower subplot displays 
the original data of the first point in the upper one.
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similar manner, if the initial state is the dark state ∣−⟩, the same logic can 
be used by simply swapping + and − in the above description. For the 
ith readout, the collected photon count ni follows a Poisson distribution

where λ+∕− is the average count of the bright/dark state. However, 
if state flipping takes place in a certain segment, it is inaccurate to 
approximate the distribution of this group with Eq. 5. The photon 
count then follows the mixed Poisson distribution

where γ refers to the lower incomplete gamma function: γ(n, λ) = 
∫ λ
0
tn−1e−tdt.
On the basis of the aforementioned model, we can write the like-

lihood function for N successive readouts as

This model provides a precise representation of the single-shot 
readout process. On the basis of this, we can formulate a criterion by 
using maximum likelihood estimation

When Λ ≥ 1, the state is classified as the bright state; otherwise, 
it is classified as the dark one. The error of maximum likelihood 
criterion is

As proved in the Supplementary Materials, the method of maxi-
mum likelihood estimation is the optimal for state mapping, with 
the error εm bounded by Eq. 4
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Fig. 2. Simulation of single-shot readout error. (A) Segmentation of data in our method. In this diagram, a single-shot readout with M cycles is divided into N segments, 
each with M∕N cycles. The figure takes M∕N = 4 as an example. m

i
 represents the number of photons in the ith readout cycle, while n

i
 denotes the sum of photons for 

the ith segment. (B) Single-shot readout error versus the number of fluorescence photons collected within the lifetime of states N
T1

. T1 is the lifetime of states (the mean 
number of readouts without state flipping). The green line corresponds to the lower bound ε0 determined by Fisher information (FI bound), the blue line is the readout 
error using the threshold method (TH method), and the red line is the readout error based on the maximum likelihood estimation (ML method). The upper figure depicts 
the errors relative to the FI bound. The contrast here is fixed to 0.32. (C) Single-shot readout error under different readout contrasts. The readout contrast is defined as one 
minus the average count of the dark state over that of the bright one. Here, N

T1
 is set to 2.42 × 10

3.
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The equality can be reached under the  condition

where C is a constant for all n (see a detailed derivation in Materials 
and Methods). The fact that the equality in Eq. 11 can be achieved 
suggests that under some specific cases, the process of state mapping 
can be conducted without Fisher information loss, which differs from 
the conclusion of the previous work (22). However, it is challenging to 
meet the equality condition in Eq. 12, and hence a realistic single-shot 
readout fails to exactly reach the error ε0 given by Fisher information.

For realistic systems, the readout error mainly depends on three 
factors, the contrast between bright and dark states, the count per 
readout, and the lifetime of states T1 (chosen to be equal for two 
states in the simulation). The latter two factors can be combined into 
a single parameter: the number of fluorescence photons collected 
within the lifetime of states NT1

. For single NV centers, the contrast 
between bright and dark states is approximately 0.3. The readout 
error ε0 determined by Fisher information is numerically calculated as 
well as those from the threshold method and the maximum likelihood 
estimation, with results shown in Fig. 2B. The maximum likelihood 
estimation can approach ε0, while the threshold method deviates 
at a distance. The readout errors under different contrasts are also 
calculated in Fig. 2C, with the contrast greater than 0.9 correspond-
ing to the scenarios for reading out NV charge states (41, 42) and 
internal states of atoms (4–7). Likewise, the method of maximum 
likelihood estimation draws near ε0 and exhibits an observable im-
provement over the threshold method.

RESULTS
We conducted experiments on the NV center to verify the effective-
ness of the theoretical analysis above. On the basis of a home-built 
platform of optically detected magnetic resonance, we collected data 
of the single-shot readout of a 13C nuclear spin under a high mag-
netic field (∼9199 G). The state initialization is implemented through 
the postselection of single-shot readout results (see details in Mate-
rials and Methods and fig. S4). The process of state mapping is exe-
cuted in accordance with the schematic procedures in Fig. 3A. For 
the threshold method, fidelity initially increases but then slightly 
decreases as the number of readouts grows. This reduction in fidel-
ity is attributed to state flips induced by the readout process, thereby 
increasing the readout error (which still remains small; otherwise, 
single-shot readout would be unattainable). In contrast, the method 
of maximum likelihood estimation is capable of maintaining the 
highest readout fidelity over a broader range. The proposed method 
enhances fidelities by extending data acquisition times through ac-
counting for potential spin flips. Eventually in our experiments, we 
achieved a 99.649(5)% readout fidelity for the nuclear spin, marking 
a 33.8 ± 1.2% error reduction compared to the threshold method at 
the optimal number of readouts. Our single-shot readout fidelity ex-
ceeds 99.5%, reliably surpassing the threshold required for efficient 
error correction, estimated to be approximately 0.5% for achieving 
the break-even point (43). The analysis and correction of systematic 
deviations are included in Materials and Methods.

Our method can be universally applied to more single-shot readout 
cases. We use the single-shot readout of NV charge states as another 
example (41, 42). It has been achieved by using the mechanism that the 

594-nm laser only excites NV−, but not NV0 (44). The sequence is 
shown in Fig. 4A with a 50-μs duration as a readout cycle. Because the 
single-shot readout of NV charge states rather resembles the cases 
of reading out internal states of atoms (4–7), the universality of this 
method applied to other physical systems is further validated through 
the experiment. A readout fidelity of 99.741(4)% is lastly achieved for 
the single-shot readout of NV charge states, corresponding to a 22.4 ± 
1.6% decrease in error compared to the threshold method. The ex-
perimental results and the simulations are consistent on the whole, as 
shown in Fig. 4 (B and C). The main difference stems from the fact that 
the actual distribution of photon number fluctuates slightly larger than 
the corresponding Poisson distribution for the dark state.

DISCUSSION
In conclusion, we conducted a quantitative analysis of the poten-
tial fidelity enhancement based on Fisher information theory. The 
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Fig. 3. Single-shot readout error of a 13C nuclear spin adjacent to the NV cen-
ter. (A) The procedure of data processing using the TH method and the ML meth-
od. Nth is the threshold in Fig. 1B. Both the readout times and the threshold have 
been optimized. P+∕− is the likelihood function of bright/dark state, and see Eqs. 7 
and 8 for details. (B) Experimental results of single-shot readout errors for different 
methods. The horizontal axis represents the number of readout cycles. Details of 
the initialization and experimental parameters can be found in Materials and Meth-
ods. For the TH method, the error increases for too many readout times due to state 
flipping. (C) Simulation results for different methods.
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method based on maximum likelihood estimation was used here 
with its optimality proved rigorously, and most importantly, the con-
dition for equality to the error constrained by Fisher information was 
derived. Furthermore, the above findings in theory were verified ex-
perimentally with single-shot readouts of a 13C nuclear spin and 
charge states of the NV center. The method of maximum likelihood 
estimation can approach the error constrained by Fisher informa-
tion and exhibits higher fidelities compared to the threshold 
method. While the observed improvements may be moderate, the 
primary advantage of our proposed optimal readout scheme is its 
ability to enhance readout fidelity within existing experimental set-
ups without the need for additional experimental equipment or com-
plex hardware upgrades, as it leverages the temporal information of 
photon arrival. Besides, our method can address not only spin flips 
but also the error associated with the CnNOTe gate. The impacts of 

these errors have been integrated into the parameters, i.e., fluores-
cence counts, the lifetime of states, and the contrast within the ex-
isting model.

Our method provides a general theoretical framework for ana-
lyzing potential improvements of readout fidelity using Fisher infor-
mation and avoids the indiscriminate trial of various methods without 
a solid foundation. Although demonstrated in a solid-state spin sys-
tem, the versatility of our method and theoretical framework allows 
them to be extended to enhance the readout fidelity in other quan-
tum systems, such as trapped ions (4, 5), neutral atoms (6, 7), and 
quantum dots (10, 11). For instance, in the case of quantum dot read-
out, the photon number distribution in our model can be replaced 
with the corresponding one in the literature (10, 11). Especially con-
sidering the widespread use of the threshold method in systems that 
have already achieved substantial advancements in readout fidelity 
and efficiency (45, 46), it is more worthwhile to adopt our strategies 
to further improve readout performance.

MATERIALS AND METHODS
Diamond sample and experimental setup
The diamond used in the experiment is synthesized through chemical 
vapor deposition, with a nitrogen concentration less than 5 parts per 
billion and natural abundance (1.1%) 13C. The top face of the diamond 
is perpendicular to the [100] crystal axis, while the lateral faces are 
perpendicular to the [110] axis. The diamond is irradiated by 1.0 kGy 
(kilogray) 10-MeV electrons. Solid immersion lenses are etched on the 
top face to increase the photon collection efficiency, and the count 
rates of NV centers used in the experiments are 650 to 850 kcounts/s. 
The simplified experimental setup is illustrated in fig. S1. Details of 
experimental setup can be seen in the Supplementary Materials.

The error constrained by fisher information
Let P(x ∣ s) be the probability distribution function with a parameter 
s, and then the Fisher information F(s) is given by

By substituting Ps(n) =
1+ s

2
P+(n) +

1− s

2
P−(n), it can be obtained 

that (22)

Because the probability of the bright state after state mapping is 
p̂+(s) =
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2
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+
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2
⋅ ε−, the unbiased estimator for s can 

be given in the following form

where p̂+ =
N̂+

N
 is the estimator for the ratio of the bright state after 

state mapping. ε+ and ε− are the readout errors for the bright state 
and the dark state, respectively. Considering the variance after state 
mapping, a constraint to the readout error εr at s = 0 is given by
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Fig. 4. Single-shot readout of NV charge state. (A) Statistical histogram of charge 
state readout based on the threshold method. The subplot shows the sequence of 
charge state single-shot readout. Each event here is the result of the summation of 
100 readout cycles. Each cycle is a 50-μs 594-nm laser illumination. (B) Experimental 
results of single-shot readout of charge state. Details of the experimental sequences 
and parameters can be found in fig. S2 and the Supplementary Materials. (C) Simulation 
results of charge state readout.
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Consequently

Therefore, computing the lower bound of readout error εr is con-
verted into the calculation of the overlap integral I

where ε0 is the error constrained by Fisher information.

Attainability of the Fisher information bound
The lower bound of the readout error determined by the Fisher in-
formation is

It can be proven that

Proof

In the proof, the trick of substituting 
∑

n

P+ +P−

2
 for the number 

“1” is used three times. According to the Cauchy-Schwarz inequal-
ity, the aforementioned inequality holds, and the equality can be 
reached under the condition

for all n, where C is a constant and ε0 = εm = 1∕(1+C). That is to say, 
under special conditions, the Fisher information does not diminish 
after state mapping. Herein, we present a special case that fulfills 

Eq. 22 in Table 1, where for all n, the condition max

{

P+

P−

,
P−

P+

}

|

|

|

|n

= 3 

holds, ε0 = εm = 1∕4. However, the condition is nearly impossible 
to be attained in a practical experiment. Thus, while the maximum 
likelihood estimation is the optimal method that can attain the error 
ε0 given by Fisher information theoretically, the method fails to 
reach it exactly in a realistic experiment.

Calculation of the overlap integral
The upper bound of readout fidelity can be obtained from the over-
lap integral. However, calculating the overlap integral is not trivial as 
its computational complexity grows exponentially with N. Numerical 
computations become particularly challenging for standard comput-
ers when N > 4.

To mitigate this computational difficulty, we adopt a method of 
random sampling. From another perspective, I essentially repre-
sents the weighted average of 2P−

P+ +P−
 with respect to P+. It is more 

intuitive to express the overlapping integral I as

For the readout data whose initial state is ∣+⟩ (∣−⟩), computing 
the average value of 2P−

P+ +P−
 
(

2P+

P++P−

)

 will yield the overlapping inte-
gral I. The convergence of this random sampling method is good, 
greatly reducing the computational complexity and enabling nu-
merical calculation of the overlapping integrals.

State initialization
The initialization of the state is implemented through the postselec-
tion of single-shot readout results. As depicted in fig. S4, the initializa-
tion of bright/dark states can be achieved by adjusting the threshold 
to a higher/lower setting. If a readout result meets the threshold con-
dition, the initial state can be determined. The selected data are seg-
ments of photon data after this readout. Despite this process involving 
the discarding of a great quantity of data, the state can nevertheless be 
initialized with high fidelity if an appropriate threshold is set. For the 
bright and dark states of the nuclear spin, we respectively obtained 
1,796,698 and 846,621 groups of valid data after initialization. For the 
charge state, we obtained 55,604,864 and 807,683 groups of valid data 
after initialization.

Systematic deviation induced by imperfect initialization
In the data processing process, we have assumed that the initial-
ization is perfect. Here, we estimate the system bias brought by 
this assumption. The initialization error can be quantified by 
analyzing the overlap of the photon distributions. For the initial-
ization of the dark state, the imperfection of the initialization 
process is

1
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Table 1. A case for attaining the Fisher information bound. 

№ n
1
 n

2
 n

3
 n

4
 n

5

  P+    135/484 23/242 24/121 75/484 3/11

  P−    45/484 69/242 8/121 225/484 1/11
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where Sf =
k
∑

n=0

p(n), S+ =

k
∑

n=0

p+(n), and S− =

k
∑

n=0

p−(n). R+/R− is 

the population of the bright/dark state before initialization, n is the 
summed count over the duration of readout, and k is the initializa-
tion threshold. The first approximation holds because the overlap 
of photon distribution between the dark state and the bright state 
can be ignored (S+ < 10−14 for nuclear spin readout). The second 
approximation comes from the fact that S− ≫ Sf , R+/R− ≈ 1, and 
ϵ+− ≪ 1. When the initialization threshold for the dark state is se-
lected as 220, εini

−
 is 9.0(3) × 10−4; similarly, for the bright state, the 

threshold is selected as 390, and εini
+

 is 4.7(2) × 10−4. The charge state 
initialization is similar (as shown in fig. S4). When the initialization 
thresholds for the bright and dark states are set to 24 and 1, the ini-
tialization errors are 1.01(5) × 10−3 and 5.5(4) × 10−5, respectively. 
The correction of systematic deviation can be seen in the Supple-
mentary Materials.

Supplementary Materials
This PDF file includes:
Supplementary Text
Figs. S1 to S5
Table S1
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