








General Information

The 5" International Conference "Distributed Computing and Grid-technologies in Science and
Education" was held from 16 — 21 July, 2012 in the Laboratory of Information Technologies of the Joint
Institute for Nuclear Research (Dubna, Russia). This event was the fifth one held by LIT in this subject area
every two years. The program of the Conference included not only the questions related to creation and
operation of Grid-infrastructures and Grid-applications, but also some theoretical and practical aspects of
utilizing distributed computing environments, distributed data processing, etc. This time the heightened
interest to the Conference was aroused by the creation in Russia of a Tierl level data-processing centre at
JINR and at NRC “Kurchatov Institute” as well as by vigorous activity in applying the so-called "cloud
computing”. The Conference was attended by 256 participants from 22 countries: Azerbaijan, Belarus,
Bulgaria, Great Britain, Germany, Georgia, Italy, Kazakhstan, China, Cuba, Moldova, Mongolia,
Myanmar, Russia, Romania, USA, Uzbekistan, Ukraine, France, Czechia, Switzerland, Sweden as well as
CERN and JINR. Russia was presented by participants from 40 universities and research centers. The
Conference program included daily plenary sessions and 8 sections: Grid-infrastructures, Clouds and Grid,
Grid-applications, Desktop grids, Systems of distributed information resources, WLCG (Worldwide LHC
Computing Grid), GridNNN (Grid of the National Nanotechnology Network), Distributed computing:
methods and algorithms as well as poster presentations. A workshop on computing for ATLAS experiment
and a round-table discussion devoted to the creation of a Tier-1 level data processing centre for LHC
experiments in Russia were organized in frames of the Conference.
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Oo0mast uapopmanus

MexnyHapoaHasi KoHpepeHus "PacnpenencHHble BBIYMCICHUS W [ pUI-TEXHOJIOTHH B HayKe U
oOpa3oBaHuu', MpoBOAMMAs pa3 B Ba rojaa Jlaboparopueit ”HGOPMAIIMOHHBIX TEXHOJIOTHIA, POXOJIUIIA B
OOBEIMHEHHOM MHCTHUTYTE SIIEPHBIX HcchenoBanuii ¢ 16 mo 21 uronms 2012 r. Hacrosimas xonbepeHIms
ObuIa TISITOM 10 JaHHOU TeMatuke. [Iporpamma KoH(epeHIMY BKII0Yalia He TOIBKO BOIIPOCHI, CBS3aHHEIC C
CO3JIaHWEM H OKCIUIyaTalied TPHI-WHPPACTPYKTYp M TPHUA-TIPHIOKCHUH, HO M TEOPETUYECKHE U
MPAKTUYECKUE AacleKThl NPUMEHEHHs pPaclpeleleHHbIX BbIUUCIUTENIBHBIX CpPEl, pachpeaeIeHHON
00paboTKM NaHHBIX | JIp. B 3TOM To/1y NOBBIIIEHHBIN HHTEPEC K KOHPEPEHIMH OB CBSA3aH C CO3/IAHUEM B
Poccum nentpa o6pabotku nanHbix ypoBHs Tierl Ha 6aze OUSAN u HULL «KypuaToBCKMiA HHCTUTYT» U
AKTHBHOHM JEATENHFHOCTBIO B 00JAaCTH NPUMEHEHHs «OOJIaYHBIX BBIUUCIcHUN». KoHdepenus cobpana
256 ygactHukoB u3 22 ctpaH: A3sepOaiimkana, benopyccun, bonrapum, BenmkoOpuranmu, ['epmanum,
I'py3un, Utanuu, Kazaxcrana, Kuras, Kyosr, Mongasun, Monronnu, Mesamsl, Poccun, Pymbiauu, CIIA,
V36ekuctana, Ykpauusl, ®pannun, Yexuu, llperinapuu, Iseruu, a taxke IIEPHa u OUSIN. Poccus
ObLIa MpecTaBIcHa yuacTHUKaMu 13 40 yHUBEPCUTETOB U UCCIIENOBATENLCKUX IIEHTPoB. Ha kordepenmum
OblTa opraHu3oBaHa paboTa €XeITHEBHBIX TUICHAPHBIX 3acelaHui U 8 cekuuid: ['pua-uHPpacTpyKTypHl,
«00aYHbIe» BBIYUCICHUS W Tpui, [ pun-npuioxenus, I'pua-cucTeMsl U3 MEPCOHATBHBIX KOMITBIOTEPOB,
CHCTEMBI pacIpeleleHHbIX UHpopMaMoHHEIX pecypcoB, WLCG — BceemupHnbril rpun mis o6paboTku
nanaeix ¢ bompmoro anmponnoro kommaiimepa B LUEPH, T'punHHC - rpun nHaunmonambHOM
HAHOTEXHOJIOTHYECKON CeTH, PpaCIpeleNiCHHbIE BBIYHUCICHHUS (METOABl W AITOPUTMBI) M CTCHIOBBIC
noknanel. B pamkax koHdepeHIuHM OBUIO TPOBEACHO pabodee COBEMIAHWE IO KOMITBIOTHHTY JUIS
skcniepuMenTa ATLAS W Kpyriiblid CTOJ, MOCBSIIEHHBIN co3anui0 B Poccun 1ieHTpa 00paboTKH TaHHBIX
ypoBHs Tier-1 nns skcriepumenToB Ha BAK.
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IMAGE PROCESSING BY CORE CLUSTERIZATION
ALGORITHM

F.T. Adilova, R.R. Davronov
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A graph-based approach to image segmentation is presented which can be applied to either
grayscale or color images. The assumption is that nearby pixels with similar colors or grayscale
intensities may belong to the same region or segment of the image. A graph representation for an
image is derived from the similarity between the pixels, and then partitioned by a computationally
efficient graph clustering method, which first identifies representative nodes for each cluster and
then expands them to obtain complete clusters of the graph. A comparison with the well known
normalized cut method shows that this approach can be faster and produces segmentations that are
in better agreement with visual assessment of the original images.

Introduction

Image segmentation is a challenging problem in computer vision and usually applied for
finding objects and their boundaries in images. Depending on the objectives, many definitions and
criteria have been proposed and employed for image segmentation. Here, a problem of segmenting a
digital image into a set of disjoint regions such that each region is composed of nearby pixels with
similar colors or intensities, is considered.

An image can be represented by a proximity graph in which nodes represent image pixels and
edges reflect pair wise similarities between the pixels. Weights of edges are computed by a similarity
function of properties of corresponding pixels such as location, brightness and color. Considering that,
the segmentation task can be solved by graph clustering methods. Let us we have an undirected graph
G = (V, E, W), where the set of nodes V represents a set of data objects, the set of edges E represents

relationships between data objects, and W is a symmetric matrix where the entry w;; € [0,1] is the

weight of the edge between nodes i and j. As G is a proximity graph, the edge weight w;; represents the
degree of similarity between the objects corresponding to i and j, a higher value of w;; implies a higher
similarity degree between i and j. In graph clustering, a graph is partitioned into subgraphs such that
nodes of a subgraph are strongly or densely connected while nodes belonging to different subgraphs
are weakly or sparsely connected. Therefore each subgraph corresponds to a group of similar objects,
which are dissimilar to objects of groups corresponding to other subgraphs.

In this paper, we give the results of computing of the clustering method described in [1] to
segmenting grayscale and color images in two variants, - sequential and parallel modes. The results of
computing were compared with the known normalized cut method.

Image segmentation method and algorithm
In task of image segmentation we group nearby pixels that have a similar intensity/ color, the
weights of graph edges are computed by a likelihood function based on the location and intensity/color
of neighboring pixels. For grayscale images, we use the weight function described in [2]:
_(m#ujﬂ(mf
i o if dist(i, j)<r, (1)

o otherwise,

wW.. =< €

where [(i)e [0,1] is the intensity of pixel i, dist(i, j) is the Euclidean distance in pixels
between i and j. For color images, we replace the difference of intensity in (1) by the normalized
Euclidean distance between pixel colors:
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if dist(i, j)<r, (2)
0 otherwise ,
where C(i) is a vector of three features, - red, green, and blue color components of pixel i, so
lc@ -, € 10,431.
There is an edge linking two nodes only if the distance between the corresponding pixels is
less than r pixels, so each node is connected to approximately 7r* other nodes. The proximity graph is
very sparse as 7 r? << |V| . By using these weight functions, strong edges exist between nodes whose

corresponding pixels have a similar intensity/color and are close to each other. Therefore, pixels inside
a segment with a homogeneous intensity/color (i.e., the inner or core region of a segment) have their
nodes in the proximity graph strongly connected. On the other hand, pixels at boundaries of segments
often have neighbor pixels with dissimilar intensity/color, so their corresponding nodes are usually
weakly connected to one another. Using the weight functions (1) and (2) above, one can easily
evaluate and validate segmentation results by visual inspection.

To group image pixels, we apply the coring method [1], which is a general clustering method
to find clusters in an arbitrary proximity graph. The main idea is that cores of clusters should be
obtainable by analysis of neighborhood relationships between objects in a particular space which
reflects object similarities. In most practical problems, direct analysis is unrealistic due to the high
dimensionality of the space, but a heuristic allows reducing this to a one-dimensional ordinal sequence
of density variation for a set of objects contained in a graph G. In the coring method, a local density at
node i with respect to HEV is measured by the function d (i, H):

d(i,H) :ﬁzﬁﬂ w; 3)

The minimum density of H is defined by function D(H):
D(H)=min,_, d(i,H) 4)

The node m=argmin,_, d(i,H) . is called the weakest node of H as it has the minimum

density. The method computes the variation of minimum density D values while the weakest node is
iteratively removed from the graph. If clusters of the graph have a dense core, we can identify nodes
belonging to cluster cores by analyzing the sequence of D values. Specifically, if there is a significant
drop in D value after the removal of a node, this node is highly connected with other nodes in a dense
region and it is potentially a core node because its elimination drastically reduces the density of the
region around it.

In [1], the local density at a node is defined with the normalized term |H| as shown in (3). This

term is necessary if the graph G is densely connected because the sum ZjeHwij for any node i
depends on most of the nodes of the graph. In other words, this sum tends to decrease if we remove
some nodes from the graph. The normalized term makes the local density estimation more accurate

when parts of the graph are removed. However, in cases where graph G is sparse, which almost always
applies when G is the proximity graph of an image, each node is connected to only a small and fixed

number of neighbors. For any node i, the sum Z;’EH w; depends on only several neighbor nodes and

therefore this sum for most of the nodes does not change when we remove parts of the graph. Thus,
here we eliminate this normalized term and estimate the local density at node i of H by:

di.H)=), W, ©)
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Image segmentation algorithm steps are outlined in the following procedure.
Input: An image /.

Output: Segmentation of the image /.

1. Build a proximity graph G for the input image /.

2. Compute the sequence of density variation for G.

3. Identify a set of core pixels based on the sequence of density variation.

4. Partition the set of core pixels into groups.

5. Expand the groups of core pixels to get the image segmentation.

Computing experiments and discussion

In computing experiment we focused on study of a core clusterization algorithm, particularly,
on its two free arguments,- o , . For example, Figure 1 and Table 1 present the image segmentation

results, when 0=0.4, B=1.

4 K2 9.

a) b) c)

Fig.1: (a) initial gray-scale picture; (b) basic pixels; (c) segmented picture
Table 1

G \" E o, o, r a Basic pixels nodes
50x50 | 2500 102908 0.1 4 4 0.4 480,532,594,679,1394,2493,2494

Since the number of nodes is finite, there is a limited number of possible settings for § and a.
Parameter [ is an integer and its role is to eliminate some isolated noisy pixels at the top of the list of
pixels with high rates of decrease in D values. Usually we fix B to be 3 or 4. The main parameter of the
clustering method is o, changing it can result in increasing or decreasing the number of segments.

In (b), (c), and (d) of Fig. 2, we illustrate the effect of parameter o on the set of core pixels.
The cores of segments shrink when o increased, conversely they are enlarged if o is decreased. Yet the
segmentation results remain the same as shown in (e). In general, we avoid setting o to a value lower
than 90% because it may produce core pixels that are not very reliable, especially in noisy images.

In images which contain a mixture of segments of different sizes or levels, by increasing or
decreasing o, one can obtain a coarse or fine-grained segmentation. Figure 2(a) shows a gray scale
image, (b), (c), and (d) show segmentation results of (a) with different values of a. Higher o produces
coarser segmentation while lower a yields finer segmentation. This illustrates the point that core pixels
are arranged in an order such that the pixels having high rates of decrease in their D values belong to
the cores of strong segments.

(d)

(a) (b) (©
Fig. 2: (a) is a grey scale image. (b), (c), and (d) shows segmentations of the image
with d =97%, 98%, and 99%, respectively
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Figure 3 presents the result of segmentation, when parameter o >0.9. The set of basic pixels
consists of 7 components, representing the cores of 7 segments that exactly correspond to the number
of areas in initial image.

(a) (b) (©) (d) ©
Fig.3: (a)- Initial grey-scale image; (b), (c), (d) show basic pixels at =3, 0=0.9,0.96 u 0.99
accordingly. (e)-different segments have different intensities

Spectral clustering methods in general and normalized cuts in particular are well known graph
clustering approaches [2, 4, 5]. Application of normalized cut to image segmentation has been shown
in [2]. An implementation of this method developed by its authors is available on the web [3]. The
method basic idea is to partition a graph G = (V, E, W) into k subgraphs A1, A2, ..., A; based on the
minimum k-way normalized cut, which is defined by:

Ncutk — i z ucA; veV-A; Wuv (6)
i=1

z ueA;,veV Wuv

Finding the exact minimum normalized cut is a NP-hard problem, so an approximate solution
is estimated using eigenvectors of the normalized Laplacian matrix L=I-D”'W, where D is the diagonal
matrix of vertex degrees. The complexity of solving this approximation is relatively high, about O
(IV12.5) for sparse graphs [2]. As is true of many clustering methods, the normalized cut method
requires that the number of clusters k be pre-specified, which is especially problematic for image
segmentation, since the number of segments is highly variable depending on the scene in the images.
The number of segments in an image is not something that we would think about in the first place, but
rather is a natural result of the perception process. Yet a more significant problem with minimizing
normalized cuts is that the normalizing factors in the criterion function (6) make the cut favor clusters
of similar sizes. As a result, small clusters are very easily omitted while large clusters are often split up
into small parts.

(@) (b) (©) (d) (e) ®
Fig. 4: (b) is the segmentation by the normalized cut on the image in (a). Images (c) and
(e) are created by adding noise to (a). (d) and (f) show the segmentations by core
clusterization method on (c) and (e), respectively

Fig. 4(b) shows the segmentation of the image in (a) by the two-way normalized cut. The cut
partitions the image into two similar size segments. It fails to find the oval as one segment because of
the disparity between the number of pixels inside and outside the oval. Clearly changing k
dramatically changes the segmentation, and for any k, the image is always partitioned into segments of
roughly similar sizes.

Experiments show that core clusterization is much faster than the normalized cut method
implemented to run on the same proximity graphs. It can be seen that the running time of the coring
method is roughly linear to the number of edges of the proximity graphs. Running times shown for the
normalized cut are the average time for partitioning the graph into 2, 3, and 4 segments. For the cases
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that the graphs contain more than 105*103 nodes and 17.6*106 edges, the normalized cut method fails
to execute because of an ‘out of memory’ error. An additional advantage of the coring method is that
one can change B or a and quickly obtain a new result by re-executing fast steps 3, 4 and 5 of the
method. In contrast, for the normalized cut method, changing k will result in re-computing the cut
from scratch.

In Table 2 , we show the approximate execution times on different proximity graphs of the three
methods using a PC with a CPU of Core 2 Duo 2.4GHz and 2GB RAM.

Table 2. Execution times of the normalized cut and coring methods for clustering graphs

Proximity graphs |Normalized| Coring method k-means
cut (sec) (sec)
#nodes #edges (sec) Sequential| Parallel
execution |execution
30%10°|  4.7%10° 7 0.3 0.2 7
45%10°|  7.1*10° 12 0.4 0.3 12
60*10°| 10.7*10° 22 0.7 0.5 25
75%10°|  12.2*10° 50 0.9 0.65 40
90*10°| 14.8*10° 91 1.0 0.8 80
105*%10°| 17.6*10° 116 1.2 0.93 100
120%10°| 18.7*10° NA 1.5 1.1 NA
500%10°|  50%*10° NA 4.2 3.2 NA
1000%10°|  70*10° NA 5.5 4.1 NA

Conclusion

We have evaluated a graph-based clustering method for image segmentation. Using proximity
graphs, we partition images into segments of nearby pixels with similar intensities or colors. The
method is simple and fast. It is also stable and robust to noise because it identifies and uses the pixels
in cores of segments In addition to speed and robustness, an advantage is that parameters can be
adjusted to yield a range of results from a coarse to very fine-grained segmentation.
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Studies of long-range correlations within the physics program of ALICE [1] require a high
accuracy statistical analysis of experimental data. In this report, examples of Grid technologies
used for the analysis of several types of correlations in proton-proton and Pb-Pb collisions in
ALICE are presented. The main stages of software development and debugging on the basis of the
AliAnalysis Manager [2] platform are described, allowing one to make calculations with both local
and distributed computing systems (PROOF [3, 4], Grid). Examples of Monte-Carlo calculations
are also given. A distributed storage and data processing system (ALICE Environment Grid [5, 6])
providing access to experimental data and results of modeling of proton-proton and Pb-Pb
collisions is described. The analysis of large data (tens of Tb) allowed one to obtain results with
statistics of more than 20 million events as well as to investigate a topological structure of long-
range correlations.

Introduction

ALICE experiment [1] at the Large Hadron Collider gives us a unique opportunity to study
heavy ion and proton collisions at high energies. In such collisions nuclear matter is believed to
undergo a phase transition to quark-gluon plasma, a state of matter which is thought to have existed
just moments after the Big Bang. Since the start of operation in 2008 ALICE collects data with rate of
about 4 PB a year, which means that one has to develop powerful and adaptable computing system to
handle with it. Grid technologies and distributed computing are an integral part of any modern high
energy physics experiment and ALICE is not an exception.

Physical program

Our physics motivation is based on the String-Fusion Model predictions [7] where the effects of
string interaction are taken into account in the form of fusion or percolation. As quark-gluon string is
an extended object in the rapidity space, i.e. contributes by fragmentation to wide rapidity range, one
can expect appearance of the correlations between observable quantities such as charged particles
multiplicity n, transverse momentum pt, net charge q etc., in distant rapidity intervals. The SPbSU
team now actively searches for the long-range n-n, pt-n, pt-pt and qq correlations. Such types of
correlations are investigated in pp and AA collisions, string fusion effect is also investigated in Monte
Carlo calculations using Grid and PROOF facilities. The presence of such long-range correlations can
be also considered as one of the signatures of the early stages of quark-gluon plasma formation.
Experimental studies of the long-range correlations in pp and AA collisions are proposed for ALICE
at LHC and NAG61 at SPS experiments, CERN [8, 9].

Distributed data processing in PROOF and Grid

The main goal of our analysis is the event-by-event processing of reconstructed or simulated
ALICE experimental data in ESD format (Event Summary Data). To complete physical program with
high statistics of the data Grid calculations are essential. In order to get the reliable results we have to
deal with analysis at the level of about not less than 10° high-multiplicity events. Meanwhile Grid
computing takes a lot of time and it is very unpractical to wait for hours for each debugging run. The
most convenient case for code debugging is local analysis, but it implies processing of very small
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number of events, especially in case of AA collisions. PROOF calculations take an intermediate place.
It is suitable for an intermediate statistics and allows working in an interactive mode. So the 3-stages
data processing strategy ‘“local — PROOF — Grid” was accepted. The key issue here is
AliAnalysisManager class [2] in AliROOT, which provides the unified access to all three ways of
analysis. It makes possible to run one code containing physics logic in all execution systems
transparently, one just needs to change execution scripts. The same benefit appears in Monte-Carlo
calculations which were also performed in our analysis. Dwell on each stage of analysis more detailed.

Stage 1 — Local analysis

At this first stage a new code is created and a first debugging is performed in order to compile
and run the code. Local analysis is very convenient for debugging due to the absence of latency,
providing real-time feedback. Most of code writing is done at this stage; however, it is not possible to
debug the physics analysis code using the local PC, especially in case of AA collisions. One can’t
debug physics logic using the statistics of tens or hundreds events.

Stage 2 — data analysis using PROOF

When the primary debugging of code is done, we need to ensure that physical ideas are
implemented correctly. The second stage should be applied with the debugging output in several runs
using a significant statistics dataset. These runs are needed to check if the program is calculating the
results in line with the initial physics ideas. There could be always some errors leading to non realistic
results, and to see those errors one needs a statistics that can provide at least preliminary conclusions.
Analysis using the parallel ROOT facility (PROOF) [3, 4] suits these requirements perfectly. PROOF
is a software system enabling ROOT-based analysis and processing in parallel on distributed
resources. This system optimizes the execution time by implementing data parallelism at event-level
and provides real-time feedback, which is very important for code developing. At the same time
PROOF allows one to get results with statistics up to 10° events on different runs, which is quite
enough to get preliminary results. At this stage the tuning and checking of main parameters is also
performed (cutting thresholds, histogram limits etc.). Additional software required by the algorithm to
be run can be loaded directly to the system in optimized way.

Nevertheless, the PROOF analysis has some drawbacks, and unfortunately main of them is
insufficient stability of operation. At this stage it is harder to debug code, and some PROOF specific
errors can appear like merging problems. Also there is still insufficient statistics to get final results.

List of ALICE PROQOF clusters, their operation status, current workload and other parameters
can be found at http://alimonitor.cern.ch/stats?page=PROOF/list

Stage 3 — Grid analysis
At this stage one performs last checks of physics logic and gets final results using full statistics
of data available in AliEn system.
AliEn [5, 6] — ALICE Environment — is a set of middleware tools and services that implement a
Grid infrastructure. The development of AliEn started in 2000 by ALICE collaboration, and it was
deployed for distributed Monte Carlo productions on several remote computing sites. From 2005
AliEn has been used both for data production and end-user analysis. In spite of the fact that Grid
technologies were rapidly evolving, AliEn has very successfully served its primary goal of hiding
from the end user the complexity and heterogeneity of all underlying Grid services. The main AliEn
components are as follows:
* File Catalogue
— UNIX-like file system interface
— Entries are retrieved by LFN (Logical File Name) or GUID (Globally Unique IDentifier)
— Mapping to physical files
— Powerful metadata catalogue
— Automatic Storage Element selection
— 4 storage technologies: CASTOR?2, dCache, DPM, Scalla
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— Multiple storage protocols: Xrootd, torrent, srm, file

* Authentification & authorization

* ROOT interface

* VO-box system

* Monitoring based on MonALISA software [10], package management

* Workload management using TaskQueue, Job Agents & pull model

AliEn system provides access to all Grid data and allows us to get the final reliable results with
statistics up to 10’ events. On the other hand usage of AliEn system implies high latency and queues.
Sometimes Grid specific errors appear, mainly validation and execution problems for some jobs,
which are very difficult to trace and debug.

ALICE Computing in SPbSU

Cluster RU-SPbSU is in stable operation since 2004 running AliEn middleware. In 2005 it was
registered in RDIG and started its operation in the Large Hadron Collider Grid. In order to use the site
as storage of Tier-2 level, the Xrootd middleware was installed. After the significant upgrades
according to EGEE program in 2007, 2008 and 2010 RU-SPbSU cluster supports 4 Virtual
Organizations (ATLAS, CMS, LHCb, ALICE). In 2011 control servers and then working nodes were
moved to the virtual VMware Vsphere machines to form a part of University cloud. The POD (Proof
On Demand) cluster is being prepared on the same cloud for ALICE experimental data processing by
SPbSU researchers.

By 2012 cluster provides ALICE 62 TB of disk space and 146 computing cores, 96 of those are
also available for 3 other VOs. Both the cluster and the LCG middleware demonstrate stable
performance and functioning in the Worldwide LHC Computing Grid (WLCG).

Experimental data processing results

Correlations n-n, pt-n and pt-pt were investigated in pp collisions in ALICE at the energies of
0.9 and 7 TeV. Experimental results on the correlation coefficient behavior against the width of
pseudorapidity windows and the gap between them are shown in Fig. 1 (plots were approved as
ALICE Preliminary). Non-zero pr-N and pr-pr correlations coefficients can be considered as a
signature of quark-gluon strings fusion and QGP formation on the early stages of proton-proton
collisions.

Fig. 1: The dependence of long-range N-N, pr-N and pr-pr correlations on the pseudorapidity
gap between windows in pp collisions at 7 TeV, measured for different widths dn of the observation
windows [11]. Normalized observables. Lines are drawn to guide the eye
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Additional studies in the Grid framework of long-range correlations were performed in
azimuthally separated windows in order to obtain cleaner information that is less affected by short-
range effects. The dependence of correlation coefficients on azimuthal configuration of windows is
shown in Fig. 2.

Fig.2: The same as in Fig.1 but for different configurations of backward and forward n/2
azimuth sectors (for the width of the pseudorapidity windows — 6n=0.2) [11]. Relative orientations of
sectors are marked by color

Monte-Carlo calculation results

The general scheme of the AliAnalysis framework is applied also to Monte Carlo calculations. It
implies quick developing, testing and debugging of Monte Carlo algorithms. It permits us to obtain
quickly the results for the different Monte Carlo models of heavy ion collisions, try different
parameters and assumptions. All this makes it possible to get a better physical understanding of the
processes studied.

We implemented the model with color string formation and fusion for pp and AA collisions at
the LHC energies and performed event-by-event simulations for pp and PbPb collisions.

In order to perform event-by-event Monte Carlo calculation, three abstraction levels of the
algorithms were taken:

1) The core of Monte Carlo generator, which covers the simulation of a collision and

corresponding mathematical procedures.

2) AliAnalysis task class, that runs the generator events, collects the simulated data, performs

initial statistical processing

3) Final data processing and plotting the results.

In addition, there are several configuration and run scripts.

Monte Carlo calculations for heavy ion collisions with high statistics demand computational
power comparable to one of used for data analysis. In order to submit tasks to the Grid (WLCG) or
perform PROOF analysis in the AliAnalysis framework some datasets should be provided, but during
calculations the actual data are ignored. As a result pure MC simulations are performed in both
PROOF and Grid mode.

In Fig. 3 examples of N-N and pr-N correlation functions are shown for pp collisions at 7 TeV.
The plots demonstrate decrease of N-N correlation strength (the slope) and non-zero pr-N correlation
with taking into account the string fusion.
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Fig. 3: Examples of N-N (left) and pr-N (right) correlation functions calculated in Monte-Carlo
simulations for pp collisions at 7 TeV. Configuration of pseudorapidity windows is (-0.8, 0) (0, 0.8)

Summary

1) Grid technologies allows us to perform an event-by-event long-range correlations analysis
with statistics up to 10 events and thereby to get the reliable physical results.

2) Our experience with the ALICE data analysis shows importance of combination of Grid with
other interactive High Performance Computing technologies such as PROOF, especially for debugging

reasons.

3) Analysis framework can be used also for our own Monte Carlo calculations with high

statistics.
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GRID IN JINR AND PARTICIPATION IN THE
WLCG PROJECT!

S.D. Belov, P.V. Dmitrienko, V.V. Galaktionov, N.I. Gromova,
L.S. Kadochnikov, V.V. Korenkov, N.A. Kutovskiy, S.V. Mitsyn, V.V. Mitsyn,
D.A. Oleynik, A.S. Petrosyan, G.S. Shabratova, T.A. Strizh, E.A. Tikhonenko,
V.V. Trofimov, V.E. Zhiltsov, A.V. Uzhinskiy

Joint Institute for Nuclear Research, Dubna

JINR has been participating in the international grid activities since 2001, after starting the
EU Data Grid project on creation of grid middleware and testing the initial operational grid
infrastructure in Europe [1]. The Joint Institute for Nuclear Research takes an active part in a large-
scale worldwide grid project WLCG (Worldwide LHC Computing) in a close cooperation with the
CERN Information Technology department since the 2003 year [2]. JINR made a significant
contribution to the WLCG, EGEE (Enabling Grids for E-sciencE), and EGI (European Grid
Infrastructure) projects. JINR is an active member of the Russian consortium RDIG (Russian Data
Intensive Grid) which was set up in September 2003 as a national federation in the EGEE project [3].
As a result, staff members of the Joint Institute for Nuclear Research have been actively involved in
the study, use and development of advanced grid technologies. The most important result of this work
was the creation of a grid infrastructure at JINR that provides a complete range of grid services. The
created JINR grid site (JINR-LCG2) is fully integrated into the global (world-wide) infrastructure (the
name of the JINR grid site in the WLCG/EGI infrastructure is JINR-LCG?2). The resources of the
JINR grid site are successfully used in the global grid infrastructure, and on indicators of the
reliability, the JINR-LCG?2 site is one of the best in the WLCG infrastructure.

A great contribution is made by the JINR staff members to testing and development of the grid
middleware, the development of grid-monitoring systems and organizing support for different virtual
organizations. Constantly working to train the grid technologies, JINR created a separate educational
grid infrastructure. In the field of grid, JINR actively collaborates with many foreign and Russian
research centers. Special attention is paid to cooperation with the JINR Member States.

By June, 2012 the JINR computing cluster has been upgraded from 2064 up to 2560 slots, a
total capacity of the Storage Element structured as dCache and Xrootd storage system was extended to
1400 TB. The CICC software includes a number of program packages which form the grid
environment. A current version of the WLCG software is mostly gLite 3.2, we have a plan to upgrade
it to UMD(Unified Middleware Distribution)/EMI(European Middleware Initiative) latest 2.x version
later in this year. A monitoring and accounting system has been developed at JINR and is in use by the
entire Russian WLCG segment. The JINR external optical communication channel provides up to
2x10 Gbps data link.

The CICC provides the following services in the WLCG environment:

— Storage Element (SE) services;

— Computing Element (CE) services as grid batch queue enabling access for 13 Virtual

Organizations (VO) including ALICE, ATLAS, CMS, LHCb, MPD, HONE, FUSION,
BIOMED, BES;
— Information Service (BDII- Berkley DB Information Index);

! Partially supported by RFBR (grants 12-07-91501, 12-07-90402, 10-07-00522), by the Ministry of
Communications and Mass Media of the Russian Federation (cont. Ne 0173100007512000020_144316), and by
the Federal Target Program “R&D in Priority Fields of the S&T Complex of Russia (2007-2013)” (State
contracts 07.524.12.4008 and 07.514.12.4006).

23



— Proxy service (PX);

— the advanced service for access to the LCG/EGEE resources (MyProxy);

— Workload Management System + Logging&Bookkeeping Service (WMS+LB);

— AMQP (Advanced Message Queuing Protocol) based on APEL node collector and

publisher;

— LCG File Catalog (LFC) service and VOboxes special services for ALICE, CMS, CBM

and PANDA.

It should be mentioned here that we have the batch queues enabled for PANDA and CBM.
Also there is one NFS-server dedicated to VOs. A global file system CVMES for the access to Virtual
Organization’s software has been installed, software required for LHC experiments is currently
installed (XROOTD, AliIROOT, ROOT, GEANT packages for ALICE; CMSSW packages for CMS;
LHCb and ATLAS are supported from CVMES global installation). JINR currently supports and
develops the JINR WLCG-segment in the frames of the WLCG infrastructure in accordance with the
requirements of the experiments for the LHC running phase.

Current computing activities for ALICE, CMS and ATLAS are carried out in coordination
with LHC experiments [4-11]:

— ATLAS : Functional Test of the ATLAS DDM (Distributed Data Management); implementation
of PD2P (PanDA Dynamic Data Placement); Xrootd and PROOF (Parallel ROOT Facility) for
Atlas Tier3 data analysis; development and support of ATLAS DQ2 Deletion Service became a
major contribution to the cooperation with ATLAS experiment;

— CMS: participation in CMS PhEDEXx test data transfers; support of PAEDEX server installed at the
CMS VObox at JINR; CMS data replication to the JINR SE; participation in CMS Dashboard data
repository maintenance and CMS Dashboard development [12-14], in particular, in improvement
of CMS job monitoring and CMS job failures reporting;

— ALICE: regular update and testing of ALICE software (AliEn), update and support of VO box
operation; installation and support packages required for ALICE production and distributed
activities — in 2011-2012: update of Xrootd, CREAM-CE (Computing Resource Execution And
Management — Computing Element) installation of p2p torrent application software transport
directly to Working Nodes; management of whole RDIG ALICE activity not only at the JINR-
WLCG site but also at 7 other ALICE sites in Russia; installation, upgrade and support of PROOF
cluster of Alice Analysis Facility — JRAF (JINR Russia Analysis Facility) with 48 workers and 24
TB disk space;

— tests of readiness of the JINR site to store and process data for all the experiments JINR
participates in (ALICE, ATLAS, CMS).

Work for development, maintains and improvements of ATLAS DQ2 Deletion Service [15]
was provided by JINR LIT specialists. DQ2 Deletion Service serves deletion requests for 130 sites
with more than 700 endpoints (space tokens), it is one of critical data management service in ATLAS.
A set of improvements aimed to increasing of productivity of service was done. After optimization of
algorithms and DB, was achieved deletion rate more than 10 Hz for some sites, and overall deletion
performance more than 6 million files per day.

JINR has a large and long-term experience in grid monitoring activities [16]. Currently the
main areas of activity are:

— RDIG monitoring and accounting system for the WLCG infrastructure of Russian
Tier2 sites (http://rocmon.jinr.ru:8080) and a continuous support is providing for grid
site administrators;

— participation in development of global WLCG data transfer monitoring system
(https://twiki.cern.ch/twiki/bin/view/LCG/WLCGTransferMonitoring);

— Tier3 monitoring project [17-19] - the overall coordination and development at CERN
(https://svnweb.cern.ch/trac/t3mon):  software environment and development
infrastructure (code repository, build system, software repository, external packages
built for dependencies) and, in particular, at JINR:
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=  VM-based infrastructure for simulating,

= different Tier3 cluster and storage solutions was deployed [20]. For the
moment it consists of the following parts: Ganglia server, Torque, Condor,
PROOF, OGE-based clusters, two Xrootd and one Lustre-based storage
systems.

The JINR local monitoring system (http://litmon.jinr.ru) developed at JINR is an important
basis to the global monitoring systems providing actual information on the status of the JINR
infrastructure to the higher levels of monitoring.

The dCache monitoring system for the JINR WLCG-segment has been developed using
Nagios, MRTG and custom plug-ins. The system provides information on input/output traffic and
requested and utilized space for both ATLAS and CMS experiments (http://litmon.jinr.ru/dcache.html)

We continue to take part in the WLCG middleware testing/evaluation. During the last two
years the following directions and results have been provided:

— development of glite MPI (Message Passing Interface) certification tests: MPI patch
#3714 certification and evaluation of the current status of MPI enabled CREAM-CE;

— development and modernization of FTS (File Transfer Service) certification tests;

— deployment of few gLite 3.2, EMI, and UMD components was tested;

— 1in framework of developing of tests for LFC (LCG File Catalog) perl API functions a
separate LFC server (gLite 3.2) was installed on gLite testbed at JINR and the
corresponding GGUS (Global Grid User Support) tickets were submitted.

Participation in the LCG Monte Carlo database (http://mcdb.cern.ch) results in [21-24]:

— support for CMS users;

— libraries for working with automatic documentation for Monte Carlo simulated events
(HepML language) were improved;

— automatic data uploading with unified HepML descriptions was improved.

We support users (conducting courses, lectures, trainings) to stimulate their active usage of the
WLCG resources [25-29]. Also a special grid-training infrastructure for JINR and the JINR Member
States (Russia, Uzbekistan, Armenia, Bulgaria, Ukraine) has been created. During the 2011-2012
years a number of schools and training events have been held:

JINR-CERN Schools on JINR/CERN Grid and Advanced Information systems were held
on October 24-28, 2011 (http://ais-grid-2011 jinr.ru/) and on May 14-18, 2012 (http://ais-
grid-2012.jinr.ru/) (about 100 attended students from JINR, Russian universities, Poland,
Ukraine, Georgia and Bulgaria) ;

05.09 - 09.09.2011: a training course for system administrators from Bogolyubov Institute
for Theoretical Physics - BITP (Kiev, Ukraine) and National Technical University of
Ukraine "Kyiv Polytechnic Institute" - KPI (Kiev, Ukraine) was given. That course was
focused mostly on gLite 3.2 and AliEn services deployment;

basic training courses on glLite 3.2 services deployment for system administrators from
Mongolia, Kazakhstan and Azerbaijan were held;

international practice on grid technologies, JINR University Center, 06.09.11-09.09.11;
23.07 - 03.08.2012: a training on basic set of EMI2 grid services deployment for system
administrators from Egypt, Mongolia and Azerbaijan;

24.09 - 28.09.2012: training courses for users and system administrators from Bogolyubov
Institute for Theoretical Physics - BITP (Kiev, Ukraine), National Technical University of
Ukraine "Kyiv Polytechnic Institute" - KPI (Kiev, Ukraine) and Institute for Scintillation
Materials - ISMA (Kharkov, Ukraine) had been held. These courses were focused on
several topics: 1) introduction lectures on LHC experiments, NICA, AliEn; 2) practical
training on AliRoot; 3) EMI2, XRootD and AliEn services deployment;

26.09-12.10.2012: practice on grid basics for student from Republic of South Africa.

Also the trainings for system administrators from Ukraine, Romania and Uzbekistan have
been conducted. Two grid sites based on gLite middleware (one at the Bogolyubov Institute for
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Theoretical Physics and another at the National Technical University of Ukraine "Kyiv Polytechnic
Institute") were set up during one of these trainings. The trainings for Romanian and Uzbekistan
administrators were intended for giving practical skills in setting up MPI enabled CREAM Computing
Elements. More details about the grid training infrastructure can be found on the portal
http://gridedu.jinr.ru.

We provide a continiuos support for the JINR Member States and associated JINR Member
States in the WLCG activities working in a close cooperation with partners in Ukraine, Belarus,
Azerbaijan, Germany, Czech, Slovakia, Poland, Romania, Moldova, Mongolia, South Africa,
Kazakhstan and Bulgaria. Protocols and agreements for cooperation in the field of grid technologies
are signed between JINR and Armenia, Belarus, Bulgaria, Moldova, Poland, Czech and Slovak.

Recently at CERN the agreement on construction in Russia of Tierl center for four LHC
experiments was signed by the representatives of Russian official agencies and CERN. This
preliminary decision involves the creation of a Tierl center for ALICE, ATLAS and LHCb
experiments at the Kurchatov Institute and a Tier] center for the CMS experiment - at JINR. Currently
the plan of creation of CMS Tier1 center at JINR is developing in detail [30]. Implementation of this
plan will require significant investments and also great efforts of JINR specialists, as well as to attract
a certain number of new employees who will have to provide a stable operation (24x7) of the future
CMS Tierl at JINR.

The experience accumulated during the participation in the WLCG project helps JINR staff
members to accomplish a wide range of works with the usage of grid technologies in different areas, in
particular: simulation of off-line data processing for a large JINR project NICA [31], development of
grid-services and problem-oriented web-interfaces for Russian grid network [32, 33], development of
a special grid commander [34] as a graphical user interface to simplify user’s work in grid
environment, development of conception of cloud computing resources usage for cosmic data
processing [35].

During 2011-2012 the results of JINR grid activities have been presented at ATLAS Software
& Computing Workshop (04.04.2011-08.04.2011, CERN ), the RDMS conference in Alushta, Ukraine
(May 2011) (http://rdms2011 .kipt.kharkov.ua/), ATLAS Computing technical interchange meeting
(Dubna, JINR, 31.05.2011-02.06.2011), Programme Advisory Committee for Particle Physics, 35th
meeting (Dubna, JINR, 21-22.06.2011), conference "Mathematical Modeling and Computational
Physics" (MMCP 2011) (Slovakia, July 4 - 8, 2011), ATLAS Software & Computing Workshop (18
July 2011 - 22 July 2011, CERN), International Summer School, ENU (Astana, Kazakhstan,
07.08.2011-13.08.2011), Meeting on cooperation JINR-Mongolia (21.08.2011-25.08.2011, Mongolia,
NEC2011 symposium in Varna, Bulgaria (September, 2011) (http:/nec2011 .jinr.ru); at ALICE T1/T2
workshop,  (Karlsruhe, 24-26 January 2012  (https://indico.cern.ch/conferenceTimeTable.
py?confld=157585#20120125), CHEP’2012 conference (New York, US, May 21-25, 2012) and at the
conference “Distributed computing and Grid technologies in science and education” (Dubna, July,
2012, http://grid2012.jinr.ru ).

The resources of the JINR grid site are actively used by different virtual organizations and the
JINR’s contribution into the resources provided by the consortium RDIG in the Oct. 2011- Oct. 2012
is the most significant one: 47% (see Table 1).

Table 1. Russia Normalised CPU time (HEPSPEC06) by SITE and VO. LHC VOs. October
2011 - October 2012 (data from EGI Accounting portal https://www4.egee.cesga.es)

SITE alice atlas cms lhcb Total %o
ITEP 5,325,996/ 4,069,628| 3,619,544 1,604,644 14,619,812 4.45%
JINR-LCG2 32,895,956| 60,666,632| 50,242,916| 11,625,652| 155,431,156| 47.36 %
RRC-KI 25,278,904| 16,919,004 2,587,708| 7,429,316] 52,214,932 15.91%
ru-Moscow-FIAN-LCG2 88| 5,137,764 507,336 0 5,645,188 1.72%
ru-Moscow-SINP-LCG2 324| 1,180,168 8,017,396| 2,654,124/ 11,852,012| 3.61%
ru-PNPI 5,838,212| 6,658,468 1,970,068 3,884,244 18,350,992 5.59%
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RU-Protvino-IHEP 8,458,160] 26,455,612| 11,852,592 5,001,700| 51,768,064| 15.77 %

RU-SPbSU 2,909,584 5,328 2,068 94,136/ 3,011,116| 0.92%

Ru-Troitsk-INR-LCG2 2,758,408 0] 11,042,816 1,478,404 15,279,628 4.66%

In 2012, the JINR Grid-site is in the top ten of 143 Tier2 sites worldwide (fig.1) and on the III
place in Europe (fig.2).
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Figure 1: Worldwide rating of WLCG Tier2 sites by productivity
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Information on JINR activities in the WLCG is currently available on the JINR GRID Portal
(http://grid-eng.jinr.ru).
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MONITORING, ACCOUNTING AND REGISTRATION
SERVICES FOR RUSSIAN GRID NETWORK'

S.D. Belov', T.M. Goloskokova', V.V. Korenkov', N.A. Kutovskiyl’ 2
D.A. Oleynikl, A.S. Petrosyanl, R.N. Semenov', A.V. Uzhinskiyl

ILaboratory of Information Technologies, Joint Institute for Nuclear Research, Dubna
?National scientific and educational centre of particle and high energy physics of the
Belarusian state university, Minsk, Belarus

A national project on creation of Russian Grid Network was started in 2009 under support of the
Ministry of Communications and Mass Media of the Russian Federation. One of the main tasks of
the project is to provide a network infrastructure and connection to it of largest supercomputer
centers, enterprises, high-tech industries and research organizations. Then, since 2011 has been in
progress work on the development of the basic grid services, infrastructure for the RGN prototype,
security systems, and adaptation of software packages to be used in the grid environment.

There are several core grid services to support operation of the Russian Grid Network (RGN).
This article discuses three of them: monitoring service, accounting service, service of registration
resource and grid services. The monitoring subsystem is used for collecting, storing and providing
information on the status of Grid resources and services network as well as information about
running in the user’s jobs. The accounting subsystem is used for collecting, storing and providing
information about grid computing resources consumed by user jobs. The main goal of the resources
and grid services registration service is to provide information about resources and grid services
within the RGN environment.

1 Introduction

In September 2009 the Commission under the President of the Russian Federation on the
modernization and technological development of economy of Russia approved a list of projects in the
field of “The development of supercomputers and grid computing” and, in which the project on the
development of grid-based networks for high performance computing is approved. In 2010 a pilot zone
of the Russian national grid network (RGN) was established. One of the main tasks of the project is to
create a network infrastructure and connection to it of largest supercomputer centers, enterprises,
high-tech industries and research organizations. Since 2011, the work has been in progress on creating
of the basic Grid services infrastructure for the RGN prototype, security systems, adapting software
packages for use in the grid environment. The main objectives of the RGN project are:

e creation of a network linking resource centers (supercomputers) and major consumers;

¢ development of basic Grid services for the construction of RGN infrastructure;

e connection of supercomputer centers using the grid gateways;

e creation of a Web portal to access the system, the creation of user interfaces (preparation

and — execution of user jobs, data transfer, license management, etc.);

e development of the security system.

In 2011, the major organizations implementing the project of creation of the RGN grid
infrastructure were Research Institute “Voskhod”, SINP MSU, JINR, T-Platforms, CC FEB RAS,
TESIS Engineering Company.

Joint Institute for Nuclear Research, in cooperation with SINP MSU worked on the
development and deployment of basic Grid services, as well as the adaptation of application software
packages and development of problem oriented web interfaces to work with such applications.

The main grid services developed in frames of the RGN project are:

e (Grid gateway to start jobs in the resource centers (SINP MSU);

' Supported by the Ministry of Communications and Mass Media of the Russian Federation, cont.
Ne 0173100007512000020_144316
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¢ service of multi-step jobs execution (Job Management Service, IMS) (SINP MSU);

¢ Information System (SINP MSU);

e resources’ accounting subsystem (collection of data on the use of computing resources
in the resource centers) (JINR);

® monitoring subsystem (monitoring of resources, services and jobs in a grid network)
(JINR);

¢ users’ and VO accounting subsystem (the consumption of resources by users and virtual
organizations) (JINR);

e Service for Registration Resource and Grid services (JINR).

Below we describe the monitoring, accounting and registration services in more details.

2 Registration service

The main task solved by the resources and grid services registration service, is to store and
provide information about resources and grid services in RGN environment. All the services’
information is available for human user on the web interface and for other services of the Grid Network
via RESTful interface. The information stored is sensible and is to be carefully added and changed only
manually by administrators of the system using web-interface.

There are several types of registration information in the service: the grid-service level, common
grid site information, and administrators’ records. Grid service belongs to one and only one grid site
(core grid also obey this rule). Each site or single service could be administered by different people, so
access rights and roles could be management in a flexible way.

Grid site (resource center) registration information:

Brief name and full names;

Site unique ID;

Link to the web site of the grid site, URL to the page with site usage rules;

Used network domain;

URI of site local information service (where the central information service pull data
from);

Contact and emergency e-mail addresses, administrator’s work time;

e Postal address, latitude and longitude of physical location.

Main information on the grid-services:

¢ Grid site (resource center) service belongs to;

e Service type (e.g. computing element, GridFTP service, jobs management service,
information index, etc.);
Entry point service is accessible by;
Access protocol;
Current state: running, testing, outage;
Status of the service: working, new, testing, certified, closed, suspended;
Distinguished name of grid certificate of service manager;
Brief service description, contact and emergency contact e-mail addresses (if differs
from the site’s ones).

In addition to this quasi-static information, it is possible to assign downtime periods to sites and
services to change their status automatically for the maintenance time.

Initially there are four roles in the registration service: registration service admin, Grid Network
admin, site admin, service admin. New roles with specified access and delegation privileges could be
created using web-interface if necessary. To control and manage proper management of registration
information, it was developed elaborated and flexible hierarchical structure for access granting and
rights delegation. The fifth default role is authenticated but not authorized user (not registered in the
service), for it only read access is opened.

Finally, the entered information on grid sites and their services is to be provided to the other
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services in a machine readable way. On HTTP request, structured information is returned in JSON
format [1].

3 Monitoring
The monitoring subsystem is used for collecting, storing and providing information on the status
of Grid resources and services network, as well as information about running in the user’s jobs. The
current status of resources, tasks and other objects in the system is collected from all Grid services into a
single database. Both static and dynamic information is used (e.g., the state of the queue on the
computing cluster). The processed information is provided for Grid administrators, managers of virtual
organizations (VO) and grid end-users via a web interface.
Most common tasks the monitoring deals with are:
e  Continuous watching for the state of grid services both common for all infrastructure
and in a particular Resource Center;
e Obtaining information on resources (slots number, operation system, hardware
architecture, special software packages) and their utilization;
e Access control rules for the resources by Virtual Organizations and groups inside them;
e Execution monitoring, tasks and jobs submission, state changes and return codes;
e Resource usage information (especially CPU consumption; it is closely bound with the
accounting service);
® Watching the quotas for resource usage by Virtual Organizations.
Main structural components of the monitoring system to provide the declared functionality:

¢ Module to collect main information on operation of grid network components;

e User job’s information collector;

e Special data base with data management module for information processing and
storage;

® Web interface modules and parts to prepare web reports.

For the purpose of gathering the initial information about monitored services, monitoring
system queries the Registration Service for entry points of the services of grid resource centers and
central services of the RGN. Then, in question to collect information on the state of resources and their
utilization, main Information Service of the Grid Network is periodically queried. Information on the
jobs and tasks are obtained in the same way from the Jobs Management Service.

Along with the monitoring of resource centers and users’ jobs, monitoring system performs the
functional testing of the core grid services. Such tests are to check if services are available from the
Internet and do operate normally.

To store obtained data on the statuses of the resources and user jobs and tasks, the monitoring
system addresses to the dedicated database. Just on the insertion, data undergo statistical preparation and
aggregation, parts of the information came from different services or consequent events came in
different time are being linked with each other. Then the processes data and intermediate results are
available for querying via the web interface. Having aggregated and pre-processed information helps to
significantly speed up database requests in case of huge amounts of monitoring records (for the Grid
Network it was noticeable starting from three months or running).

4 Accounting service

The accounting subsystem is used for collecting, storing and providing information about grid
computing resources consumed by user jobs. Information is provided to the billing system, grid
administrators, managers of virtual organizations (VO) and grid end-users.

Jobs monitoring information and accounting data are taken mainly from JMS (job management
service). JMS servers publish special accounting log containing all the events occur with tasks and their
jobs (starting from task submission, sending jobs to the particular resources and to the task finishing or
termination). Monitoring service is querying for new events every minute, and then parses result came in
JSON format. Obtained events information (task, job, user, VO, start and finish time) is linked with the
same events which is already in the database, forming the states of tasks and jobs in question.
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Accounting data (mainly consumed CPU time) are to be taken from local Grid Resource Allocation
Managers (GRAMs from the Globus Toolkit [2]) in resource centers via the special accounting service
called GACCT. Then the accounting data are to e-linked with job information from JMS servers in the
database. At the end, full aggregated accounting information is prepared in the database and is available
to end-user via web-interface.

Accounting information is available on the site as several report views with tables and diagrams
by resources, users and VOs. Real time jobs monitoring allows displaying on 3D globe how and where
jobs are started and finished. Special script periodically (each 10 minutes) prepares information on job
events based on Accounting DB and makes KML file to use it in visualization in Google Earth [3].

Conclusion

There were developed registration, monitoring and accounting services within the Russian
National Grid Network. They are operating with all the project specific components and services of the
RGN. Experience of the developing similar services gained in GridNNN [4] project was very helpful
and vas heavily used in the RGN project. Developed services are successfully deployed and are in
production now. The Russian National Grid Network project is still actively developing; work on the
services will be continued.
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The Compact Muon Solenoid (CMS) experiment is one of the two general purpose
detectors operated at the Large Hadron Collider (LHC) at CERN. The CMS Collaboration includes
191 institute from 42 countries of the world. The Institut fiir Experimentelle Kernphysik (IEKP) at
the Karlsruhe Institute of Technology (KIT) has a strong participation in the CMS programs in
physics, statistics, detector study, software and computing. One of the major tasks is the support
for the CMS Tier-1 Center at GridKa, KIT, including administration and operations of the
experiment specific layer of the distributed computing infrastructure. We discuss the overall
organization of support for the CMS activities at GridKa, the infrastructure and the tools used by
the site administrators, and coordination with the GridKa and the CMS Central Computing
Operations teams. We give an overview of related development projects conducted in this context.
Finally, we draw some conclusions based on our experience of operating the Tier-1 for the CMS
experiment during the active data taking period.

1. Introduction

The contribution of Germany to the Worldwide LHC Computing Grid (WLCG) [1] consists of
a large Tier-1 centre, GridKa at the Karlsruhe Institute of Technology (KIT) and 7 Tier-2 centres at
other national institutions or German universities. GridKa provides services to nine high energy
physics experiments, among them the four LHC experiments ATLAS, Alice, CMS and LHCb. GridKa
operates very closely also with many other Tier2 centres, mostly in eastern Europe. Thus, GridKa is at
the heart of a very complex grid structure, with different computing models and workflows adopted by
each of the supported Virtual Organisations (VOs). A clear separation line of responsibilities is
defined at GridKa, including a formal service level agreement with each experiment. GridKa staff
ensures the availability of the resources and is responsible for Grid middleware services. It is
impossible for GridKa to provide experts for each of the experimental software set-ups and the
specific workflows. Some operations require authorisation, which can only be granted to the members
of the experiment. Therefore the responsibility for the experiment-specific tasks belongs to the group
of experts within the experiment. Overall experience of GridKa T1 operations and LHC experiments
representation are discussed in [2]. This paper highlights the support structures set up in Karlsruhe for
the CMS experiment [3].

The Institut fiir Experimentelle Kernphysik (IEKP) [4] at the Karlsruhe Institute of
Technology (KIT) is the fifth largest by membership from 192 institutes in the CMS Collaboration.
IEKP members have strong participation in CMS physics data analysis, statistics, detector study,
software, computing, and upgrade programs.

Our major task in computing is to provide smooth operation and efficient resource
management at the CMS Tier-1 Center at GridKa. This includes configuration and administration of
the experiment specific infrastructure at Tier-1, site monitoring, data management, and coordination
activities.

Besides Tier-1 support, our institute members play leading roles in several other projects:
enabling infrastructure and environment for the local CMS physicists to access and successfully use
additional national resources at GridKa (NRG); set up infrastructure for CMS central workload
management system based on Glideln technology (GlidelnWMS); development and validation of
Physics Experiment Data Export (PhEDEX) project: CMS data consistency tool, validation tool suite,
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storage accounting tool; meta-monitoring tool HappyFace. The majority of these tasks are credited as
IEKP contribution to CMS central computing services. On the other hand they help our group to build
the expertise necessary for operating the complex CMS environment and tools.

In the following sections we present our experience in providing support for CMS Tier-1.
Section 7 is devoted entirely to the development projects.

2. Resources

The CMS Offline computing system [5] consists of a large number of geographically
distributed centers organised in an hierarchical structure of computing tiers. A single Tier-0 center at
CERN accepts data from the CMS Online Data Acquisition System for archival storage, calibration
and prompt reconstruction. Tier-0 distributes raw and processed data to a set of large Tier-1 centers for
secondary archival storage, organized data processing and data serving to a more numerous set of
smaller Tier-2 centers. Tier-2 centers provide resources for analysis, calibration and Monte Carlo
simulation activities. The new data produced at Tier-2s are transferred to Tier-1s for custodial storage.
Tier-3 centers provide interactive resources for local groups and additional best-effort computing
capacity for the collaboration.

The CMS Computing model [6] specifies nominal Tier-1 Resource Requirements in terms of
CPU, Disk and Mass Storage capacity, data rate from storage, WAN transfer capacity, CPU node I/O
bandwidth. The actual Tier-1 resource contributions and expected service levels are agreed in the
context of the WLCG MoU [7]. Accounting of the CMS computing resources is available via REBUS
[8], the Resource, Balance and Usage website for the whole of WLCG, including topology
information, resource pledges, and installed capacities. Resources pledged by all CMS Tier-1 sites and
by the CMS Tier-1 at Gridka in the year 2012 are presented in table 1.

Table 1. CMS Tier-1 resource pledges in 2012

Resource CMS T1 total GridKa CMS T1 contribution
CPU power 145 kHS06 3°750.0 kSI2k, 1’456 job slots
Disk space 22 PB 1’950.0 TB

Tape storage 45 PB 5’000 TB

Local Support 217 FTE months of credited service work 31 FTE months of credited service work

In addition GridKa provides to CMS 175,0 TB local and 75,0 TB WAN storage, 10 Gbps
national regional network and 10 Gbps OPN international connection speed.

3. Site Performance Metrics

Due to the importance of the Tier-1 services a high level of availability and operability of the
site is expected. CMS computing has developed a so-called Site Readiness metric, which takes into
account various criteria, such as the level of success of the test jobs sent to the site or the results of
data transfer load-tests continuously running between the sites. Unavailability during scheduled down
time periods is also properly accounted for. Figure 1 shows CMS Tier-1 Site Readiness status, with a

Figure 1: Site Readiness
Status
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short period of reduced availability below 90 percent which resulted in Warning status. The metric is
updated and published daily. A cool-down time is automatically allowed for the site to recover after
prolonged failures.

The failure of the automated test job is not necessary indicating the site unavailability. For
example, on the multi-VO sites the system may no longer accept new jobs, if the virtual organisation
has reached its fair-share limit. Carefully planned scheduling by the central operations helps to avoid
this situation. Another example is the time when the system works under heavy load. Test jobs sent to
the production system are competing for the resource with the real production jobs. The processing of
the test jobs is slowed down, and the system appears to be unresponsive.

The monitoring of the site performance is a steadily ongoing effort [9]. CMS Computing
community is constantly working to improve the monitoring and the overall efficiency of the CMS
workflows.

Local site administrators and a worldwide distributed crew of central computing shifts are
watching the system around the clock and apply monitoring and alarming procedures to the sites,
central services, and operators.

4. Local Site Support Operations

Grid sites provide resources and basic Grid services and components, such as security,
computing and storage elements, monitoring, accounting, workload management systems, information
service and low-level file transfer service. The CMS Central Computing Operations team manages the
large-scale distributed workflows over the Grid sites. These are two very different scopes. The
ultimate goal of our local CMS support group is to match the resources and the workflows for smooth
and efficient operation. This requires expertise in both areas.

Managing data [10] is by far the most labor-intensive task in Tier-1 support. The CMS
distributed data transfer system [11] is the key ingredient which enables the optimal usage of all
distributed resources. Data transfers from Tier-0 to Tier-1 sites must be done in a timely manner to
avoid the overflow of the disk buffers at CERN. Simultaneously, the data are transferred in bursts to
Tier- 2 level sites for analysis, and simulated Monte Carlo data produced at Tier-2 centers are moved
to Tier-1 sites for archival. Additionally, data may be synchronized between different Tier-1 sites, and
served to Tier-3 sites.

CMS uses PhEDEXx tool [12] to initiate transfers and to keep track of data placement and
transfer status.PhEDEx provides subscriptions and requests mechanisms to handle data operations.
Every incoming data transfer or deletion request must be manually approved by the local data manager.
Routine data operations include clean-up of obsolete data, maintaining consistency between the
storage contents and the central data catalogues, monitoring and debugging transfer issues, attending
meetings, providing prompt feedback on requests, managing PhEDEx software installation,
configuration and upgrades, restarting PhEDEx agents, inspecting the log files, and providing support
to the associated Tier-2 sites.

Another major task is support for data processing at the site. The job submissions to Tier-1
sites are managed by the CMS central operations. However a few actions for proper data handling are
required from the site. For compact tape utilisation, sites are asked beforehand to create the tape
families for the files that are to be produced and archived on tape. Site may be asked to pre-stage from
tape input data required for re-processing or replicate files needed by many jobs. The output of the
application jobs and the corresponding log files are first written to the local disk on the worker node. If
necessary, the empowered on-site expert may login directly to the worker node, inspect the log files
and troubleshoot any site specific problems. After job execution, the application output is staged out
into the CMS namespace on the storage element. An additional merging step is applied to the small
files before archival to tape in order to reduce the load on the mass storage system. Once the merging
step is complete, the original unmerged output files can be removed. Sites are responsible for regular
clean-up of those obsolete unmerged files. The CPU efficiency of the jobs is constantly monitored to
identify any jobs with a low CPU to wall-clock-time ratio. This condition usually indicates a problem
with data access, when jobs stay idle waiting for the required data. Monitoring of the total numbers of
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running and queued jobs per experiment helps to distinguish general infrastructure problems from the
application specific ones.

Site support services and procedures are part of the Karlsruhe CMS group obligations to the
Collaboration formalised in the Maintenance and Operations plans, and are credited with 31 months of
service work per a calendar year.

To improve the quality of support and to ensure proper share of the expertise, we have
introduced an expert rotation scheme. For the period of six to eight weeks a senior member of the
group takes care of the routine operations, i.e. responding to service tickets, handling tape families and
data transfers, troubleshooting, reporting, etc. Data consistency checking, software upgrades, site
configuration, system tuning and optimisation, and other specific tasks are covered by the dedicated
experts. The rest of the group, including junior members, provides support by taking local site
monitoring shifts, and by participating in various development projects.

5. National Resources at GridKa - NRG

Tier-1 centers provide both regional and global services. The usage by the local community
however should not interfere with the ability of the Tier-1 center to fulfil its obligations towards the
whole CMS. The German CMS community (DCMS) is able to use a share of 1366 cores of the current
KIT Tier 1 resources. CMS users which registered for the dcms group in the CMS VOMS server are
able to create a VOMS proxy with a cms:/cms/dcms VOMS extension. These users are mapped at KIT
to one of the dcms pool accounts which possess a common

Figure 2: Sketch of the setup providing national resources at GridKa (NRG). Access to CMS T1
datasets is granted, if the required files are staged on disk

DCMS group fair share within the batch system accounting. To further limit the impact of the
NRG users on the Tier-1 production operation, the maximum number of concurrently running DCMS
pool account jobs is limited to 2000. Unused CPU resources within the NRG budget are available to
the WLCG VOs.

Additionally to the computing resources DCMS users have read and write access to 190 TB of
disk-only dCache storage via a specific storage element. This storage is foreseen as scratch space for
users. Furthermore, access to CMS Tier-1 data is allowed as soon as the required official CMS
datasets are staged on disk. A sketch of this setup is given in Fig. 2. Together the DCMS resources at
KIT can be seen as a Tier-3 at the Tier-1, named “National Resources at GridKa” (NRG). As the
whole setup is directly integrated within the T1 resources, no additional effort is needed to maintain
the CMS software environment which the NRG users might need.
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6. Coordination Activities

To insure an efficient use of Tier-1 resources and coherent and friendly computing
environment for CMS users, a smooth cooperation of all involved parties is necessary.

The aim of the coordination efforts of our Tier-1 local support group is to maintain close
contact both with CMS central computing operations and GridKa support teams, and also to stay alert
to individual users’ requests.

Figure 3: Involved parties and communication channels

Different channels have been established for the exchange of different types of information.
Figure 3 illustrates communication channels between the involved parties. As one can see in the chart,
CMS users do not communicate directly with the GridKa facility team. CMS Central operations may
contact GridKa directly via a bridging mechanism between Savannah [13] issue tracking system used
for internal CMS communications, and the WLCG problem tracking system GGUS [14]. According to
CMS policies, bridging to GGUS is only used for well identified problems related to WLCG critical
services at Tier-1 sites.

7. Development Projects

Senior experts in our group have extensive experience in the development of computer
systems and continue to contribute to development of CMS computing infrastructure and tools.
Playing a leading role in many CMS computing projects, they also involve students and young
scientists in this work. The immediate benefits are the build-up of the group expertise, training,
exchange of experiences, and a team-work spirit.

Development work is often conducted in collaboration with other groups, institutes and
experiments. The results are regularly presented at various computing conferences and workshops,
included in master or diploma and PhD theses, and published in scientific journals.

Most of this work is credited as CMS central computing services. This fits nicely with the
CMS intention to extensively involve the youth in the technical aspects of scientific work. There is a
general CMS requirement for every new member of the Collaboration to provide six months of service
work to become CMS author.

In this section we give an overview of the most prominent development projects conducted
at IJEKP.

7.1. GlideinWMS

In order to facilitate an efficient management of the organised data reconstruction and Monte
Carlo production, CMS uses the grid meta-scheduling system GlideinWMS [15]. The GlideinWMS
workload management system is based on a virtual private Condor [16] pool. It is composed of several
elements [17], and some of them can be multiplied for improved scalability.

GlideinWMS components and its flow of processes are shown in Figure 4. The operation
logic [17], [18] of this system tries to maximise the amount of user jobs, while minimising the amount
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of wasted resources. It does this by keeping a steady pressure on the Grid pools; as long as there are
jobs in the schedd queues that could potentially run on a Grid pool, a fixed number of pilot jobs is
being kept in that pool queue. However, as soon as there are no more suitable jobs waiting in any of
the schedds, no more pilot jobs are submitted. If any Glideins start after all the suitable user jobs have
started, the Glidein itself will exit within a few minutes.

The pilot jobs are being submitted by the Glidein Factories, but it the job of the VO Frontends
to decide how many pilot jobs to keep in each Grid pool. This number is calculated by matching the
attributes of the user jobs, provided by the schedds, to the attributes of the Grid pools, provided by the
Glidein Factories. If the number of matches is higher than the desired pressure, the Glidein Factories
are told to keep the pressure. Else, the pressure is reduced as appropriate.
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Figure 4: GlideinWMS components and processes flow

Once a pilot job starts on a Grid resource, it first validates it. This includes looking for the
appropriate software libraries, ensuring sufficient disk space is available, and so on. Once these tests
successfully complete, it configures the Condor daemons (i.e. the startd and supporting code) and
starts them. All control is delegated to them, and the pilot job wrapper just waits for their termination
to do the final cleanup.

Once the Condor daemons start, they behave like in a dedicated Condor pool. The startd
registers back with the Condor central manager and waits to be matched. Once a suitable job is found,
the schedd holding the job will contact the startd and the job starts running. The startd can run multiple
consecutive user job, to keep the pilot wrapper overhead low for very short jobs. However, the pilot
needs to end within the Grid back slot lease time, so the startd will stop accepting new jobs if they
cannot complete in time.

The system has been designed to be highly scalable [19]. CMS commissioned this system into
production at CERN/FNAL/UCSD as primary workload management system for the production and
analysis jobs in HEP.

IEKP contributed in this work by providing expert support for the setup, configuration and
tuning of the central components, the most complicated parts of the GlideinWMS deployment.

7.2. GlidInWMS access for users to NRG

The IEKP is currently in the last steps of establishing the usage of a private GlideinWMS
system for IEKP physicists. Within this IEKP GlideinWMS factory the resources of the NRG become
accessible from local IEKP login machines. The idea is to provide semi-interactive access as provided
by GlideinWMS to the NRG Grid resources to IEKP users to help users to overcome the flaws of Grid
computing, like the usual overhead in debugging, variety of tools, and the lower efficiency compared
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to the use of local resources.

The users will be able to submit the jobs locally via condor to the GlideinWMS factory, which
handles all Grid related work. All Grid related problems will be intercepted by the GlideinWMS
factory and are therefore directly in the hands of a Grid expert. The user thus can focus on the
optimisation of his analysis code and will mostly face self-caused problems related to his executable
or data.

7.3. PhEDEx Project

The PhEDEx (Physics Experiment Data Export) project provides the data placement and the
file transfer system for the CMS experiment. Created in 2004, PhEDEx has by now become a mature
software product. It currently runs on over hundred of CMS distributed computing sites, performing a
variety of tasks such as managing data subscriptions and transfers between the sites, staging data from
tape, data removal, storage consistency checking, bookkeeping and monitoring all related activities.

Originally implemented as a set of specialised tools, PhEDEx has been substantially
refactored. It now adopts a concept of an open framework [20] providing a set of generalised technical
solutions, which could also be used standalone. Examples are Core Agent, AgentLite, Namespace,
Data Service, Website frameworks, and LifeCycele Agent.

7.4. PhEDEx Namespace Framework

One of our major areas of contribution is Namespace Framework, which provides a
communication layer to various types of storage systems and is used for data consistency checking.
Figure 5 demonstrates the use of Namespace Framework for the data consistency checks over
distributed CMS sites. Communication between the operators and the sites happens via central
PhEDEXx database. The agents running at the sites check for test requests to be performed on the local
data. The results are uploaded back to the database and published to the web site using PAEDEx Data
Service.

Figure 5: Namespace framework is used by PAEDEX agent for data consistency
checking at distributed Grid sites

We have used our Tier-1 site for large scale testing aimed at improving the performance of the
consistency checking agents. The time required for a full check of all CMS production data stored at
the site have been reduced from several days to less than twelve hours. This allowed to use the system
for regular data consistency checks throughout the CMS Tier-1 sites. It was shown that further three-
fold improvement of timing can be achieved by using storage dumps instead of accessing the storage
directly. These storage dumps are produced by the sites and used for detecting orphaned data not
registered in the CMS central file catalogue.
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This year, together with CMS data operations team, we have organised a CMS-wide campaign
to add support for various storage technologies used at Tier-2 sites. By now automated consistency
checks are running at over 50 % of CMS Tier-2s.

7.5. PhEDEx Validation

We keep track of new versions of the three PAEDEx components website, data service and agents,
and provide information on the status of the releases, known bugs and bug fixes, and feature requests.

Besides this “bookkeeping” task we used the KIT Tier-1 site as a prototype for large scale
testing for new PhEDEX agents releases. Basic test scenarios like testing the subscription and deletion
of datasets on the KIT Tier-1 site were performed as well as advanced and specialised test scenarios,
like deleting a dataset at Tier-0 and subscribe it to Tier-1, while the deletion is still ongoing.

The major project in the field of PhEDEx validation is the development of a validation tool
suite based on the lifecycle agent to test the behaviour of new data service releases in a testbed using
different roles (admin, data manager, site manager). Possible scenarios include testing that site admins
cannot inject data anywhere, nor approve or disapprove requests and verifying that the data manager
for T1 X can do so for T1 X, but not for T1 Y. The final goal is to run the test scenarios in a reliable
and automated manner. Another tool is currently developed to test the email notifications of the
PhEDEX system prior to the release of a new data service version. Whenever a transfer/deletion
request is made via the PhEDEX system, the global PAEDEx admins and the responsible group admins,
data managers and site managers of the respective groups and sites should receive an email so that
they can further proceed and either approve or disapprove the request. In order to allow for a smooth
workflow it is essential that this notification works.

7.6. Storage Accounting project

All major LHC experiments need to measure real storage usage at the Grid sites. This
information is equally important for resource management, planning, and operations. To verify the
consistency of central catalogs, experiments are asking sites to provide a full list of the files they have
on storage, including size, checksum, and other file attributes. Such storage dumps, provided at regular
intervals, give a realistic view of the storage resource usage by the experiments. This brought us to the
idea of monitoring of storage use based on storage dumps, which resulted in storage accounting
project [21]. IEKP contributes in all aspects of this project, including analysis of use cases and
requirements, and concrete implementation. This work is conducted in close collaboration with
WLCG, CERN IT Experiment Support group, ATLAS and LHCb experiments, CMS Monitoring Task
Force [22], CMS PhEDEx development team, CMS central data operations, and a set of CMS pilot
sites volunteered to participate in testing.

The Storage Accounting tool is re-using PhEDEx code base and components with some
extentions. Particularly, Namespace framework has been extended to provide support for parsing of
different types of storage dumps. It is envisioned to use PAEDEx Agents technology for driving the
information provider on the local site. The API used to upload and retrieve the disk usage data to and
from database is modeled based on PhEDEx Data Service. The data is stored in Oracle database at
CERN. However it is using a separate DB instance to keep space usage information separately from
PhEDEx data transfer details. Work with the remote sites is ongoing to deploy and test tools for
producing the storage dumps. First version of Storage Accounting Data Service has been deployed on
the production CMS web server at CERN.

7.7. HappyFace Project for Site Monitoring

The Tier-1 center at GridKa is monitored by a group consisting of local CMS members. The
main tool for this job is the HappyFace framework. HappyFace is a meta-monitoring framework
which gathers information from different monitoring sources, processes this information and provides
an overview of all relevant information, which allows real-time site monitoring for both shifters and
experts. HappyFace started as a development project at KIT and is now used by several other German
grid sites, both ATLAS and CMS, to monitor their sites. It is also employed centrally by CMS to
monitor the batch systems of all CMS Tier-1 and Tier-2 centers. More details about the architecture of
the HappyFace framework and the current development can be found in a separate article in these
proceedings [23].
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8. Summary

The combination of Research Lab and Technical University at KIT allows one to combine
Tier-1 operational services with computing development projects and thus provides an excellent
environment for training of young scientists in the areas of high-performance and high- throughput
computing.

Expertise within the CMS Tier-1 local support group at IEKP spans a wide range of Grid
computing topics, including job submission, data management, monitoring, accounting, consistency
checking and validation tools. Expert knowledge combined with coordination efforts and an expert
rotation scheme help to provide sustained support of CMS-specific Tier-1 services during intensive
data taking at LHC.

Members of our team provide strong contribution to CMS core computing development and
support, and are open for collaboration with other sites and experiments.
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The Branch-and-Bound algorithm is fundamental for a variety of applications in Combinatorial
Optimization. This paper presents a distributed Branch-and-Bound algorithm based on a popular
BOINC platform for distributed computing.

1 Introduction

The Branch-and-Bound method (B&B) is a very efficient and well-known technique to solve
combinatorial optimization problems such as Traveling Salesman Problem, Knapsack, Integer
Programming, Vertex Covering and many others. This algorithm allows to reduce considerably the
computation time required to explore the entire solution space associated with the problem being solved.
However, the exploration time remains considerable, using parallel or distributed processing is one of
the major and popular ways to reduce it. Many parallel B&B approaches have been proposed so far, such
as [1]. However distributed grid-oriented B&B implementations are not well studied.

Normally, B&B algorithm consists of four main parts:

1. The branching rule that consists in a strategy for expanding a parent (sub) problem
into child sub-problems. The leaf-nodes of the expanded tree represent all possible
solutions;

2. The selection rule that chooses some of the current evaluated sub-problems for
expansion using a search heuristic, e.g. Best-First, Depth-First, Breadth-First or
others;

3. The bounding rule that consists in reducing the search space by eliminating
sub-problems that do not yield to the optimal solution;

4, The termination condition which takes place when all sub-problems are either
de-composed or eliminated.

This work discusses the design and the deployment of this algorithm on a computational grid.

We parallelize the B&B algorithm in order to make it suitable for the coarse-grained work distribution.
This approach was implemented using BOINC - an open source volunteer computing platform. Our
implementation works as follows:

1. Master computer (BOINC server) performs server B&B steps and generates the first
possible solution from search space then stops calculating immediately and goes to
the second step.

2. Master computer creates a collection of work-units based on the terminal nodes of
the explored sub-tree and sends work-units to the clients. Load balancing and
sending work-units is handled by BOINC.

3. A client receives work-units, extracts and processes sub-problems, performing the
given number of steps or less. After that the client returns the result (best obtained
solution and the remaining sub-problems which need to be processed by other
clients) back to master computer.

4, Master computer collects all results from clients, chooses the best from the collected
solutions or re-allocates sub-problems to free clients.
5. This process goes to end unless all sub-problems have been processed. Then master

computer chooses the final best solution.
We evaluate and demonstrate the efficiency of the proposed approach on large-scale knapsack
instances. In the future we plan to try different strategies to compose work-units and study its impact on
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the efficiency of the algorithm. We also plan to use this framework for more practical problems like
transport problems, managing network flows, engineering design etc.

2 BOINC Platform

The Berkeley Open Infrastructure for Network Computing (BOINC) is an open source
middleware system for volunteer and grid computing. It was originally developed to support the
SETI@home project before it became useful as a platform for other distributed applications in areas as
diverse as mathematics, medicine, molecular biology, climatology, and astrophysics. The intent of
BOINC is to make it possible for researchers to tap into the enormous processing power of personal
computers around the world.

BOINC has been developed by a team based at the Space Sciences Laboratory (SSL) at the
University of California, Berkeley led by David Anderson, who also leads SETI@home. As a high
performance distributed computing platform, BOINC has about 451,260 active computers (hosts)
worldwide processing on average 5.655 PetaFLOPS as of February 2012. The framework is supported
by various operating systems, including Microsoft Windows and various Unix-like systems including
Mac OS X, GNU/Linux and FreeBSD. BOINC is free software released under the terms of the GNU
Lesser General Public License (LGPL).

3 Computation model

As previously mentioned, normally Branch-and-Bound (B&B) algorithms have four main parts.
Here our model also based on these four parts, but reconstructed to suit the distributed structure.
Step 1: Sorting, master finds the first possible solution

First sort the objects in non-increasing order of their profit/weight ratios. It is needed for Linear
relaxation upper bound. Then master finds the first possible solution and gets the incumbent value. In
the following example the first incumbent solution is [1, 0, 0, 1, 1, 0, 1] (Fig. 1). This value serves as a
lower bound on an optimum and is used to eliminate redundant branches.

Figure 1: Master finds the first incumbent solution
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Step 2: Master creates distributed Work-Unit

Master traverses the search tree and uses bounding function locally to check all possible
branches, and delete the infeasible branches (Fig. 2). Master creates work units from the pending nodes
of a tree using DC-API, and creates parcel based on linked list and the array of products’ weight and
price. (Fig. 3), here in the figure, we use “NUM” to represent total number of products, “I[NUM]” to
represent the states of each products: “0” means not in bag, “1” means already in bag, and “~1” means
still not be considered. “K” to represent how many products be calculated, “CW” to represent current
weight in bag, so “CP” is the current price in bag and “BP” represents the best price, it’s a global value
from master server.

Figure 2: Master side bounding

Figure 3: Work-unit format

Step 3: Client received subtask and processing
Client receives sub-task and parcel from master resolving the parcel to linked list. And running
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local branch and bounding algorithm continue finding feasible solutions. Here we designed a Value
MAX_SETP, in order to limit the maximum steps Client can run. When the calculate step is more than
MAX_SETP, client stops running, and returns parcel with the rest of branches and the information of
best value (If got a better value) (Fig. 4).

Figure 4: Client processing

Step 4: Master processes the results, then redistributes them
Master computer collects all results from clients, chooses the best from the collected solutions
or re-allocates sub-problems to free clients.

4 Deployment in BOINC platform

We created a special BOINC project aimed at solving knapsack problems. The project was
created with the help of SZTAKI Desktop Grid package [10] which is a featured BOINC distribution.
Both server and client parts of the distributed B&B Algorithms were implemented using DC-API
library [11]. The experimental deployed infrastructure for the project comprises one 64-bits dual core
nodes acting as BOINC server and another computer as a client, the machines are connected to each
other through a direct 100Mb link. (Fig. 5)

To be added into a BOINC project, applications must incorporate some interaction with the
BOINC client: they must notify the client about start and finish, and they must allow for renaming of any
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associated data files [8], so that the client can relocate them in the appropriate part of the guest operating
system and avoid conflicts with workunits from other projects.

Once the data has been collected back in the server, some processing must be done to validate
and assimilate it. In our case, we need to get the result from each workunit, and then check if there are
still branches need be processed, or there is only result. The branches should recreate new workunits and
resend to clients.

Figure 5: Physical structure of the system

Conclusion and perspectives

In this paper, we have presented the distributed Branch-and-Bound algorithm implemented on
the BOINC platform. We have proved that the algorithm finds the best solution and that it terminates
only after finding it. Next steps will be to create and use more clients to check if this approach will work
for large-scale distributed system with large-scale data.
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Optimizing compilers are essential for building any scientific application, however they are not

general purpose tools. Although, many compilers offer similar functionality, different optimization
strategies as well as code structure can lead to different performance results [1]. Additionally,
modern scientific applications often solve large-scale problems concurrently on a set of processors
thus demanding not only serial but parallel code optimizations. So, choosing the right compiler for
a particular problem is a topical question of today.
In the paper a variety of commercial and open source optimizing compilers are compared in terms
of their functionality. Then their relative performance is measured benchmarking different sets of
algorithms and scientific applications classified by their problem domains. The final results are
presented as a cumulative compiler rating scored in a particular problem domain. Based on this
rating conclusions are made.

1 Introduction

History of optimizing compilers implementing parallelization can be divided into three major
milestones showing emergence of different parallel technologies. The first standardized parallel
technology introduced in 1994 was MPI (Message Passing Interface) exposing coarse-grained
parallelism of a homogeneous cluster. The second one standardized in 1995 was Pthreads (POSIX
Threads) exposing fine-grained parallelism of a shared memory multi-processor or multi-core
homogeneous system. The most recent standard released in 2008 was OpenCL (Open Computing
Language) that can be used to exploit parallelism of a heterogeneous hybrid system consisting of
multiple CPUs and GPUs. These standards are bundled into compilers either as libraries, as a set of
directives or as means of automatic parallelization.

Analysis of compiler output was traditionally performed using sophisticated instrument tools,
however better understanding of compiler's work can be obtained using optimization reporting
options. These options make compiler produce valuable information on succeeded and failed
optimizations showing corresponding lines of code. Optimization reports work in harmony with
conventional instrumentation tools (e.g. Valgrind, Oprofile) providing justification of compiler
decisions and optimization hints and are especially useful when translating parallel code.

Compilers have different level of support for introduced parallel technologies and current top
level of each technology can be outlined as follows (Figure 1):

1. MPI library support,
2. Pthreads auto-parallelization support,
3. directive-based GPU parallelization support.

Library-level support for open standards (unlike the proprietary CUDA) is the default level for
any compiler and at this level there is not much compiler can optimize. The efficiency of low-level
system parallel library is dependent on its implementation and not the compiler used to link it to a
program, not to mention that MPI library is distributed also by “non-compiler” vendors (Platform
MPI, OpenMPI). Therefore, it leaves discussion of library-level support for MPI out of topic.

Directive-based parallelization and auto-parallelization support are the levels where compiler
has the most control over parallelization process and they are the most useful levels for compiler
benchmarking purposes. Directive-based approach may include optimizations involving reduction of
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redundant data movement, elimination of unneeded synchronization points and others. Auto-
parallelization level adds an heuristic algorithm to determine the most suitable program part to
perform parallelization. All in all, benchmarking directive-based and automatic parallelization of
compilers may give insight into their overall efficiency.

MPI B Library-based
| . :
Directive-based

CUDA 7. Auto
|

OpenCL
|
WIS

|
0 2 4 6 8 10 12 14

OpenMP/Pthreads

Fig. 1: Different levels of support for parallel standards (both open and proprietary).
The numbers show amount of compilers supporting technology at a specified level.

To summarize, from the parallel applications developer point of view the most useful compiler
facilities aiding in parallelization process are support for compiler-based parallelization and
optimization reporting. In the first case, parallelization reveals compiler's ability to optimize program
in multi-threaded environment and for benchmarking purposes both CPU and GPU parallelization
should be considered (Section 2 and 3). Finally, optimization reports are useful to reveal compiler's
decisions in problematic lines of a source code (Section 4). So, compiler's ability to parallelize on par
with optimization reports can enhance program performance.

2 Compiler-based parallelization efficiency

Compiler-based parallelization is the simplest approach to optimize and boost resource-
intensive programs, and other than that, it is also a good way to show efficiency of compiler's
optimizations with a view to parallel code. One of the most useful optimizations for scientific
applications are those involving loops such as loop tiling, loop unrolling and loop interchange, as they
maximize cache usage when processing large arrays of data [1]. They often work in harmony with
other kinds of optimizations such as vectorization and invariant code motion that further improve
resulting program performance. Thus, auto-parallelization can reveal the level of compiler's “skills”
with a view to these optimizations.

Benchmark was carried out on the basis of two BLAS (Basic Linear Algebra Subprograms)
library implementations and in a similar manner both for CPU and GPU parallelization. The first
implementation is non-optimized reference BLAS implementation [2] compiled with a maximum
optimization level and auto-parallelization options. The second one is hand-tuned GotoBLAS
library [3, 4] compiled with self-chosen set of options. In case of GPU OpenACC [4] directives were
added before each outermost for loop inside BLAS routines so that it can be parallelized by the
compiler. So, each compiler built auto-parallelized and hand-tuned versions of the library and PGI also
built GPU version of the library.

BLAS library was chosen because it is de facto standard in scientific software development
and it is also contains the simplest algorithms to parallelize. Algorithms consist of vector-vector,
vector-matrix and matrix-matrix operations that correspond to the Level 1, 2 and 3 of library routines
respectively. Each algorithm includes no more than a triple of nested loops assembled exclusively for
different argument variations (in case of Level 3 — matrix transpositions) [2]. The two inner loops can
be used to expose both coarse-grained parallelism of multiple processor cores and fine-grained
parallelism of vector registers. So, the choice of BLAS library was based on a desire to test compilers
on the algorithms that are easy to parallelize.

Benchmarking strategy consisted of running a subset of Level 3 routines with a variable set of
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actual arguments' values and using different number of threads. Arguments' variations included
different matrix sizes, transposed/non-transposed cases, upper/lower triangular matrices and left/right
sided equations. Thread number varied from 2 to 12 threads that correspond to the total of 12 machine
cores. Benchmark results were summarized in one table containing approximately 2500 rows for
subsequent analysis.

Average performance of auto-parallelized BLAS code is lesser than of hand-tuned BLAS
library (Table 2), and further investigation shows significant variations in efficiency when using
transposed and non-transposed matrices (Table 1). In case of SGEMM the source code for SGEMM(A”,
B) and SGEMM(A", B") differs only in one index (Figure 2), and their relative performance differs by
an order of magnitude. Naturally, this index prevents loop vectorization and leads to ineffective cache
utilization due to non-unit stride memory access pattern. As matrix operations such as SGEMM are not
arithmetically intensive involving no more than floating point additions and multiplications, it is
essential to optimize CPU cache usage and GPU loads/stores coalescing to achieve scalable
performance. However, it is hard for compilers to do so and matrix transpositions lead to performance
degradation.

SGEMM(A", B) SGEMM(A", BY)
poO J = 1,N DO J = 1,N
DO I = 1,M DO I = 1,M
TEMP = ZERO TEMP = ZERO
DO L =1,K DO L =1,
TEMP = TEMP + A(L,I)*B(L,J) TEMP = TEMP + A(L,I)*B(J,L)
CONTINUE CONTINUE
IF (BETA.EQ.ZERO) THEN IF (BETA.EQ.ZERO) THEN
C(I,J) = ALPHA*TEMP C(I,J) = ALPHA*TEMP
ELSE ELSE
C(I,J) = ALPHA*TEMP + C(I,J) = ALPHA*TEMP +
BETA*C(I,J) BETA*C(I,J)
END IF END IF
CONTINUE CONTINUE
CONTINUE CONTINUE

Fig. 2: Source code for SGEMM(A", B) and SGEMM(A", B") differs only in one index and
performance differs by an order of magnitude (see Table 1)

GCC inferior performance compared to other compilers seems to be attributed to the
restriction of the compiler to parallelize only innermost loops [5]. Since benchmarked Level 3 routines
contain loops nested up to the third level it is inefficient to parallelize only innermost loop as it may
involve synchronization overheads and also as it constitutes only a part of a whole problem. As GCC
does not produce any optimization report during compilation there is no easy way to give a reliable
explanation of low performance.

Table 1. The effect of matrix transposition on the performance
of auto-parallelized BLAS library.

Performance, Mflops PGI SGEMM cache statistics x10°
op(A) | op(B) |{Intel |PGI |GCC |PGI CUDA |Reads |Writes |Misses |Instructions
A" B 19108 | 10193| 1683 1326| 137.4] 0.016| 0.008 412
A B’ 17935| 9738| 2982 1341 137.5 68| 0.039 481
A B 16824 | 9453| 3110 2335| 137.5 68| 0.008 481
A" |B” 3424 946| 199 2407| 137.4| 0.016] 0.104 549

GPU parallelization which was carried out on the basis of directive-based PGI CUDA
compiler shows inferior performance compared to other compilers, however, matrix transpositions
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have an opposite effect on the efficiency (Table 1). The effect. which consists of GPU code having the
best performance in cases where CPU code having the worst, is attributed to CUDA storing matrices
in a row-major order in contrast to Fortran storing them in a column-major order. Differences of
matrix storage scheme affects memory access pattern which in turn affects CPU cache utilization and
GPU memory loads/stores coalescing and finally defines efficiency of arithmetically non-intensive
code. Although, GPU is perfectly suitable for matrix operations it is inherently parallel device in
contrast to CPU and the best performance is generally achieved by using specific algorithm and
implementation. So, to show comparable performance GPU compiler should rewrite a whole routine
and not just parallelize existing CPU code. All in all, the best results are achieved when parallelizing
code on CPU.
Table 2: Compiler parallelization efficiency of Intel, PGI and GCC compilers in Mflops.
Target platform: HP SL390s G7, 2x Intel X5650 2.67 Ghz (12 cores total),
96 Gb RAM, 3x NVIDIA Tesla M2050.

Hand-tuned Parallelized Parallelized
(CPU) (CPU) (GPU)

Intel |PGI GCC |Intel |PGI |GCC|PGI
SGEMM | 111974 |130197| 5781616173 | 7333 | 1824|1939
SSYMM | 108611 |130466| 60525 9089|12123| 2390|1632
SSYR2K | 103813 |112828| 60230 | 18157 | 13728 | 3136|1917
SSYRK 95721|106000| 43239 | 14562| 10027 | 1811|1218
STRMM | 99073 |115354| 43204 | 14423 | 7148| 1990|2102
STRSM | 97371|115009| 41857 |11381| 6295| 1745|1998

Routine

To summarize, benchmarks show that average performance of hand-tuned optimized BLAS
library is an order of magnitude higher than of automatically parallelized library. The largest
performance variations appear when performing operations on transposed matrices that affect efficient
CPU cache usage and GPU memory operations coalescing. Finally, as GPU and CPU vastly differ in
their architectures and programming style, the best GPU performance is achieved when implementing
algorithm from a scratch and not adapting CPU source code. All in all, compiler auto-parallelization
facilities can be seen as a means of making the first parallel program prototype which is incrementally
optimized by hand to reach its best performance.

3 Compiler-based parallelization overhead

Overheads of compiler-based parallelization are defined by a corresponding runtime library
implementation and are imposed by usage of directives. These include thread scheduling algorithms
overhead, parallel region entering overhead and synchronization constructs overhead. Analysis of
those overheads can be performed using micro benchmarks specifically designed to measure
efficiency of directives.

Benchmark, which was carried out via EPCC benchmark suite [6] developed to analyze multi-
processor machine efficiency, showed that it can also be used to compare compiler's OpenMP runtime
library performance. In the original paper this suite is used to show variations in directive overheads
running benchmarks on different hardware platforms, however, if the source code is translated by
different compilers and run on a single machine then it shows representable performance of a
particular OpenMP runtime library. So, EPCC benchmark suite was used to measure overhead of
OpenMP directives using a set of supporting compilers.

Results of the benchmarks revealed most directives having similar overheads in case of PGI
and Intel compilers and larger overheads in case of GCC, however, there are also some directives with
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different overhead pattern. These are omp reduction and omp schedule(dynamic) showing inferior
performance of PGI and omp schedule(guided) showing inferior performance of both PGI and Intel
compilers (Figure 4). In addition, these directives also account for no more than 5% of a total count of
omp for directives used in examined scientific applications (Figure 5). All in all, commercial
compilers have more efficient OpenMP runtime library implementations than open source GCC
compiler does.
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Fig. 4: Overhead of omp schedule(guided) directive ~ Fig. 5: Distribution of scheduling
showing inferior performance of commercial PGI ~ and reduction directives among all

and Intel compilers compared to open source GCC. omp for directives in scientific
Target platform: HP Proliant DL980, 8x Intel software packages WRF (Weather
X7560 2.2 Ghz (64 cores), 512 Gb RAM. Research Forecasting) and
WaveWatch3.

4 Optimization reports

Optimization report is a special type of compiler's output telling developer about compiler's
decisions in optimization process. Although not standardized, this output often includes decisions on
loop vectorization, loop tiling, data distribution during loop parallelization and also decisions on an
alternative loop code generation. The information is presented in a form of hints about why particular
optimization technique was or was not employed, thus providing developer with a way of optimizing a
source code for a given compiler.

Optimization hints may be useful, however, it is hard to measure their impact on an
application performance. On one hand, they provide user with a knowledge of compiler's inner
workings relieving him from tedious machine code analysis. On the other hand, following
optimization hints of one compiler not always results in an optimal code for another compiler. So, this
limits usefulness of optimization reports only to the most simple cases of inefficient code structure
considering target's machine architecture.

Conclusion

In conclusion, practical efficiency of optimizing compilers is dependent on many factors. Intel
compiler lets developer achieve easy parallelization of a program prototype, but reduced efficiency of
a hand-tuned source code version. In contrast to this, PGI compiler offers quite an opposite: a
prototype is slow but a final version is highly optimized. In either case, usage of non-commercial GCC
compiler degrades performance of both a prototype and a final application. From a different point of
view, one can use the most efficient compiler on a corresponding development stage and also for a
particular target platform. All in all, final program performance is dependent on many factors and
compiler's impact shall not be considered in isolation.
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In this paper we review our experience in virtualization with Oracle Solaris. The information and
communications technology (ICT) infrastructure has expanded the scale of systems so that
processing can be conducted faster and more efficiently. But as the number of servers increases, it
becomes more important to reduce their operating and administration costs and power
consumption.

The Oracle Solaris Operating System (Solaris OS) installed in SPARC (scalable processor
architecture) Enterprise UNIX server features virtualization functions that become more powerful
with every update of release. Among the virtualization functions provided as standard in SPARC
Enterprise, in this paper we focus on the Oracle VM Server for SPARC (VM: virtual machine) and
Solaris Containers used for server virtualization and the Solaris ZFS (Solaris Zettabyte File
System) functions for storage virtualization.

Virtualization functions of UNIX Server SPARC Enterprise

SPARC Enterprise provides three server virtualization functions. They are 1) Hardware
partition, 2) Oracle VM Server for SPARC, 3) Solaris Containers.

1) Hardware Partition. A partition running an independent Solaris OS can be configured by
logically partitioning the physical system board. The CPU and memory can be dynamically modified
in response to requests for business expansion, the addition of new business, and so on without the
system operation being halted.

2) Oracle VM Server for SPARC. Oracle VM Server for SPARC (previously called Sun
Logical Domains) can configure logical domains running separate instances of Solaris OS by using the
SPARC hypervisor in the firmware layer to partition the physical server into virtual servers. The CPU,
memory, and input/output (I/O) devices are flexibly allocated by the Domain Manager.

3) Solaris Containers. Solaris Containers allows the Solaris OS to be virtually partitioned into
zones that constitute independent virtual OS environments. CPUs and memory are flexibly allocated
according to the zone’s operating conditions. I/O devices are allocated when the zone is configured.
Solaris OS also provides Solaris ZFS for storage virtualization as a standard function. The ZFS file
system manages multiple physical disks as a storage pool. Virtualized volumes can be created by
allocating the necessary space from the storage pool. The ZFS file system is not only durable and
scalable but also easy to administer. The virtualization functions of Solaris OS are described below.

Oracle VM

Oracle VM is a family of products that work together to facilitate virtual environment creation
and management. Consisting of Oracle VM Server and the integrated Oracle VM Manager browser-
based management console, Oracle VM makes it easy to create and manage virtual server pools
running on systems across the enterprise. Organizations can create multiple virtual machines on a
physical x86, x64, or SPARC processor-based server, yet have each environment behave
independently with its own virtual CPUs, network interfaces, storage, and operating system.

* Oracle VM Server for x86. Free to download, Oracle VM Server for x86 provides an easy-
to-use graphical interface for creating and managing virtual server pools running on x86 and x64
systems. This server virtualization software fully supports Oracle and non-Oracle applications, as well
as Oracle Solaris, Linux, and Windows guests. Backed by Oracle’s world-class support organization,
Oracle VM Server for x86 provides customers with a single point of enterprise-class support for
virtualization environments and delivers more efficient performance. A wide range of Oracle products
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including Oracle Database, Fusion Middleware, Oracle applications, and Oracle Enterprise Linux are
certified with Oracle VM Server for x86.

* Oracle VM Server for SPARC. Purpose-built for Oracle servers with chip multithreading
(CMT) technology, Oracle VM Server for SPARC (previously called Sun Logical Domains) provides
a full virtual machine that runs an independent operating system instance and contains a wide range of
virtualized devices. A hypervisor that largely resides in a chip on the server is tightly integrated with
the hardware, enabling virtual machines to take advantage of underlying system advancements and
reduce the overhead typically associated with software-based solutions [4]. Unlike solutions from
other vendors that do not permit add-on networking or cryptographic devices to be partitioned, shared,
or abstracted, Oracle VM Server for SPARC supports virtualized CPU, memory, storage, I/O, console,
and cryptographic devices, and redundant I/O paths, to make maximum use of platform resources.

* Oracle VM Manager. Oracle VM Manager provides an easy-to-use, feature-rich graphical
interface for creating and managing Oracle VM environments. With Oracle VM Manager,
administrators can enable advanced functionality to load balance across resource pools and
automatically reduce or eliminate outages associated with server downtime [4].

Oracle Solaris Containers

Solaris Containers consists of a Solaris Zone function for virtually partitioning a single
OS space to make it appear as if multiple Oss are running and a Solaris Resource Manager that
flexibly allocates hardware resources such as CPUs and memory. A Solaris Zone is a virtualized
OS environment that implements a safe isolated environment suitable for running applications.
Processes running in each zone are isolated and unable to affect other zones.

* Solaris Zones. A Solaris system has just one global zone, which is responsible for managing
the entire system. Tasks such as the creation and administration of non-global zones and the allocation
of physical I/0 devices can be performed only in the global zone.

Figure 1: Solaris Containers configuration

A non-global zone is a software partition of a virtual Solaris environment, in which
applications can run without affecting other zones. Up to 8191 zones can be created, each of which can
use only its permitted file system and permitted physical I/O devices. The constituent system files of a
non-global zone are copied from the global zone when the zone is created. When the global zone is
patched to modify these files, all the non-global zone files are also synchronously updated.

Solaris ZF'S (Solaris Zettabyte File System)

Solaris ZFS is a 128-bit file system that can manage a practically unlimited data capacity. The
metadata used for the administration of a ZFS file system is dynamically allocated as required, so
there is no limit to the number of file systems or the number of files. In a conventional file system, the
file system size is limited to the physical device size. However, Solaris ZFS is not limited to specific
physical devices because the physical devices are hidden by the ZFS storage pool. The ZFS file
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system can create file system hierarchies easily without initialization, and it automatically expands
within the range of the disk capacity allocated to the ZFS storage pool.

Performance Results

The results were obtained on a Sun SPARC Enterprise T5120 server from Oracle. The system
had a single UltraSPARC T2 processor with 8 cores and 8 hardware threads per core.

In Figure 2, the elapsed times in seconds for the Automatically Parallelized and OpenMP
implementations are plotted as a function of the number of threads used.

Figure 2: Performance of the
Automatically Parallelized
and OpenMP implementations

For up to 8 threads, both versions perform equal. For 16 threads the Automatically Parallelized
version performs about 9 percent faster than the OpenMP version. Both versions scale very well for up
to 8 threads. When using 32 threads, the Automatically Parallelized version is about 30% faster than
OpenMP version. For 64 threads, the elapsed time is about twice as high. This difference is caused by
the parallel overheads increasing as more threads are used. If more computational work was
performed, this overhead would not be as dominant.

Conclusion

This paper reviews the virtualization functions in Solaris OS: server virtualization
implemented in Oracle VM Server for SPARC and Solaris Containers and Solaris ZFS storage
virtualization. Oracle Solaris 10 is reliable and predictable and has what we need in an operating
system [5]. The Solaris 10 OS allows multiple applications to be consolidated onto a single system
through virtualization, which makes it an ideal solution for standardization. The experiments we
provided show high efficiency of parallelization with Solaris standard tools. We intend to continue
enhancing the virtualization capabilities of Solaris OS.
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We discuss the possibility to use private cloud environment to organize the joint resources for
complex problem solutions. First of all, we propose eight basic principles for clouds, which can be
used for such purposes. Then, we argue that proper UNIX-like PSE should be used for
coordination of resources to make load balancing realistic. We did some experiments to show, that
the necessary speed-up is achieved only with the use of virtual memory and virtual common file
system. One should also take care of data consolidation, and for such purpose we propose the so
called “Principle of limited resource consolidation”. To realize all those principles we propose
middle-ware toolkit. Finally, we discuss couple of important applications of such systems.

1. Introduction

To have all necessary computing power at your desk was a dream for many generations of
computer scientists. But although hardware is being developed at such a speed, that researcher have
scarcely enough time to adopt new technology before emergence of a new one, this dream is far from
being realized on site. From time to time it appeared that new distributed technology would make the
idea realistic. But metacomputing was too demanding for resources to work for single user, and Grid
was so carefully cut from the users, that you could not really operate distributed system. Cloud is a
new token in the hands of computer scientist to give a new try to old hopes [1].

Cloud Computing is a rapid developing area of today’s computer science. The idea of Cloud
Computing is the transmission of the organization of data computing and processing mainly from
personal computers to the servers of the World Wide Web. Today there can be distinguished several
main technologies (models) of this area: Infrastructure as a Service (laaS); Platform as a Service
(PaaS); Software as a Service (SaaS); Workplace as a Service (WaaS).

Within the models of [aaS, PaaS, SaaS and WaaS the clients do not pay for the ownership of a
software product as itself, but they rent it and therefore pay for the usage of the product through the
Web-interface. Thus, as opposed to a classical scheme of purchase of a licensed software product, the
client does not have to invest a lot of money in purchasing a product and a hardware platform for its
delivery and maintenance of the system. The client only pays comparatively low periodic expenses, i.
e. user charge, and can discontinue, suspend or resume it whenever the software product is required.
Incidentally, a similar model has been used in the past.

Thus, it seems that we are very near to original idea and private supercomputer at your desk is
nearby. But if you try to organize such virtual infrastructure via one of cloud providers you will have
so many problems, that sometimes one may think of waiting for still new technology. Nevertheless we
will argue that idea of personal supercomputer is realistic even on current stage of development, but
you should very carefully choose and assemble the components.

2. Basics

A cloud, to wide extent, is an APL It is a certain contract model meeting the principles of the
cloud computing. Five principles can be singled out: scalability, load balancing within the scalability,
high availability up to the disaster-proofness, easy access to the resources from almost every place in
the world and from any device, and payment on demand on the rental basis, i. e. on the most favorable
terms for the client. When you have to use the service of a cloud-computing provider, you get an API
and some guarantees. An API can be an implementation based on REST/WADL, SOAP/WSDL, XML-
RPC, CORBA and other technologies, as well as a conventional client’s web-interface (web GUI).
Most commonly, these two ways are employed in parallel. But the more complex is your task, the
more documentation and technologies you have to apply. Excess resources can be conveniently
presented as an API or a web-interface. Another option represents the idea of co-usage of the resources
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on demand and only in the needed amount. And “virtual organization” is a real organization. This
requires consolidation and rearrangement of the resources within the organization itself: a private
cloud creation. But as long as there are always not enough resources, it’s necessary to cooperate with
cloud service providers such as Amazon. This means that it is necessary to support common standards
between the clouds, therefore being able to create hybrid clouds, which combine private and public
computational resources. What helps to create hybrid clouds? One should be interested in products that
support the standards and provide open source licenses [2]. Eucalyptus and OpenNebula seem to be
quite suitable: their API is back compatible with Amazon [3, 4].

You can trust only your own private cloud, where you control the servers, channels and
electricity. You still need to know how to use public clouds when necessary, choosing the most suitable
cloud service provider. For scientific tasks, for numerical experiments, it is reasonable to use only the
environment that can be most controlled by the researchers. In the educational process it is necessary
to create up-to-date private clouds with modern business solutions, using the support of the
government, other investors and free software products. Our researches need to have no vendor lock
and be based on the open standards. The components have to be convenient, inexpensive and simple.
Resource suppliers have to be interchangeable. Therefore, the result of the work will be universal and
test-open for the other teams of scientists (program transportability, repeated use of components). This
is the service-oriented approach, when the components interact with the help of API and the clients get
the service that meets the contract guarantees.

If your problem needs a supercomputer, it should be a complex one. To work with such you
need to organize proper environment (PSE). Our experiments show, that proper PSE should have
many standard UNIX features; otherwise it is impossible to achieve load balancing. And we found that
it is much more effective to adopt for Cloud PVM load balancing tools. To use middleware with single
image PSE was also of a great help and not only to make it easy to launch the problems.

To process large data is a real challenge even to supercomputer. On a distributed system it can
be a real bottleneck and we found, that even proper data consolidation is not enough to do it properly.
Experiments show, that only proper choice of virtual shared memory and distributed file system solves
the problem.

And of course in hybrid cloud security problems are essential. We found two examples, how
Grid security tools can be incorporated into hybrid cloud without loss of control over submitted jobs.

3. Hybrid Cloud Approach
So, we propose to use a cloud approach based on open standards and utilizing several up-today
technologies, that make it very effective for large scale problems.

Our main principles are

1. Cloud is determined completely by its API. And it is obvious from the user point of view,
but the same is true from the point of view of different clouds interaction, as explained in item
2.

2. Operational environment must be UNIX - like. One of the main problems of computational
Grid's is load balancing and it is very difficult task since user is cut off from the resources.
Partly this problem is solved by PSE, but to make it really active many standard UNIX tools
must be introduced into APL

3. Cloud uses protocols, compatible with popular public clouds. Public clouds are not very
useful for complex problems and the reason of this is clear — the more difficult is the problem
you are solving, the more robust tools you must use. The universal tools cannot be used for
complex problems. That is why specialized private clouds must be built for complex
problems, but if its resources are not enough, some additional resources can be added from
public cloud.

4. Cloud processes the data on the base of distributed file systems. The main problem with
public cloud for data processing comes from the fact that on each computer in the cloud its
own file system is used. That prevents both: to process large data sets and to scale out the
problem solution. To overcome this obstacle the distributed file system should be used in
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private cloud, the type of which is determined by the nature of problem to be solved. If we add
here three ways of providing data consistency (Brewer's theorem) we can see that there are a
lot of possibilities of organization the processing of data out of which only a few are in use.

5. The consolidation of data is achieved by distributed Federal DB. There are three levels of
consolidation — servers, data and resources. It is more or less clear how server consolidation is
done. Consolidation of data is more difficult and consolidation of resources is a real challenge
to the cloud provider. We assume that most natural way to do this is to use Federal DB tools.
Up to now we managed to do this by utilizing IBM's DB2 tools, but we believe that
possibilities of latest PostgreSQL release will make it possible to work out freeware tool for
such purpose [5].

6. Load balancing is achieved by the use of virtual processors with controlled rate. New
high-throughput processors make it possible to organize virtual processors with different
speed of computation. This opens natural possibility of making distributed virtual
computational system with architecture adapted to computational algorithm and instead of
mapping the algorithm onto the computer architecture we will match the architecture with the
computational code.

7. Processing of large data sets is done via shared virtual memory. Actually all previous
experience shows, that the only way to comfortably process large data sets is to use SMP
system. Now we cam effectively use shared memory tools (OpenCL) in heterogeneous
environment and so make virtual SMP. The same tool is used for parallelization. The
possibilities of single image operational environment are also very effective.

8. Cloud uses complex grid-like security mechanisms. One of the cloud problems is security
issues [6] but we feel that proper combination of Grid security tools with Cloud access
technologies is possible.

Conclusions

Recent experience with public clouds shows that principle problems of resources consolidation are
far from being solved. We argue that this comes from the fact, that out of about 15 ways of cloud
organization only one, most simple, is realized as yet.

We insist, that different problems need different ways of cloud organization, and, more than that,
only hybrid cloud can be such solution. And there are the ways to organize such a cloud that makes it
possible to solve your complex problem, or, can we say, to provide you with personal supercomputer?
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Virtual workspace has recently become one of the ways to perform routine tasks in cloud
environment, however, its use in scientific experiments is novel and offers a number of advantages
compared to traditional grid-based approach. These are: universal access to all computational and
storage resources from within single private virtual machine, easy workspace customization
considering user’s own needs and an ability to create virtual private cluster with desirable
configuration. In such an environment network storage devices are connected both to
computational nodes and to your virtual machine so that all the experiment input data and output
results are automatically saved in one place and can be easily accessed from the workspace.
Implementation of described approach is presented on the example of Resource Center
Computational Center of Saint-Petersburg State University.

1 Introduction

Virtual workspace as the name suggests can be thought of as a desk of a scientist where all
papers, referential materials and document's drafts are stored and developed, but it offers some
advantages over such conventional desk. First of all, as more and more scientists rely in their research
on software and hardware equipment they want universal access to storage, computational resources
and software licenses. Moreover, as their research varies in scale and time constraints scientists want
to dynamically extend their resource pool to the desired capacity. Last but not the least, scientists want
to customize and convert their workspace into the problem solution environment by installing
additional software and adapting architecture to the problem solved. Eventually, this is how
advantages offered by a virtual workspace are characterized.

Virtual workspace alone is a powerful concept, however it is beneficial to review its
implementation on the basis of university resource center. Such resource center should not only
administer and support hardware and software equipment but also provide scientists with high
performance computing services, offer distributed software licenses and also service unconventional
large-scale scientific projects. In addition to this, HPC services should be readily accessible to users
with a wide range of technical skills and easily customizable for advanced users. Resource Center
Computational Center (RCCC) of Saint-Petersburg State University will be provided as an example of
virtual workspace approach [1].

Conventional resource center often services many faculties and should be able to resolve
conflicts between user's own preferences and problem requirements. An incomplete list of common
problems includes human-machine interaction, cooperative usage of shared computational and storage
resources, prioritized provisioning of software licenses, security of experiment's data. Using such
resource center as an example it is easy to show advantages and disadvantages of virtual workspace
approach and also demonstrate its practical implications. Resource center infrastructure is discussed in
Section 2, implementation of virtual workspace is discussed in Section 3 and advantages and
disadvantages as well as performance considerations are discussed in Section 4 and 5 respectively.

2 Resource center infrastructure

Typical resource center maintains a range of clusters with possibly different topologies, a
range of special purpose computing machines (hybrid or SMP architecture) and some storage devices
all using high-speed interconnect. In case of RCCC these are: conventional T-Platform cluster, 3 SMP
machines, hybrid cluster with GPU accelerators (Table 1) and HP X9300 storage system. Cluster
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nodes are managed by CentOS 5.6 and resources are exposed by PBS (Torque with Maui job
scheduler) [2].
Table 1. RCCC infrastructure

T-Platfrom cluster SMP cluster, Hybrid cluster,
T-EDGE96 HP Proliant DL980 HP SL390s G7
HPC-0011828-001

CPU 2x Intel E5335 2.0 GHz | 8x Intel X7560 2.2 GHz | 2x Intel X5650 2.67 GHz

GPU 3 3 3x (8x) NVIDIA Tesla

M2050

RAM (Gb) 16 512-1024 96

HDD (Gb) 160 2000 120

Commutator Infiniband 20 GB/s

Total 768 TB RAM, 3 TB RAM, 2.3 TB RAM, 24 nodes,

characteristics 48 nodes, 384 cores 3 nodes, 192 cores 288 cores, 112 GPUs

Peak performance 3.07 1.7 59.6

(TFLOPS)

Although traditional infrastructure has an advantage of being simple to configure and
maintain, it also has the following disadvantages:
(1) it offers no data consolidation, that is, user who obtained experiment results using special
purpose machine should explicitly copy it to cluster access node for further analysis;
(2) private resources are restricted only to special purpose machines and are accessed in a non-
unified way;
(3) there is no easy way to adapt machine architecture to problem solved.
The aim of virtual workspace is to solve these problems by borrowing some well-established
principles of building private clouds. The key points are:
(1) usage of single storage to improve data consolidation;
(2) usage of single UNIX-based software repository;
(3) usage of virtual machine as a basis of virtual workspace;
(4) usage of private virtual clusters, conventional clusters and dedicated machines to extend
virtual workspace resource capacity in a unified way.
The configuration of virtual workspace is not as easy as of traditional resource center
infrastructure, however it is also superior to conventional setup in terms of flexibility and ease of
customization.

3 Virtual workspace approach

Virtual machine is the main building block of a virtual workspace. In its simplest form a
workspace consists of a single virtual machine connected to storage and licensed software repository.
If desired, resource capacity can be extended naturally by replicating virtual machine to form a virtual
cluster. Cluster can be owned exclusively by a single user or shared by members of a whole research
group. Moreover, considering large scale problem one can acquire resources of dedicated high
performance machine (SMP or hybrid) or conventional cluster. Resource capacity extension occurs
dynamically and acquired resources can be accessed from within single virtual machine.

Virtual machine is customized by changing its hardware characteristics and by selecting
desired operating system and software packages. Hardware characteristics include CPU cores, RAM
and virtual storage capacity and operating system can be UNIX-like or Windows (Table 2). User is
provided with restricted administrative access to update and configure operating system. Furthermore,
user can choose between command line (SSH) and GUI-based (VNC, FreeNX or RDP) access and
also select OpenVPN or announced IP option. Possibility of such flexible configuration improves
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usability without interfering with virtual machine management.
Intended virtual machine usage is summarized as follows:

¢ solve scientific problems that fit into single virtual machine resources;
access to computational resources, both clusters and dedicated machines;
store experiment's data;
develop applications (programming using commercial and open source compilers);
perform other routine tasks.
Unified access to the workspace resources is essential to achieve usability and data coherence.
Although computational resources are distributed, experiment's data remains in one place due to
automatic mounting of file system from virtual machine. Applications are launched in a unified way
by using package specific scripts taking cluster host name and job queue as arguments. In addition to
this LDAP single sing-on [3] is used to simplify user login to multiple machines and to restrict cluster
access. Organizing services in that way provides users with easy access to both research data and
computational resources.

Backup process is simplified with data residing in one place and user have an option to backup
only selected directories or the whole virtual machine. The first option is sufficient for experienced
user processing arrays of data on a regular basis and has a short backup period. The second option is
suitable for normal user who accidentally put system out of order and it also has a long backup period.
Finally, using any backup approach increases overall system ability to recover from unexpected
failure.

Virtual machine is a lively entity with constantly varying resource consumption, however it
does not implies wasting resources of low-loaded virtual machine. In such case hypervisor (VMware
in case of RCCC) dynamically migrate active virtual machines to available low-loaded physical
machines to balance overall workload [4]. Moreover, in most cases virtual machine is acquired on a
finite period of time until the research is complete, so unused virtual machines are eventually
destroyed and resources are reclaimed by hypervisor. All in all, efficiency of using virtual machines is
totally defined by operating hypervisor.

Table 2. Virtual machine characteristics

Default Maximum
CPU Intel Xeon X5760 2.93Ghz
CPU cores 4 12
RAM 4 Gb 24 Gb
HDD 50 Gb ~1Tb
OS CentOS 5.6

To sum up, virtual workspace allows dynamic control over resource consumption adapting to
the problem solved and provides coherent interface to the extended resources. If the problem is small
enough to fit resources of a single virtual machine there is no need to use clusters and problem can be
solved «in-place». If the problem is solved on the daily basis and does not fit into single virtual
machine, then private virtual cluster is the best option. Finally, if the problem is so large that it
consumes significant part of a cluster resource pool, then dedicated high performance machine is the
right way to go. This approach leaves medium-sized problems to conventional clusters.

4 Advantages and disadvantages of virtual workspace
Virtual workspace advantages and disadvantages are summarized and validated as follows.
Advantages:
(1) Universal access to high performance resources over internet (SSH, VNC, RDP)
(2) Unified access to both computational and storage resources from within single virtual machine
(PBS, file system auto mounting)
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(3) Customizability with restricted administrative rights

(4) Improved security: all data is accessed only from a private virtual machine

(5) Easy selective backup of meaningful data

(6) Resilience to unexpected failures: virtual machine can be restored from regular backup
snapshots

(7) Easy configuration of virtual machine characteristics by means of hypervisor

(8) Natural extension of resources by creating virtual private cluster adapted to problem being
solved

Disadvantages:

(1) Load balancing efficiency and resource consumption control are totally dependent on a
hypervisor

(2) Complex virtual machine configuration: creating virtual machine templates and performing
initial machine configuration consumes time when done manually and should be automated

(3) Virtual cluster interconnect performance is degraded when multiple virtual nodes reside on a
single physical host thus limiting flexibility of cluster topology configuration (Table 3)

Table 3. Crystal09 SrTiO3 test case wall clock time in minutes showing virtual cluster performance
degradation. Virtual cluster characteristics: 16 virtual machines on 4x BL460c G7, 2x Intel X5675
CPUs and 96 Gb RAM on one node, 64 cores total.

Total cores T-Platform cluster SMP machine Virtual cluster
32 84 42 35
64 66 36 48

5 Scientific application examples
Each method of resource capacity extension found efficient application area, but with different

kinds of software. First, private virtual cluster approach proved to be beneficial when using interactive
resource-hungry software like Materials Studio [5] or ADF [6]. In that case computational resources of
a single host exposed as a virtual machine are not enough for application to run smoothly, and virtual
cluster boosts its performance. Second, dedicated high performance machine approach is known to be
successful in solving large-scale problems in Crystal09 [7] (Figure 1).
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Fig. 1: Speedup of Crystal09 SrTiO3 test case running on conventional public cluster (left) and
dedicated SMP machine (right). SMP machine has better speedup (see 16 cores mark).

In that case a single application run takes more than 1 month to complete even on multi-core
SMP system with OpenMPI [8] shared memory interconnect, so running application on conventional
cluster takes even more time due to slower link or will put heavy burden on network throughput in
case of a virtual cluster. So private virtual cluster can be recommended for interactive applications
used on the daily basis and dedicated machine is the most suitable to large-scale problems and long-
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term simulations.

Performance degradation may occur when using single storage and mounted directories,
however only a simple fix is required to restore it. Degradation occurs when multiple parallel
processes of a single job simultaneously write to a mounted directory thus inevitably creating
performance bottleneck. One demonstrative example of such application is OpenFOAM [9] running
simple cavity case in parallel having each process writing multiple files into separate directories of
mounted file system (Figure 2). As was mentioned before, this bottleneck is easy to fix by modifying
PBS job script to use temporary directory of each node as a working directory and copying results
back from each node to mounted file system after computation is over.

Fig. 2: Speedup of different applications on hybrid cluster. Performance degradation occurs when
multiple processes write simultaneously to single mounted directory.

6 Conclusion

Virtual workspace hides intricacies of distributed computing behind a virtual machine to
streamline and boost scientific research work flow. It provides a convenient way of accessing
hardware and software resources using unified tools, consolidates experiment's data and offers options
to dynamically extend available resources using either private virtual cluster or high performance
dedicated machines and also public university cluster. Resources are accessed universally and in a
unified way.

Virtual workspace is a novel approach of conducting scientific experiments which
harmonically combines ideas of building private clouds with scientific software requirements and
specifics of resource center operation. Although, virtual workspace configuration requires more
human resources than configuration of conventional cluster do, it gives convenience of flexible, easily
extensible and coherent system. Finally, the problems mentioned in the paper that occurred during
workspace integration were solved thus showing RCCC as a demonstrative example of exploiting
virtualization benefits for scientific needs.
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The use of GPU for general-purpose computing is a relatively new and promising
direction. The use of GPUs as vector accelerators becomes more and more popular, but
different vendors offer their own API and languages. As a result, transition from one
platform to another sometimes requires enormous code changes. The answer to this
problem is OpenCL [1]. All major CPU and GPU manufacturers created their own
implementations for their devices. OpenCL is the open standard for parallel programming
of heterogeneous computations.

This report discusses questions on organization of computing with OpenCL. First,
we will talk about advantages and disadvantages of CPU and GPU computing. Then test
results will be shown, we will represent algorithms that have significant speedup using
GPGPU computations. At last, some examples of applications and libraries that use
OpenCL will be discussed. Special attention is paid to generation of a proper operational
environment for such heterogeneous computations. We argue that virtualization is crucial
for proper load balancing. All calculations were performed on a hybrid cluster of SPbSU
computing center. Its nodes contain a NVIDIA Tesla M2050 system that was developed
specifically as a GPGPU unit. Such devices provide substantial speedups for scientific
calculations [2].

1. Introduction

However much CPUs’ performance grows, it pales beside performance of GPUs that aren’t
encumbered with control tasks. This difference can be explained by the definition of a GPU: a
specialized device that was designed for compute-intensive tasks. Until recently GPUs were used only
for intended purpose, i.e. for graphics. But their capabilities led to the advent of a brand-new technique
— GPGPU. This technique implies the usage of GPUs for general-purpose computations.

Graphics processing units show excellent results [2] on computation-intensive problems. So,
GPUs now are considered as vector accelerators [3]. Such usage is spreading far and wide today. One
can observe a tendency of the last years when GPU manufacturers regard GPGPU as a separate branch
(a good example is NVIDIA Tesla that was designed specifically for GPGPU). New APIs and SDKs
are emerging in order to use all GPU potential. There is also a separate standard (OpenCL). In fact,
this “inappropriate” use of GPUs was evolved in one of the most promising directions.

GPGPU is not only used for scientific calculations. There are many fields where CPGPU is
applied: software developers report about interesting, sometimes unexpected projects that use the
described approach.

There are many papers that concern GPGPU researches. These works usually contain one
similar idea: computations are carried out on GPUs, a CPU only starts a task and receives results
(actually, only one core of a CPU is used). Even papers on OpenCL. These papers usually imply
computations on a single GPU. At the same time one forgets about that fact that OpenCL was
developed as a standard for computations on different platforms. And one doesn’t take into account
capabilities of up-to-date multicore CPUs in this case. That’s why CPU and GPU consolidation within
the same task is an interesting and important problem. The solution of this problem will lead to the
maximum usage of all system powers. This task was substantially simplified with the advent of the
OpenCL standard.
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2. Capabilities of OpenCL

It is known that code for GPGPU was always platform dependent. Different vendors offer
their own APIs and programming languages. So, developers usually face many problems when they
want to replace their old platform with a new one, more powerful. OpenCL is here to solve these
problems.

OpenCL is an open standard of parallel programming for heterogeneous systems [4]. It defines
C-like programming language for writing OpenCL kernels and API. It allows utilizing all
computational powers of a system: CPU, GPU and, even more, some other specialized accelerators.

OpenCL is maintained by Khronos committee. It is a relatively new standard. Its history
begins in 2008 when it was proposed by Apple.

So, what can OpenCL offer to a programmer? It provides developers with a toolkit that makes
it possible to harness all system powers. OpenCL program finds available resources, compiles
OpenCL kernels (kernel compilation is usually carried out at runtime), prepares all necessary input
data for kernels, starts calculations and receives results from devices that run kernels [4]. One should
write two programs: an OpenCL kernel and a host program. “Host” is a device that initiates all
calculations (usually CPU). The host program detects OpenCL devices, starts calculations and
retrieves results [1]. The OpenCL kernel is a code that will be executed on an OpenCL device (CPU,
GPU, accelerators). The kernel should contain a compute-intensive part of an algorithm.

3. Equipment for calculations

We used the hybrid cluster of Resource Center “Computational Center” of Saint-Petersburg
State University as testbed. This cluster is comprised of 24 nodes, each of these nodes contains 2 CPU
Intel Xeon X5650 (6 cores), 96 Gb RAM, 8 or 3 GPU NVIDIA Tesla M2050. Peak performance of
the cluster is 59,6 TFLOPS. All tests were carried out on one node of this cluster (that node was
running CentOS 6).

The key feature of the cluster is powerful GPUs that can achieve a high percentage of the peak
performance. The peak performance of the GPUs that was used is 0,5 TFLOPS [5] while the CPU
performance is only 0,075 TFLOPS. The mentioned GPU contains 448 cores that exclusively
dedicated to calculations [6]. Unlike the CPU that used MIMD technique, GPU utilizes SIMD
technique: all cores execute the same code with different data. That’s why GPU doesn’t require
complex control elements.

4. Tests

There are many software products that use GPGPU technique. In most cases these programs are
written using CUDA programming model. So, these programs can be run only on NVIDIA GPUs with
CUDA architecture.

CUDA is widely used today due to that reason that CUDA appeared earlier than OpenCL,
OpenCL implementations are relatively immature and they are less effective in comparison with
CUDA. However OpenCL in perspective seems much more advantageous variant: portability allows
programmers to avoid “vendor lock-in”, while the ability to use essentially different platforms opens
completely new horizons.

One can note: software packages that use OpenCL are still rare. Programs that harness both
CPU and GPU for active computations are very few. That’s why we chose this theme for our research.
Our main questions during this research were: is consolidation of GPU and CPU possible? Is OpenCL
effective? Which algorithms suits best for described variant? The main purpose is an investigation of
OpenCL potentials. We also examine some other aspects of OpenCL programming.

“CPU and GPU consolidation” means computations on CPU and GPU within the same task
(when CPU participates in calculations as OpenCL device). In terms of OpenCL, we want to launch on
a CPU not only the host program but also some OpenCL kernels.

And one of the first problems was load balancing. We raised the question about its efficiency.
That’s why there were two types of test programs: with load balancing and without it.
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We started from a case when our task is divided between OpenCL devices in the beginning of
programs. We assess devices performance and then split the task into subtasks and assign them to the
devices accordingly. Subtask size is proportional to the number of device’s computing units. The
obvious advantage of this method is simplicity. Moreover, we call function for data transmitting only
once for each OpenCL device. But we can estimate performance only indirectly. So, there can be a
situation when fast devices have already calculated their subtasks and idle while the slowest device is
still calculating. The dynamic balancing was proposed in order to eliminate the situation described.

The tests showed that load balancing overheads are quite small, while load balancing provides
effective resources usage. Callback functions were used for load balancing tasks (using
setEventCallback function, new function that appeared in OpenCL 1.1).

Program execution, in general case, includes next steps: retrieving list with available devices,
determining first subtask for each device, preparing environment (e.g. creating contexts and memory
objects), starting calculations on the devices, receiving results. But buffer reading invokes
asynchronously: we just put this task in a queue and don’t wait for it. We specify callback-function
instead of waiting. This function will be invoked when buffer reading is finished. It will happen only
when the subtask is computed, so buffer will store the results (tasks in a queue are executed in order of
appearance). Callback-function checks are there any other subtasks. If so, device continues working
with a new subtask. And we specify the same callback-function for the buffer reading operation. If
there are no subtasks, callback-function informs main function and the latter saves results.

Several tests were carried out. We implemented some algorithms of linear algebra. But let’s
look at two characteristic examples. In case when we calculate on GPU too simple and small task, we
can get strange results. Figure 1 corresponds to matrix multiplication. One can see that usual CPU
computes this task faster than powerful GPU (note: two 6-core processors were seen by OpenCL
program as one 12-core).

Fig. 1: “Matrix multiplication” test results

What is the reason for such strange results? First of all, one should pay attention to the OpenCL
kernel. In this example we used only slow global memory (we couldn’t use fast local memory due to
its size). The other reason is well-known problem of data transferring. In our example we had to
transfer hundred megabytes of input data to the GPU memory. This transfer consumes substantial
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time. But we have a different situation in case of CPU: the device memory is an operating memory
that is also a host memory, so there is no need for data transfer.

And the main reason is our task. The described test isn’t a good one for GPU. Matrix
multiplication is a simple task for GPU. And this is the root cause of the mentioned results. CPU can
compute this task with ease.

But let’s look at more difficult task. Next program will have the same OpenCL kernel with one
exception: we’ll calculate trigonometric expressions instead of multiplication in the cycle. The results
of time measurement for different device sets are on Figure 2.

The results speak for themselves. Now the GPU computes faster than the CPU, while 8 GPUs
computing together leave no chance to the CPU (speedup is more than 40 in case of 10000 x 10000
matrix). However, speedup achieved is not the limit. GPU can show substantially better results on
compute-intensive tasks.

Fig. 2: “Kernel with trigonometry” test results

We can draw a conclusion based on the test results: CPU can compete with GPU at some tasks.
GPU is preferred for algorithms that imply coarse-grained parallelization, compute-intensive, complex
calculations with rare data transfers between the host and the device, while CPU should calculate
computationally simple subtasks that imply big data sets processing. If one can split the initial task in
the specified groups, then CPU and GPU consolidation is advantageous.

We should also note that our tests were carried out not only on the cluster. We also ran them on
personal computers (Intel CPU — NVIDIA GPU, AMD CPU — ATI GPU) without any problems.

5. Recommendations for programmers
As a result some recommendations for OpenCL programmer is given.

1) The usage of OpenCL local and private memory. Global memory is too slow when compared
with local memory. The fastest memory is private memory. One should use as much as it
possible local and private memory. But local memory has one substantial drawback — its size.
Small local memory can’t store big data sets, so one should always remember about it when
writing OpenCL kernels.

2) Different GPU and CPU kernels. GPU kernels imply compute-intensive, complex
calculations, while CPU kernels can work with intensive data transferring.
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3) Dynamic load balancing. This recommendation seems to be excess in case of identical
devices. But when one uses different devices, this approach will lead to substantial speedup.

4) The usage of callback-functions. This convenient novelty was introduced in OpenCL 1.1.

5) Asynchronous function invocations. It should be used in order to eliminate the idle time of
devices.

6) Deep insight of the architecture of the device. This primarily concerns GPUs.

7) OpenCL should be used only for big tasks. Due to that fact that OpenCL program usually
includes kernel compilation, much preparation work, data transfers to devices, even simple
task launching will consume much time. So, one will gain only in case of a big task.

6. Conclusion

In the course of this work, it was shown that CPUs and GPUs can successfully work within the
same job, the main task for programmer is to split initial job into groups: GPU should work with
complex, intensive computations with rare data transferring; CPU can carry out simple operations on
big data sets. One should also remember about load balancing. It can be very effective in such
systems.

Tests were carried out on the hybrid cluster of Resource Center Computational Center (SPbSU).
Such clusters are representatives of the new generation of computer systems that use heterogeneous
computations. We can suppose that these clusters will soon become a de facto standard for scientific
calculations.
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This paper discusses the speedup of parallel processing in multi-core chips based on Amdahl’s law
and gives a theoretical analysis of multi-core scalability. By fact, speedup also depends upon
various factors including the inherent parallelism in the system itself, the hardware architectures of
the machines, and an OS with flexible facilities to allocate and assign processors and memory
resources [6]. And, thus this paper investigates the multi-core scalability. For asymmetric multi-
core chips, architecture using one large amount of cores and base core, that is assumed originally
for simplicity, is proved to be the optimal architecture in the sense of speedup. The potential
maximum speedup's obtained by using the architecture of symmetric, asymmetric or dynamic
multi-core are determined. The parallel fraction, performance index and the number of base core,
precise quantitative conditions, how to obtain optimal multi-core performance, are derived.

Introduction

The scalabity problems were the majority issues of the recent years and even nowaday still
play as great rolls in information technology and research goals .In the multicore era, the scalability
problem is still as an important roll. The estimation of potential speedup to be gained from parallel
processing, since then, large investments have been made in different hardware architectures.
Estimating speedup for time-critical applications is a difficult problem involving many factors and
viewpoints [3]. One view is that of computer manufacturers looking at potential markets and
corresponding software applications that affect sales, and the other is dealing with scientific
applications involving large simulations and extreme speed constraints, are also well represented.
Transaction processing applications are already parallelized, distributed over large numbers of client-
server platforms. However, these applications are “embarrassingly parallel,” running on separate
platforms, each with their own operating system (OS) [4]. That make us more necessary to estimate
the speedup issues in information technology today.

1. The Speedup Concept

Speedup S(p) — is defined as the ratio of the executing time of the best possible sequential
algorithm on a single processor to the executing time of the selected algorithm on a processor parallel
system under the assumption that both algorithms solve the same problem

Tl
Sp=—,
TP
where, T1 = algorithm execution time on a single processor, TP = the executing time of the algorithm
in a system of p processors.

2. Amdahl’s Law

Consider the case where you want to solve some computational problem. Let a -
fraction of the algorithm, which can be calculated only in series, respectively, (1 - a) - that
portion of the algorithm, which can be successfully parallelized. Then the acceleration, which
can be obtained on a system of N processors, compared with a uniprocessor system does not
exceed [1]:
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a+(1_a)

where, a - fraction of the algorithm, which can be calculated only in series, respectively, (1 - a) - the
portion of the algorithm, which can be successfully parallelized.

3. Parallelism, architecture and decomposition

Parallelism implies that a software architecture can be produced that decomposes the system
into modules such that modules can be designated as independent, implying that they may run
concurrently with other modules in the system when they are invoked [2]. The decision to invoke a
module at run-time is based upon the application requirements and software design. We note that the
software architecture for a single processor may be different from that for a parallel processor [4].

4. Amdahl’s law in Multi-core Chips
4.1 Symmetric Multi-core Chip

A symmetric multi-core chip (fig.1) involves a multiprocessor computer hardware
architecture where two or more identical processors are connected to a single shared main memory
and are controlled by a single OS instance [5-7].

Processor | | Processor | | Processor | e o o o | Processor |

A
v

. [ Memory ]

Fig. 1: Structure of symmetric multi-core chip

Under Amdahl's Law, the speedup of a symmetric multi-core chip (relative to using one single
BCE (base core equivalents) core) depends on the software fraction that is parallelizable (f), total
chip resources in BCEs (n), and the BCE resources (r) devoted to increase the performance of each
core. The chip uses one core to execute sequentially at performance perf(r). It uses all n/r cores to
execute in parallel at performance perf{(r)*n/r. Overall, we get:

1
S, = ,
p symmetric 1_ f N f *r

perfir)  perf(r)«n

where, (f)= software fraction that is parallelizable, n= the total number of BCE, r= number of BCE on
a kernel, perf(r)= performance of r number cores.

4.2 Asymmetric Multi-core Chip

An alternative to a symmetric multi-core chip (fig.2) is an asymmetric multi-core chip, where
one or more cores are more powerful than the others. With the simplistic assumptions of Amdahl's
Law, it makes most sense to devote extra resources to increase the capability of only one core [5-7].
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Fig. 2: Structure of asymmetric multi-core chip

Amdahl's Law has a different effect on an asymmetric multi-core chip. This chip uses the one
core with more resources to execute sequentially at performance perf(r). In the parallel fraction,
however, it gets performance perf{r) from the large core and performance 1 from each of the n-r base
cores. Overall, we get:

1
Sp Asymmetric = 1_ f f 3 r

perf (r) * perf (r)+n—r

4.3 Dynamic Multi-core Chip

There we can increase both the parallel fraction and the number of base core equivalents n to
enhance the speedup of dynamic multi-core chip continuously [5-7]. In sequential mode, this dynamic
multi-core chip can execute with performance perf{r) when the dynamic techniques can use r BCEs. In
parallel mode, a dynamic multi-core gets performance n using all base cores in parallel. Overall, we
get:

1
Sp Dynamic = W

i+
perf (r) n

5. Analyzing speedup of T-Platforms Cluster

We analyzed the speedup of multi-core chip based distributed computing environment,
T-Platform Cluster of the department of applied mathematics, control process , St. Petersburg State
University (tabl.1). By fact, speedup is depends upon various factors, including the inherent
parallelism in the system itself, the hardware architectures of the machines, and an OS with flexible
facilities to allocate and assign processors and memory resources [6]. We tested speedup by using the
application “Crystal”, which 1is good parallelizable on each cores of the computing
environment (fig.3).

Tablel. Characteristics of T-Platforms Cluster

T-Platforms Cluster T-EDGE96, HPC — 0011828-001
CPU 2x Intel E 5335 (2.0 GHz)
Communicator | Infiniband 20 Gb/s
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Fig. 3: Speedup testing on T-Platforms Cluster

6. Benchmarking the T-Platforms Cluster

We analyzed not only the speedup of the T-Platforms cluster, but also made testing the
performances by using the NPB 3.3 (fig. 4). The NAS Parallel Benchmarks (NPB) are a small set of
programs designed to help evaluate the performance of parallel supercomputers. The benchmarks are
derived from computational fluid dynamics (CFD) applications and consist of five kernels and three
pseudo-applications in the original "pencil-and-paper" specification (NPB 1). The benchmark suite has
been extended to include new benchmarks for unstructured adaptive mesh, parallel I/O, multi-zone
applications, and computational grids. Problem sizes in NPB are predefined and indicated as different

classes. By the problem sizes we can categorize like, as shown below [8]:
Class S: small for quick test purposes,
Class W: workstation size (for workstations),

Classes A, B, C: standard test problems; ~4X size increase going from one class to the next,
Classes D, E, F: large test problems; ~16X size increase from each of the previous classes.

6.1 Benchmark Specifications

The original eight benchmarks specified in NPB 1 mimic the computation and data movement in CFD

applications are:
five kernels
IS - Integer Sort, random memory access
EP - Embarrassingly Parallel

O O O O

CG - Conjugate Gradient, irregular memory access and communication
MG - Multi-Grid on a sequence of meshes, long- and short-distance

communication, memory intensive
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o FT - discrete 3D fast Fourier Transform, all-to-all communication
e three pseudo applications

o BT - Block Tri-diagonal solver

o SP - Scalar Penta diagonal solver

o LU - Lower-Upper Gauss-Seidel solver.

Benchmark LU
60 -
8 50 -
2 40
2 3o
= 20
,g 10
0
1 2 4 8 16 32
Number of core
Fig. 4: Test result of NPB LU Class C
Conclusion

The speed multipliers to be gained from using a parallel processor depend upon a number of
factors that may be evaluated prior to making an implementation investment. First is the inherent
parallelism of the system. This determines the potential for useful processing to occur concurrently on
a parallel processor. Second, the hardware architecture must support the ability to access memory local
to each processor concurrently as well as minimize the time for transfers between processors. Third,
the OS supporting the hardware must provide facilities to allocate and assign processor resources by a
run-time system that has been optimized to use knowledge of the software architecture. This requires a
software development environment that makes it easy to develop architectures of independent modules
with minimized communication between them, reducing overhead and idle time. It also requires that a
run-time environment be generated with knowledge of the module independence (the software
architecture), so that modules are allocated to processors, and threads assigned within those
independent modules, in a way that takes maximum advantage of parallel processor resources [5].
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This paper describes the benefits of cloud computing, virtualization, database integration and how
Database can be successfully consolidated onto a private cloud through several deployment
models. Consolidating databases onto a private cloud is typically done in one of two ways:
infrastructure cloud (server consolidation) or database cloud (operating system consolidation).
Consolidation can be achieved through server, operating system, and database consolidation, and
the higher the consolidation density achieved, the greater the efficiency. And then we evaluate two
database architectures - shared-disk and shared-nothing for their compatibility with cloud
computing. Technological advances have put shared-disk performance on par with shared-nothing,
while cloud computing and virtualization strongly favor the shared-disk architecture.

Introduction

Cloud computing is a model for enabling convenient, on-demand network access to a shared
pool of configurable computing resources or shared services (e.g., networks, servers, storage,
applications, and IT services). The key benefits of cloud computing are reduced costs, reduced
complexity, improved quality of service, and increased flexibility when responding to changes in
workload. We can choose either public or private clouds to meet these needs. However, driven by
concerns over security, regulatory compliance, control over quality of service, and long-term costs,
many choose internal private clouds. Private clouds provide the same cost and flexibility benefits as
public clouds, but they also enable to control the quality of service delivered to users. In addition,
private clouds allow better to secure data. This cloud model promotes availability and is composed of
three service models, and four deployment models.

Cloud Software as a Service (SaaS) - The capability provided to the consumer is to use the
provider’s applications running on a cloud infrastructure. The applications are accessible from various
client devices through a thin client interface such as a web browser (e.g., web-based email). The user
does not manage or control the underlying cloud infrastructure including network, servers, operating
systems, storage, or even individual application capabilities, with the possible exception of limited
user-specific application configuration settings.

Cloud Platform as a Service (PaaS) - The capability provided to the user is to deploy onto the
cloud infrastructure user-created or acquired applications created using programming languages and
tools supported by the provider. The user does not manage or control the underlying cloud
infrastructure including network, servers, operating systems, or storage, but has control over the
deployed applications and possibly application hosting environment configurations.

Cloud Infrastructure as a Service (IaaS) -The capability provided to the user is to provide
processing, storage, networks, and other fundamental computing resources where the user is able to
deploy and run arbitrary software, which can include operating systems and applications. The user
does not manage or control the underlying cloud infrastructure but has control over operating systems,
storage, deployed applications, and possibly limited control of select networking components (e.g.,
host firewalls).
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Private cloud - The cloud infrastructure is operated solely for an organization. It may be
managed by the organization or a third party and may exist on premise or off premise.

Community cloud - The cloud infrastructure is shared by several organizations and supports a
specific community that has shared concerns (e.g., mission, security requirements, policy, etc.). It may
be managed by the organizations or a third party and may exist on premises or off premises.

Public cloud - The cloud infrastructure is made available to the general public or a large
industry group and is owned by an organization selling cloud services.

Hybrid cloud - The cloud infrastructure is a composition of two or more clouds (private,
community, or public) that remain unique entities but are bound together by standardized or
proprietary technology that enables data and application portability (e.g., cloud bursting for load-
balancing between clouds) [1].

Private Cloud

Using virtualization, some companies are building private cloud computing environments
intended to be used only by their employees or designated partners. Also referred to as internal clouds,
private clouds can offer the benefits of public cloud computing, while still enabling the organization to
retain greater control over the data and process. Virtualization offers a means to consolidate
applications and servers, and changes the traditional relationship between software and hardware. The
advantage of virtualization is the realization of further consolidation and more utilization of the
systems. Virtualization enables more than one application to run on a server and the capability to
distribute multiple applications over multiple servers for resiliency. The primary driver of cloud
computing’s cost advantages is virtualization. Virtualization is the ability to create, operate and
manage computing instances independent of the underlying hardware. Virtualization delivers many
advantages but from the perspective of the cloud company, the greatest advantage is cost savings. In
these clouds, users are given access to virtual machines on which they can install and run arbitrary
software, including database systems. Users can also deploy database appliances on these clouds,
which are virtual machines with pre-installed pre-configured database systems [2-4].

Database management system (DBMS) architectures and the Cloud

Whether an application resides on a desktop or is virtualized in a cloud somewhere, when data
is used or stored, it often requires the use of a database. A database is a structured collection of records
or data that is stored in a computer system. A database relies on software known as a database
management system (DBMS) to organize, store, and retrieve data [5]. Designing a database
management system (DBMS) is an exercise in identifying and minimizing the various performance
constraints imposed by the current computing technologies. The two primary DBMS architectures are
shared-nothing and shared-disk (fig.1). Shared-nothing is the most common database architecture.
Shared-nothing databases split or partition the data so that each database server exclusively processes
and maintains its own piece of the database. Shared-disk is analogous to a single large trough of data,
where any number of database nodes can process any portion of that data. Based upon traditional
computing constraints, the shared-nothing architecture has been the price-performance leader [3]. If
your database resides in a single database, and high-availability is not a concern, then the shared-
nothing architecture is ideal. Shared-nothing can scale-up moving to a more powerful server but
scaling-out is a much more significant challenge.

The shared-disk architecture also scales-up to larger machines, but the primary advantage of
shared-disk is the ability to scale-out. Scale-out refers to running your database on multiple servers or
virtual machines. IBM’s mainframe databases IMS and DB2 use shared-disk architecture. The Oracle
Parallel Server (OPS) started as shared-disk, but they later added a shared-cache called Cache Fusion,
renaming the product Oracle Real Application Clusters (RAC). By using a shared cache, the data
sharing between nodes is much more efficient than sharing data via the disk [5].

The one fly in the ointment is that shared-nothing databases don’t work in virtualized
environments. When using a shared-nothing architecture, applications must be hardwired to specific
database servers. Those databases are then hardwired to their specific data partitions, you can’t
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virtualize them. So, while web servers, applications, middleware and storage can all exploit
virtualization, databases require a dedicated server. Since that database server is static, you must size
that server for your peak load. As a result, you’ll get the cost advantages of cloud computing at all
levels except the database level.

Figure 1: Virtualization: Shared-Nothing vs. Shared-Disk

The shared-disk DBMS relies on a cluster of identical database nodes processing a single
trough of data. These identical database compute nodes are ideal for virtualization. As a result, you can
scale your database computing elastically on demand. It works effectively with dedicated and
underutilized servers. [3].

The shared-disk database architecture is ideally suited to cloud computing. The shared-disk
architecture requires fewer and lower-cost servers, it provides high-availability, it reduces maintenance
costs by eliminating partitioning, and it delivers dynamic scalability.[7] Shared-disk databases allow
clusters of low-cost servers to use a single collection of data, typically served up by a Storage Area
Network (SAN) or Network Attached Storage (NAS). All of the data is available to all of the servers;
there is no partitioning of the data. The shared-disk DBMS architecture has other important advantages
in addition to elastic scalability that make it very appealing for deployment in the cloud [3].

Database Services on a Private Cloud

For database environments, the PaaS cloud model provides better IT services than the IaaS
model. The PaaS model provides enough resources in the cloud that databases can quickly get up and
running and still have enough latitude for users to create the applications they need. Additionally,
central IT management, security, and efficiency are greatly enhanced through consistency and
economies of scale. Conversely, with the IaaS model, each tenant must build most of the stack on their
own, lengthening time to deployment and resulting in inconsistent stacks that are harder to manage. A
private cloud is an efficient way to deliver database services because it enables IT departments to
consolidate servers, storage, and database workloads onto a shared hardware and software
infrastructure. Databases deployed on a private cloud offer compelling advantages in cost, quality of
service, and agility by providing on-demand access to database services in a self-service, elastically
scalable, and metered manner[5]. Private clouds are a better option than public clouds for many
reasons. Public clouds typically provide little or no availability or performance service-level

78



agreements, and there are potential data security risks. In contrast, private clouds enable IT
departments to have complete control over the performance and availability service levels they
provide [6].

Steps to Database Consolidation onto a Private Cloud

Building a private cloud requires the transformation and optimization of the IT infrastructure,
and that is typically executed in three steps: rationalization, architecture optimization, and
implementation of shared services.

Rationalization

IT rationalization determines the best use of IT services and reduces nonproductive
redundancy throughout the enterprise. IT departments should rationalize their technology architecture
by standardizing their service portfolio and technology stack. Through standardization, the IT
environment becomes much more homogenous, which makes it easier to manage. It also reduces costs
and complexity and increases agility [6].

Architecture Optimization

All layers of the technology stack must support service-level objectives and growth
requirements. Scalability, availability, data security, and datacenter management are only as strong as
the weakest link. Balanced technology architecture employs virtualization, consolidation, and
management automation to meet business requirements. Virtualization, for example, transforms the
typical server-to-application silo model to a multi tenancy model. The key to virtualization is not
necessarily the underlying technology, but rather the capability to abstract resources requested from
resources provided [6].

Shared Services

One can leverage shared services to reduce costs and meet the demands of their users, but
there are many operational, securities, organizational, and financial aspects of shared services that
must be managed to ensure effective adoption. Consolidation is vital to shared services, as it allows IT
to restructure resources by combining multiple applications into a cohesive environment.
Consolidation goes beyond hard cost savings; it simplifies management, improves resource utilization,
and streamlines conformity to security and compliance standards. Therefore, the next item to consider
is the level of consolidation that can be achieved in private cloud architecture [6].

First need to consider is the level of consolidation that can be achieved in private cloud

architecture.

e Server consolidation. Reduce the number of physical servers and consolidate databases
onto a smaller server footprint.

e Storage consolidation. Unify the storage pool through improved use of free space in a
virtual storage pool.

e Operating system consolidation. Reduce the number of operating system installations.
Reducing server footprint does not always provide the best ROI, but reducing the number
of operating systems will improve overall manageability.

e Database consolidation. Reduce the number of database instances through schema
consolidation. Separate databases are consolidated as schemas in a single database,
reducing the number of databases to manage and maintain.

¢ Workload consolidation. Merge the redundant databases that support business intelligence
or operational data store systems. By consolidating into a single data store, these
workloads benefit from the additional resources and scalability provided by the private
cloud infrastructure [6], [7].
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Conclusion

The paper summarizes the database requirements for cloud databases and compares the
suitability of different database architectures to cloud computing. Whether you are assembling,
managing or developing a cloud computing platform, you need a cloud-compatible database. The
shared-nothing DBMS architecture gained widespread adoption on the basis of performance and cost
advantages that no longer exist. Shared storage, with the help of extremely fast interconnects, now
delivers data to the CPU several times faster than a local disk. Consolidating databases onto a private
cloud is a new model for the delivery of database services. Private clouds consolidate servers, storage,
operating systems, databases, and mixed workloads onto a shared hardware and software
infrastructure. Deploying databases on a consolidated private cloud enables IT departments to improve
quality of service levels as measured in terms of database performance, availability, and data security
and reduce capital and operating costs. Consolidation can be achieved through server, operating
system, and database consolidation, and the higher the consolidation density achieved, the more
efficient is the data processing.
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The modern complex dynamic objects and systems are often difficult to control. Analysis of
a significant amount of information about their condition is required to select the correct control
strategy. For this analysis the decision maker should have an expert level of knowledge and produce a
series of calculations. When adding real-time requirements, there is a need to ensure additionally the
timeliness of decision making. In that case intelligent decision support system (DSS) comes to the aid.
It removes part of the work from the decision-makers: provide information about the object in
readable form and suggest ready-made decisions options [1].

In the intelligent systems design within a single software package appears some
disadvantages. Such systems should have a complicated internal structure, because their effective
work requires processing of a large amount of polytypic information. It is necessary to introduce into
the system a large amount of expert knowledge, eliminating the contradictions that arise in this
case [1, 2].

The single system has a number of major drawbacks, namely:

1. A single system will generate a large amount of data, most of which is not required
constantly. For optimization of this data producing a complex control subsystem is
required, which determines modules that need to run on the current step.

2. A single system is centralized, therefore has a low fault tolerance.

3. A single system does not scale well. When adding new features balancing problems
and conflict resolution are faced again.

4.To deploy a single system requires powerful and expensive computer, since it is
necessary to ensure high performance.

An alternative to a single software system can be a set of smaller systems that interact with
each other. These expert subsystems can be developed separately, which simplifies the design.
Subsystems are independent, so the probability of any conflicts is reduced.

The work of each subsystem starts after request of the user or other subsystem. Services are
provided to customer "on-demand", therefore special scheduling mechanism is not required. Addition
of new subsystems in the complex does not cause difficulties.

Let us define efficiency as increased productivity (improvement in one or more metrics
required for the project) at a fixed resource cost or reducing resources costs to achieve a fixed
performance.

Speaking about distributed systems, particular attention should be paid to the metric
indicator "The cost of network sharing." Precisely the necessity of the cost for slow exchanges
between nodes is a major difficulty in distributed computing. This factor becomes especially important
when the nodes are distributed geographically. Downtimes in anticipation of input data can many
times exceed the duration of the actual computation.

Needs to move in several directions to improve efficiency in the metric "The cost of the
network exchange":

= improve the quality of communications between the nodes;

= optimize procedure of initial data preparation for nodes in accordance with the

application logic (outpacing data distribution to the nodes);
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= reduce the amount of data transferred between nodes (try to divide functionality across
the nodes such a way that the largest possible amount of required data is available
locally).

The first direction has no influence on the application architecture. In such a way it is
necessary to improve any distributed system. The second, by contrast, is closely linked to the specific
logic of application and the services of system.

The third direction also depends on the specific logic, but within the subject area. Within this
direction it is convenient to use the SOA concept. [4]. Service-oriented architecture provides system
construction using loosely-coupled components and this matches the requirements of a developed
approach (Fig. 1). Also, one of the main advantages of SOA is that it is cross-platform, which allows
systems to operate in a distributed heterogeneous environment. Another advantage is high scalability,
making it possible to easily add new functionality to the system [3].

A
v

Fig.1: Structural diagram of SOA

Within service-oriented architecture intelligent decision support system consists of the
following units (Fig. 2):

. expert components;
o broker component;
(] archive.

P RN
S~

Fig. 2: Decision support system in the SOA

Expert components receive data from external sources, process them and send to the archive
for storage and potential processing by other components. They should be designed as independently
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of each other as it is possible. Overall productivity will be higher if the volume of transmitted data is
low.

Broker records information about the data that you can get within the system. If any of the
components require additional data, it sends a request to the broker and receives a link to the source.
When registering data sources incorrect description can appear and it makes the system work more
complex. The broker should be able to distinguish between the data sources to identify duplication and
also identify and fix incorrect description.

Archive is used for long-term storage of data about the state of the object. In normal
operation the components require a data for the recent short period of time. However, in some cases,
archived information may be needed. Also external customers can use the service to retrieve data from
the archive.

Using a single archive also decreases the system performance because of constant
synchronization with expert components. It makes sense to use a distributed archive (Fig. 3). In this
case, each component archives the data which coming to its input, and registers data access service at
the broker.

Fig. 3: Distributed archive

The presented architecture is good, if it a possible to design subsystems so that they have no
common input. This is difficult to actually existing DSS. Components that are stored in the archive
copies of the same data appear in the system. For fixing such duplication you can create a single
archive for such common data and organize a coherent cache for the consumers. If the data sets are
used only by one component, they are stored in its archive.

Fig. 4: Common archive for shared data
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We should remember about providing high availability of DSS. Consequently data
duplication and additional network exchanges will appear in the most important places where the
system can break down. The mission of this work is to minimize redundancy.

In the frameworks of the project, a prototype of the described system is developed. The
system is a set of expert components that can be deployed on different hardware systems. Broker
provides the interaction between users and services. Depending on the input data service component
can either run the procedure provided by the system or transfer of other components. The broker may
be distributed, that is to be deployed on different machines; the load is distributed evenly.

At this moment the system consists of three components: operation with a distributed
database, made on the basis of database PostgreSQL, searching by ID and declaration of two identical
objects in the database, searching juveniles and giving warning of their support - and the broker.

Components of the project have been developed on Java in a view of the convenience and
cross-platform development of the language. JAX-WS used to publish services (Java API for XML
Web Services).

Services are described using WSDL 2.0 — web services description language based on XML.
WSDL description contains the minimum information required to run the service. It supports SOAP,
and REST services [5]. In addition, WSDL 2.0 is a recommendation of W3C and is used by many
service providers and also it is easy to integrate external sources of services in the system. Further
work is planned for the implementation of the components necessary for the subject area. The
currently working prototype was installed on the server in St.Petersburg Electrotechnical University
“LETTI”, in the future we will map the system on cloud.
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Introduction

The BES-III experiment [1] started to take data in 2009 after a major upgrade of the electron-
positron collider BEPC-II at the Institute of High Energy Physics (Beijing, China). The experiment is
run by an international collaboration of more than 400 active members from 52 institutes in
12 countries from around the world. The main physics goals of the experiment are precision
measurements in the t-charm domain in the energy range of 2 — 4.6 GeV. The BES-III experiment has
already taken the world’s largest data samples of J/y (1.2x10° events) and ' decays (0.3x10° events),
as well as a large amount of y(3770) data and a unique sample of y(4040) data. The total volume of
experimental data is about 0.5 PB, of which about 120 TB is event summary data for physics analysis
(DSTs). This amount of data is rather large to be processed in a single computing center. Use of
distributed computing looks like an attractive option to increase the computing power of the
experiment and speed up data analysis.

The BES-III computing model

Experimental data are taken from the BES-III detector and stored as raw to the tape storage
managed by CASTOR. The maximum data rate is about 40 MB/s. After reconstruction DSTs are
produced and used in further physics analysis. DSTs are stored in a disk pool managed by Lustre and
can be accessed only from internal IHEP network. The total amount of DSTs currently is about
100 TB. Both inclusive and exclusive Monte-Carlo simulation (MC) is made for each data sample as
well. Experimental data taken with random trigger are used in the simulation to reproduce noise and
machine background individually for each run. The total amount of MC DSTs is more than 20 TB
now. The BES-III offline software is based on the Gaudi framework and runs on Scientific Linux
CERN operating system. Almost all data processing and user analysis are carried out at IHEP local
computing farm so far.

The BES-III distributed computing system

After successful deployment in the LHC experiments, Grid computing became a routine tool
for data processing in high energy physics. However, the main difficulty for widespread use of the
Grid tools developed in the WLCG project is their large scale and complexity. It is not easy to adapt
the distributed computing software which was designed for LHC experiments for use in a medium
scale experiment, and because of limited manpower, it is even more difficult to maintain. For
BES-III the situation is even worse, because very few participating sites are members of
WLCG; there are therefore few experienced Grid users and developers and little
corresponding computing infrastructure already installed. Another problem is that network
connectivity between institutes participating in the BES-III experiment is typically low. All
these considerations motivate the following approach to the BES-III distributed computing
model.

It is assumed that remote sites participate only in MC production and physics analysis,
while all reconstruction of experimental and simulated data is done at IHEP as before. If this
is the case, three operation models are considered, depending on the capabilities and priorities
of each site:
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a) MC simulation runs at remote sites. The resulting data are copied back to IHEP and then MC
reconstruction runs there. (This model is convenient for sites with no SE or with only a small one);
b) MC simulation and reconstruction runs at remote sites. The resulting data are copied back to
IHEP;

c) DSTs are copied from IHEP and other sites and analyzed using local resources. For the moment
there are no plans to develop a distributed analysis system.

Several components are necessary to implement these models in BES-III: authentication and
authorization system, production job management system, data management system and information
and monitoring system. Authentication and authorization is based on use of X.509 certificates and on
membership in the virtual organization 'bes' which is managed by VOMS from the glite software
stack [2]. For the information and monitoring system, custom tools will be developed, reusing
components of the CERN Dashboard [3]. The most challenging parts of the BES-III distributed
computing system are the job management and data management systems.

Job management system

The DIRAC (Distributed Infrastructure with Remote Agent Control) project is the most
advanced and complete Grid solution for medium-scale high energy physics experiments today [4].
This solution was designed originally for the LHCb experiment, but was later developed as a generic
product which could be used to access distributed computing resources in various communities of
users. The key point of DIRAC is its workload management system, based on generic pilot jobs.

DIRAC is adopted as a central part of the BES-III job management system. A prototype
installation of DIRAC has already been set up for BES-III, with five remote sites and the DIRAC
server running at the IHEP central site (Beijing). Users of DIRAC can also benefit from use of the
GANGA tool to manage production and analysis jobs [5]. The main problem is that not all LRMS
used at BES-III remote sites, like Condor, are supported by DIRAC yet, so new DIRAC plugins need
to be developed.

CVMFS (CERN VM File System) [6] is deployed to centrally manage the experiment
software BOSS and distribute it to the target sites.

Data management system

The data management system is a key issue when building the BES-III distributed computing
system. Of course, DIRAC has certain data management functionality, but it is not sufficient for BES-
III, taking into account that network is not stable between most of the BES-III remote sites. There are
several issues to be solved before BES-III data management becomes operational.

The first one concerns reliability of data transfer. A number of services to provide reliable file
transfer between Grid sites already exist. FTS from the EMI/gLite software stack is adopted as a data
transfer service for BES-III. The BES-III FTS server is installed at JINR, providing reliable data
transfer between IHEP and remote sites via both SRM and GridFTP protocols. Certain modifications
are made, though, to avoid using BDII and to optimize performance of data transfer.

The second issue is related to the file and metadata catalog. There are two solutions — one is
AMGA from the gLite software [7] and the other is DFC from DIRAC. Of course, the latter fits better
because integration with other pieces of the BES-III Grid is easy. Several tests were made to assure
that the performance of DFC meets BES-III requirements. The BES-III metadata schema was
implemented in both AMGA and DFC catalogs, using current data (~2x10° files) and a MySQL
backend. Configuration was optimized both for AMGA and DFC ( 8 DFC instances, max. 50 threads /
instance; for AMGA maximum 140 processes allowed). The tests have shown that with a low number
of clients AMGA queries are ~10x faster than DFC, but with a high number of clients query times
become approximately equal (see Fig.1). At the same time, DFC CPU usage rises more slowly with
number of concurrent clients (see Fig.2). As a result, both AMGA and DFC give acceptable
performance, but DFC meets more of BES-III requirements.
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Fig. 1: Performance of AMGA and DFC versus the number of concurrent clients

Fig. 2: CPU load created by AMGA and DFC versus the number of concurrent clients

The last issue concerns management of datasets. The BES-III experiment collects different
types of data, so using datasets as containers of files and metadata is very convenient. DIRAC allows
DFC queries or ‘meta-sets’ to be used, which can be considered as dynamically changing datasets. At
the same time, most of the physics tasks at BES-III require reproducibility of results of these queries,
because the total number of events is important in the data analysis. Datasets at BES-III should
therefore be static in the sense that their content is always the same. For the moment it is assumed that
dynamic datasets from DIRAC can be used provided extra instruments to assure the dataset constancy
are implemented.

Of course, to glue all these pieces into a working system one has to develop other tools which
take into account BES-III specific issues, provide a user interface and API for the job management
system etc. These tools are under development as the BADGER (BES-III Advanced Data manaGER)
project.
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Summary

The BES-III experiment has been running since 2008 and is currently the best source of data
in the t-charm domain. The amount of data is increasingly high so using distributed computing is an
attractive option to go beyond the limits of the computing power available at BES-III now. A BES-III
Grid is being constructed, based on the DIRAC infrastructure combined with experiment-specific data
management. A working prototype has already been set up which unites the computing resources of
IHEP CAS, GUCAS, Peking University, USTC, the University of Minnesota and JINR, with several
more sites planning to join. In conclusion, it is worth mentioning that Grid computing is becoming
widely used not only in big projects like the LHC experiments, but also in many medium-scale
experiments in high energy physics and even beyond. Experience gained in the BES-III Grid is
valuable to better design a yet missing universal Grid solution for medium scale projects like these.

References
[1] M.Ablikim et al., Design and construction of the BESIII detector, Nucl. Instrum. Meth A614
(2010) 345.
] http://glite.cern.ch/
] http://dashboard.cern.ch/
[4] http://diracgrid.org/

] J.T.Moscicki et al., Ganga: a tool for computational-task management and easy access to Grid
resources; Comp. Phys. Comm. Vol 180, Issue 11, (2009) ;arXiv:0902.2685; see also
http://cern.ch/ganga
[6] http://cernvm.cern.ch/portal/filesystem
[7] http://amga.web.cern.ch/amga/

88



CERTREQ: A STANDALONE TOOL FOR CERTIFICATE
REQUESTS GENERATION
AND CERTIFICATES RETRIEVING IN GRIDNNN'

Yu.Yu. Dubenskaya, A.P. Kryukov, L.V. Shamardin

Scobeltsyn Institute of Nuclear Physics Lomonosov Moscow State University
Jjdubenskaya@ gmail.com

Certreq is a standalone tool for management of certificates that are intended for authentication
and authorization purposes in the National Nanotechnology Network (GridNNN). The security
concept of GridNNN is fully based on a public key infrastructure (PKI). To be able to send any
request to services every GridNNN user has to obtain his/her personal X.509 certificate. Nowadays
certificate obtaining procedure is only partly automated. A user has to understand the certificate
issuance workflow and perform all the steps in the right order. Some of the steps are manual and
thus error-prone while the others require use of special cryptographic libraries. The main goal of
the certreq development is to provide users with an easy-to-use tool for managing their certificates
and certificate requests. Certreq tool allows one to perform the following tasks:

— create new certificate requests;

— retrieve issued certificates from the Certification Authority (CA);

— save downloaded certificates with the proper names in the proper places;
— archive previously used private keys and certificates.

Using of the certificates in GridNNN should not complicate access to the resources for the
legitimate users. Thus the key points for the certreq tool are:

— certificate obtaining does not require special skills in PKI and its specific
implementations in Windows and/or Unix operating systems,
— certificate obtaining is as automated as possible.

Certreq is available in two implementations: a command-line tool that could be useful for the

Unix users and a tool with a graphical interface for Windows users.

1. Introduction

The main target of the Russian grid project (GRID for the National Nanotechnology Network
GridNNN [1, 2]) is to provide scientists with a comfortable and secure access to supercomputer
resources. The security concept of GridNNN is fully based on a public key infrastructure (PKI) [3]. A
personal X.509 certificate [4] must be created for every user. This certificate must be present
whenever a user wants to request any data or to execute a computational task.

Use of PKI as a base for authentication and authorization along with the incontestable benefits has
also some disadvantages. First of all it is about the usability issues that have been a concern for users
and administrators of GRID computing for the past several years. Ideally GRID environment should
provide its users with seamless and easy access to every resource that they are authorized to use. In
practice an end user may come across a formidable obstacle trying to work with certificates. The fact
is that obtaining and management of the X.509 certificates requires deep understanding of the basic
concepts of the PKI: a private key, a certificate request, a certificate, a registration authority (RA) and
a certification authority (CA), a digital signature and so on.

The certificate obtaining procedure is described in the international standards and is a common
one. To get the certificate, a user has to:

- generate a certificate request and send it to the CA;

- pass the registration procedure (directly in CA or through the RA): confirm his/her
identity, and prove to have possession of the private key associated with the public key
requested for a certificate;

- download certificate on his/her personal computer (PC).

! Partially supported by RFBR (Grant No 11-07-00434-a).
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There are some additional requirements and restrictions that are specific for the current
implementation of PKI in GridNNN:

- aprivate key and a certificate request must be generated on the user's PC;

- aprinting form of the request must be prepared and brought to the RA;

- aprinting form of the request must contain key modulus;

- auser must put his handwritten signature on the printing form of the request.

The situation is aggravated as the certificate obtaining procedure in GridNNN is only partly
automated. Gathering of the user data and request generation are performed in several steps. At first a
user is asked to fill the special form on the CA web server. As a result a partly filled printing form of
the certificate request and a request generation script are prepared. Next a user has to run the script on
a Unix computer. After that a prepared request should be sent to the CA, and the key modulus should
be written into the printing form. Thereby filling of the printing form of the request with the key
modulus is manual and thus error-prone.

Moreover everyone who wants to get a certificate is expected to be an experienced PKI user:

- To prepare a certificate request correctly a user has to understand the certificate issuance
workflow and perform all the steps in the right order. Otherwise there is a good chance to
visit RA twice or to accidentally delete a private key. As for certificate it's possible to
download it again from the CA web server but the private key is kept on the local machine
only and can not be restored in such an easy way.

- Standard request generation step requires use of the OpenSSL [5, 6] cryptographic library
on Unix computer. Many users use Windows operation system (OS) and have no special
cryptographic software (like OpenSSL) installed on their PCs by default. So a user is
either expected to have access to the computer with Unix-like operating system or to have
enough skills to generate a certificate request on Windows by some non-typical means.

All these tends to complication of the access to the GridNNN resources for the legitimate users
(especially for the newcomers). So there is a need to develop a tool that will facilitate management of
certificates and certificate requests for GridNNN users and thus will help to improve overall system
usability.

2. Certificates management for GridNNN: points to improve

Summarizing the above mentioned GridNNN features, we can distinguish two main points in the
certificate obtaining procedure that can be improved:

a. Automation of the certificates management.

b. Cryptography hiding.

Automation includes the following ideas:

- The certificate request handling procedures: gathering of user data, key and request
generation, preparing and filling of the printing form, request uploading to the CA should
be done automatically at one step.

- Similar, the certificate handling procedures: downloading of the issued certificate,
replacement of the obsolete certificate and private key with the new ones, archiving of the
previous credentials (if needed) should be done automatically at one step as well.

The overall idea of the cryptography hiding is that the certificate obtaining should not require
special skills in PKI and its specific implementations in Windows and/or Unix operating systems. All
the cryptographic operations should be unnoticeable for the user. It means that the user should neither
install any cryptographic library nor execute directly any cryptographic command.

Surely the balance of security and usability is a main point for every complex system. Introducing
of the new tool should not reduce the overall security of the Grid network. Another important aspect to
be kept in mind is that the proposed solution should not require modifications of the existing
infrastructure. Total change often tends to total inability to work for a long time. So it is preferable to
perform the minimal changes.
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3. A tool for certificates management: certreq

3.1. Description

In this paper we present a certreq - a standalone tool that is intended to facilitate management of
certificates and certificate requests for GridNNN users. Also certreq is fully compatible with the
existing infrastructure: the CA web-server is not affected, and all the changes only concern a
certificate handling on the user's PC.

One of the benefits of the certreq design is that no installation and/or configuration are needed.
The program is distributed as an archive. To get the program working, one only needs to:

- download a program archive;
- unpack it on the local computer;
- run the program file: certreq.py (on Unix) or certreq.exe (on Windows).

3.2. Functionality

Certreq functions could be divided into three separate blocks:

a. certificate requests management functions;
b. certificates management functions;
c. export/import functions.

Certificate requests management functions are executed at one step and include:

- generation of the new certificate request;

- preparation and filling of the printing form of the request;

- certificate request uploading to the CA.

Certificate management functions are executed at one step as well and include:
searching for the issued certificate on the CA web site;
retrieving of the issued certificate from the CA;

- archiving previously used private key and certificate;
saving of the downloaded certificate to the proper location under the proper name.

Export/import functions:

- export of the private key and certificate in PKCS12 file;

- import of the private key and certificate from PKCS12 file.

The export/import functions are needed to copy/move a private key and a certificate from one PC
to another. One the first PC a user should run "export" function of certreq to prepare a file in PKCS12
format. Then this file should be copied/moved to the second PC where "import" function of certreq is
needed to be executed.

3.3. Modes of operation

Certreq tool is available in two implementations: a command-line tool that could be useful for the
Unix users and a tool with a graphical user interface (GUI) for Windows users. On Windows
command-line tool is also available but is not frequently asked-for. The GUI is arguably simpler and
much more user-friendly for end users than a complex command-line interface. Every user action is
accompanied with the extended commentaries. All the messages in GUI are localized. A graphical
interface for Unix in not implemented yet but this task does not seem to be insuperable and could be
done if there would be any demands. An example of a certreq GUI is shown in Fig.1.

Command-line interface is intended for administrators and advanced users. As opposed to the
graphical interface, a command line interface is not localized and uses the English language for all the
messages. This is done especially for those Unix users who prefers C or en locale. Command line
interface is available in two modes:

- Interactive mode;
- non-interactive mode (all parameters are set via options).
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In the interactive mode
command line interface has the
same functionality as the GUI but
is less user-friendly. On the other
hand it does not need any GUI
support in the OS and could be run
on Unix computers without any
windows manager installed.

The non-interactive mode
could arouse interest among those
administrators and advanced users
who prefer to write batch scripts
for certificates management.

3.4. Command line options

All the command line options
could be divided into three blocks
according to the appropriate
certreq functions: options for
request generation, options for
certificate retrieving and
export/import options. For each
block there is at least one main
option used to indicate that the
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appropriate function should be
executed.
Fig.1: Graphical user interface of certreq
Option | Description | Comments

Options for request generation

--genr Create a new certificate | The main option. Required for request
request. generation.
--host Create a host request. Optional. By default a user request is
created.
--upload Upload request to the CA. Optional. By default a request is

created, stored on the user's PC but not
uploaded to the CA.

--CN=Ccommon_name CN of a user or of a host.

Required if "--genr" option is used.

User name of a user or of a
host administartor.

--username=user_name

Required if "--genr" option is used.

--ou=organization_unit Organization unit.

Required if "--genr" option is used.

E-mail of a user or of a host
administartor.

--email=user_email

Required if "--genr" option is used.

Phone number of a user or of
a host administartor.

--phone=user_phone

Required if "--genr" option is used.

--password=user_password | Password.

Required if "--genr" option is used.

Options for certificate retrieving

--checkcert Retrieve issued certificates | The main option. Required for
from the CA. certificate retrieving.
--rewrite Save downloaded certificate | Optional. By default a certificate is

to the default location.

saved on the local computer to the
temporary location and the existing
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credentials are not overwritten.

--reqname=file_name

Check if certificate for the
specified request has already
been issued and if so
download that certificate.

Optional. By default certreq with
"--checkcert" option will look for
certificates for every request found in
the user's home directory.

Export/import option

--export=file_name

Export certificate and private
key to the pkes12 file.

The main option. Required to perform
export of the user credentials to the
file.

--import=file_name

Import certificate and private
key from the pkcs12 file.

The main option. Required to perform
import of the user credentials from the

file.

3.5. Implementation

Command-line part of the certreq tool is written in Python language [7, 8]. Python is a scripting
language and some of its advantages go very well with the task concerned. On Unix the tool is
distributed as a non-compiled script. Python is installed by default on most Unix systems. For
Windows we provide already compiled executable file. So neither Unix nor Windows users have no
need to perform any compilation. Moreover even the configuration is done in advance and is hidden
from the user.

The base cryptographic functionality is provided by OpenSSL [5, 6] - the open source tool that is
generally used to manipulate X.509 certificates as part of Grid certificate management practices.
Certreq uses M2Crypto library [9] - a Python interface to OpenSSL's cryptographic functions.

Py2exe [10] was used to prepare certreq.exe file for Windows. The result of the py2exe work is a
specially prepared archive that contains the program itself, and the needed parts of the M2Crypto
library and the OpenSSL tool. A user will treat this archive as a regular executable file.

The graphical user interface (GUI) was developed using C++.

4. Discussion

Alternative to the proposed solution is a CA with highly functional web-interface. As an example
of such a CA, OpenCA [11, 12] project can be considered.

Advantages of the alternative solution:

- Web-interface has a wide functionality to create certificate requests and download issued
certificates in the interactive mode.

- The only program a user should install on his/her PC is a web browser.

- Server-side checks of the user data ensure compliance with the certificate policy.

Disadvantages and restrictions of the alternative solution:

- By security reasons there is no possibility to automatically put an issued certificate to the
default location on user's PC.

- Some servers do not provide any interface for non-interactive requests. Others does not
support working with the command-line interface via network (only from the local
computer).

- In GridNNN the solution would imply modification of the existing CA implementation
and thus is beyond the scope of this work.

The latest restriction is the main reason why the alternative solution could not be applied in our
case as the initial task was to increase comfort and usability of the GridNNN within the bounds of
existing infrastructure.

S. Conclusion
Certreq is a standalone tool for management of certificates and certificate requests for GridNNN
users that is intended to facilitate management of the certificate requests and certificates:
- After request generation the printing form is prepared and filled while the request is
uploaded to the CA.
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- Certreq automatically checks all the actual user requests and downloads issued
certificates.

- There is no need to install any cryptographic library and/or other programs. Certreq is
distributed as an archive that already contains all the needed tools and libraries.

Usability improving is achieved by automating some manual operations and the total system
infrastructure is not modified.

This tool was initially developed for GridNNN project. Besides common PKI operations, the tool
takes into account some specific for GridNNN features and rules (like default file locations and
certification policy). With minor configuration changes it could be used in other GRID projects, e.g. in
WLCG/EGEE/RDIG [13, 14]. With a little bit more changes (with switching off all specific to GRID
functions) it can be applied to any system where X.509 certificates are used.
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The Romanian scientific computing infrastructure is currently evolving from the
implementation phase towards increasing the efficiency, the quality and diversity of the services it
offers, and adapting to the support of new, multi-disciplinary applications. Most of the grid and
HPC activity is related to the topics investigated by research consortia engaged in European and
international collaborations. In this framework, the department of Computational Physics and
Information Technologies (DFCTI) at IFIN-HH provides resources, monitoring services and
coordination for the distributed computing system that sustains these cooperative activities.

This article presents recent advances in improving the grid and HPC services that DFCTI
delivers to the national and international scientific community, in connection with the projects it
takes part in.

Relevant examples are drawn from the contribution to the WLCG collaboration and the
related bilateral cooperation with IRFU/CEA [1] in the framework of the computational support
for the LHC experiments, or the participation in the implementation of the High-Performance
Computing Infrastructure for South East Europe’s Research Communities (HP-SEE project [2]).

Important steps were made towards developing the computing environment for data
analysis in high-energy physics and biophysical simulations. Scalable solutions were designed and
implemented for improving the transfer, processing and storage of large datasets at the Tier2
centers that participate in the computing support of the ATLAS experiment at LHC-CERN.

Also, an integrated system for modeling, production runs, and data analysis of complex
biomolecules was developed for the molecular dynamics simulations performed in the framework
of the HP-SEE infrastructure.

A significant contribution to the performance management of the grid system came from
the NGI-independent set of tools implemented for monitoring the data transfer and storage efficacy
in the resource centres.

Finally, the strategy for adapting the infrastructure of the National Grid for Physics and
Related Areas - GriNFiC [3] to the requirements of new scientific collaborations is shortly
reviewed.

Introduction

During more than two years since the end of the EGEE projects [4] and the foundation of the
EGI [5], the national computing infrastructure for science has continuously evolved in terms of
resources and service quality, towards supporting an increasing number of research communities and
the reaching of its sustainability. Currently, the grid infrastructure contributes to the computational
support of several international experiments in high-energy physics, regional collaborations, and
national R&D projects. Also, many research activities developed in major institutes and universities
are sustained by medium-size HPC centres, some of them being organized in a consortium that takes

" This work was partly funded by ANCS under the contracts no. 8/2012— PNII-Capacities-M3-CERN, C1-
06/2010-IFA, and from the Hulubei -Meshcheryakov collaboration, JINR Order 82/06.02.2012.
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part in the implementation of the network of advanced computing resources for the research
communities in the region of South Eastern Europe (SEE) [2].

After shortly presenting an overview of the national infrastructure for scientific computing and
of the partnerships it supports, this paper focuses on the grid and HPC activities carried out within
DFCTU/IFIN-HH for ensuring the operation and monitoring of its resource centres, together with the
contribution it provides to the coordination and development of consortia that participate in regional
and international collaborations.

2, National infrastructure for advanced scientific computing

The grid infrastructure was built between 2004-2009 through various independent projects
funded by the National Authority for Scientific Research (ANCS) [6], and with support from the
EGEE [4], and SEE-GRID [7] FP6 projects. It was subsequently upgraded between 2010-2011 by
means of the EU structural funds under the Sectoral Operational Programme for Increasing
the Economic Competitiveness, which is co-funded by the European Fund for Regional
Development.

The infrastructure for grid production currently counts 10 certified and active sites, which are
connected to the 10 Gbps backbone of the national research and education network — RoEduNet [7]
and provide more than 6200 cores and a total disk capacity of 1.8 Petabytes to various research
communities in physics, environment and earth sciences. All the production sites use gLite 3.2 or EMI
middleware and can be monitored centrally by EGI. Two sites involved in the ALICE collaboration
use the AliEn middleware [8] as well. Besides the production grid, testbed prototypes using different
middleware were developed, such as the Globus-based system for real-time management of distributed
databases presented in [9].

Due to the important role played by the community of high-energy physicists since the early
days of the implementation of the national grid, most of the activity is dedicated to the international
collaborations in elementary particle physics that are related to the LHC — CERN experiments [10].
The virtual organizations (VOs), the collaborations they support, the number of supporting sites, and
the percentage of the total grid activity realized between 07.2011-06.2012, as recorded by the EGI
portal [11], are listed in Table 1 below:

Table 1: Virtual organizations actively supported by the national grid infrastructure

VO Collaboration supported No. of sites | % of total
alice ALICE experiment [12] - LHC 3 54.94%
atlas ATLAS experiment [13] - LHC 4 39.64%

lhcb LHCb experiment [14] - LHC 3 3.87%
envirogrids.vo | FP7 enviroGRIDS project [15] 1 0.55%

.eu—egee.org
gridifin RO physics & related areas [3] 1 0.37%
see Multidisciplinary, regional (six 2 0.26%
countries from SEE) [16]

seegrid SEE-GRID project community 1 0.19%
hone H1 experiment [17] - DESY 1 0.17%

During the 12-month interval specified above the production centres have run more than 117
million HEPSpec06-hours [18] for processing more than 15 million jobs.

The second component of the Romanian advanced computing infrastructure consists of
medium-size HPC centres which are distributed in the main academic and research institutions and
connected to RoEduNet. Many of these centres, which were developed through funding from national
and/or European sources, are located in the same data centres as the grid sites and are operated by the
same technical staffs.
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The main contribution to the HPC infrastructure comes from 10 parallel computing systems
(one BlueGene/P supercomputer at the Western University of Timisoara (UVT) [19] and 9 medium-
size clusters), which are hosted by three R&D institutes and five universities. In total, more than 8,000
cores and approx. 50 Tflops Rpeak are made available in these centers for specific applications of the
scientific computing in various research fields, such as Computational Physics, Computational
Chemistry, Astronomy & Astrophysics, Life Sciences, Meteorology and Environmental Sciences.

3. Computational support for research in DFCTI

DFCTT represents a key component of the research infrastructure of IFIN-HH, providing
computing resources and services for the scientific research in the fields of numerical modeling and
simulation of physical phenomena. Its mission of is twofold: a) to manage, operate and develop the
computing infrastructure of the institute, providing reliable technical support for national and
international scientific collaborations; b) to perform scientific R&D in areas that require the
application of numerical methods of investigation.

The department conducts studies on modeling and simulations of complex systems, algorithms
development, computing optimization, and the investigation of topics of current interest in condensed
matter physics, computational biology, and subnuclear physics. Due to the interdisciplinary character
of its research activities, the team involves specialists with different professional backgrounds, such as
physicists, computer scientists, engineers in various specialties, and programmers. The team
participates in various national and European R&D and infrastructure projects on Grid and HPC, and
collaborates with research groups from EU, USA, and JINR-Dubna.

DFCTT hosts, develops and operates one of the most important IT infrastructures in the
country, which is dedicated to the support of the scientific research and of the large scale international
collaborations in which the institute takes part. Its technical staff administrates two EGI-registered grid
sites (RO-07-NIPNE — that provides resources to the alice, atlas, and 1hcb VOs, and RO-11-
NIPNE - which serves the LHCb experimental group), the main site of the National Grid for Physics
and Related Areas (GriNFiC) — GRIDIFIN [3], and four HPC clusters. All these resources are hosted
in two main and one secondary data centers, as depicted in Figs. 1 and 2 below.
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Fig. 1: Topology of the grid clusters hosted at DFCTI
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The grid sites are connected to RoEduNet through a dark fiber link currently providing a
bandwidth of 10 Gbps, and two backup connections of 1 Gbps each. The workernodes of the main site,
RO-07-NIPNE, are distributed in two locations, being connected to two separate switch stacks that
intercommunicate through 2x10 Gbps links. The site currently contributes to the WLCG collaboration
with more than 1450 processing cores and 400 TB storage capacity. It uses gLite 3.2 middleware,
two CREAM-CE Computing Element servers (of which one is dedicated to alice), PBS/TORQUE
queuing system with MAUI job scheduler, and a DPM/SRM Storage Element (SE) with 15 DPM disk
Servers.

The development of the HPC infrastructure started in 2006 and benefited of the cooperation
with LIT-JINR within the Hulubei-Meshcheriakov programme (2005-2013), project Optimization
Investigations of the GRID and Parallel Computing Facilities at LIT-JINR and Magurele Campus
[20]. Today this infrastructure encompasses two major clusters, IFIN_BC and IFIN_Bio, in Infiniband
and Myrinet 2G technology, respectively, and two smaller test clusters, Myr (Myrinet 2G) and Teo
(Gigabit Ethernet), which are connected to the grid network as depicted in Fig. 2 below.

Fig. 2: Schematic representation of GRIDIFIN and the four parallel computing clusters

The main parallel cluster, IFIN_BC, is a heterogeneous IBM Blade Center system dedicated to
molecular dynamics simulations and testing of parallel software applications within the computational
biology collaborations. The system supports a few MPI implementations (MVAPICH, MVAPICH2,
OpenMPI), and is endowed with specific software tools, such as CHARMM [21], NAMD [22],
Gaussian [23], VMD [24], etc. Its hardware configuration is described in Fig. 3.

Server type: IBM QS22 IBM LS22 IBM HS22 Total
CPU IBM PowerXCell 8i | AMD Opteron 2376 Intel Xeon X5650
Clock frequency 3,2 GHz 2,3GHz 2,67 GHz
Core no. / cpu 1x PPE + 8x SPE 4 6
Cache level2/cpu 512 KB 512 KB 6x256 KB
FSBfrequency 1066 1000 3200 MHz
HDD / node 8GB SSD 76/ 146 GB SAS 500 GB SAS
RAM / node 32GB 8GB 24/36/48
Total RAM 512 GB 80 GB 21x24+23x36+12x48 GB | 1908 GB
Nodes total 16 10 56 82
CPUs total 32 20 112 164
Cores total 32x PPE + 256x SPE 80 672 1040
Interconnects Infiniband 4x QDR 40 Gbps

Fig. 3: Structure of the IFIN_BC cluster

The infrastructure of advanced computing is used by the DFCTI researchers for:

e Simulation and modeling of large biomolecular systems (like, for instance, G Protein-
Coupled Receptors) by means of molecular dynamics codes (e.g. NAMD), in collaboration
with the Faculty of Biology at the University of Bucharest;
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® Modeling drug - efflux pump inhibitors interaction dynamics, in the framework of the project
Activity modeling and simulation of efflux pump inhibitors based on advanced laser methods
(collaboration with the National Institute for Laser, Plasma and Radiation Physics);

e Studies on the dynamics of Bose-Einstein condensates, in collaboration with the Institute of
Physics Belgrade (IPB);

® Ab-initio investigation of charge transport in nanostructures, in collaboration with the Physics
Faculty at the University of Bucharest.

4. Participation in large-scale collaborations
DFCTI currently coordinates two national consortia:

o the Romanian Tier-2 Federation RO-LCG - consortium that participates, since 2006, to the
WLCG collaboration with CERN, and

e the Joint Research Unit for High Performance Computing and Supercomputing — a
consortium of four institutions which was founded in 2009 in preparation of the HP-SEE
partnership.

IFIN-HH and three of its RO-LCG partners, the Institute of Space Science (ISS), the National
Institute for R&D in Isotopic and Molecular Technologies from Cluj-Napoca, and the 'Alexandru Ioan
Cuza' University of Iasi, provide more than 4,800 cores and 1.8 PetaBytes storage capacity for
thousands of particle physicists within the ALICE, ATLAS and LHCb collaborations. Since 2010,
more than 24 million LCG jobs were processed within RO-LCG, running 200 million HEPSPEC06-
hours, a result that ranks it in 10" place among the 33 national Tier-2 contributions to WLCG.

DFCTT and its partners in the HPC consortium (UVT, ISS, and ‘Politehnica’ University of
Bucharest) have concluded a memorandum of understanding regarding the development of the
national infrastructure for HPC and supercomputing, on the basis of which they participate to the HP-
SEE [2] project (FP7-RI1-261499, 2010-2013).

The goal of the project, which is coordinated by GRNET — Greece, is the implementation of a
common, integrated HPC infrastructure for 13 countries that lie in a wide region between Hungary and
Caucasus. Its main objectives are:

e Linking the existing and upcoming HPC facilities of the partners in the integrated
infrastructure, and providing operational solutions for it

® Opening the HPC infrastructure to a wide range of user communities in the region, providing
advanced capabilities to researchers, with an emphasis on strategic groups in Computational
Physics, Computational Chemistry and Life Sciences

e Ensuring that all participating countries in the region have access to latest HPC facilities in
Europe (including PRACE [25]), if necessary

¢ Ensuring the long-term sustainability of the infrastructure.

At present, there are 11 HPC centres integrated in the regional infrastructure. They provide
resources for 26 software applications that are supported within the project and run in the HP-SEE
infrastructure, which was recently open to access by new research communities through a pilot call.
Grid middleware is used in in order to hide the various ways of accessing HPC sites provided by the
local resource management systems.

Within HP-SEE, DFCTI coordinates the Computational Physics Virtual Research Community
and the Virtual Research Communities support activity. Also, the department contributes with two
parallel clusters (IFIN_BC and IFIN_Bio) to the regional HPC infrastructure, and participates to the
software development in the field of the simulation and modeling of large biomolecular systems.

5. Grid monitoring in RO-LCG

Within the RO-LCG consortium, the monitoring is provided at 4 levels: 1) utility and support
equipment (electric power, UPSes, cooling, etc); 2) data traffic on main switches/routers; 3) service
availability; 4) grid activity: jobs, consumed cpu time, data traffic on the main servers of the grid
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cluster. Various proprietary, open-source, and/or in-house developed software solutions are used in the
RO-LCG centres for performing the local monitoring at the levels 1, 2 and 4 above. Most of the tools
can alert the technical staff in case of malfunction, for fast intervention.

In the case of RO-07-NIPNE, the monitoring and accounting of the grid activity is presented
on a common web interface (http://www.nipne.ro/RO-07-NIPNE.html), which displays the number of
jobs running or pending for different VOs and job types (production, analysis, etc.), the accounted grid
production on each job type, and the traffic recorded on the interfaces of the main servers (storage
element, grid gateway, etc.).

In order to increase the availability of the of the grid services provided by RO-LCG, a more
reliable availability monitoring service than the one provided by the Romanian NGI became
necessary. The service availability monitoring (SAM) system was duplicated at the GriNFiC’s scale
[3]. Within the new system SAM tests are provided by GRIDIFIN through the i fops VO (which is an
equivalent of the EGI’s ops VO, adapted to the monitoring of all the GriNFiC’s sites, including those
of RO-LCG). The results of the tests are transferred to WMS and published by Nagios.

Fig. 4: RO-LCG monitoring desk

Web interfaces for individual and global display of the results of the SAM tests for RO-LCG
sites were developed. The individual web interface allows to track of the availability history of a given
site for arbitrary periods of time, taking the results from a database which is fed from the Nagios’ log.
The global display represents a monitoring desk of the status of the services provided by all the RO-
LCG sites during the last 24 hours, and is updated every 5 minutes (Fig. 4).

The ifops — SAM system allows performing the tests frequently enough to take corrective
measures in good time in case of incidents. Also, a better understanding of the reasons and magnitude
of some grid incidents is achieved by comparing the results of the ifops tests with those of the ops tests
performed by NGI and published on the EGI monitoring portal.

6. Large data management in RO-LCG

The grid sites that run atlas analysis jobs can experience specific problems during the
concurrent transfers of large files in the external or internal network. The external connectivity can be
affected by the transfers of input files for data analysis, the sending of large job logs and result files
from SE to the users, and the sending of the simulation results from SE to the Tier-1 centres. Also, the
bandwidth of the internal network is considerably consumed during the transfer of large input files for
analysis from SE to the workernodes. In a fixed bandwidth configuration these problems are expected
to grow with the size of the site.
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Solutions for improving the efficiency of the analysis sites were proposed within the bilateral
collaboration with IRFU/CEA on Efficient Handling and Processing Petabite Scale Data for the
Computing Centres within the French Cloud (HaPPSDaG project) [1].

The running of an increasing number of atlas analysis jobs required a scalable configuration
for handling the concurrent data transfers between the SE and the workernodes. A financially
convenient solution was the stacking of switches, as shown in Fig. 1, which can provide the required
minimum bandwidth when the number of simultaneous file transfers grows. This allows to preserve
the scalability of the cluster, by increasing the bandwidth available for data transfer at a constant rate
whenever the storage capacity is upgraded. Moreover, the method offers advantages over a fixed
large-bandwidth network (e.g. 10 Gbps), because it allows to exceed this threshold without significant
expenses.

7. Towards an integrated HPC infrastructure in SEE

One of the important objectives of the HP-SEE project is to make the multiple HPC resources
in the region accessible to the scientific communities in a convenient way for the users.

The application ISyMAB [26], developed at DFCTI, achieves this goal in what regards the
modeling and data analysis of complex biomolecules. The application provides a remote access
framework on molecular dynamics clusters which offers the users an integrated interface with analysis
tools.

The user with access rights can launch jobs through PBS and execute shell scripts on various
parallel computing systems in the HP-SEE infrastructure.

Fig. 6: ISyMAB user interface offering the choice of working on IFIN_BC or PARADOX cluster

Fig. 6 above presents the interface through which the user can launch jobs on two different
systems, IFIN_BC and the PARADOX cluster at the Institute for Physics in Belgrade. The working
directory of the user on any cluster can be synchronized with the ISyMAB directory using the Sync
buttons.

Facilitating the communication between the user and the remote computing system, ISYMAB
1s particularly useful for the repeated checks of the setup process (e.g. with CHARMM), the physical
interpretation of the results (e.g. with VMD) at the end of the heating phase (simulated e.g. with
NAMD), and the repeated checks of the system stability in the production stage.

8. Prospects

The long-term grid strategy will be focused on increasing the efficiency of the management
and operation at the central and site level. The time of adoption of new procedures and new computer
architectures will be considerable shortened, and redundant activities will be avoided, preserving the
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costs and manpower within reasonable limits. The monitoring and accounting system provided by
GRIDIFIN will further be maintained and developed, ensuring the independence on the funding from
external Grid projects.

A greater resilience in solving the RO-LCG and GriNFiC problems is expected to be obtained
through the adoption of virtualization in the management of the Grid sites and the access to new
interfaces towards public and/or private clouds. The technical staff will closely follow the
development and implementation of the Helix Nebula initiative [27], due to the potential it has for the
particle physics community (ATLAS - distributed analysis), and also for other collaborations that are
of interest for RO-LCG partners, such as ESA (ISS), and ELIXIR [28] (to which Romania intends to
participate with a consortium that includes IFIN-HH).

Providing HPC support for large scale, long-term international collaborations to which
Romania will participate, such as ELI-NP [29], ITER/EURATOM [30], and FAIR-GSI [31], will be a
priority, together with the connection to the European partnerships regarding the high-performance
scientific computing infrastructure, such as PRACE.

9. Conclusions

As coordinator of the RO-LCG Federation, of the national consortium that participates in the
South Eastern European HPC collaboration (HP-SEE), and of the National Grid for Physics Research
and Related Fields (GriNFiC), DFCTI significantly contributes to the support of the computational
science at national and international levels.

Running long-term infrastructure projects with a considerable number of partners necessarily
requires appropriate technical measures for handling the ever increasing resource needs of the user
communities, while preserving the high quality of the provided services. These problems can
successfully be solved through the implementation of scalable hardware solutions and of software
tools for increasing the reliability and decreasing the incident response time.

The positive results obtained in this respect at DFCTI and the experience acquired during the
last few years allow the successful continuation of the existing long-term projects and the participation
to new large scale collaborations in computational science.
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Every IT system should be configurable. Working station, personal notebook, high performance,
grid, cloud or other cluster need to have state which was design for this system. There are different
software products to provide a possibility to construct the IT infrastructure, update and change
their state. CFEngine, Puppet, Chef, and some other open source projects are available for usage.
Special interest for IT system configuration platforms is coming when organization tries to realize
ITIL (Information Technology Infrastructure Library) recommendations. Automatisms, system
administration, policy-based management, flexibility and scalability — these terms are on top of the
idea configuration management for IT systems. At the same time, there are some additional efforts
for the system administration to switch from direct management of their systems into indirect
management by using configuration management tools. Open source project cfeditor has the idea
to provide IDE for the system programming based on the configuration management tools. A
current version includes syntax for the CFEngine version 3, but other platforms are also in plan.

Motivation

This paper is devoted to software configuration, not to hardware. Before speaking about
configuration, let’s refresh activities to create software product and try to analyze what can be
improved. Software development cycle can be seen as three groups of activities:

1. Development
2. Maintenance
3. Operations

A first group is about to create a software product according to defined release cycle
procedures. These activities are area of responsibility system or application programmers and normally
do not associated within system administration.

A second group is about how to bring created software into the working environment. This is
clear one from the system administration activities. It has connections with software development
release cycle and includes modifications (changes) to correct software system attributes. Some of the
attributes are: faults, reliability, availability or downtime for software system.

The way software is operated varies from system to system. However there are two activities
that occur during most software operations: user support and reporting problems. Where under user
can be end user or operator and may require direct assistance from experts in the development or
maintenance teams, or by help desks. Users should document problems in for of Software Problem
Report.

Some of the software maintenance and operations can be done without direct influence from
the system administration team, by using other software tools. One group called configuration
management tools, provides platform to manage IT systems for system administration team.

Normally, system administrators (sysadmins) are doing scripting, and from such a perspective
can be considered as a system programmer. Tools to help organize working process for software
developers can be also included into the arsenal of system administration.

104



Policy-based management

There are several different types or styles of how the systems can be managed. One is called a
policy-based management. This is an administrative approach that is used to simplify the management
of a given endeavor by establishing policies to deal with situations that are likely to occur.

Policies are operating rules governing the choices in behavior of a system. That can be
referred to as a way to maintain order, security, consistency, or otherwise reach goals or mission. For
example:

e security policy can describe the access rules for users into the system;

® Quality of Service (QoS) management policy declare the different priorities inside job

queue, some business rules can define the discount, according to the order;

e Service Level Agreement (SLA) declare which availability level should be provided and

what will be if not.

There are some software packages available to automate elements of policy-based
management. In general, the way these works is follows:

e Business policies are input to the system which are mapped into the tool syntax, which

will manage configurations;

e Software communicates to network hardware how to support those policies;

® Monitoring is getting the data about system state;

e Policies are set and all changes will get the same data flow: from mapping business rules

to syntax till maintenance into the system.

Direct vs. indirect control

Let’s consider how the system administration work is organized, by grouping according to
controlling procedure: direct and indirect system administrator access into the system.

Direct access is still the most often used way how to implement changes within the system and
includes the following list of system administrator activities:

1. Log in into the system.

2. Change a state or configuration by using operating system or application specific

commands.

3. Log out from the system.

There are some potential problems with such a way of doing things. First of all, the sysadmin
must log into the system and get stable connection between the system and his communication client.
Sometimes communication channel will be not secure or does not provide enough quality of service. If
service is into distributed environment, it can be necessary to login into different parts of the system.

Making changes “by hand” may cause other problems, like: cannot undo changed
configuration, not documented change, change in the parallel with someone from administration team,
and so on. Scripts for the system normally can be located anywhere into operating system or even
under different hardware and can have unstructured locations.

At the same time, sysadmin is communicating with the system by using supporting software
(for example Linux shell and ssh clients/server) and why do not use the software, which will do what
we want to have, without knowing different “how to” for such a specific operating system? System
administration team can use the common Domain Specific Language (DSL) of such a platform and
provide directives to implement.

Additional abstraction layer between operating system commands, editing tools and system
administration team can implement policy-based management within the system, independent of the
operating system itself. If so, the system administrator is describing policy, based on the DSL for
configuration management platform. Such a platforms called configuration management software,
where under configuration management assumes activities (planning, organizing, leading, controlling,
and so on) to bring the system into defined state.
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Configuration is a complete description of the current situation (of the current general state) of
our machine. System configuration defines system state in time. Movement from one configuration to
another determined by the execution of an actual instruction (elementary operation).

Configuration management platform implements policy, care of the system state and is
responsible for:

. install, deploy, maintain system, security features management;

. procedures for handling of all changes to control a system:

= goftware and documentation;
= firmware and documentation;
= test and documentation;

. status monitoring, reporting;

o build, process, environment management.

Systems themselves do not stay along, but they are connected into the different software
repositories, monitoring tools, and some other systems (which can be called support for our target
system). Hence, we can consider the following control flow of activities for indirect system control
(see fig. 1).

Fig. 1: Common Sysadmin activity structure
(http://cfeditor.blogspot.com/2011/01/common-sysadmin-activity-structure.html)

Team of system administrators develops scripts and brings them into the software code
repository by using Integrated Development Environment (IDE) or editor with code repository client.
We can speak about two types of scripts: configuration management specific (scripts on platform
DSL) and other language scripts (e.g. bash, python, java and others). Additionally, code repository can
consist of the configuration files for applications or other repositories and so on.

Binary repository stores software packages which are ready to be maintained into system. In
terms of IT Infrastructure Library (ITIL) terminology this can be called Definitive Media Library
(DML).
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Code and binary repositories data can be seen as input into the configuration management
platform (or virtual machine) to bring target system into defined in policy state.

In order to get information (or knowledge) about target system, configuration management
platform can monitor and publish information about the system state. There is a standard for
knowledge interchange, called Topic Map, let call the repository Topic Map (TM) repository. This
repository can be seen as feedback into control circle.

Hence, what we get is the simple structure:

e the target system, which is represented by a configuration management platform;

e three different types of repositories: code, binary and Topic Map or knowledge;

e system administration team to control the target system by manipulating code and binary

repositories, and is informed by the system knowledge repository.

Such a structure for organizing the target system represents the simple control loop and can be
extended by the sysadmin specific tools, which we put into the layer “sysadmin tools”. One tool,
called cfeditor we developed to support our system administration needs and shortly will present later
in this article.

Software configuration management tools

There are some goals for software configuration management, which should be supported by
software configuration tools. Some of such goals are: environment management, configuration control,
identification, accounting of status, auditing, teamwork, build management and some others.

Environment management is about to manage the software and hardware that host the system,
consider IT system together with other supported systems. Identifying configurations, configuration
items and baselines is about identification. By implementing a controlled change process, software
configuration control can be achieved. Recording and reporting all the valuable information on the
status of the development process to account status.

Managing in correct way different types of documentation, specifications can be used to
provide the audit for configurations. Managing the configuration process and tools used for builds is
call to provide build management for the system.

Currently, there are many efforts to implement software configuration management tools, but
some tools well known during the last years. The first software package to implement software
management is called CFEngine. We can be not really wrong, saying that all other products try
implementing the main CFEngine ideas in different matters.

CFEngine

The primary function for CFEngine is to provide automated configuration and maintenance of
large-scale computer systems, including the unified management of servers, desktops, embedded
networked devices, mobile smartphones, and tablet computers.

From 1993 CFEngine was implemented as a set of scripts to support some of software
building processes, control for the maintenance. After a couple of years, the next version CFEngine 2
gets improved possibility to manage configurations, based on the policies descriptions.

The original idea was changed after the creation of the so called promise theory. This theory is
about model of distributed cooperation for self-healing automation. Consider different aspects of
voluntary communication for autonomous actors or agents who publish their intentions to one another
in the form of promises.

CFEngine version 3 constructed, based on the promise theory and includes implementation for
some of theoretically constructed communicational and self-repairing models. For a couple of years,
CFEngine 3 also integrated knowledge management and discovery mechanisms—allowing
configuration management to scale to automate enterprise-class infrastructure.

In comparison to CFEngine 2, the new version is not only open source community product,
but it also has a commercial version with an extended functionality to manage systems in different
scale.
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Cfeditor

The ideas of how to manage IT systems indirectly and avoid problems of direct control, as
well as how to organize the sysadmin teams, pushed us to create editor for configuration management
platform which we are using (cfengine) with integrated support of code repository clients.

Cfeditor (configuration editor) is one of the open source sysadmin tools, which is developed
by the Karlsruhe Institute of Technology (fig.2). It is Eclipse-based plugin to support configuration
management platform (currently for cfengine version 3). There are some basement technologies for
cfeditor: Xtext - language framework to model Domain Specific Languages, Google Guice and
Eclipse Modelling Framework EMF.

The current idea is to implement support for DSL CFEngine language, but the functionality
can be extended to other configuration management platforms. Even IT service description can be
done, independently from the DSL languages, based on the powerful Eclipse functionality.

The Eclipse platform has rich functionality, including connectors to different code repositories
and can be easily used as a tool for common work by not only one administrator, but administration
team. Working with graphical objects and mapping between text and graph inside Eclipse can provide
the extended functionality for system administration needs in the future.

Fig.2: Example of cfeditor project view

Eclipse perspective for cfeditor is typical for any other eclipse plugins and consists of the
project structure, frame for cfeditor files editing and outline. User can use “standard” Eclipse features
as syntax highlighting or call support for method into current position, as well as syntax validation.

Talking about the cfeditor project, we mean the structure with two parts: one is about
CFEngine configuration files (stored into input folder), another about non CFEngine files (stored into
replication folder). Additionally both parts are including separation between tasks and service scripts
or configurations. Under service considered specifically grouped tasks to provided main service,
which is provided by IT system.
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Example: GGUS administration

Global Grid User Support (GGUS) is a well-known user support platform for Grid community.
The service is provided by a small development team with collaboration between major stakeholders.
One requirement is availability. For this, fault safe environment should be improved by the
organizational procedures to avoid (or drop) time when system is not available or in state, do not
sufficient to get service to the end user.

There is a defined release cycle for development team. Release maintenance is done during
scheduled downtime. But, according to the availability requirements, time when system is down
should be as small as possible.

There are three separated GGUS environments: development, testing and production. Every
environment has some machines, which provides the environment platform (fig.3). Release is started
from development, follows to testing and in scheduled downtime is maintained into production
environment.

Fig.3: Three environments for GGUS

Currently, all machines for web frontends and logic parts are managed by the CFEngine
version 3, which controls and executes all necessary commands and configurations into the system.

To organize the system administration activities for GGUS, a code repository is used. This is a
based on the open source subversion server to store all scripts which will be maintained by CFEngine.
Plus also CFEngine scripts itself. Configuration files, cronjobs and bash scripts will be located under
operating system, based on rules, which are described in CFEngine policies. GGUS administration is
using cfeditor as editor for any code repository input.

As the GGUS system is based on Red Hat Enterprise Server operating system, the binary
repository is Red Hat Package Management (or rpm) repository. All binaries: operating system
patches, own constricted software, additional binaries and libraries are stored into binary repository.

Configurations from code repository manage the procedures when binaries will come to the
system, but direct access from the GGUS sysadmin is not closed, and sometimes is necessary to react
directly from the Linux shell environment.
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Knowledge about the system configurations currently stored into repository, based on open
source OCS inventory project. Hence, the groups of packages with installed version, state of the host
certificates or configuration files can be easily found pro host or pro service.

Summary
Let’s group together some aspects of using configuration management software:

e Management of IT resources to provide IT services can be done in different ways. One way is
a policy-based management with idea to bring systems into described in policy state.

e Part of system administration activities can be organized based on tools from development
teams. With a purpose to simplify processes of scripting, storing, releasing, patching,
documenting and project management needs.

e System Configuration is about system state and changes for this state. And is an activity for
different groups of interests (Service management, administration, changes implementation,
maintenance, etc.), and in the same time is a core part of IT Infrastructure.

¢ Configuration management can be seen as system programming on top of configuration
management platform. This view is not really against to “old-school” direct access to the
system, but improvements, considering teams of administration, documenting activities and
complexity grow for IT systems.

e There is a list of open source configuration management projects to provide indirect access for
administrator into the system. Examples: Cfengine, Puppet, etc.

e (feditor is an editor for configuration management platform syntax and tries to be as a part of
IDE for System administration team.
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L. PC FARM FOR ATLAS TIER 3 ANALYSIS

Arrival of ATLAS data is imminent. If experience from earlier experiments is any guide, it’s
very likely that many of us will want to run analysis programs over a set of data many times. This is
particularly true in the early period of data taking, where many things need to be understood. It’s also
likely that many of us will want to look at rather detailed information in the first data — which means
large data sizes. Couple this with the large number of events we would like to look at, and the data
analysis challenge appears daunting.

Of course, Grid Tier 2 analysis queues are the primary resources to be used for user analyses.
On the other hand, it’s the usual experience from previous experiments that analyses progress much
more rapidly once the data can be accessed under local control without the overhead of a large
infrastructure serving hundreds of people. However, even as recently as five years ago, it was
prohibitively expensive (both in terms of money and people), for most institutes not already associated
with a large computing infrastructure, to set up a system to process a significant amount of ATLAS
data locally. This has changed in recent years. It’s now possible to build a PC farm with significant
ATLAS data processing capability for as little as $5-10k, and a minor commitment for set up and
maintenance. This has to do with the recent availability of relatively cheap large disks and multi-core
processors.

Let’s do some math. 10 TB of data corresponds roughly to 70 million Analysis Object Data
(AQOD) events or 15 million Event Summary Data (ESD) events. To set the scale, 70 million events
correspond approximately to a 10 fb" sample of jets above 400-500 GeV in PT and a Monte Carlo
sample which is 2.5 times as large as the data. Now a relatively inexpensive processor such as Xeon
E5405 can run a typical analysis Athena job over AOD’s at about 10 Hz per core. Since the E5405 has
8 cores per processor, 10 processors will be able to handle 10 TB of AODs in a day. Ten PCs is
affordable. The I/O rate, on the other hand, is a problem. We need to process something like 0.5 TB of
data every hour. This means we need to ship ~1 Gbits of data per second. Most local networks have a
theoretical upper limit of 1 Gbps, with actual performance being quite a bit below that.

Today, however, we have another choice, due to the fact that we can now purchase multi-TB
size disks routinely for our PCs. If we distribute the data among the local disks of the PCs, we reduce
the bandwidth requirement by the number of PCs. If we have 10 PCs (10 processors with 8 cores
each), the requirement becomes 0.1 Gbps. Since the typical access speed for a local disk is > 1 Gbps,
our needs are safely under the limit.

IL. FIRST ACTIVITIES ON THE WAY TO TIER3S CENTER IN ATLAS GEORGIAN
GROUP OMPUTING

The local computing cluster (14 CPU, 800 GB HDD, 8-16GB RAM, One Workstation and
7 Personal Computers) have been constructed by Mr. E. Magradze and Mr. D. Chkhaberidze at High
Energy Physics Institute of Ivane Javakhishvili Tbilisi State University (HEPI TSU). The creation of
local computing cluster from computing facilities in HEPI TSU was with the aim of enhancement of
computational power (resources). The scheme of the cluster network is following on Figure 1:

Cluster Gateway Internet
g !’
—— —

Figure 1: Scheme of cluster at High Energy Physics Institute of TSU
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There are number of research activities in particle physics at HEPI TSU [2].

The first project was the search for and study of rare processes within and beyond standard
model at ATLAS experiment of large hadron collider at CERN with INTERNATIONAL SCIENCE &
TECHNOLOGY CENTER (ISTC). It was the Grant G-1458 (2007-2010) where the leading institution
was the Institute of High Energy Physics of Javakhishvili Tbilisi State University (HEPI TSU),
Georgia and the participant institution was Joint Institute for Nuclear Research (JINR), Dubna, Russia.
Participants from IHEPI TSU are L. Chikovani (IOP), G. Devidze (Project Manager), T. Djobava,
A Liparteliani, E. Magradze, Z. Modebadze, M.Mosidze, V.Tsiskaridze. Participants from JINR are
G. Arabidze, V. Bednyakov, J. Budagov (Project Scientific Leader), E. Khramov, J. Khubua,
Y. Kulchitski, I.Minashvili, P. Tsiareshka. Foreign Collaborators are Dr. Lawrence Price, (Senior
Physicist and former Director of the High Energy Physics Division, Argonne National Laboratory,
USA), Dr. Ana Maria Henriques Correia (Senior Scientific Staff of CERN, Switzerland).

The second was G-1458 Project Scientific Program:

1. Participation in the development and implementation of the Tile Calorimeter Detector
Control System (DCS) of ATLAS and further preparation for phase II and III
commissioning.

2. Test beam data processing and analysis of the combined electromagnetic liquid argon and
the hadronic Tile Calorimeter set-up exposed by the electron and pion beams of 1 + 350
GeV energy from the SPS accelerator of CERN.

3. Measurements of the top quark mass in the dilepton and lepton+jet channels using the
transverse momentum of the leptons with the ATLAS detector at LHC/CERN.

4. Search for and study of FCNC top quark rare decays t — Zq and t — Hq (where q=u, c;
H is a Standard Model Higgs boson) at ATLAS experiment (LHC).

5. Theoretical studies of the prospects of the search for large extra dimensions trace at the
ATLAS experiment in the FCNC-processes.

6. Study of the possibility of a Supersymmetry observation at ATLAS in the mSUGRA
predicted process gg — §g for EGRET point.

Another project was Grant 185 - ATLAS Experiment Sensitivity to New Physics with
Georgian National Scientific Foundation (GNSF). Leading Institution was Institute of High Energy
Physics of 1. Javakhishvili Tbilisi State University, Georgia and Participant Institution was
E. Andronikashvili Institute of Physics (IOP). Participants from IHEPI TSU are G. Devidze (Project
Manager), T. Djobava ( Scientific Leader), J.Khubua, A.Liparteliani, Z. Modebadze, M.Mosidze,
G.Mchedlidze, N.Kvezereli. Participants from IOP are L.Chikovani. V.Tsiskaridze, M.Devsurashvili,
D.Berikashvili, L.Tepnadze, G. Tsilikashvili, N.Kakhniashvili.

The cluster was constructed on the basis of PBS (Portable Batch System) software on Linux
platform and for monitoring was used “Ganglia” software. All nodes were interconnected using
gigabit Ethernet interfaces.

The required ATLAS software was installed at the working nodes in SLC 4 environment. The
cluster have been tested with number of simple tests and tasks studying various processes of top
quarks rare decays via Flavor Changing Neutral Currents t—Z7q ( q= u,c quarks), t—=Hg—bbar,q ,
t—Hq—WW#*q (in top-antitop pair production) have been run on the cluster. Signal and background
processes generation, fast and full simulation, reconstruction and analysis have been done in the
framework of ATLAS experiment software ATHENA. (L.Chikovani, T.Djobava, M.Mosidze,
G.Mchedlidze)

III. ACTIVITIES AT THE INSTITUTE OF HIGH ENERGY PHYSICS OF TSU (HEPI TSU)

The installed cluster system is working with PBS. PBS consist of four major components
(working model is shown on the Figure 2):

Commands: PBS supplies both command line commands and a graphical interface. These are
used to submit, monitor, modify, and delete jobs. The commands can be installed on any system type
supported by PBS and do not require the local presence of any of the other components of PBS. There
are three classifications of commands:
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Job Server: The Job Server is the central focus for PBS. Within this document, it is generally
referred to as the Server or by the execution name pbs_server. All commands and the other daemons
communicate with the Server via an IP network. The Server's main function is to provide the basic
batch services such as receiving/creating a batch job, modifying the job, protecting the job against
system crashes, and running the job (placing it into execution).

Host D - Client Only K

1.Event tells Server to
start a scheduling cycle

EZ.Server sends scheduling
! command to Scheduler

client

3.8cheduler reguests
resource info from MOM

14 . MOM returns reguested
| info

2
"gzsﬂg '5.8cheduler reguests job
info from Server
1.

6 .8erver sends job status
info to scheduler

I
I
1
server |
I
I
! Scheduler makes policy
queues , decision to run Jjob
I
I
I
1

7 .S8cheduler sends run
regquest to Server

8 .8erver sends job
to MOM to run

running
job

Figure 2: PBS working schema

Job executor: The job executor is the daemon which actually places the job into execution.
This daemon, pbs_mom, is informally called Mom as it is the mother of all executing jobs.

Job Scheduler: The Job Scheduler is another daemon which contains the site's policy
controlling which job is run and where and when it is run. Because each site has its own ideas about
what is a good or effective policy, PBS allows each site to create its own Scheduler.

On that Batch cluster had installed Athena software 14.1.0 and 14.2.21. The system was
configured for running the software in batch mode and the cluster had been used on some stages of the
mentioned ISTC project. Also the system used to be file storage.

IV. PLANS TO MODERNIZE THE NETWORK INFRASTRUCTURE

It is planned to rearrange the created the existing computing cluster into ATLAS Tier 3
cluster. But first of all TSU must have the corresponding network infrastructure. Nowadays the
computer network of TSU comprises 2 regions (Vake and Saburtalo). Each of these two regions is
composed of several buildings (the first, second, third, fourth, fifth, sixth and eighth in Vake, and
Uptown building (tenth), Institute of applied mathematics, TSU Library and Biology building
(eleventh) in Saburtalo). Each of these buildings is separated from each other by 100 MB optical
network. The telecommunication between the two regions is established through Internet provider the
speed of which is 1 000 MB (see Fig. 3).

Servers and controllable network facilities are predominantly located in Vake region network.
Electronic mail, domain systems, webhosting, database, distance learning and other services are
presented at TSU. Students, administrative staff members and academic staff members, research and
scientific units at TSU are the users of these servers. There are 4 (four) Internet resource centers and
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several learning computer laboratories at TSU. The scientific research is also supported by network
programs. Total number of users is 2500 PCs. The diversity of users is determined by the diversity of
network protocols, and asks for maximum speed, security and manageability of the network.

Initially, the TSU network consisted only from dozens of computers that were scattered
throughout different faculties and administrative units. Besides, there was no unified administrative
system, mechanisms for further development, design and implementation. This has resulted in flat
deployment of the TSU network.

This type of network does not allow setting up of sub-networks and Broadcast Domains are
hard to control. Formation of Access Lists of various user groups is complicated. It is hard to identify
and eliminate damages to each separate network. It is almost impossible to prioritize the traffic and the
quality of service (QOS).
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Figure 3: TSU existing network

Figure 4: TSU planned network topology

Because there is no direct connection between the two above-mentioned regions it is
impossible to set up an Intranet at TSU. In the existing conditions it would have been possible to set
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up an Intranet by using VPN technologies. However, its realization required relevant tools equipped
with special accelerators in order to establish the 200 MB speed connection. This is the equipment that
TSU does not possess. The reforms in learning and scientific processes demands for the mobility and
scalability of the computer network. It is possible to accomplish by using VLAN technologies,
however in this case too absence of relevant switches hinders the process of implementation.

With all above-said, through implementing all of the devices we will have a centralized, high
speed, secured and optimized network system:

Improving TSU informatics networks security - traffic between the local and
global networks will be controlled through network firewalls. The
communications between sub-networks will be established through Access Lists.
Improving communication among TSU buildings - main connections among the
ten TSU buildings are established through Fiber Optic Cables and Gigabit
Interface Converters (GBIC). This facilities increase the speed of the bandwidth
up to 1 GB.

Improving internal communication at every TSU building - internal
communications will be established through third-level multiport switches that
will allow to maximally reducing the so-called Broadcasts by configuring local
networks (VLAN). The Bandwidth will increase up to 1GB.

Providing the network mobility and management - In administrative terms, it will
be possible to monitor the general network performance as well as provide the
prioritization analysis for each sub-network, post or server and installing the tier
3g/s system at TSU.

V. ATLAS Tier-3s

The minimal requirement is on local installations, which should be configured with a Tier-3
functionality [3]. A Computing Element known to the Grid, in order to benefit from the automatic
distribution of ATLAS software releases

e Needs >250 GB of NFS disk space mounted on all WNs for ATLAS software

e  Minimum number of cores to be worth the effort is under discussion (~407?)

A SRM-based Storage Element, in order to be able to transfer data automatically from the
Grid to the local storage, and vice versa:
® Minimum storage dedicated to ATLAS depends on local user community (20-40 TB?)
® Space tokens need to be installed:
LOCALGROUPDISK (>2-3 TB), SCRATCHDISK (>2-3 TB), HOTDISK (2 TB)
® Additional non-Grid storage needs to be provided for local tasks (ROOT/PROOF)

The local cluster should have the installation of:

o A Grid User Interface suite, to allow job submission to the Grid

o ATLAS DDM client tools, to permit access to the DDM data catalogues and data
transfer utilities

o The Ganga/pAthena client, to allow the submission of analysis jobs to all ATLAS
computing resources

Tier 3g [1] work model is shown on the fig. 5.
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Figure 5: Atlas Tier 3g work model
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Introduction

The current situation illustrates the some following trends. First, shifting from a traditional
publishing paradigm to a digital archive-based approach. Second, accumulation of the expansive
content volume in a special information fund. Third, a growth number of institutional repositories in
the open access form [1]. It leads to the content integration on a metadata level and appearance of the
common Data and Information Spaces. Currently, there are about 2 900 repositories with a total
number of records of about 40 million according to statistics from the Register of Open Access
Repositories (ROAR - http://roar.eprints.org). And it’s growing permanently. It’s required a lot of time
and human resources to research it by the traditional search technologies. However, if the user has an
effective tool to study the content of the information system, then he has a chance to achieve the
desired result faster and better.

1. Problematic situation

The main purpose of the information search for the user — a satisfaction of his information
need. It’s possible by two ways: 1) Information Request: Establish an information request within the
specified information search language. 2) Question: Ask the question in the subject domain language
(truncated natural language).

The search results depend of how well the user has formulated his request/question. Often the
user doesn’t understand well if the received response is the pertinent to his question. This problematic
situation is presented on fig.1.

Fig.1: Problem of the search in the digital information funds
Herein:
0. — set of relevant answers;
QVN — set of answers representing the information noise;
QVU— set of useful answers;
P — pertinence indicator,
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i.e. correspondence found documents to the information user need, regardless of how fully and exactly
this information need is expressed in the information request. Pertinence is a pragmatic metrics. The
pragmatic level of the information search requires additional knowledge about the subject domain. So,
the creation of effective mechanisms to search the answers to the questions in the digital information
collections is the actual problem. However, semantic structuring of the content is required.

Also the following should be noted. Research results, scientific and engineering efforts
represented in publications have semantic relations between them via a citation mechanism. The
linkages between the member staff — the author of publications, their affiliation, participation in the
collaborations, experiments, projects, etc. The description of these relationships and their properties
opens up new possibilities for studying a documents corpus of digital libraries. Relations, reflecting
the presentation logic of the author's thoughts in this publication, topic, subject area will be covered.
The discussed approach is based on the technology of structuring scientific texts by the logic-semantic
network (LSN) Question-Answer-Reaction for the organization of semantic search in digital libraries

[2].

2. Research lines and realization ideas
Proposed are: catalog service creation and support for the funds-corpuses. Question-Answer
Navigator creation that provides such features as: 1) the ability of the refinement and deepening of the
understanding the question meaning; 2) the ability of refining, deepening, expansion of the knowledge
or the obtaining a new knowledge during the answer to the question on the search process.
So, research lines are:
(1) Development of the method and mechanism for an effective search of the set of the relevant
answers to the questions.
(2) Technology development for the creation and support of the catalog service of the information
fund for providing an efficient search of the answers to the questions.
(3) Software development — cataloguer workstation for the structuring of the information fund.
The realization ideas are the following. The method basis is a way to describe the scientific
and technical information by a set of logic-semantic networks Question-Answer-Reaction (LSN QAR).
The bases for the search engine are:
B  motion way along LSN, controlled by the user;
B choice of LSN nodes (questions or answers) based on an ontological model of user question.
The basis of the technology is a way of the description of the subject domain by LSN QAR set.
Mechanism of technology is a workstation of the cataloguer (LSN QAR developer)

3. Logic-Semantic Network Question-Answer-Reaction
3.1. Cognitive function of the question

Communication of specialists in some subject area is effective when it occurs in the question —
answer form. The question as a tool of information search is very high. No question — no new
knowledge. It is a bridge between the known and the unknown.

Question — a thought query expressed in the interrogative sentence and realized in the
answering form, directed at the development, refinement or supplement of the knowledge.

Answer — a realization of the cognitive function of the question in the form of the new
obtained judgment.

The cognitive function of the question is aimed at the supplement, refinement and
development of the previously obtained general representations of objects and phenomena of reality
(fig.2). The process of asking question and the answer search is a complex iterative process. The
question is based on an already-known knowledge that acts as a datum question always. The answer
search assumes to address to a specific area of theoretical or empirical knowledge that is called the
answer search scope. Setting process of the adequacy question and answer is aimed at the detection of
the possible inconsistencies in the answer. Based on that, answer search scope or datum question or
subject research is expanded.
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Fig.2: Cognitive function of the question

3.2. Basic Statements of the LSN Question-Answer-Reaction

Logic-semantic network Question-Answer-Reaction — a set of the questions, answers and
relationships between them forming a uniform system.

Question — query expressed in the interrogative sentence aimed at the development,
refinement or supplement of the knowledge.

Answer — a realization of the cognitive function of the question in the form of the new
obtained judgment. Answer must be built in accordance with the content and structure of the asked
question. Only in this case, the answer is regarded as relevant.

Reaction — asemantic description of the question and answer.

Types of reactions:

1. Question Reaction — a description of the datum question (to understand the environment

and causes of the question and to establish the semantic adequacy with the answer scope).

2. Answer Reaction — a description of the answer scope (fo understand the question semantics

and relationship with answer).

Thus, Question-Answer-Reaction model may be presented by directed graph, where nodes are
questions and answers (fig.3.). Questions are placed on the odd level, answer — on the even level.
Edges — the relations between them. Navigation is a motion way along LSN, controlled by the user.

3.3. Reactions

The role of the reaction in this unit Question-Answer-Reaction is very important. It helps the
user understand where the question (Datum Question) and answer (Search Scope) appeared. Reaction
can be text information, with links to primary sources, illustrative material (drawings, graphs, tables,
slide shows, videos, etc.) and / or a combination thereof. Reactions help the user understand the
semantic field questions and received answers to it, thus can improve pragmatic metrics of information
search — pertinence. Let’s illustrate the reaction example and consider the following logical sequence
of the units Question-Answer-Reaction.

Question 1 (Q1). What is a JAVA?
Question 1 Reaction 1 (QR11). With respect pronunciation formed two different standards -

borrowed from the English / d3a:ve / and traditional «fIBa» (on russian), corresponding to the
traditional pronunciation of the Java name island.

Question 1 Reaction 2 (QR12). Java (Indonesian: Jawa) is an island of Indonesia with a population
of 135 million. Square — 132 000 k2... .
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Fig.3: LSN Graph Question-Answer-Reaction

Question 1 Reaction 3 (QR13). Slide show, photo-collage with the views of Java island:

Answer 1 to Question 1 (A11). Java — an object-oriented programming language developed by Sun
Microsystems.

Reaction 1 of the Answer 1 to the Question 1 (RA11). Why the language is called JAVA?
There is a version that language got its name from coffee grown on the same island. As you know, this
drink is hot like some programmers. Therefore, a cup of steaming coffee is displayed on logo.

= |ava

Reaction 2 of the Answer 1 to the Question 1 (R2A11). Sun Microsystems, Inc (now part of Oracle
Corporation) — U.S. company that produces software and hardware...

Answer 2 to Question 1. Java — not only the language itself, but also a platform for development
and execution of the applications based on this language (fig.4.)
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MyProgram. java

Java
Java Virtual Machine platform

l Hardwara-Based Platform .
/ Fig.4: Java Platform

3.4. Formal View of Subject Domain

The accumulated knowledge in the subject domain is expressed in scientific reports,
monographs, articles, educational materials, information collections, books, dictionaries, etc. It is
possible to present the whole volume of information as a set of the ordered thematic sections, each of
that reflects a certain aspect of the subject domain. Each topic can be associated with LSN Question-
Answer-Reaction. Integrated semantic structuring of fund digital libraries on the LSN basis leads to
the creation of multilevel network structure that can be the basis for the navigation mechanism. User
has a possibility to navigate in the horizontal and vertical directions (fig.5). Motion from i-th to the i +
k-th level of network deepens on the knowledge. Horizontal motion network expands the knowledge.
Motion up the network summarizes knowledge.

Fig.5: Multilayer Related Set of Graphs

3.5. Analysis Method of Scientific Texts
To build document LSN, one needs to analyze it. The document is studied by the expert in
terms of:
1) semantic matching title and content; 2) set of filters:
Filter 1 (F1) - General Part. F1 includes an analysis of the problem, its history, overview, topicality.
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Filter 2 (F2) - Author concept. F2 includes new terms introduced by the authors, traditional terms with
the author's interpretation, the narrowing semantics.

Filter 3 (F3) - Examples and illustrations. To clarify difficult places in the text, reduce the text size
under stringent restrictions on the volume.

Filter 4 (F4) - The idea of the author. Describes and explains the author's main idea.

Further, the basic questions that correspond to the text are formed.

As an optional service, the user may be offered some visualization for navigation.

Conclusion

Discussed approach proposes:

» Catalog Service creation and support for the funds-corpuses,

» Question-Answer Navigator creation that provides such features as 1) the ability of the
refinement and deepening of understanding the question meaning; 2) the ability of refining,
deepening, expansion of the knowledge or obtaining a new knowledge during the answer to
question search process.

Realization of such Catalog Service and Navigator will allow to study the content of the digital
information funds by the natural mode for the human: refinement, generalization and obtaining a new
knowledge — question-answer mode. The main problem of the question- answer system is a maximal
automation of the process of the creation and support of the fund service catalog.
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The global distributed computing infrastructure (DCI) on the basis of BOINC and
Desktop Grids (DGs) technologies for high-performance distributed computing was used for
porting the sequential molecular dynamics (MD) application to its parallel version for DCI with
DGs and Service Grids (SGs) connected by EDGeS-bridge. It is shown that the mechanical
characteristics evaluated on the basis of MD simulations using LAMMPS package in the DG-SG
DCI are in satisfactory agreement with the experimental data and allowed to discover the new
aspects of deformation and fracture mechanisms in nanomaterials. Porting MD-applications to
DG-SG DCI is easy and efficient, if BOINC SZTAKI DC-API and SG-DG EDGeS Bridge are
used; parameter decomposition and sweeping parallelism are possible; message passing is
localized at worker side.

1.Introduction

Simulation of structure and mechanical properties of materials is extremely important in
materials science to quantify their deformation and strength characteristics. Among variety of new
materials a special place is occupied by materials of nanoscale structure (nanomaterials), such as metal
nanocrystals and nanoscale non-metallic materials with unique properties (nanotubes, graphene).
Molecular dynamics (MD) simulations of nanoscale processes with physical parameter decomposition
for parameter sweeping in a brute force manner are very perspective. The recent advances in
computing algorithms and infrastructures, especially in development of distributed computing
infrastructures, allow us to use the efficient methods for solving these tasks without expensive scaling-
up. DCIs on the basis of the BOINC SZDG [1], XtremWeb-HEP [2], OurGrid [3], EDGeS [4], WS-
PGRADE [5] platforms for high-performance distributed computing are very promising to use the
donated computing resources of idle PCs and integration with global computing grid. In this context,
the main objective was to demonstrate the capabilities of the proposed DCI for simulation of some
physical processes: tension of metal nanocrystals under different conditions, tension of ensemble of
metal nanocrystals under the same conditions, and simulation of graphene nanosamples.

2.Distributed computing infrastructure

Some sequential applications, which allow for physical parameter decomposition, by slight
modifications in its code could to be ported to the parallel version for worker nodes of a distributed
computing environment (DCI) as Desktop Grid (DG) by means of the BOINC software platform and
availability of simple and intuitive Distributed Computing Application Programming Interface (DC-
API) [1]. In this work the very popular non-commercial open-source package LAMMPS by Sandia
Labs [6] was selected for such porting to DG DCI as the DG-enabled application LAMMPSoverDCI
and the details of such porting were given recently in [7,8]. The typical simulation of the metal
nanocrystal with 10’ atoms for 1-10 picoseconds of the simulated physical process takes
approximately 1-7 days on a single modern CPU. But the massive MD simulations of plastic
deformation processes for the large quantity of Al nanocrystals (~10%-10%) can be carried out

" The work was partially funded by EU FP7 DEGISCO (Desktop Grids for International Scientific
Collaboration) project, No. RI-261561, EU FP7 SCI-BUS (SClentific gateway Based User Support) project, No.
RI-283481, and partially supported in the framework of the research theme “Introduction and Use of Grid
Technology in Scientific Research of IMP NASU” under the State Targeted Scientific and Technical Program to
Implement Grid Technology in 2009-2013.
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independently in DG-SG DCI SLinCA@Home (http://dg.imp.kiev.ua) (Fig. 1, 2) connected to the
computing resources of the European Grid Initiative (EGI) by EDGeS-Bridge technology [4].
3.Results

From a physical point of view the work was motivated by the previous results [9-11] that
single crystal aluminum foil under the influence of compressed cyclic stretch revealed macro- and
micro- scale evolution of crystalline defects in bulk and on surface. Such defect evolution
demonstrates several signs of self-similar geometry and self-organized behavior [12-14], that was
analyzed by several idealized models [15-19]. These rough models cannot take into account the details
of interatomic interactions in real crystal lattices, and that is why MD simulations have been
performed on the basis of embedded atom method (EAM) for Al nanocrystals with 10°-10” atoms.

Figure 1: The schematic workflow in DG-SG DCI S/inCA @ Home on the basis of BOINC, SZDG, and
EDGeS technologies (the adapted figure by courtesy of Fermin Serrano) (a);
and the typical variable performance of DG-SG DCI SLinCA @ Home (b)

3.1.Unixaial tension of Al single crystals

MD simulations were performed for two orientations: <011> {011} and <010> {010},
where < 011> and < 010> — directions of the load, and {011} and {010} — planes of test machine
grips. The figures show atomic arrangements (with visualization of defects only), with exclusion of
atoms in fcc lattice and atoms at the ends, which were inside the test machine grips and for which the
tensile was performed. They are snapshots of the atom positions near crystalline defects (atoms
displaced from the position of the ideal fcc lattice), that were calculated by the defect determination
method based on the common neighbor analysis (CNA) [20]. Direction of tensile is from the center to
the lower left corner and from the center to the upper right corner, the rate of loading — 80 m/s, the
number of atoms — 0.25 million. The dislocation cores are presented in the form of gray atoms at the
edge of the plane of atoms denoted by dark gray (red in the electronic version) colors. (Note: This and
other anaglyph stereo figures give 3D visual representations of defect substructures, if anaglyph red-
green glasses are used for viewing the color electronic version of the paper.)

Some perturbations in the form of point-like defects (like atom-vacancy states) can be
observed in groups of 6 neighboring atoms (grey color). For high strains the nanocrystals of both
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orientations deform by correlated restructures and displacements of large clusters of point-like defects
in areas with large concentrations of defects. In general, the general monotonous softening can be
observed up to “neck” formation and fracture (Fig. 2), because of plastic flow localization in the neck,
i.e. appearance of collective (hydrodynamic) modes of deformation.

Figure 2: Tension of Al nanocrystal, strain € =100% , orientation < 010> {010}. (This and next
figures are anaglyph stereo figures; please, see explanations in the text.)

3.2.Cyclic constrained tension of Al single crystals

For the low loading rate (40 m/s) (Fig. 3,a) defects have time to relax in dense complexes with
the formation of dislocation sources distributed in the planes of easy slip (111). For the high loading
rate (400 m/s) (Fig. 4,a) defects have no time to relax in dense systems, and form large spatial clusters
of defects with non-compact (fractal) morphology [12-13]. It is more favorable for the higher
concentration of point defects those do not relax even after return to the initial state (Fig. 4,b). These
results confirm the experimental results, i.e. formation of non-crystallographic defect substructures,
which were observed in Al single-crystal foils with <010> {010} orientations under constrained
tension [8-10], is the behavior of point defects and their ensembles, while other types of defects are
revealed only at the stage of relaxation and unloading. It confirms the previous propositions to monitor
the defect substructures in sifu (for example, by their surface manifestations or using modern non-
destructive methods), because the majority of defect substructures are observed post factum, i.e. after
unloading and relaxation, that does not give a complete picture [21-24].

a) a)
b) b)
Figure 3: Cyclic tension (strain rate 40 m/s, Figure 4: Cyclic tension (strain rate 400 m/s,
< 010> {010}) for strains: a) 10%; b) 0% < 010> {010}) for strains: a) 10%; b) 0%.
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3.3.Unixaial tension of the ensemble of Al single crystals — statistical analysis

The results of MD simulations for plastic deformation of the big number of statistical
realizations (i.e. many samples with identical conditions of strain, but different initial random values
of atomic velocities) were analyzed. Distributions of some variables (stresses, concentrations of
defects) were evaluated by the theory of extreme values [25]. It corresponds to the view on the
localized plastic deformation, as a critical process with correlated behavior of some parts of the
deformed crystal [26]. That is, the localized plastic deformation can take place in the areas linked by
deformation events (“links” of the “chain” of localized strain), according to the model of “a chain with
a weak link”. [27]. The aim of the original approach was to carry out MD simulations of plastic
deformation under the same conditions (except for the initial configuration of atomic velocities) for
the very large number of samples (~10° different initial velocity distributions), and to analyze
parameter distributions over the ensemble of statistical realizations. In the context of the current state
of the MD simulation of plastic deformation, this approach is essentially new and has no analogues,
and, moreover, it requires very large computing resources. In Fig. 5 an example of the statistical
distribution over the statistical ensemble of >600 nanocrystals (Al single crystals with 1.5x10° atoms
deformed with strain rate 200 m/s in < 010> {010} orientation) is shown for the concentration of
atoms (in %) in atom-vacancy states with the unknown lattice type (UNK). Due to these massive
character of MD simulations reliability of distribution fitting was possible to estimate by Kolmogorov-
Smirnov test, moment and bootstrapping analysis on the Pearson diagram. They confirm the
qualitative results about change of the behavior of the defect substructure from the unrelated state
(from the normal distribution) to the correlated and linked one (to the zone of Weibull distributions),
and about the change of the deformation mode: from uncorrelated motion of defects to correlated
plastic flow [27].

Figure 5: Probability density distribution plots (“Density”), boxplots, experimental cumulative density
distribution plots (“ECDF”) fitted to Weibull distributions in QQ-plots and CDF plots for defect
concentrations in atom-vacancy states (UNK): a) € =20% ,b) € =15%,c) € =25%
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3.4.Unixaial tension of graphene nanosamples

Simulation of various graphene nanosamples was performed in DCI SLinCA@Home by
LAMMPSoverDCI application for several interatomic interaction potentials (including “Tersoff” and
“Airebo”, those are widely accepted for MD simulations in LAMMPS package [6]) (Fig. 6, left). The
qualitatively different deformation scenarios were found, which are explained by the intrinsic
differences in the potentials. Qualitative analysis shows that fragile fracture scenario occurs without
formation of a stable defect substructure during deformation. The size effect was investigated for
graphene plates from 2x2 to 2x32 nm (widhtxlength), and the size effect disappears for graphene
plates with size >2x8 nm. For example, the first defect (vacancy) appears at the same level of strain;
and fracture occurs at the same strain and stress amplitude (Fig. 6, right). The simulations of graphene
nanocrystals are seem to be the most promising in DG-SG DCI due to their low demands to the
computing resources, because they are predominantly 2D objects with the relatively low number of

atoms for the big samples (>10°x10* nm) even in comparison to the metal nanocrystals.
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4.Conclusions

The global DCI on the basis of Desktop Grids technologies for high-performance distributed
computing can be effectively used for MD application of various objects: from metal nanocrystals to
graphene nanoplates. For example, it allowed us to show that the mechanical characteristics evaluated

02

Strain
Figure 6: Fracture of graphene plates for two potentials (left); the stress-strain plot — the size effects
disappears for graphene plates with size >8x2 nm (right)

127

03

T
04



on the basis of MD simulations using LAMMPS package in the DG-SG DCI are in satisfactory
agreement with the experimental data and allowed to discover the new aspects of deformation and
fracture mechanisms in nanomaterials. The big perspectives can be foreseen for the usage of the DCI
in combination with PGRADE platform that can hugely increase efficiency of scientific computations
and simplify complexities of high-performance computing workflows for ordinary material scientists
without a special background in computer science.
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The Worldwide LHC Computing Grid (WLCG) [1] is a global collaboration of more than 140
computing centres in 35 countries, the 4 LHC experiments, and several national and international grid
projects. The mission of the WLCG project is to build and maintain a data storage and analysis
infrastructure for the entire high energy physics community that will use the Large Hadron Collider at
CERN [2]. The LHC was built to help scientists to answer key unresolved questions in particle
physics. E.g. : What is the origin of mass? Why do tiny particles weigh the amount they do? Why do
some particles have no mass at all?

One of the 4 major experiments at LHC is CMS [3]. The CMS experiment uses a general-
purpose detector to investigate a wide range of physics, including the search for the Higgs boson, extra
dimensions, and particles that could make up dark matter. To have a good chance of producing a rare
particle, such as a Higgs boson, a very large number of collisions is required. Most collision events in
the detector are "soft" and do not produce interesting effects. The amount of raw data from each
crossing is approximately 1 megabytes, which at the 40 MHz crossing rate would result in 40 terabytes
of data a second, an amount that the experiment cannot hope to store or even process properly. The
trigger system reduces the rate of interesting events down to a manageable 100 per second or
100 megabytes of data respectively. Nevertheless that’s a huge amount of data to manage. To provides
the data placement and the file transfer of the CMS experiment data, the PhEDEX project was
established [4].

In CMS experiment for event data monitoring the CMS Dataset Bookkeeping System (DBS) is
used [5]. DBS is a database and user API that indexes event-data data for the CMS Collaboration. The
primary functionality is to provide cataloging by production and analysis operations and allow for data
discovery by CMS physicists. Nevertheless, there is one major gap in data monitoring system of the
CMS experiment at the level of storage elements (SE). There is an urgent need in tool for monitoring
and managing of data on them. One of the most common SE types used in WLCG is dCache [6].

The dCache provides storing and retrieving huge amounts of data, distributed among a large
number of heterogenous server nodes, under a single virtual filesystem tree with a variety of standard
access methods. Depending on the Persistency Model, dCache provides methods for exchanging data
with backend (tertiary) Storage Systems as well as space management, pool attraction, dataset
replication, hot spot determination and recovery from disk or node failures. Connected to a tertiary
storage system, the cache simulates unlimited direct access storage space. Data exchanges to and from
the underlying HSM are performed automatically and invisibly to the user. Beside HEP specific
protocols, data in dCache can be accessed via NFSv4.1 (pNFS) as well as through WebDav. dCache
system is used by more than one third of the sites in WLCG. While dCache consists of various
subsystems such as for example Location Manager [7], Name server (PNFS or Chimera) [8],
gPlazma [9] authentication manager etc., the most important component for development of our
project is the Chimera name server database.

The dCache is a distributed storage system, nevertheless it provides a single-rooted file system
view. While dCache supports multiple namespace providers, Chimera is the recommended provider
and is used by default. The inner dCache components talk to the namespace via a module called
PnfsManager, which in turn communicates with the Chimera database using a thin Java layer, which
in turn communicates directly with the Chimera database. Practically all important for monitoring

" The work is supported by the grant RFBR 10-07-00522-a and the Federal Project Ne07.524.12.4008.
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information can be taken from Chimera database. For this work three component monitoring system
were developed:
e database backup system (dumps original the Chimera database to a separate server),
e initial data processing (compute directory sizes, convert adjacency tree table structures to
nested set etc.),
® Web interface access monitoring information.

Fig. 1: Page with user statistics

It is worth mentioning that Chimera database uses an adjacency tree structure [10] which does
not allow fast enough reading and requires big computational resources for a relatively simple
procedures such as generating a list of child of a node and this situation is highly inappropriate for
online monitoring. So first of all we convert the adjacency list model to nested sets [11] which solves
most of the problems.

Fig. 2: Directory tree browser
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The Web interface at the moment provides functionality to monitor disk space usage by users
or by directory (Fig. 1) and allows browsing tree structure. While browsing the tree, there is
information about directory or file size, grid virtual organization (VO) directory or file belongs to, and
a number of subdirs in the directory available (Fig. 2). Also there is a built in search by files and
directories available.

As soon as monitoring system and name server are physically separated, usage of the system
does not effect dCache. Also the system dumps Chimera database so it can not lead to any mistakes in
dCache functioning. Database dumps its information ones per day but this can be changed by request.

Data transfers between web server and client machine can be encrypted via enabling Transport
Layer Security (TLS) at the web server' side. Besides, Apache web server can be configured to restrict
access for users basing on user certificates. To enable security data transfers and authorization a host
certificate was requested and installed on the server and TLS configuration was performed. Current
configuration implies full prohibition of unsecured connect to the server without user certificate,
confirmed by Russian Data Intensive Grid Certification Authority. The configuration enables to
extract of user certificate credentials such as DN and passes them to web server's environment, which
allows one to manage access to data through the UL

The future plans for development include integration links to VO-specific outside data base
and enabling file management from the web interface for VO-specific roles.
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1. Introduction

Russia and Dubna Member States (RDMS) CMS collaboration was founded in the year
1994 [1]. The RDMS CMS takes an active part in the Compact Muon Solenoid (CMS)
Collaboration [2] at the Large Hadron Collider (LHC) [3] at CERN [4]. RDMS CMS Collaboration
joins more than twenty institutes from Russia and Joint Institute for Nuclear Research (JINR) member
states. RDMS scientists, engineers and technicians were actively participating in design, construction
and commissioning of all CMS sub-detectors in forward regions. RDMS CMS physics program has
been developed taking into account the essential role of these sub-detectors for the corresponding
physical channels. RDMS scientists made large contribution for preparation of study QCD,
Electroweak, Exotics, Heavy Ion and other physics at CMS. The overview of RDMS CMS physics
tasks and RDMS CMS computing activities are presented in [5-11]. RDMS CMS computing support
should satisfy the LHC data processing and analysis requirements at the running phase of the CMS
experiment [12].

2. Current RDMS CMS Activities

During the last decade, a proper grid-infrastructure for CMS tasks has been created at the
RDMS CMS institutes, in particular, at Institute for High Energy Physics (IHEP) in Protvino, Joint
Institute for Nuclear Research (JINR) in Dubna, Institute for Theoretical and Experimental Physics
(ITEP) in Moscow, Institute for Nuclear Research (INR) of the Russian Academy of Sciences (RAS)
in Moscow, Skobetsyn Institute for Nuclear Physics (SINP) in Moscow, Petersburg Nuclear Physics
Institute (PNPI) of RAS in Gatchina, P.N.Lebedev Physical Institute (LPI) in Moscow and National
Scientific Center “Kharkov Institute of Physics and Technology” (NSC KIPT) in Kharkov. In the
CMS global grid-infrastructure these RDMS CMS sites operate as CMS centers of the Tier-2 level
with the following names: T2_RU_IHEP, T2_RU_JINR, T2_RU_ITEP, T2_RU_INR, T2_RU_SINP,
T2_RU_PNPI, T2_UA_KIPT.

Since 2012 year, the CMS basic requirements to the CMS “nominal” Tier2 grid-site are:

e persons responsible for site operation at each CMS Tier-2 site;
site visibility in the WLCG global grid-infrastructure (BDII);
availability of recent actual versions of CMS Collaboration software (CMSSW);
high efficiency of regular file transfer tests;
certified links with CMS Tier-1 and Tier-2 grid-sites;
regular CMS Hammer Cloud (HC) tests;
9.8 kHS06 of Processing Resources;
disk space of 620 TB for: 30 TB of stage-out space; 200 TB of group space (100 TB per

! These activities are partially supported by a grant of the Russian Foundation for Basic Research (RFBR) and
the Ukrainian Academy of Science (12-07-90402-Ukr_a)
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group), 150 TB of central space, 120 TB of regional space and 120 TB of user space (~40
users of 3 TB each).

The integrated RDMS Computing infrastructure as a whole completely satisfies these
requirements.

The RDMS CMS computing model provides a valuable participation of RDMS physicists in
processing and analysis of CMS data. Since 2008, the RDMS Tier-2 centers have been associated with
CMS Exotics Physics Analysis Group and CMS Muon Physics Object Group (both groups hosted at
the JINR site), CMS Heavy Ion Physics Analysis Group (hosted at the MSU site) and JetMet/HCAL
Physics Object Group (hosted at the ITEP). Some later the KIPT site was associated with CMS
Electroweak Analysis Group. The special tests shown that the RDMS Tier-2 sites are satisfied all
requirements for such hosting including the additional requirements for certification of data transfer
links between RDMS sites and other Tier-2 centers associated also with the same CMS Physics
Groups. In general, RDMS CPU resources are sufficient for processing and analysis of experimental
data provided by the LHC and for simulation.

By the spring of the year 2011 CMS Tier-2 sites (computing centers) were considered in the
context of the CMS computing requirements as “ready” for the data-taking phase of the experiment in
the case of:

e site visibility and CMS virtual organization (VO) support;
availability of disk and CPU resources;
daily SAM tests availability > 80%;
daily HC efficiency > 90%;
commissioned links TO Tier-1 sites > 2;
commissioned links FROM Tier-1 sites > 4.
The status of readiness of RDMS CMS Tier-2 sites in October, 2012 is shown on Fig.1.

Fig.1: Readiness of RDMS CMS Tier-2 sites. October, 2012 (the permanent updated link see here
http://lhcweb.pic.es/cms/SiteReadinessReports/SiteReadinessReport.htm)
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More than 560 TB were transferred to the RDMS Tier-2’s from November 2011 to
October 2012 (Fig.2). The maximum transfer rate to RDMS Tier-2 was more than 100 MB/s (Fig.3).

Fig.2: The cumulative transfer volume for the RDMS T2-sites from November, 2011 to October, 2012

Fig.3: Transfer rates (more than 100 MB/s) at the RDMS Tier-2 sites during
November, 2011 — October, 2012

The RDMS CMS Tier-2 sites are actively used by the CMS collaboration:
2,178,260 jobs (more than 7x10° events, see. Fig.4) of the CMS virtual organization were
processed on the RDMS CMS Tier-2 sites in 2012.
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Fig.4: The number of processed events in 2012 with the RDMS CMS Tier-2 sites

In line with the CMS computing requirements for the data-taking phase of the experiment,
now the RDMS CMS grid-sites provide:

the computing and data storage resources in full;

centralized deployment of actual versions of CMS specialized software (CMSSW);

data transfers between the CMS grid-sites with the usage of the FTS grid-service on basis
of VOBOX grid-services for CMS with the Phedex Server;

SQUID proxy-servers for the CMS conditions DB access;

certification of network links at the proper data transfer rates between JINR and
CMS Tierl and Tier2 centers;

daily massive submission of CMS typical jobs by the CMS Hammer Cloud system;

CMS data replication to the JINR data storage system in the accordance with RDMS CMS
physicists’ requests;

participation in the CMS Monte-Carlo physical events mass production in the accordance
with the RDMS CMS physicists’ scientific program.

A group of RDMS CMS specialists takes an active part in the CMS Dashboard development
(grid monitoring system for the CMS experiments) (/http://dashboard.cern.ch/cms).

The dedicated CMS remote worldwide-distributed centers (ROC) were built in different
scientific organization [13]. The JINR CMS Remote Operation Center (ROC) was founded in 2009 to
provide participation in CMS operations of a large number of RDMS CMS collaborating scientists and
engineers. The JINR CMS ROC is designed as part of the JINR CMS Tier 2 center and provides the
following functions:

monitoring of CMS detector systems;

data monitoring and express analysis;

shift operations;

communications of the JINR shifters with personal at the CMS Control Room (SX5) and
CMS Meyrin centre;

communications between JINR experts and CMS shifters;

coordination of data processing and data management;

training and information.
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In 2010 the CMS ROC was founded and certified also at the SINP MSU to provide similar
functions for CMS participants in Moscow.

RDMS CMS physicists work in the WLCG environment, and now we are having more than 30
members of the CMS Virtual Organization.

3. Summary

The RDMS CMS computing centers have been integrated into the WLCG global grid-
infrastructure providing a proper functionality of grid services for CMS. During the last two years a
significant modernization of the RDMS CMS grid-sites has been accomplished. As result, computing
performance and reliability have been increased. In frames of the WLCG global infrastructure the
resources of the both computing centers are successfully used in a practical work of the CMS virtual
organization. Regular testing of the RDMS CMS computing centers functionality as grid-sites is
provided.

All the necessary conditions for CMS data distributed processing and analysis have been
provided at the RDMS CMS computing centers (grid-sites). It makes possible for RDMS CMS
physicists to take a full-fledged part in the CMS experiment at its running phase.
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The SOA-based BPM platforms provide capabilities for business process modeling, execution,
monitoring and optimization through the support of the Web services standards. Features of the
platforms are process flexibility, easy integration and reuse of the assets from the platform. The
European Grid Infrastructure (EGI) uses partially service-oriented grid middleware for grid
computing (g-Lite). In this context applying the SOA-based model of the BPM platforms for the
EGI will improve the development of flexible service-oriented solutions and will provide a
framework for business process management in the grid infrastructure. In this article we propose
architecture of platform that supports the management of business processes in the EGI. The main
modules and components of the platform are presented.

1. Introduction

The Service-oriented architecture (SOA) [1] is an architectural style for developing systems
and applications. Basic feature of the SOA is the service - well-defined logical entities, which can be
independently used. Realization of the SOA model is Web Service Architecture (WSA) [2]. The
WSA specifies and defines a set of protocols and standards for Web services’ transport (HTTP),
messaging (SOAP), description (WSDL), service discovery (UDDI) and composition (BPEL).

The Business process management (BPM) [3] provides methods, techniques, and software for
design, enacts, control, and analyze of business processes. Combining SOA with BPM will benefit the
software platforms with features like process flexibility, easy integration and reuse of existing assets.
Something more, SOA-based BPM platforms provide capabilities for business process modeling,
execution, monitoring and optimization through the support of the Web services standards. These
features are important, because they make the software platform extendable and interoperable. The
basic characteristics of the SOA-based BPM platforms can be summarized as follows:

=  Support of the standard WSDL - for Web service description;

= Support of the standard BPEL - for Web service composition;

=  Support of the standard UDDI — for Web service reuse and discovery;

= Support of adapters - for access to other systems;

=  Support of the Enterprise Service Bus (ESB) - infrastructure for messages exchange;

=  Support of Human Tasks (HT) — for interactions between human and the business process;

=  Support of Business Rules (BR) management - for management of the basic rules for the
business processes;

=  Support of Business process monitoring (BM) — for monitoring and optimization of the
existing business processes.

Example realization of SOA-based BPM platforms are IBM SOA Foundations [4], Oracle
SOA Suite [5] and JBoss Enterprise SOA Platform [6].

The European Grid Infrastructure [7] (EGI) uses partially service-oriented grid middleware for
grid computing (g-Lite) [8]. In the context of SOA, the business process management, the definition,
monitoring and optimization of a business process in the infrastructure are still not supported. In [9]
the author discusses the important aspects of service-orientated grids and underlines the lack of widely
accepted mechanisms for business process orchestration, mediation and monitoring in it. G-Lite is not
an exception. Basic indicators for that are:

= Lack of service registry or service registry support (UDDI is not supported);

= Lack of discovery services;
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=  Lack of service for composition (BPEL is not supported);

= Lack of well-defined Web services’ descriptions (WSDL is not fully supported).

In this context applying the SOA-based BPM platforms for the EGI will improve the
development of flexible service-oriented solutions and will provide a framework for business process
management in the grid infrastructure. Something more, well known fact is that the service-oriented
approach is the preferred approach for building cloud systems — the next grid generation. In [10] the
authors proposed such service-oriented generic resource framework for cloud systems, which
represents datacenter resources in a uniform way, allowing generic administration without knowledge
of the underlying resource access protocol. Therefore to use SOA approach in the EGI will be an
advantage.

The grid middleware g-Lite is improved constantly. Some of the improvements are in the
reliability of the provided services and other in the quality of the services. Example improvements in
this direction are presented in [11], where the authors present architecture of service for job tracking
into the grid environment. In [12] the authors present a grid application. Interesting fact is that the
presented application is based on the message-oriented middleware, which is an infrastructure for
message exchange. The equivalent of such infrastructure in the SOA is the Enterprise service bus.

In [13] we overview some tools which can be used for building and executing service
compositions in the EGI. Our choise of the tools is influenced and from [14], where the same tools are
described as grid tools for monitoring and control of the workflow execution. We compare these tools
according to their service-orientation. The conclusion is that, all of the presented tools use their one
mechanism for service composition, independently from g-Lite and none of them cover the
characteristics of the SOA-based BPM platforms, mentioned above.

All this observations motivated us for the current research. In this article we propose
architecture of a SOA-based platform which supports the management of business processes in the
EGI. This includes business process definition, business process design and business process
execution in the EGI.

2. Component model of a SOA-based BPM platform for the EGI

In [15] we presented an idea for a framework for service-composition in the EGI. The
presented SOA-based BPM platform in this article is software implementation of the framework. The
component model of the platform is presented on the Figure 1.

The presented SOA-based BPM platform for the EGI consists of five layers. On the first layer
of the model are all the legacy EGI services and applications. This layer covers already built it grid
infrastructure that includes all the EGI services and applications, which are available. Because of the
legacy the services can not be changed. Examples for legacy EGI services are the Storage Element
(SE, DPM, d-Cache, etc.), Computing Element (Icg-CE, CREAM, etc.) of the grid environment.
Example for EGI application is ROOT [16].

On the second layer are all of the developed Web services for access to the EGI services and
application. Example Web services are the Web services for job submission, the Web services for grid
proxy creation, etc. The Web services are important part form the framework. They participate into
compositions in the higher layers of the framework.

On the third layer are the registry services. They provide features for publishing and discovery
of the developed Web services from the second layer. In [17] the authors present comparison of grid
resource discovery approaches. Based on the functional requirements that they defined, we can
conclude that, the UDDI approach is the most appropriate approach for grid resource discovery with
respect to the defined criterions. As we mentioned earlier, one of the basics characteristics of the SOA-
based BPM system is exactly support of the UDDI standard. Therefore the support of the
UDDI standard in the platform is desirable.

On the last two layers are modules for business process design and execution. In the
development module the business process is modeled, by using the existing Web services from the
second layer. The designed business process is deployed into the runtime environment module, where
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the business process is executed. As the Web services represent functionality from the grid
infrastructure, the business process represents the execution of the service composition in the EGI.

Development module

T
|
— 1 @

Runtime environment module

Service registry Service registry

| | |

I r=—=== I

— o ] '

Web service Web service Web service
| I 1
sl | |
| wl B
EGI services and applications

Figure 1: Component model of a SOA-based BPM platform for the EGI

The presented SOA-based BPM platform consists of three basic modules: Development
module, Runtime environment module and Service registry module. As a representation of a model of
the platform for the grid, the Runtime environment module has to be a part from the grid
infrastructure. On the Figure 2 we present in details the basic modules of the platform with respect to
their place into the grid infrastructure.

The Development module provides functionality for business process design, development and
deployment. The Development module consists of two tools: Design module and Deployment module.
Through the Design module the grid user can compose own business processes by choosing already
developed Web services into the flow of the process. Through the Deployment module the grid user
can deploy the designed business processes into the Runtime environment or to customize some of the
steps for the business processes. The Deployment module can be used from grid developers for
development of Web services for access to the EGI, for development of the monitoring model for the
business processes or for generating graphical user interfaces for access to the business processes.
Both the Design and the Deployment module are usually installed outside the grid on the users’
computer.

The Service registry module is a registry for the developed web services and business
processes. The module is also outside the grid and can be accessed from everyone. Nevertheless
invoking Web service for access to the EGI from the registry require grid certificate.

The Runtime environment module includes service for business process execution
(BP service), service for business rules management (BR service), service for business process
monitoring (BM service) and service for human task management (HT service). All of the fourth
services used common infrastructure for message exchange — the Enterprise service bus (ESB).

The BP service interprets the BPEL description if the business process and invoke and execute
the Web services in it. The BP service also checks the business rules associated with the process. The
BM service allows monitoring of the business process on key performance indicators during the
execution. The key performance indicators are set, when the business process is designed.
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The BR service provides functionality for changing business rules in runtime. The HT service
handles human task management. Human tasks are three types: interactions from the type ‘human -
business process’, interactions from the type business process — human’ and interactions from the type
‘human-human’. Example for human task is when the user initiates business process. The
communication between all the services: the BP service, the BM service, the BR service and
HT service is through the ESB.

Figure 2: Modules and components of the platform with respect to their place into the EGI

The Runtime module consists of set of services. These services are physically distributed, but
logically accessed through the same name. All of the services from the Runtime module are registered
into the Service registry module. They are accessible as any other service from the registry.
Unfortunately, the current realization of the EGI does not allow the Runtime environment module to
be a part form the grid. In the next section we present some improvements to the presented model,
which make it applicable for the EGIL.

3. Architecture of a SOA-based BPM Platform applicable for the EGI

The presented SOA-based BPM platform relies on layer of existing Web services for access to the
EGI. Unfortunately, the current realization of the g-Lite grid environment does not provide such Web
services. If we conclude the limitations for realization of the above model are:

e The EGI is not service-oriented. Not all EGI services are service-oriented;

e The EGI does not provide service for composition. The grid environment g-Lite does not

provide mechanism for services composition;

e The EGI can not be extended with ESB and the adjoining runtime services.

Because of this, an additional module was added to the architecture. The module provides adapters
for access to the EGI services and applications and exposed them as Web services. The new module
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represents the second layer of the presented architecture. The current implementation of the module
provides Web services for access to g-Lite [18] and Web services for access to ROOT
application [19]. The developed Web services are composable. The module is extensible. If other Web
services are needed they can be developed and deployed into the module.

Figure 3: Additional module into the platform and its place into the EGI

On the Figure 4 we present example architecture of the SOA-based BPM Platform for the EGI.

Figure 4: Architecture of the SOA-based BPM platform applicable for the EGI

Conclusion

The presented SOA-based BPM platforms cover all of the necessary criterions for business
process composition and execution. In this article we present architecture of the platform applicable
for the EGI. Features of the provided platform are: Web services support, BPEL support, registry
support, HT support, BM support and BR support.
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A new high-flux nuclear reactor PIK [1] is to be launched soon at Petersburg Nuclear Physics
Institute, providing a foundation for new physics experiments. It also opens a way for international
collaboration with other nuclear research centers. Parameters of its neutron beams and its experimental
capabilities are unmatched, the only close alternative is a 58 MW HFR reactor at Institute Laue-
Langevin (ILL), Grenoble.

Because of more than 50 planned experimental installations and various research teams, it is
crucial to provide a uniform, handy and secure way to store, process and access data coming from
experiments. In today’s science world Grid technologies have gained a steady recognition as a way of
connecting research centers around the world and providing distributed storage and computing
resources for scientific collaborations.

A functional model for data storage and processing is being developed at PNPI (fig.1). It
features a hierarchical schema for metadata covering all aspects of physics experiment and role-based
access control. Each research study starts with a root object called “investigation” that has a team of
people associated with it and represented in an access-control list (ACL). As study goes on, these
people add child objects such as samples, datasets, software runs, etc. Datasets may have their own
ACLs while other objects inherit one of their parent investigation (fig. 2).

Data storage model allows individual files of dataset to be placed on file servers, replicated
and accessed via common protocols (fig. 3). It also features support for different types of file storages
(e.g. SRM) and file integrity protection with checksums.

Data processing model allows distributed data processing on both local and remote Grid-
enabled resources using standard Grid authorization and authentication mechanisms.

User Interface ) .| Job Processing
Service d Service
J

Database Metadata Storage

VO Management

»

|
i

Service g Service
J
File Storage ve File Storage
Service Service

Fig. 1: Model schema

! This work was performed within the Federal Special Scientific and Technical Program (Project No.
07.514.12.4003).
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Reference implementation consists of the following: metadata server engine with database,
fileserver management engine, command line tools, application libraries and web-based user interface
for metadata access and data processing. This implementation is intended for Linux distributions such
as CentOS and Scientific Linux and widely uses standard tools and protocols:

e X509 certificates are used for user and inter-server authentication;

e HTTPS is used for most communications. Along with it, GridFTP is also available for file

access;

e JSON data format is used for object data exchange;

e users and user groups are imported from VOMS server, which is used as a central point

for user registration;

e CREAM is used as an interface to computing resources, allowing resource sharing via

Grid.
Sample ] [ Publication ]

Investigation

Software
run

Authorization

Metadata Storage D File Storage
[ Service ] [ Service

1. Requestﬁ ﬂ 2. Token

Fig. 3: Data storage model

Filesystem

3. Transfer

User interface serves as a single access point for the user. It allows performing all kind of
metadata management and file operations as well as job submission and control (fig. 4). Being web-
oriented, user interface can be accessed from virtually everywhere, including portable devices. Two
languages, Russian and English, are currently available. More may be added by minimal effort.
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Fig. 4: User interface

Software simulators are used for testing purposes and validation. They produce data streams as
real experiment workstations would do, thus allowing to simulate a full cycle of data acquisition and

processing in conditions closest to real-life.
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One of the most important features of Web-Based User Interface [1] for GridNNN was the
existence of plug-in mechanism, which made it possible to embed application-specific user interfaces
for various software packages right into the main interface frame. Internal API provided for this
purpose relieves application interface developers of common yet complex tasks such as user
authentication and authorization, job control, file transfer and management (fig. 1).

P GridFTP | _________ il
c v [ Filelo |
[ User home directory }<:r:_|

(input and output data)

Pilot CLI and Proxytool
(proxy certificate and job <=—

management)

control
API

NS Ul Server . NS Web browser .’

Fig. 1: GridNNN UI architecture

Regardless of the application area, complex software packages usually follow a common

behavior:

Software package consists of a main application (usually MPI) and a set of utilities;

Input data may need to be prepared (e.g. converted from one of the common formats);
There’s a vast number of data processing options controllable via text configuration file;
During run, a number of output files is produced, some of which are temporary or
intermediate.

GridNNN user interface provides a following way for organizing user files:

All user files are stored in a home directory;

There are no tools or machinery to control external storages as well as applications
requiring such machinery in GridNNN;

It is considered convenient to store all files belonging to a specific application in a sub-
directory named after it to avoid confusion with lots of files in a root of home directory;
Output files are staged directly from computing resources and thus must be placed in
unique subdirectories to avoid possible conflicts and name clashes.

In a Grid environment, interactive software runs are rare. Most of the time user submits a
“job” that takes a bunch of input files and produce output ones. In order to organize these files, user
workspace should be split into “projects”, each of which is intended to represent a single research.
Project may be seen as a folder, holding all the files, input and output, as well as software
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configurations necessary to run a Grid job (fig. 2). User can run current project by simply pressing a
button; a job will automatically appear in a job list of GridNNN interface where user can track its
status. Output files along with a run log are delivered directly to the project folder.
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Fig. 2: List of projects in GROMACS user interface

Complex software packages usually consist of a number of tools such as preprocessors, data
format converters, computational programs, etc. To simplify their use, each software run is divided
into stages, which correspond to different programs and can be represented as either a small single
Grid job or part of a bigger one. For example, first stage may convert input data from some common
format into format understood by a specific software package. With input files of hundreds of
megabytes in size this job is better be done on a Grid worker node rather than on a user workstation.
Stages may be enabled and disabled individually. User interface should keep track of input and output
files of each stage and warn a user in case of conflict or missing files (fig. 3).
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Fig. 3: Job stages with input and output files in GROMACS UI
Some software packages require quite large configuration files to be written in a plain text.

Web interface can greatly simplify this task by providing a convenient configuration editor with in-
place validation (fig. 4). Usually, a user experienced in specific application area.
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Fig 4: Configuration editor in GROMACS Ul

Implementation of such an application-specific interface is available for GROMACS: a
software package widely used in computational biology. Taking into account the fact that scientist can
access web interface from virtually everywhere, even from his tablet computer, this approach brings
scientific work to the real Grid level.
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RU-Protvino-IHEP site participates in the Worldwide LHC Computing Grid. The computing
infrastructure serves for big four high energy physics experiments such as Atlas, Alice, CMS,
LHCb. In this presentation we would like to talk about recent changes in the site infrastructure and
software upgrades. Also we would like to present current status and future plans.

1. Introduction

RU-Protvino-IHEP site has participated in the Worldwide LHC Computing Grid from the very
beginning, since 2003. In that time the first grid infrastructure services like CE, SE, WNs, UI on
16 two-core Pentium III 900MHz were installed and configured. LCG (LHC Computing Grid) and
EDG (European Data Grid) grid middleware was used. IHEP participated in the EGEE I — EGEE 111
projects in NA2, NA3, NA4, SA1 [1] activities. After increasing network bandwidth to 100 Mb/s, then
to 1 Gb/s and in the end to 10 Gb/s, the grid site in Protvino became one of the biggest Tier-2 site in
Russia after JINR with 1k CPU (8800 HEP-SPEC06) and 800 TB disks space.

In the present time our site serves for big four LHC experiments (Atlas, Alice, CMS, LHCb) and
many small experiments inside the Institute. We implement shared CPU schema that allows achieving
24x7 CPU resource usage and it makes resources usage more effective.

The main plan for the future is to become the first Tier-2 in Russia.

2. Site overview
From Grid point of view RU-Protvino-IHEP site has very simple architecture which is present
on figure 1.

CE i i ||||I||I|LIMLM_JNMJ ﬂ

VO BOX VO BOX
CMS SE

Figure 1: Grid architecture of IHEP site

* Corresponding author
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It consists of the following:
¢ Computing Element based on CREAM-CE one for all Virtual Organisations;
e Three Storage Elements: dCache based for CMS and Atlas, and pure xrootd for Alice;
e  Working Nodes with 4, 8, 24 cores and with 2 GB RAM per core;
¢ Two mandatory VO BOXes for CMS and Alice;
* And two grid services which are necessary to run a grid site — site BDII and APEL.
So we are maintaining an ordinary Tier-2 site nothing special as it may seem at a first glance.
However, the complexity appears from three reasons:
1. We share resources for Grid and not Grid physical experiments;
2. We have a big size cluster with around 1000 CPU and 800 TB oriented to user analyses
(many read of data for processing);
3. A team which is administrating the cluster is a core team in the I'T department of IHEP
and also maintains a network infrastructure and core network services.
Including all these circumstance, we get the more complex architecture for the site shown on
figure 2.

CASTOR D D

Figure 2: Additional services at grid site

As it might be seen, in the middle of the cluster is the Kerberos5 “Single Sign on” system. It is
used by local users to get an access to the resources of the cluster directly without any grid services. It
means that a batch system on the cluster should support Kerberos tickets and these tickets have to be
forwarded to all Working Nodes too. As soon as we also use Andrew File System for user home
directories we must provide support for AFS tokens which are based on Kerberos tickets.

The next major service is a Lustre parallel cluster file system which is shared across all working
nodes to be able to allow local users perform data analysis us faster as possible.

And for the long data store and for the store of the RAW data we use CASTOR [2] (the CERN
Advanced STORage manager). It is a HSM system that has been using in IHEP for six years. We store
data on LTO4 and LTOS tapes with a simple tape library and stand alone tape drives.

For the end the main administration system on the cluster is Puppet. We give up on using Quattor
and started to use puppet instead as more elastic system for management.

151



We should mention that many services including site BDII, APEL, VO BOX CMS, Puppet and
some others are placed under Xen hypervisors as virtual machines. This technique allows us to use
resources as much as needed for the current setup and dynamically adjust them if it will be necessary
in the future.

To summarize all above, we have got a site structure presented on figure 3. As it can be seen,
there are several internal servers that are used for the site infrastructure. They are: network gateway
servers which provide NAT (network address translation or masquerade) for the site internal network;
DNS (Domain Name Servers) for this internal network and for caching DNS queries on the cluster;
squid http proxy servers for caching CVMEFES [3] (CERN Virtual Machine File System) requests and
special frontier proxies for CMS and ATLAS to cache Oracle DB (data base) queries of experiments to
the central repositories; and we have still 1386 SLC3 subcluster as the part of our system but it is only
for the internal experiments of IHEP; also we have a mix of GPU Nvidia Tesla computing systems.

Additional things to mention are middleware and software on the cluster. For the grid services
and for WN’s it is gLite 3.2 and base OS (operating system) on the cluster is Scientific Linux 5 64bit.
For GPU’s we use CUDA 4.2 [4]. There are Ansys 14.0 [5] and Mathematica 8.0 [6] installed on
several nodes on the cluster and Intel® Fortran Composer XE 64bit is installed on UI (User
Interface). All this software allows us a more flexibly use of our computing farm.

Figure 3: A structure of the site

3. Network overview
The next major part of the site is a network architecture. Here we used a model with internal and
external networks and split all site to the hosts with two and hosts with only one access points. This
model allows us to reach several goals:
e First of all we hide all working nodes from the direct access from Internet to increase security;
® The next one is that we use maximum bandwidth of available network interfaces and we do
not mix different type of traffic in one network;
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¢ Third thing is that it is easy add new resources to such structure by common blocks i.e. it is

easy to scale whole infrastructure for the future needs;

¢ In the end such structure permits to use cheaper network interfaces on the cluster and avoid

Infiniband and very expensive 10 Gb/s network cards or modules for devices.

Figure 5 shows the network architecture of the site. Before describing it we have to mention a
physical location of hardware inside the computer centre of IHEP. It is physically spitted to several
locations see figure 4. There are big working zones (4 and 6) and core network operating centre of the
whole Institute (Core). Each zone has its own electrical power, cooling system and connectivity to the
core network room. We try to distribute resources for experiments of the Grid and of the local groups
in the Institute in such way that if one of working zones stopped to functional then other will still work
for remaining VOs. For example if Zone 6 stops (by cooling reason or by power cut) then our site will
lost only CMS and Alice and Atlas and LHCb will work in Zone 4. In general the site still works with
decreased number of CPU and experiments.

Figure 4: Site physical location

As described above, we have two network segments on the site. There are an internal network
with IP address from 192.168.160.0 network and an external network with one of the Institute’s
subnets dedicated special for the Grid cluster. Every node and server of the Grid farm is connected to
the internal network. This network is completely isolated physically from all other networks in IHEP
and from Internet. Each subcluster from working zones gather connections on the one network switch
with 120 1 Gb network interfaces. Two zones connect to each other by the link aggregation channel
2x10 Gb/s. In this way by connecting all WNs and storages to the one switch we use internal bus of
the network device as shared high throughput channel for commutation. On the site used are 1 Gb/s or
2 Gb/s connections for working nodes and 2 Gb/s or 4 Gb/s connections for disk storages. The size of
link depends on the number of cores for WNs and by the performance of the disk systems of the file
storage servers.
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For all core services external network is used. It is a special dedicated subnet of the Institute
network. And the Grid site has a direct connect by 10 Gb/s from every working zone to the core router
of IHEP. The Institute itself has 10 Gb/s connection to the Moscow backbone network for scientific
research. Second 10 Gb/s connect is planned in near future.

Such a network structure allows us to use up to six 1 Gb/s links to data servers with cheap gigabit
Ethernet cards.

Figure 5: Site networking

4. Recent upgrades

In May 2012 RU-Protvino-IHEP site stepped over 1000 CPU slots. CPU (for CPU we assume
cores with HP on) and disk resources were doubled from 400 CPU to 1000 CPU (8800 HEP-SPECO06)
and from 360 TB to 800 TB. Such resources increase was a big stress test for the current infrastructure
and showed bottlenecks of the services. The first main problem was in the default limit of maui
scheduler to 1024 jobs per queue and was solved by recompiling maui scheduler (see figure 6).

diff /opt/maui-3.3.1/include/moab.h /opt/maui-3.3.1.orig/include/moab.h
314c314

< #define MAX_MRES 2048

># define MAX_MRES 1024

Figure 6: Changing maui scheduler limits

The next big challenge was in CREAM-CE performance and stability. The hardware was
upgraded to Intel Core7 server with 12 GB RAM. Some setup was made for TomcatS server by
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increasing JAVA heap size. The new parameters for it are “-Xms512m -Xmx4096m”. Last thing is that
we have enabled caching for mysql data base as it presented on figure 7.

diff /etc/my.cnf /etc/my.cnf.0
14,16d13
< query_cache_type = 1

< query_cache_size = 40M Figure 7: mysql caching on CREAM-CE

To allow experiments use increased number of slots, we also made some changes:

e for Alice together with experiment management we switched our site to the peer-to-peer
software distributing on the working nodes and we offloaded the central Lustre cluster;

e for ATLAS we moved shared library to the local disk on the working nodes and this
dramatically improved situation with starting of Panda jobs. They did not have to use
network shared area for LD_LIBRARY_PATH. The modifications are presented on
figure 8.

cat /lustre/ihep.su/grid/atlas/setup.sh.local
export LD_LIBRARY_PATH=‘echo $LD_LIBRARY_PATH Ised -e
"'s/lustre\ihep.su\VgridVatlas\Iib/opt\VgridVatlas\VIib/

Figure 8: Moving of the shared library for ATLAS

In the end we started to use a stripe RAID system for home and scratch directories on the
working nodes under XFS [7] and found that CMS, LHCb, and ATLAS can not handle big partitions
under XFS (we used 1.6 TB). Probably some part of software is build without 64 bit file support and it
can not work with 64 bit incomes on the file system. We were forced to rollback to ext3 on such nodes.

5. A new storage for Atlas
To finish upgrade section, installation of the new storage system for ATLAS should be

mentioned. In the Institute the latest gold release v.2.2.0 for dCache was installed. As a base OS we
have chose Debian Linux which is supported by dCache distribution. Our primary goal was to install a
system for the future that means an easy software upgrade and being able to handle several petabytes
of data without modification of the infrastructure. Installed system is presented on figure 9.

It is worth to mention that we started to use a distributed system of dCache head nodes according
to the latest recommendation of dCache for large (>1PB) setups. On name space node we started to
use SSD for storing Name Space data base. Each pool node uses XFS partitions divided by 10 TB.

6. Site resources and usage

A current situation on the site with sharing and consuming resources is presented on figure 10.
We have a fair share setup for the batch system queues for all big four LHC experiments and disk
usage as presented on the right side of the figure. Accounting information [8] about consuming CPU
on the farm in 2012 is shown on the left side. CMS was inactive several months on the farm due to the
problems with CREAM-CE so its computing power was distributed across LHCb and Alice.
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Figure 9: SE ATLAS at IHEP site

VO fair share, %

Figure 10: Site resources and usage

7. Future plans
We have some plans for the site development. At the end of 2012 we should upgrade resources
from 1000 CPU to 1600 CPU and we should increase disk storages to 1200 TB, and for software we
would like:
e split CREAM-CE servers by experiments;
¢ move CMS to Lustre and completely destroy NFS;
e upgrade CMS dCache to latest golden release 2.2.x;

156



e add CASTOR support for the local ATLAS group;
e upgrade cluster (especially WNs) to the latest EMI release.
For strategic plans we would like to achieve the physical maximum (limited by air conditioning
and electric power) for our site in resources and network. It is 5000 CPU, 6000 TB disks and
8x10 Gb/s network bandwidth for external connections.

8. Conclusion

The WLCG Grid site at IHEP has a big potential of development for the future and it
established reputation of the site with high availability and reliability in Russian segment of the Grid
infrastructure. We use leading technologies in the computing science for computing clusters with batch
systems to run jobs. There are many investigations and approbations inside the site infrastructure like
cloud technology and GPU computing which are going to be a future in data centres. The generic goal
1s to become a number one Tier-2 in Russia.
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The GridKa Computing Center at the Karlsruhe Institute of Technology is one of the biggest
Tier-1 (T1) centers for the Worldwide LHC Computing Grid (WLCG) and one of the major
resource providers in the EGI region NGI-DE. Since GridKa was established more than 10 years
ago, GridKa staff has been closely cooperating with its different user communities also called
virtual organizations (VOs) to ensure smooth operation and high availability of the resources and
critical production services operated 24/7. This presentation will focus on overall experience how
different experiments are represented in such a multi-VO computing infrastructure and what we
are doing in order to keep GridKa running and serving T1 services successfully towards WLCG
requirements.

1 The Grid and Steinbuch Center for Computing

Grid Computing is a key technology that provides scientists and engineers from research and
industry worldwide distributed data and IT resources. Via high performance wide area networks grids
integrate today’s compute resources from desktops to cluster and visualization systems up to
supercomputers. Also distributed data storage and archives from the terabyte to the multi-petabyte
range as well as data of various types and disciplines. Transparent access from any location to such a
distributed infrastructure allows to work on complex scientific and social problems and to collaborate
in new interdisciplinary ways. Since many years the Steinbuch Center for Computing (SCC)
department “Distributed Systems and Grid” (VSG from German term) contributes within national and
international projects to the development and operations of this infrastructure, and works as a service
and resource provider to the users [1].

Especially here in Europe, the European Grid Initiative (EGI) is mentioned, under whose
umbrella national or international grid initiatives together form a common infrastructure [2]. The
American equivalent to this is Open Science Grid (OSG), Asian countries and Australia are working
together in the Asia Pacific Grid and Scandinavia has Nordic DataGrid Facility. None of these
distributed infrastructures is complete itself rather than continuously evolving. However, despite the
challenge of differences in the technologies, all resources to the user communities are available via
standardized interfaces available worldwide.

1.1 VSG projects within SCC
The VSG department gives opportunity for diploma and doctoral thesis which are integral part
of the grid and cloud computing evolution. In cooperation with the region Baden-Wiirttemberg, VSG
provides practical training of undergraduate students in the field of information technology. For
example through participation in the winter semester 2011/12 the KIT first time offered lecture on
"Distributed Systems: Grid and Cloud", and since 2003 has been hosting the annual Summer School
for Grid and Cloud Computing [3].
In the context of the European Grid Infrastructure hierarchy, there are several Grid projects
within the VSG department at SCC, for example:
e  FEuropean Grid-Initiative (EGI) / EGI-InSPIRE: The European Commission in its 7th
Framework Programme provided substantial support for a FEuropean Grid
Initiative (EGI). Germany has responded to this initiative by the recently formed
Gauss-Allianz e.V. consisting of 13 German supercomputing centers. The KIT is lead

158



manager and was instrumental in the project planning of EGI-INSPIRE (Integrated
Sustainable Pan-European Infrastructure for Researchers in Europe).

®  National Grid Initiative (Deutschland) Germany (NGI-DE): NGI-DE consist of about
50 grid initiatives, which are involved in EGI. Within the NGI-DE, VSG works in the
areas of "Project Office and Sustainability”, "Central Monitoring", "Helpdesk",
"Security".

®  GGUS - Global Grid User Support System: GGUS provides a central platform where
users as administrators ask technical questions and address their issues accordingly to
the Grid Site support unit. These support units are distributed teams of experts -
administrators of local and global services through application supporters to grid
middleware developers - connected to whom such requests of appropriate workflows
are assigned. The GGUS platform is now available and used in several very large
European IT projects.

2 The GridKa Tier-1 Center for LHC

GridKa — Grid Karlsruhe, project founded as part of the other SCC activities is driven by the
need of thousands worldwide scientists use the computing and storage resources for data analysis of
LHC experiments at CERN. There have been years involved into the grid development in addition to
the construction of the LHC accelerator and the four detectors, ALICE, ATLAS, CMS and LHCb,
where GridKa is now significantly important piece of the World Wide LHC Computing Grid
(WLCQG) [4]. Together with the German nuclear and elementary particle physicists SCC established
Grid Computing Center Karlsruhe (GridKa) as the German contribution to the LHC Computing was
developed specifically for high data throughput of the LHC and other high-energy physics
experiments. WLCG ties together resources from the European Grid Initiative (EGI), Open Science
Grid in the United States (OSG), and the Nordic DataGrid Facility in Scandinavia.

Fig. 1: GridKa computing resources share January-September 2012

In 2011, EGI sites provided the LHC VOs with more than 7 million kHSO6hours [5] of CPU
and more than 100 PB of online storage space. This is the largest single contribution of resources to

159



WLCG. The GridKa Tier-1 center is hosted by Steinbuch Centre for Computing at Karlsruhe Institute
of Technology. GridKa was established in 2002 as a regional computing center for the LHC
experiments which were still developing their computing models at that time and several other High
Energy Physics experiments that were already taking data. Today, GridKa supports all four LHC
experiment VOs and seven more VOs from High Energy Physics and Astroparticle Physics (Auger,
BABAR, Belle, Belle2, CDF, Compass, D@), and several other VOs from different fields of science.
See Figure 1 for distribution of the resources from January till September 2012.

Among the 11 WLCG Tier-1 centers GridKa provides approximately 14% of the resources
available to the experiments and it is the largest center supporting all four LHC VOs. In 2012, GridKa
provides 130 kHS06 of CPU resources (more than 1200 compute nodes) split into two sub-clusters,
14PB of disk storage, and 17PB of tape storage to its users. For the regular archiving and reprocessing
of the raw data of LHC, the experiment data flows via a 10 Gbit/s network connection imported from
CERN while GridKa serves further connections to other Tier-1 and Tier-2 centers of the preprocessed
data at Tier-1 level ready to be transferred. See Figure 2 with number running jobs per sub-cluster at
GridKa over the year 2012.

Fig. 2: Running jobs per VO in 2012 (~14k job slots in total)

3 Grid Core and Site Services

The amount of data from the LHC experiments with the latest algorithms and methods to (re-
)processing is regularly ever-growing, so the computing power of GridKa increases yearly. For
standardized measurement of computational power provided by all WLCG centers benchmark HEP-
SPEC06 is used, where GridKa was deeply involved. These measurements helps in planning
replacement an old and inefficient systems with new, more energy-efficient computers and thereby the
overall computing power increases.

In addition to the resource management planning and accounting, GridKa provides high
availability operations of grid services for the LHC and other user communities. It manages the
Workload Management System (WMS) and compute element (CE), which forwards grid computing
jobs to centers such GridKa.

Standardized Information Systems (Berkeley Database Information Index, BDII) deliver
through Grid interfaces information about Grid computing centers, such as what virtual organizations
are supported and whether free computing and storage resources are available. For data management
there are file catalogs (LFC) and a file operated transfer service (FTS), which controls all data
transfers between GridKa and its associated Tier 2 and Tier-1 centers. Different proxy services allow
efficient access to database systems at SCC and at CERN. For community-specific services front-end
VO-boxes are provided.

3.1 GridKA Certification Authority
The GridKa-CA [6] is present at KIT since 2002, as a member of the European Grid Policy
Management Authority (EUGridPMA), an international organization, composed of over 40 countries.

160



Together with TAGPMA (North, Central and South America) and APGridPMA (Asia, Pacific,
Australia) established a global network of the International Grid Trust Federation (IGTF).

Digital certificates contain a public key, additional information and the signature of the CA.
The certificate body is accredited with signature of a public key belonging to a particular person. The
certificates are used for authentication, encryption and decryption of sensitive data that is transmitted
over the Internet and other networks. The GridKa-CA provides standard X.509 certificates to users,
computers, and applications throughout Germany. The long list of organizations that use GridKa-CA
certificates include both research institutions and universities, and industrial companies.

3.2 Continuous process optimization with ITIL

The coordination of global support needs well coordinated processes and workflows. The SCC
has faced with a similar challenge. In merging the former Center of the University of Karlsruhe and
the Institute for Scientific Computing of the Karlsruhe Research Center for SCC was clear that a data
center in two locations requires special measures and coordination.

Therefore the decision was taken in the SCC within the rules of ITIL lifecycle stages "Service
Strategy", "Service Design", "Service Transition" and "Service Operation" applying for continuous
process optimization. An SCC internal ITIL Project was led by the department "ISM - IT Security and
Service Management" initiative, which was also supported by the department of VSG. The focus in
the grid environment was on the service process "Service Catalogue Management", the creation of
service descriptions and the separation of grid services into so-called service modules and the service
process "Incident Management", in particular towards the smooth 24/7 operation mode of GridKa [7].

To achieve improvements in terms of grid operation and support service in Germany "Incident
Management" isn't enough, so keep maintenance of the German Tier-1 data center GridKa ITIL
compliant, it requires in addition "Change Management" process. That is still work in progress though
and on its way to the ITIL regulation fulfillment by SCC.

3.3 GridKa monitoring and 24/7 support

To monitor the function of the various grid services, VSG developed jointly with other
research institutions monitoring system, which are largely based on the open source Nagios [8].
Nagios has been specially adapted to the needs of grid computing. However, as part of the
modernization process and monitoring quality improvement, GridKa Tier-1 migrated all Nagios-based
service to the Icinga [9], which is now used by the GridKa on-call engineer(s) (OCE) as a basic tool to
solve problems or alarm local experts take an appropriate action.

At GridKa, we have two groups of OCEs: storage and grid services. Each group consist of 8-
10 people and they are rotating on weekly basis. In addition, KIT has wide area network and
infrastructure on-call service. Alarms are sent to mobile phones by Icinga plus GGUS alarm tickets are
triggered by the incident thresholds configured within Icinga per service. Person on-call may or may
not be an expert for the affected system (no experts expected on duty!). OCEs usually do their best try
'standard recipes' to fix the problem first and only if necessary they try to reach an expert.

Approximately 85% of problems could be solved without calling (additional) experts.
Documentation is improved continuously, also people on-call gain experience by doing regular steps
provided by 'recipes’. On-call services does not guarantee that problems can be fixed within few hours.
The incident handling during on-call service hours is well illustrated on the Figure 3.

3.4 GGUS - Global Grid User Support System

Global Grid User Support [10], abbreviated GGUS, means globally distributed support
system, which is managed and operated by a working group within the department of VSG. Scientists
of international grid projects (e.g. EGI) or members of so-called virtual organizations such as the High
Energy Physics (LHC experiments at CERN) use this system to report malfunctions related to the
computing grid. It is also knowledge base for tips and tricks among site experts stored in the ticket
database or place for providing important news.

Heart of GGUS is a complex web application that by providing web service interfaces allows
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the integration of other helpdesk systems to form in its principle knowledge federation. Currently 15
external systems are linked via these interfaces with GGUS. To date, over 100 expert groups are
spread over all the continents of the world, which provide round the clock support for the continuously
growing community of grid users. By now approximately 80,000 Grid problems solved by 1,500 grid
experts worldwide.

Fig. 3: Workflow for the incident handling during on-call service hours

4 LHC representation at GridKa

Several formalized support workflows, all based on ticket systems, have been set up within the
LHC experiments, WLCG, and the major Tier centers. Experiment representation complements these
workflows with experiment specific and proactive support.

In 2010, three positions of local VO representatives for ALICE, ATLAS, and CMS
experiments were established. The representatives’ duties are to represent both their respective LHC
experiment at GridKa and GridKa within their respective LHC experiment [11].

4.1 Motivation and representatives' tasks

GridKa staff has been closely cooperating with its different user communities to ensure
smooth operation and high availability of the resources and services. Even though all LHC VOs have
used glite-based services already for several years, there are major differences in the use of the
components by the different experiment frameworks. These differences have a strong impact on the
operations of the Tier-1 center.
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The experiment representatives are fully integrated with GridKa staff and their experiments;
within the latter, they mainly communicate with the computing experts, as the servers running at the
Tier-1 are higher level ones. Both the experiments and GridKa benefit from the experiment
representatives’ inside knowledge of the details of the experiment specific computing and the on-site
operations at the Tier-1.

The experiment contacts are responsible for several production critical services their
respective experiment relies on at the Tier-1. These include site services like FT'S (mainly used by
ATLAS and CMS) and xrootd (used by ALICE) as well as other distributed experiment specific
services.

The major task besides service administration is communication between the experiment and
the site administrators. The experiment representatives serve as principal point of contact for the site
administrators for all matters related to the VO, ranging from job behavior to storage system setup. At
the same time the experiment contacts communicate with all parties within the experiment, e.g. Tier-0,
Tier-1, and Tier-2 centers, users, and in particular experiment computing experts.

The close coordination among the experiment representatives has proved to be very beneficial
for their daily work as well as intermediate and long term tasks. As the experiments share the Tier-1
infrastructure and many services, many issues affect several VOs. For instance, network problems are
often discovered because of middleware service failures. The experiment representatives inform each
other of these problems and together analyze the impact on the experiments and provide specific
feedback to the local network administrators. In other cases, experiences of one VO with the effect of
a VO workflow on the storage backend are shared among the on-site experiment contacts for the
benefit of all VOs.

As part of the team of local administrators, the experiment representatives have privileges on
the local infrastructure that would not have been granted to external representatives. Thus, they are
enabled to quickly diagnose problems and assess the impact on the experiments’ work much better
than compared to a long chain of communication from externals to the local administrators and back.
In addition, on-site representatives are perceived as internal members of the respective team by both
the experiments and the site administrators. Thus, communication between VOs and sites has been
improved on formal and informal levels.

The experiment representatives also contribute to organization of grid computing events as
well as to the deployment and operation of services for the experiments. Also in this area, their work
profits from their unique perspective which combines the view of the experiments and the Tier-1
center.

Experiment workshops like a collaboration-wide ALICE Tier-1/2 workshop or a face-to-face
meeting of the grid administrators of computing centers of ATLAS DE cloud were organized by the
experiment representatives at GridKa. In addition they make major contributions to the international
GridKa summer school on grid and cloud computing.

Furthermore, experiment representatives are heavily involved in the deployment and operation
of the glidelnWMS [12] service for CMS and to the multi-VO meta-monitoring system
HappyFace [13].

4.2 Feedback to on-site Representation Model

There has been positive feedback from the VOs represented at GridKa in several meetings and
workshops, focusing on faster feedback and on better integration of GridKa into the experiments’
computing groups. Service experts at GridKa highly appreciate to have expertise on the specific
experiment workflows on-site and the easier and faster communication.

Contrary to formalized support via ticket systems, there are no obvious metrics for measuring
the success of on-site experiment representation, as it uses a short and informal way of communication
and as it provides proactive support. Its effectiveness is nevertheless reflected by the positive feedback
mentioned above and the ongoing commitment by the experiments and the computing center to jointly
co fund the positions.
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5 Summary and Conclusion

In the long term future, we expect changes in the usage of the Tier-1 center both with respect
to new user communities and with respect to new infrastructure as a service (IaaS) technology. If the
current model of on-site VO representatives is still useful for computing centers that in the future will
mainly work as laaS providers depends largely on VO specific requirements which cannot be fulfilled
with generic IaaS cloud resources. As long as VO specific knowledge is required to efficiently provide
a service to the VO, it might be useful to have a VO representative integrated into the team of site
administrators.

The GridKa Tier-1 center at its large profits very much from the on-site experiment
representatives. Their work has resulted in improved availability and reliability of site services and in
improved communication between the computing center and the experiments. In particular, the unique
perspective offered by the integration in both the on-site team and the experiment enables the
representatives to proactively address issues on most areas of site operations related to experiment
work and even bring the new projects to participate on internally with significant outside GridKa
visibility.
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In this two part presentation we will describe the datacenter topology and the hardware used as
well as clustering software services employed for HPC usage. We will briefly talk about main
functions and proprieties of hardware components used and then we will browse through
proprieties and implementation of MAUI cluster scheduler and TORQUE resource manager. In the
second part of this paper we present the middleware used in ISS (Institute for Space Science) Data
Center, hardware used for those middleware and a usage statistics for those middleware.

Datacenter architecture and clustering technologies used

Rocks Clusters was chosen to ease of deployment, management, maintenance and flexibility. The
Rocks Clusters is a Linux distribution designed for high performance clusters. It is a project started in
the year 2000. It is an open source operating system that was initially based on the Red Hat Linux
distribution. Later versions of Rocks are based on the CentOS distribution (which comes with a
modified interface for Anaconda to simplify mass installation.

Following its release, Rocks Clusters became one of the most used clustering operating system for
commercial organizations, ranging from academic purposes to government use, used in more than
1400 clusters.

The physical assembly of a Rocks Cluster contains one or more of the following node types:

—Frontend nodes: these are the nodes exposed to the outside world, which include several

services like DHCP, TFTP, NFS, MySQL, and HTTP. Also, on these nodes the users log in,
submit and track their jobs.

—Compute nodes: these are the workhorse nodes that run the user submitted job.

In Figure 1 we present the typical architecture of a Rocks cluster.
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Fig. 1: Typical assembly of a Rocks cluster

On the compute nodes, the Ethernet Interface (in Linux it maps to ethO) must be connected to
the clusters Ethernet Switch. This network is considered to be private. On the frontend node two
Ethernet interfaces are required: ethO must be connected to the same Ethernet network as the compute
nodes and eth1 must be connected to a public Ethernet network.

Rocks use the well-known clustering tools “Maui” and “TORQUE”. “Maui” is a scheduler
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with the properties of policy engine that allows sites control over when, where and how a clusters
resources are allocated to jobs. It also optimizes the use of these resources, monitors system
performance, diagnoses problems and manages the system. A scheduler is assigned the job of
determining when, where and how jobs are run so it can maximize the output of the cluster. The
decision that a scheduler takes is divided into three categories: traffic control, mission policies and
optimization. “TORQUE” is a resource manager with a scheduler making requests to it. Resource
managers provide the low level functionality to start, hold, cancel and monitor jobs. It is used
primarily in batch systems and provides control over batch jobs and compute resources.

Underlying technologies
In this section we will summarize the underlying technologies deployed at ISS.
A. DHCP — Dynamic Host Configuration Protocol
The Dynamic Host Configuration Protocol (DHCP) is a network protocol that enables a server to
automatically assign an IP address to a computer from a defined range of numbers configured for a
given network. There are three methods of allocating an IP address:
- Dynamic allocation: the network administrator assigns a range of IP addresses to a requesting
client.
- Automatic allocation: the DHCP server permanently assigns a free IP to a requesting client
- Static allocation: the DHCP server allocates an IP to a requesting client based on a table
containing pairs of MAC-IP addresses pairs, which are manually filled in.
B. PXE — Preboot eXecution Environment
PXE is an environment used to boot computers using a network interface independently of data
storage devices or installed operating systems. It uses several network protocols like Internet
Protocol(IPv4), User Data Protocol (UDP), Dynamic Host Configuration Protocol(DHCP) and Trivial
File Transfer Protocol(TFTP).

Services deployed at ISS and usage statistics
1. gLite (in present EMI)

glite is an middleware for grid computing used by the CERN LHC experiments and other
scientific domains.

The project was started in 2004, and in May 2006 it become an official middleware, but in
2010 the project ended, and in present was taken by EMI (European Middleware Initiative).

The architecture contains security, user interface, computing element, storage element,
information services, data management and workload management.

2. Computing element (or in gLite CREAM CE)

CREAM - Computing Resource Execution And Management services. It implements job
management functionality at Computing Element level (allows to submit, cancel, monitor, etc). It can
be use direct by the client or by some higher level services.

3. Storage element (or in gLite DPM)
DPM (Disk Pool Manager) is a lightweight solution for disk storage management.

The architecture contains two nodes type: head node and disk node (fig. 2).
HEAD NODE
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RFIO
CLIENT(s)I XROOT
I HTTP
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FILE%

oPs ‘ [GRIDFTPJ [ RFIO ] [ HTTP ] [XROOT] 1 NFs4 : ’
L

DISK NODE(s)
Fig. 2: Deferent components of the DPM and their basic interaction
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The head node that is an entry point for clients, hosting and name server that include SRM,
DPMS, and DPM domain and disk nodes that host the actual data, providing remote data; each of
those nodes will run all data access demons (rfio, xroot, gridftp, ntd41).

4. Information services (or in gLite BDII)

BDII (Berkeley Database Information Index) consists of a standard LDAP (Lightweight

Directory Access protocol) witch is update by an external process (fig. 3).
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Fig. 3: BDII process

The update process obtains an LDIF (Lightweight Data Inter Change Format) from a number
of sources and merges them. It then compares this to the contents of the database and creates an LDIF
file of the difference.

ALiEN (Alice Environment)

AliEn — is an open source grid framework using the combination of a web service and a
distributed agent model — is started in 2000 and is run in present.

The basic components for AliEn are: file catalogue with metadata capabilities, data
management tools for data transfer and storage, authentication and authorization, workload
management system, interface to other grid implementation, root interface, monitoring.

AliEn architecture contains: external software, alien core components, and services and
interfaces (fig. 4).
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Fig. 4: The AliEn Architecture
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In ISS we use for components and services CE, SE, authentication, etc and for interface web
portal, GUI, CUL
The AliEn nodes use pull architecture instated push like other middleware (gLite)(fig. 5).

Fig. 5: Job flow architecture

Push — jobs are push to the cluster
Pull — on cluster are run some job agents that take the jobs from the grid queue.

AliEn xrootd

Xrootd is the data storage service with multiple functionality that is used by Alice for data
storage.

Tools for serving data are: server demons, clients and xrootd protocol and provides high
performance file based access, scale an servers and clients side, separate data flow and control flow.

Xrootd are network and thread management layer, protocol layer, file system layer and storage
layer (fig. 6).

Filesystem Logical Layer

Fig.6: Xrootd Architecture
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Hardware used

For Data Center are used servers and network switch from Supermicro: for computing it is
used servers like Twin (fig. 7) and Twin’(fig.8), for storage are used servers with 24, 36,45 trays (fig.
9) and for networking it is used an 10 Gbit as an aggregator and 1 Gbit switches liked with 10 Gbit
links to aggregator for worker nodes (fig. 10).

Fig. 7: Servers Twin Fig. 8: Storages Twin’

Fig. 9: Storage Fig. 10: Switch

The main scheme of the ISS Data Center is presented in fig. 11 below.

Fig. 11: ISS Data Center Scheme

A center gateway on which are linked the private network of the Institute and also of the
cluster. The AliEn cluster has 4 Gbit link to the gateway and the others have 1 Gbit link.

LACP (Link Aggregator Control Protocol) provide an method that control the bounding of
several physical ports together to form an single logical channel.

The nodes have Intel and AMD CPU at 1.8 — 2.3 GHz with 4 cores, HDD WD WD2002FYPS
Enterprise on 2 TB and 2 Gb Ram per core.

The total power for our cluster is 400 cores with 2Gb Ram per core and 140 TB space.
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Performance at ISS

We have 31% of the total number of jobs in Romanian Tire 2 Federation, 1% of Alice
Computing (last year period) and 10 GigE upstream connection to DANTE network through
RoEduNet.

In the last five years ISS had a total of 1270873 jobs done, with a minimal value of 2377 an
average of 320264 jobs

On our storage devices we had a total of 238 TB of traffic data, with an average of
4.892 MB/s, while data sent from ISS totaled at 1.827 PB, with an average of 38.47 MB/s.

Conclusions

In this paper we presented the design and facilities of the Rocks Clusters Distribution and the
underlying technologies employed at the ISS Data Center.

We also have a high availability — 88.68% of the total time, success ratio — 88.47% and high
usage — 97.96%.
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The experience of few RDIG sites in the implementation of such service for processing ALICE
jobs will be presented in this report.

The GRID framework of LHC experiment ALICE — AliEn [1] is an open source framework

built on Web Services and a Distributed Agent Model. In this model Job Agents are submitted onto a
grid site to prepare the environment and pull work from a central task queue located at CERN. The
communication between each ALICE site and central ALICE services is realized by ALICE-specific
VO box. This is a single point contact. The deployment of job-specific software was performing from
early AliEn days via PackMan [2]. This service at VO box simplifies deployment of job software,
done onto a shared file system at site, and adds redundancy to the overall GRID system. Last year
there was developing, testing and implementing a peer-to-peer method [3] based on BitTorrent for
downloading job software directly onto each worker node at several ALICE sites. Today the main part
of sites supporting ALICE migrates to the pear-to-pear download of application software.

PackMan usage for deployment of job-specific software

PackMan is a Transport Package building

tool for packing up Templates, TVs, Snippets, Central Build Servers
Chunks and other Packages into a Transport AliEn, AliRoot, ...

Package. This software packages enables users to
easily install and remove software on Linux. In
case of PackMan application for ALICE GRID
sites operate in such way:

LC ‘ MacOs Ubuntu

e Jobs request Soft Ware from VO box service; | Catalogue ALICE:CERN:SE
® VO box PackMan service pulls Soft Ware; AliEn I
e Soft Ware deployed on shared area; =77 7T 7T e
e Working Nodes read Soft Ware from shared 1
area. e
Figure 1 gives a scheme of traditional Box i
PackMan usage for software transfer to sites. This l requasts
scheme has some advantages and disadvantages. '
Advantages Shared SW Area - WN
There is necessary only one service/site bRt A )

managing for installation of require packages. The
routine software builds with catalog & stored in

Fig. 1: Scheme of traditional software transport
to working nodes with PackMan help

AliEn is managed by Central Software.
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Disadvantages:
- Shared software area is a single point, which is a source of failure / bottleneck
- It is not simple to redeploy rebuilds of the same version. This can require active
repairs per site
- Need to keep a short list of active software packages.

Peer-to-Peer method

Of the many p2p file-sharing prototypes in existence, Bit-Torrent is one of the few that has
managed to attract millions of users. BitTorrent relies on other (global) components for file search,
employs a moderator system to ensure the integrity of file data, and uses a bartering technique for
downloading in order to prevent users from free riding. This method has been proposed by ALICE for
deployment of job-specific software.

Basic Torrent details
The basic architecture of p2p data and principal scheme of operation with these data presented
on Fig 2 and Fig 3 correspondingly. There are using a such definitions used in torrent method:
Tracker: map of seeders: files
Seeders: have & serve file
Leeches: pull & serve file chunks

In order to provide data integrity, file chunks contain hashes of original file.
package.tar.bz2

1 L Chunks of equal size

package.tar.bz2.torrent  (ten of KB)

Metadata info of the original file:
- SHA1 hashes of chunks
- SHA1 hash of the entire file

* uniquely identifies the file
- Tracker location (entry point)

Fig. 2: Structure of p2p data

Fig. 3: Scheme of p2p operation.
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Implementation pear-to-pear in GRID infrastructure of ALICE — AliEn
Fig 4 presents a principal scheme of pear-to-pear operation for uploading application software
to working nodes of site.

Central Build Servers
AliEn, AliRoot, ...

‘ alitorrent.cern.ch
Seeder | Tracker

y

VO
Box

darea
Fig. 4: Pear-to-pear upload of job-specific software

There are new duties applying to manage Central Software as according to p2p scheme VO box from
the site side is not involved in the software deployment:
- New AliEn torrent storage has been added for management of p2p scheme.
- In addition to Catalogue there has been stored also seeder & tracker information.
Jobs now pull software from several sources:
a) central alitorrent.cern.ch seeder,
b) other worker nodes will fetch the content mostly from local nodes, if available,
c) worker nodes from site A are usually firewalled from site B, so no inter-site traffic,
d) if initial download is not possible via torrent, fall back to wget and then seed the fetched files.
In addition there is using special features of area2c by ALICE:
i) DHT (Distributed Hash Table) which let decentralize distributed lookup system,
j) Peer exchange. In this case information about local peers will be quickly propagated between
peers,
k) LPD (Local Peer Discovery) with application of multicast mechanism to find out other peers
in the local network.
So according to all these features, the system can work even without access to the central seeder and
tracker.
For successful operation of p2p scheme, the following requirements have been applied to Fire

Wall:
- Outgoing access from the WNss to alitorrent.cern.ch: {8088, 8092},
- Please don't allow incoming connection requests from the world to the WNs. But don't
be surprised if they do talk to other outside nodes (users that have the package...),
- Allow WN-to-WN connections on at least by TCP,UDP/6881:6999 — aria2c listening
ports and UDP,IGMP — 224.0.0.0/4 — local peer discovery.

173



These “tools” have been integrated in the alien-installer and
http://alimonitor.cern.ch/packages. The usage of p2p upload (download) is activated by a flag in
LDAP. This flag switches modes:
name=<CE_NAME>,ou=CE,ou=Services,ou=<SITE>,ou=Sites,o=alice,dc=cern,dc=ch

installMethod=Torrent

Some practical remarks

The volume of transported software does not exceed 400Mb/job (AliEn itself is packaged in a
small (35MB) archive, AliRoot, Root & deps. : max. 300MB/job).

Network load is not so large. CERN seeder limited to SOMB/s. In practice the machine has an
average of 8MB/s outgoing. So the fraction that goes to any particular site is negligible.

AliTorrent Software Deployment Advantage:

— Reduces problems associated with SW deployment

— Simplifies site operations by removing the PackMan VO box service. This action does not
eliminate VO box model from ALICE Grid. It does eliminate site-specific VO box
requirement

— Elimination of site-specific VO box allows for remote use of other Grid resources ( for
example OSG)

— Eliminate Bofleneck & single point failures

Applications:
Torrents @ ALICE: technical details (Experience of RRC-KI and IHEP sysadmins):
Preface

Outline some practical points of using Torrent-based software distribution for ALICE VO as
they are seen from the prospective of our Tier-2 site (RRC-KI).

We have been running Torrent-based software distribution since October 2011, so we have
around a year of experience with this scheme and so far we had seen no major troubles connected with
Torrents @ ALICE.

If you have any questions, corrections, suggestions or other stuff; do not hesitate to ask, either
during the presentation or by e-mail: gridops @ grid.kiae.ru

Software

1. ALICE uses aria2c client, http://aria2.sourceforge.net/.

2. Job downloads the package with Torrent client from ALICE HTTP server
(http://alitorrent.cern.ch/), unpacks and starts it.

3. Torrent description files (.torrent) are downloaded from the same server.

4. Torrent client ends when the job ends and we have a set of torrent downloads per each job: no
shared cache.

5. Downloaded data lives inside the working directory of the job; in the case of CREAM CE it is
CREAMzxxxx directory that is removed automatically by the wrapper script.

6. The first downloaded item is the slim AliEn package for the LCG worker nodes.

7. After this, the pilot code is started and the usual sequences of operations are performed.

8. Local PackMan uses Torrent for downloading the needed software packages.

Firewall rules

Just as per aria2c manual, http://aria2.sourceforge.net/aria2c.1.html
# Actual downloads.
$IPTABLES -p tcp -m multiport --source <WNs> --dports 6881:6999 -j ACCEPT
# Distributed hash table.
$IPTABLES -p udp -m multiport --source <WNs> --dports 6881:6999 -j ACCEPT
# Peer discovery via multicast.
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$IPTABLES -p udp --source <WNs> --destination 224.0.0.0/4 -j ACCEPT
$IPTABLES -p igmp --source <WNs>--destination 224.0.0.0/4 -j ACCEPT

Moving a site to the Torrent-based scheme

1.
2.

3.

4.

Tune the firewall on the WNs (and only them).

Announce to the ALICE mailing list. alice-lcg-task-force @cern.ch, that you’re up to using
Torrents.

Install the up-to-date AliEn on the VO-BOX locally (not on the shared file system). Of course,

you can still use the shared file system, but there is no point in doing so if you have a reliable
local disk.
LDAP entry for your site will be changed to use Torrents at PackMan.

Moving a site to the Torrent-based scheme

1.
2
3.
4.
5
6
7

8.
9.

10.

After LDAP modification it is wise to check that

you have no host entry

you have no forbidWnlnstall entry in the active PackMan leaf for your site:

AliEn LDAP lives at ldap://aliendb0O6a.cern.ch:8389,

you’re site’s leaf is ou=<SITE>,ou=Sites,o=alice,dc=cern,dc=ch

PackMan sub-leaf is name=<NAME>,ou=PackMan,ou=Services

NAME is the value of attribute packman from the sub-leaf host=<VO-BOX
FQDN>,ou=Config.

Now watch for new ALICE jobs and aria2c processes at your worker nodes.

When things are settled, you can get rid of the VO shared area for ALICE completely.
You’re done.

Strong and weak points

Al S

6.

Software distribution was slimmed down (fits in 1 GB per job) —good

Local disks are used for the software — good

Once you have some ALICE jobs at your cluster, torrent downloads are blazingly fast — good
You have multiple copies of software at a single node — bad

There is a limit for Torrent download rates (1 MB/s), so it will not fill up the network pipe —

good
No monitoring what was downloaded and how fast — bad
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The key idea of the Virtual Accelerator (VA) concept is the modeling of beam dynamics with
the help of several software packages, such as COSY Infinity, MAD, etc., composed in pipelines and
enacted on grid-enabled distributed computing resources.

The main use of the VA is simulation of beam dynamics by different packages with the
opportunity to match the results (in case of using different solution methods for the same problem) and
the possibility to create pipelines of tasks when the results of one processing step based on a particular
software package can be sent to the input of another processing step.

The VA is considered as an information and computing environment and does not refer to
real-time control systems. However, real-time control can be provided by connection to specialized
software (e.g. Experimental Physics and Industrial Control Systems — EPICS). Such kind of VA is
examined in [1] and [2] where authors emphasize on accelerator control development.

The general idea of the software implementation is based on the Service-Oriented Architecture
(SOA) that allows using grid and cloud computing technologies and enables remote access to the
information and computing resources. Distributed services establish interaction between mathematical
models and a low-level control system.

The VA user interface allows getting solutions both from simulation models and from real
accelerator machines. This approach gives researchers ability for system identification, parameter
optimization, and result verification, which is impossible without computational models. The same
approach to develop a virtual laboratory is discussed in paper [3] for nuclear physics applications.

The LEGO paradigm is used for the VA design. In terms of information technology it
corresponds to object oriented design and component programming. Each object is represented as an
independent component with own parameters and behavior. In paper [4] development of distributed
computing systems based on this concept is examined in more detail.

Introduction

Contemporary control systems of complicated physics facilities, such as different accelerator
complexes, thermonuclear reactors, etc., assume to use efficient scenarios to support operating mode.
The development of workflows maintaining the work of different facilities is based on clear
formalized mathematical models, describing appropriate processes on the one hand and effective
software implementation on the other. The complexity of such facilities makes the models
multicompound, and leads to the set of mathematical methods and formalizations. Variety of models
and the computational complexity encourage to use distributed environment and appropriate methods,
in particular Grid- and Cloud-technologies. It is necessary to distinguish two components: modeling
(physical or mathematical) and software approach. The first one is to preliminary investigate
(theoretically or experimentally) different effects of the installation. As the result the scenario for the
control system of real facility if formed. The second component is responsible for the realization of the
scenarios to achieve required operating modes.

In order to control large-scale accelerators efficiently, a control system with a virtual
accelerator model was constructed by many facilities. In many papers by the notion of Virtual
Accelerator an on-line beam simulator provided with a beam monitor scheme is meant. It works in
parallel to real machine. The machine operator can access the parameters of the real accelerator
through the client and then feed them to the virtual accelerator, and vice versa. Such a virtual machine

176



scheme facilitates developments of the commissioning tools; enable feasible study of the proposed
accelerator parameters and examination of the measured accelerator data. That is the common scheme
of virtual accelerators used in different laboratories. Until now there is no virtual accelerator working
without a real machine. Our goal is to construct a Virtual Accelerator application that can be used
independently of any machine.

Virtual Accelerator construction

The Virtual Accelerator is considered as a set of services and tools enabling transparent
execution of computational software for modeling beam dynamics in accelerators on distributed
computing resources. Users will get the access to VA resources by unified interface including GUI on
different platforms. Figure 1 shows the scheme of VA.

Figure 1: Schematic view of Virtual Accelerator environment

Virtual Accelerator as a computer model

Overview of the current literature allows us to formulate the following definition of the
concept of Virtual Accelerator.

The key idea of Virtual Accelerator concept is the beam dynamics modeling by a set of several
packages, such as COSY Infinity, MAD, etc., based on distributed computational resources, organized
on Grid- and Cloud- technologies.

The main purpose of this environment is to conduct numerical experiments required to
configure the actual physical facility during its start-up and ensure it is working properly in the
relevant experiments. This purpose imposes certain restrictions on the resource potential of this
complex.

Virtual Accelerator as a theoretical model

The main purpose of a virtual accelerator is to conduct computational experiments to simulate
the beam dynamics using various software packages with the ability to compare the results of
calculations (in case solutions of the same problem are obtained by various means), and the ability to
create a task flow (solutions of one package can be used as input for the subsequent calculation in
another package), see figure 2. In addition, an important part of the computational experiments are
optimization problems sweeping over the possible parameters and system configurations in order to
find the best option. In this case, technology of parallel computing and massively parallel computing
systems can be used efficiently. Each of the above configurations may be executed independently of
the others, along with them, together forming a parametric study of a given domain configurations of
the accelerator.

The user has access to the resources of the virtual accelerator through a "single window" — a
portal or some interface shell (for example, applications based on Java Webstart). In this interface the
user selects a package or several packages in which wishes to carry out calculations, set the input data
and parameters, and the task is run on the available computing resources. Access to resources can be
provided on the basis of standard solutions used in the Grid-technology.
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Figure 2: Computational experiment in VA

In this case, the resources to perform the calculations are taken from the common pool. At the
time of peak load with a lack of resources a hybrid approach can be used, where the missing resources
are taken from the Cloud [5]. Workflow management systems are required to control execution of
workflows [6], as well as the conversion of data between the formats used by different packages must
be taken into account. This requires the design of the experiment description language that can be
translated into the language of each package for intermediate calculations.

Template using a Virtual Accelerator is as follows:

1. The user has access to the interface computer (authentication, authorization);

2. The user sets the initial conditions and parameters for the calculation. The options are:

1) using "generic" description language that can be converted into a specific language
used in the packages MAD, COSY, etc.;
2) directly in the language of one of the packages, which will be used for calculations;

3. The user selects a package (or a set of packages) which will perform calculations;

4. The user instructs the system to run calculations using the packages and given initial data.

This is done using either a dedicated resource (cluster, computer), which is selected manually

or automatically selected resource based on information about requirements of the application.

5. After starting the calculation the user may wish to see the intermediate results. Depending

on the abilities of packages, it may be possible to do it or not.

6. Most important thing is to track errors that occur. As practice shows, the most difficult is to

figure out why something does not work. Carefully organized collection of error messages

must be maintained. To collect this information, annotate data and results of computations so

called provenance systems are used [7].

7. VA offers the possibility of organizing the flow of tasks — sequential running packages,

where the next step uses the data obtained on the previous step. The means to convert data

formats between packages must be provided.

8. Calculation results can be visualized by means of VA. It is particularly important to be able

to visually compare the results of calculations of a problem in different packages.

9. A simple way to be able to restart the same calculation after a minor adjustment of

parameters (which may be carried out after the analysis of the results).

It must be emphasized that the Virtual Accelerator is a modeling environment and is not
directly related to the real accelerator control systems (eg, EPICS). However, the organization of
communication between such systems is possible.

The task of running diverse software packages that have different requirements for the
installed operating systems, libraries and other dependencies can be simplified by using the technology
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of cloud computing. In this case, the virtual machine images ready to set up and configured simulation
package can be deployed on provided computing resources. In addition, the use of Cloud enables the
experiment in case of lack of computing resources in the Grid, as well as in the mode of "urgent
computing”, when it is necessary to get the results to a pre-set time.

Conclusions

This paper presents a prototype Virtual Accelerator environment used for modeling beam
dynamics with the help of a number of software packages on grid-enabled distributed computing
resources. We present some design concepts, discuss usage scenarios and prototype implementation.
Some modules such as global optimization tools, simulation and numerical algorithm are completely
developed, other are in a progress. The future development of the research can be based on writing
software using different parallel techniques and complete implementation of the described approaches.

Some approaches that were described above were tested in the distributed computational
environment at the faculty of Applied Mathematics and Control Processes on the department of
Computer Modelling and Multiprocessor Systems.
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During the last two years a distributed training and testing grid infrastructure (t-infrastructure) has
been used for new several activities such as development of the monitoring tools for ATLAS
Tier-3 sites and problem-oriented interfaces development for particular applications for the
Russian grid network. Apart from that a few more grid sites were deployed at some organizations
of the JINR Member States and integrated into the t-infrastructure. Ongoing activities and future
plans are covered as well.

GLite/EMI-based testbed

In addition to the set of the grid sites mentioned in [1] two more grid sites, namely, KZ-ENU
and UA-ILTPE hosted at L.N. Gumilyov Eurasian National University (Astana, Kazakhstan) and
B.Verkin Institute for Low Temperature Physics and Engineering (Kharkov, Ukraine) respectively had
been integrated into a glite/EMI-based testbed of the t-infrastructure in 2011 (see Fig. 1). The
deployed services at each of the recently added sites are given in Table 1.
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Fig. 1: A schema of the distributed training and testing grid infrastructure based on gLite/EMI middleware
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Table 1. List of the deployed services at the recently added sites and their hosting organizations

site name hosting organization services
KZ-ENU L.N. Gumilyov Eurasian National UI, CREAM + 4 WNs, sBDII, DPM SE
University (Astana, Kazakhstan)
UA-ILTPE B.Verkin Institute for Low UI, CREAM + 2WNs, sBDII
Temperature Physics and
Engineering (Kharkov,Ukraine)

An activity on the basic set of EMI services (Ul, CREAM + some WNs, sBDII and DPM SE)
deployment on the AZ-IP site hosted at the Institute of Physics (Baku, Azerbaijan) is on the closing
stage. It is planned to integrate it into the t-infrastructure in the nearest future.

Besides, some preparation work has been done to install a grid site at the Pavel Sukhoi State
Technical University of Gomel (Gomel, Belarus).

Testbed for the monitoring tools development for ATLAS Tier-3 sites

According to the ATLAS Tier-3 sites survey [2], several types of the local resources

management systems (LRMS) and mass storage systems (MSS) are used on ATLAS Tier-3 sites:
— LRMS: PROOF, PBS, Condor, Oracle Grid Engine (OGE), LSF;
— MSS: XRootD, dCache, DPM, NFS, GPFES, Lustre.

Only few of these components have the embedded means able to provide a needed information
for Tier-3 site administrators. Moreover, there is a necessity to aggregate Tier-3 monitoring
information on the global VO level. Thus a monitoring suite has to be developed to fill that gap. In
order to do that, an ATLAS Tier-3 monitoring task force was established [3] and a Tier-3 monitoring
software suite (T3MON) proposal was presented [4].

The development of the software suite for the local site monitoring assumes the following
activities:

= validation of the existing monitoring tools for each component in use,

= development and debugging of new monitoring tools.

The activities listed above imply the following:

= deployment of a separate testbed for each LRMS and MSS reported as being used on
ATLAS Tier-3 sites,

= Ganglia server deployment (to gather, store and preview monitoring information on
the testbed Ganglia monitoring system was chosen based on the survey results),

= Ganglia agents installation and configuration for a specific testbed,

= installation and validation of the additional Ganglia plug-ins for monitoring metrics
collection as well as non-related to Ganglia monitoring tools.

Due to the reasons listed below, virtualization can be applied:

= 24/7 availability of the testbeds components with different LRMS and MSS running in
parallel on dedicated physical servers would causes a sufficient hardware capacities;

= monitoring tools deployment and development as well as testbeds operation may
require redeployment of a certain testbed or its parts;

= testbeds performance is not a critical issue for such tasks.

Virtualization allows a significant increase in the effectiveness of the hardware resources
utilization as well as provides an ability to perform quickly and easily such operations as VMs creation
from existing images/templates, VMs backup before significant changes and VMs restoration from
backup if needed.

Since all components of each testbed can be run on linux (inside VM) as well as a physical
servers and most components do not require own kernel extensions, the OS-level virtualization can be
used which is more lightweight and faster than full hardware emulation or paravirtualization
approaches. However, there are still some components which require own kernel extensions
(e.g. Lustre, GPES).
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Among possible candidates, OpenVZ (http://openvz.org) as a solution for virtualization on the
OS-level and Xen (http://xen.org) as a product providing a full hardware emulation, were chosen by
the following reasons:

= stable and actively developing software with a sufficient tool set for
VMs management and monitoring,

= strong and helpful community,

= good documentation,

= free software (GNU GPL license).

Besides, the services of the JINR training and testing grid infrastructure have been successfully
running on OpenVZ-based VMs since 2006.

The deployment of the JINR testbed for ATLAS Tier-3 sites monitoring tools development
started in February 2011 as part of the t-infrastructure and for the time being the following LRMS and
MSS are running on it (see Table 2 and Fig. 2): PBS, Condor, XRootD, Lustre, PROOF, OGE.

Fig. 2: A scheme of the LRMS and MSS testbeds distribution over the servers

In addition, the Ganglia and development servers are deployed. All testbeds excluding Lustre
are running on single OpenVZ-enabled server (Dual-Core AMD Opteron Processor 2220 @ 2.8 GHz
CPU frequency, 4 GB of RAM, 8 GB of swap partition, 3 HDDs with 250 GB capacity each combined
as RAIDO). Lustre services are deployed on Xen-based VMs on a separate server (Intel Core2 CPU
6400 @ 2.13 GHz, 2 GB of RAM and 4 GB of swap partition, single 250 GB HDD).

Table 2. A list of running services of the LRMS and MSS testbeds

Testbed name Services

PBS torque headnode (HN) + worker node (WN) + Ganglia (gmond, gmetad, webfronted)
+ jobmonarch, 2 torque WNs + gmond
PROOF HN + gmond, 2 WNs + gmond

182



Testbed name Services

Condor HN + WN + gmond, WN + gmond, client + gmond

OGE HN + Ganglia (gmond, gmetad, webfrontend), 2 WNs + gmond
XRootD 1  |manager + gmond, server + gmond, server + gmond
XRootD 2 |manager + gmond, server + gmond, server + gmond

Lustre MDS + gmond + gmetad + gweb + t3mon-site-lustre, OSS + gmond, client + gmond

As aresult, a set of Ganglia-based monitoring tools for the most popular LRMS and MSS used
on ATLAS Tier-3 sites have been created and tested on the testbed’s basis. These tools allow getting
information on the Tier-3 sites operation both at local and global levels. Monitoring metrics sent from
sites via an active messages queue are collected at CERN and then are presented at Dashboard
(http://dashboard.cern.ch/) which is a single entry point to the monitoring data collected from the
distributed computing systems of the LHC virtual organizations.

For more details on JINR testbed for ATLAS Tier-3 monitoring software tools development
see [5].

Problem-oriented web-interfaces for Russian grid network

To simplify users' work in the Russian grid network (RGN), problem-oriented web-interfaces
(POIs) for such applications as DL._POLY (molecular dynamics), Elmer (computer-aided engineering)
and GEANT4-DNA (allows one to simulate biological damages induced by ionising radiation at the
cellular and sub-cellular scale) were developed by a LIT JINR team in 2011 to use the mentioned
software in the grid infrastructure.

POIs are intended to simplify users' work by providing a possibility for them to create and
submit jobs relied on particular applications as well as to trace jobs status and get the output. They
were developed as plug-ins for RGN graphical web-interface (web-GUI — a special service designed to
be a single entry point for users to interact with RGN grid-infrastructure and its services) that was
deployed on t-infrastructure and used for development and debugging. DL_POLY, Elmer and
GEANT4-DNA applications were installed on a dedicated JINR cluster with 36 cores connected to
RGN testbed through the grid gateway.

A screenshot of one of the POl is given on the Fig. 3.

More information on that topic can be found in [6].

Fig. 3: A screenshot of the POI for Elmer application
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Private IaaS

The t-infrastructure is rapidly developed because of being used for more and more tasks. The
number of simultaneously running VMs varies from tens to hundred what causes a certain difficulties
to manage all of them across physical servers manually. One of the possible solution could be to build
a private cloud and migrate VMs into it (i.e. implement “infrastructure as a service approach”, IaaS).

OpenNebula (http://opennebula.org/) was chosen as a platform for private IaaS. Since most of
the VMs of the t-infrastructure are based on OpenVZ (apart from 3 Xen VMs) and OpenNebula does
not support OpenVZ hypervisor, the OpenVZ driver for OpenNebula v2.2.1 has been developed in
2011 and recently updated by the team from Kyiv Polytechnic Institute (KPI) to the latest stable
OpenNebula version 3.6. After some minor fixes and improvements are applied, it is planned to build
a local private cloud at JINR and to migrate the t-infrastructure into it.

DesktopGrid segment

To use idle CPUs resources of the desktop PCs at JINR and organizations from its member
states for computational tasks, one needs:
= to build a desktop grid (DG) infrastructure,
= to adopt applications to it.
A last item requires a testbed which can be deployed on the t-infrastructure and integrated
within its glite/EMI-based segment.
A first attempt to build a local DG testbed was undertaken in 2010.
A small DG testbed (BOINC server and few BOINC clients on the University Centre of JINR's
PCs) was deployed .
To integrate DG segment into glLite/EMI-based testbed, a few more services need to be setup:
= bridge (3G-bridge),
= application repository (AR),
= gridftp-server.
Due to incomplete documentation and lack of support from the 3G-bridge developers, no much
success has been reached yet. However, it is planned to take another attempt in the nearest future.

Trainings

The semestral educational courses have been conducted at the University “Dubna” and at the
JINR University Centre. Apart from that, introduction lectures and short-term courses for participants
of different international schools and practices were organized among which are the following:
= “JINR /CERN grid and advanced information systems” schools;
= practice for students from JINR member and associated states;
= introduction lecture for participants of training of young scientists from CIS, Russian
student scientific and technical school “Personnel of the future”.
Training courses for system administrators from JINR Member States have been conducted
during the last 2 years as well. They are listed in Table 3.

Table 3. Conducted trainings for system administrators

Organization City Country Dates type
BITP, KPI Kiev Ukraine 05.09.11 - 09.09.11 in person
Ip Baku Azerbaijan 13.07.11-31.08.11 in person
ENU Astana Kazakhstan 14.06.11 - 10.07.11 in person
NUM, SICT of MUST | Ulaanbaatar Mongolia 17.05.11 - 20.06.11 in person
ILTPE Kharkov Ukraine 06.12.10 - till now email
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Conclusion

As one can see, there is a strong demand in different grid related activities that require a
separate autonomous infrastructure. Following that necessity, a training and testing grid infrastructure
was deployed with core services at LIT JINR. It has been successfully used for a wide spectrum of
tasks. All its components are running on VMs. To simplify management across the physical servers,
there is an activity to build a private cloud based on OpenNebula software and to migrate all t-
infrastructure services into it.

There are also plans to upgrade grid services to their latest stable versions as well as to finish
the integration of DG and gLite/EMI-based segments.

The ultimate goal is to have an infrastructure what could become a platform for training,
research, development, tests and evaluation of modern technologies for distributed computing and data
management.

More organizations are welcome to build their grid sites, integrate them into the t-infrastructure
and use it for own training, development and other needs.

All t-infrastructure related work in 2011 and 2012 have been supported by the JINR grant for
young scientists and specialists.
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To simplify users' work in Russian grid network, problem-oriented web-interfaces for such
applications as DL_POLY, Elmer and GEANT4-DNA were developed by a LIT JINR team to use
the mentioned software in the grid infrastructure. These interfaces provide a possibility for users to
easily create and submit jobs that rely on a particular application. A testbed consisting of
computing element, worker nodes and user interface was deployed for development purposes. A
description of the developed problem-oriented web-interfaces, approaches applied and the testbed
structure are covered.

The development of problem-oriented interfaces (POIs) is one of the tasks in a project
established for building the Russian grid network (RGN, http:/grid-russia.ru). POIs are intended to
simplify users' work by providing a possibility for them to create and submit jobs relied on particular
applications as well as to trace jobs status and get the output.

LIT JINR team developed POlIs for the following applications:

1) DL_POLY (molecular dynamics),

2) Elmer (computer-aided engineering),

3) GEANT4-DNA (to simulate biological damages induced by ionising radiation at the
cellular and sub-cellular scale).

POIs were developed as plug-ins for RGN graphical web-interface (web-GUI — a special service
designed to be a single entry point for users to interact with RGN grid-infrastructure and its services) that
was deployed on training and testing grid infrastructure (see [1] for more details on it) and used for
development and debugging. DL._POLY, Elmer and GEANT4-DNA applications were installed on a
dedicated JINR cluster with 36 cores connected to RGN testbed through the grid gateway.

A screenshot of one of the POl is given on fig. 1 and a schema of workflow is shown on fig. 2.
All titles of the menu fields on the portal are in Russian but their translations in English are given on
fig. 1. First, user has to prepare an archive with input files for application. Then he hasto be authen-

Figure 1: A screenshot of the POI for Elmer application

" Supported by the Ministry of Communications and Mass Media of the Russian Federation, cont.
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ticated on the RGN portal and choose an appropriate POI in a portal menu. The field of the POI titled
as “Job name” is for a job name which initially is generated automatically but can be changed by the
user.

Figure 2: A schema of workflow

The field “Required environment” is for choosing a required environment to be set on the
worker nodes of the resource center.

POIs for DL_POLY and Elmer applications have a field “Number of CPUs” where user has to
set a number of required cores for MPI jobs (GEANT4-DNA is not MPI-enabled application). An
archive with input data has to be prepared in advance in some external application since POIs do not
provide such means. The created archive has to be uploaded to the portal in order to become available
to be selected as an input file for the job in the field “Archive with input files”. Also the user can
define a name for the archive with output files in the field “Archive for output files”. If it is not set
then the POI will use a default one — output.tgz. As soon as all necessary values are set, the user has to
click on “Submit” button to submit a job. A result of that operation is displayed in the “Log” window.
If the job was submitted successfully, then the user can track its status in a corresponding screen which
can be chosen in “Submission and Control” menu entry. The output archive of finished job becomes
available in the user's home directory accessible through the portal in appropriate window. This is as
for users' activities.

The internal workflow is the following. POI reads all user-defined data, generates a job based
on them and produces a shell-script which is intended to be executed on the worker node(s) to perform
some operations described below. After that job is passed to the RGN workload management service
which is called “Pilot”. It tries to find resources matching job requirements (i.e. with specified version
of particular application installed, sufficient number of cores, etc) based on the data provided by
corresponding RGN information service. If Pilot managed to find such ones then the job is submitted
there and the archive with input files as well as a set of scripts including helper shell-script are
transferred there too. The helper shell-script is needed because MPI job is executed on the worker
nodes with specified by the user number of computational units (CPUs or cores). It's OK if there is no
need to do some preliminary and(or) subsequent operations before (after) application invocation on the
worker nodes like e.g. extract input data for the archive or (and) pack output data into it. Without
taking some additional measures, these pre- and post-operations would be performed on all CPUs
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involved in the job execution (e.g. an extraction of the same archive would be performed by several
concurrent processes doing exactly the same thing and writing data into same files what is not good).
So the helper shell-script performs the following steps:

1) it is executed on the cluster in the number of instances corresponding to the specified by
the user number of CPUs needed for the MPI job;

2) each instance of that helper script determines its own id and a master one (with id 0)
performs all preliminary operations (e.g. extracting input files from the archive) while
other instances are waiting until a certain file (lets call it a “signal file”) is created which is
a sign that necessary preparation is completed;

3) as soon as the signal file from the master process is created, the required application runs
on a specified number of cores and each instance of helper script creates its own signal file
whose existence is tracked by the master process;

4) when application is completed, all signal files except master's one are deleted by their
parent processes;

5) master instance tracks all signal files and as soon as they disappear it performs post-
processing operations (e.g. pack output files into archive).

The helper script was developed because of the lack of grid services functionality. There is
another desirable feature to have: a possibility to run parametric jobs (the same executable file of the
application is executed multiple times with different values of fixed set of parameters). Although it's
possible to do that (e.g. to write a script which can generate one or several files with tasks description)
it would be easier for users and developers to enable such functionality by using some extra options in
job description file.

Conclusion

There is an activity in Russia to build a national grid infrastructure for high performance
computing. One of the task in the framework of the corresponding project is to develop POIs aimed to
simplify users' daily work in RGN. POIs for such applications as DL_POLY, Elmer and GEANT4-
DNA were developed by LIT JINR. For that purpose the web-GUI service was deployed as a part of
the training and testing grid infrastructure and it was able to interact with the RGN services as well as
JINR cluster connected to RGN testbed through the grid gateway. Some useful functionality is not yet
implemented in RGN services (a possibility to invoke shell-scripts before and after MPI job execution
and to run parametric jobs) which could simplify users' and POI developers' work. Although there are
few ways to achieve desired behavior hopefully the missing functionality will be realized in the future
versions of RGN services.
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The ATLAS Distributed Data Management project DQ?2 is responsible for the replication,
access and bookkeeping of ATLAS data across more than 100 distributed grid sites. It also
enforces data management policies decided on by the collaboration and defined in the ATLAS
computing model.

The DQ2 Deletion Service is one of the most important DDM services. This distributed
service interacts with 3rd party grid middleware and the DQ2 catalogues to serve data deletion
requests on the grid. Furthermore, it also takes care of retry strategies, check-pointing transactions,
load management and fault tolerance.

In this paper special attention is paid to the technical details which are used to achieve the
high performance of service, accomplished without overloading either site storage, catalogues or
other DQ2 components.

Special attention is also paid to the deletion monitoring service that allows operators a
detailed view of the working system.

1. Introduction

ATLAS experiment [1] has recorded almost SPB of RAW data since the LHC started running
at the end of 2009. Many more derived data products and complimentary simulation data have also
been produced by the collaboration and, in total, more than 94PB (300M of files) is currently stored in
the Worldwide LHC Computing Grid by ATLAS. All of the data are managed by the ATLAS
Distributed Data Management system, called Don Quixote 2 (DQ2)[2].

While deletion which might seem like a fairly straightforward activity on the surface, in a
complex distributed environment, such as that managed by DDM, it is far from trivial. Dataset
deletion requests on a particular site need to be done with care to ensure that:

¢ The dataset replica entry is deleted from the DDM central catalog.

¢ Corresponding files are physically deleted from storage.

e All file replica locations are removed properly from the local file catalog.

Each of these steps might fail, so it is necessary for the deletion service to have an internal
state engine, which records the state of deletion for any dataset at a particular site. It is also necessary
to throttle both catalog and physical deletion requests for files in order to prevent external services
from being overwhelmed. In addition, there is also the additional complexity of overlapping datasets.
If two datasets share files on a site and only one of them is deleted then the shared files should not be
deleted, otherwise the remaining dataset would become incomplete. This requires some care in
mapping dataset deletion requests onto file deletions.

Deletion rates in ATLAS DDM can reach significant levels, with millions of file deletions per
day and terabytes of data being cleaned.

2. DQ2 Deletion Service architecture

While the number of stored data is growing steadily (fig. 1), increasing the number of sites
involved in the ATLAS data processing, as well as increasing demands on the rate of release of
storage space, architecture of Deletion Service shall be capable of scaling.

189



Figure 1: Growing of ATLAS data

To provide required scalability, Deletion Service was developed as a client - server application
based on Web-service technology. Main components of deletion service are: Deletion client, Deletion
server, Deletion agent and Deletion monitoring. Deletion client/server and Deletion agent together are
the core part of Deletion Service. Deletion monitoring is a special web-based application providing
reports about deletion process. Schematic interactions between components of Deletion service are
shown in Figure 2.

Figure 2: Interactions between components of Deletion Service

2.1. Deletion Client/Server

Server part of Deletion service encapsulates intercommunications with Oracle database
backend. Deletion server is based on Apache web-server [3] with mod_python extension [4]. To speed
up connections with the database, backend uses the connection pool component [5]. All these solutions
allow one to achieve high service performance. This configuration of Apache web-server makes
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possible maintaining of multiple concurrent requests to the database with fixed number of open
connections to database.

A usual number of processed requests by web server is around 3 million per day. There is no
direct relation between performance of Deletion service and load on the Deletion server due to most of
instructions are realized as bulk operations.

Deletion client is a specialized http-client designed to simplify interaction with the Deletion
server. The client is integrated with the Deletion agent module on API level and completely hides the
lower-level protocols.

2.2. Deletion Agent

The main executive component of the Deletion service is Deletion agent. Before describing
implementation of the Deletion Agent it is necessary to explain some concepts of DDM. DDM DQ2
realizes data management at dataset level; dataset is a group of logical aggregated files. There could be
from one file to dozens of thousands files in a dataset. Deletion request, the initial instruction for the
Deletion Service, contains information about which dataset should be deleted from the specified
endpoint. Thus, the additional task of the Deletion Agent is defining correct file list for removal.

Thereby, it is possible to mark out three main operations for the Deletion Agent to perform:

1.Resolving list of files for removal

2.Removing files replica locations from LFC

3.Physical files deletion from storage

Three main procedures were developed to implement these functions. The created procedures
operate as three independent concurrent processes. The architecture of Deletion agent is schematically
shown on Figure 3.

Figure 3: Deletion agent architecture

Procedure called “Resolver” defines the list of files to be deleted according to the request. For
obtaining this list the DDM catalog is requested, the request is constructed in such a manner as to
receive the list of not overlapped files only. The incoming list contains only names of the files; this
information is not enough for deleting data from storage. For getting a full path to files (storage URL,
SURL) LFC is requested. All acquired information is saved in a database for the subsequent operation.
After this operation deletion request will mark as ready for deletion.
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All requests marked as ready to deletion are processed by the procedure that cleans LFC
records for the corresponded files (“Catalog cleaner”) and procedure of removing files from storage
(“Storage cleaner”). The main algorithm of these procedures is similar: to select the chunk of files
from a database, to execute an operation, to analyze the result, to update records in the database. The
difference between algorithms consists in the features of interfacing with LFC (the asynchronous
interface) and with storage systems (the synchronous interface). The asynchronous interface needs an
additional check of operation’s results. Procedures of cleaning of LFC and storage works at file level,
it gives the possibility to make checkpoints for each certain file.

“Catalog cleaner” and “Storage cleaner” manage only state of files in the database; the logic of
dataset deletion operates by database triggers. This approach allows us to improve the performance of
the service, and align deletion rate by eliminating the dependence on the size of the dataset.

To achieve high productivity, Deletion Agent is designed as a multithread application. Each
site served by its own copy of the “Resolver”, the “Catalog cleaner” and the “Storage cleaner”. To
improve the interaction with the database, bulk operations are used, and size of chunks is configurable
for single sites and endpoints.

3. Deletion Monitoring

Deletion service is a high-priority service of ATLAS DDM, but most of the time only one
person is engaged to the control over the work of the service. Tracking of removal of more than two
hundred sites without the use of a specialized operator’s interface is almost impossible. To provide the
operator’s information on how the service works, a special application was created — the system of
monitoring of the Deletion Service [6].

Figure 4: Deletion monitoring (Screen shot)
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The monitoring system is implemented as an application running in the Internet environment.
Web-platform was chosen to provide access to information about how the service works from
anywhere in the world and be independent of the operating system installed on the operator’s
computer.

Deletion monitoring must meet the following requirements:

¢ high availability of the service;

e actuality of the information;

® intuitive user interface;

e summary graphical reports;

e detail of each event;

® minimum possible load on the database.

Several DDM DQ2 web-applications use Django framework [7], which, being written on
Python, provides full compatibility with services system code. Therefore, Django is a natural choice of
the platform for the deletion monitoring.

Deletion monitoring generates reports using jQuery [8] AJAX (Asynchronous JavaScript and
XML) calls. BBQ plug-in [9] is used to maintain browser history, direct links and bookmarks.

Every report provides JSON (JavaScript Object Notation) export which can be retrieved by
any third-party application.

The application is dealing with the heavily loaded database. To avoid extra load on the
database, database connection pooling and Memcached [10] are used. Once being called, plot data
saves in Memcached for next 10 minutes, 30 minutes, 1 hour or 4 hours depending on report period.

The application provides graphical and numeric reports representing deletion process at
ATLAS sites. Screen shot of the application is shown on figure 4.

Summary information is presented at the cloud, site, and endpoint levels. Different report
periods could be selected: last hour, last 4 hours, last 24 hours.

To provide detailed information about any event in the deletion process, system is
instrumented by the dataset and error browsers with search interface. File reports reach highest detail
level all the way to single operations as deletion from LFC and local storage system. This allows
tracing of deletion events for every file in DDM.

4. Conclusion

The presented Deletion Service is used by ATLAS Distributed Computing since autumn of
2010. In 2011 some works for optimization of algorithms were done, that led a significant
performance boost.

Deletion Service serves more than 120 sites with more than 700 endpoints. In usual operation
it deletes 2-2,5M of files per day, which correspond to 250 - 300 TB per day. During the deletion
campaigns when deletion was carried out on most sites, deletion rate achieved is more than 6M of files
per day, reaching up to 300k files per hour (fig. 5).

Figure 5: Deletion service performance during deletion campaign
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Deletion monitoring is actively used by the ATLAS Distributed Computing operation team
and site administrators.

Current implementation of the Deletion Service has a flexible configuration and can be easy
tuned for better performance, but main limitation presently are performance and stability of storage
systems and LFC Servers.
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ATLAS is a particle physics experiment on Large Hadron Collider at CERN. The experiment
produces petabytes of data every year. The ATLAS Computing model embraces the Grid
paradigm and originally included three levels of computing centers to be able to operate such large
volume of data. With the formation of small computing centers, usually based at universities, the
model was expanded to include them as Tier-3 sites. The experiment supplies all necessary
software to operate typical Grid-site, but Tier-3 sites do not support Grid services of the
experiment or support them partially. Tier-3 centers comprise a range of architectures and many do
not possess Grid middleware, thus, monitoring of storage and analysis software used on Tier-2
sites becomes unavailable for Tier-3 site system administrator, therefore Tier-3 sites activity
becomes unavailable for virtual organization of the experiment. In this paper ATLAS off-Grid
sites monitoring software suite is presented. The software suite enables monitoring on sites, not
covered by ATLAS Distributed Computing software.

1. Introduction

The ATLAS Distributed Computing activities concentrated so far in the “central” part of the
computing system of the experiment, namely the first 3 tiers (CERN Tier-0, the 10 Tier-1s centers and
about 50 Tier-2s). This is a coherent system to perform data processing and management on a global
scale and host (re)processing, simulation activities down to group and user analysis.

Many ATLAS Institutes and National Communities built (or have plans to build) Tier-3
facilities. The definition of Tier-3 concept has been outlined. Tier-3 centers consist of non-pledged
resources mostly dedicated for the data analysis by the geographically close or local scientific groups.

Tier-3 sites comprise a range of architectures and many do not possess Grid middleware,
which would render application of Tier-2 monitoring systems useless [1].

2. Tier-3 task force

In March 2011 a proposal was approved, which describes a strategy of development
monitoring software for non-pledged resources: Tier-3 Monitoring Software Suite (T3MON) [2].
T3MON software package should meet the requirements of the ATLAS collaboration for global
monitoring of ATLAS activities at Tier-3 sites, and the needs of Tier-3 site administrators. The
solutions implemented in frames of this project are expected to be generic, so other Virtual
Organizations (VO), within or outside of LHC experiments, can use them.

Software suite should:

e allow a site administrator to monitor local Tier-3 fabric(s);

e provide a global monitoring view to the services provided by the Tier-3 center, namely:

o data transfers to the site and between sites;

o data processing and analysis.

Main components of the system are:

e a software suite for local site monitoring — “T3MON-SITE”;

¢ information system which should aggregate and visualize data from distributed Tier-3 sites

at a global VO level — “T3MON-GLOBAL”.

The main requirements for "T3MON-SITE" package are simple installation and support,
intuitive user interface. The package should provide a low level monitoring of all site resources, status
and performance of the hardware components, activities of the VO at the site. The toolkit should also
include monitoring of data files located at the site. The toolkit should foresee a possibility for
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propagation of the aggregated monitoring metrics of the VO activities at the site to the VO central
Tier-3 monitoring system (“T3MON-GLOBAL”).

Central Tier-3 monitoring should be based on data collected from the local monitoring
systems at Tier-3 sites. These data contain aggregated monitoring metrics of VO job processing and
data transfer at a given Tier-3 site. The service must be scalable and has a minimal impact on the local
resources. The set of the monitoring metrics as well as its granularity have to be defined by ATLAS.

3. Implementation of “T3MON-SITE”

In the light of the results of Tier-3 survey [3] and in accordance with the requirements, we
developed a package based on the Ganglia [4] monitoring system. Ganglia is an open-source package
used for real-time monitoring of large UNIX clusters. Each node in a Ganglia system runs a daemon
that reports on the state of its host in the form of performance metrics including memory, CPU, load,
disk and network statistics. Collectors gather data produced by the daemons and store it in round-robin
database. The information is typically presented in the form of plots via a web-server, but can be also
obtained in XML format and consumed by various clients.

The main development effort was concentrated on enabling plug-ins for PROOF [5] and
XRootD [6] monitoring through Ganglia. PROOF, The Parallel ROOT Facility, is an extension of
ROQOT (a framework for data processing) intended to parallelize certain class of tasks and could be
considered as an alternative to batch systems for physics analysis purposes. XRootD is a highly
scalable architecture and services for data access; it is widely used for distributed data handling and
federation.

The PROOF plug-in contains a job accounting database, which is used to provide Ganglia
with status information and send hourly messages containing data on file and job statistics, to the
Dashboard [7], the system for monitoring of distributed computing systems of the LHC virtual
organizations. In this case ActiveMQ [8] acting as message broker.

The XRootD monitoring makes use of both the summary and detailed XRootD monitoring
streams produced by the XRootD servers. The monitoring daemons receive monitoring data as UDP
packets, and after processing the information is displayed in Ganglia and sent through ActiveMQ.
Figure 1 shows T3MON-SITE dataflow.

(Tier3 site )
Summary data .
»>( Ganglia
pN [1_conger 1]
File access II
xRootd T data |
PROOF
Publishing

agent
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Global monitoring

Figure 1: T3AMON-SITE dataflow
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The methods and framework developed for implementing the PROOF and XRootD plug-ins
facilitated further development of plug-ins for monitoring of other software on Tier-3 sites, namely
workload management solutions Condor [9], Torque [10], OGE [11] and distributed file system
Lustre [12].

Condor plug-in utilizes the database of the Quill, the operational data logging system for
Condor, to provide monitoring data for Ganglia and Dashboard. Quill is a natural part of Condor and
gives enough information to monitor Condor daemons and queues as well as job statistics.

PBS/Torque queue and server status is obtained using the PBSQuery Python library, while job
information is parsed directly from PBS accounting logs.

Lustre monitoring plug-in is based on reading the information provided in the virtual
filesystem /proc/fs/lustre and reporting it to Ganglia.

Job information from Condor and PBS/Torque is sent upward to Dashboard through
ActiveMQ, while both status and job information is displayed in Ganglia.

4. Implementation of “T3MON-GLOBAL”

The central Tier-3 monitoring system is based on monitoring data published by Tier-3 sites
and should provide a global picture of how ATLAS uses Tier-3 resources. The necessary condition for
the development of the central Tier-3 monitoring system is consistent registration of the Tier-3 sites in
the ATLAS Grid Information System (AGIS) [13]. Another important factor is encouraging the Tier-3
user community to use data transfer and job submission systems which are instrumented for reporting
the monitoring data, for example Ganga, Athena, DDM DQ?2.

The system consists of several components (see Figure 2):

e Publishing agents, which run at Tier-3 sites, interact with the local monitoring systems, aggregate
and publish monitoring metrics to the message bus. As a transport layer, we use the Apache
ActiveMQ messaging system. Apache ActiveMQ is an open source messaging system which was
recently evaluated as a standard messaging solution for the WLCG infrastructure.

e Data collector receives information through ActiveMQ message broker. Collected data is being
recorded in the central data repository (based on HBase, the Hadoop database [14]).

e Data presentation layer includes an interactive user interface and an API for data export. Tier-3
views are enabled in the existing Dashboard ATLAS monitoring systems, namely ATLAS DDM
Dashboard, ATLAS Global job monitoring and Dashboard Transfer monitoring.
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Figure 2: T3AMON-GLOBAL logical scheme
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5. Project infrastructure

There are two main goals for the infrastructure of T3AMON project. The first one is to deliver
monitoring packages’ distribution to site administrators in the most clear and convenient way. The
second one is to give to the developers means to manage code base, distributions, documentation, and
product testing procedures and have a feedback from end users.

T3MON monitoring tools are distributed as RPM [15] packages via special YUM [16]
repository. These packages are built and tested for Scientific Linux 5 and Python 2.6 as a main target
software platform. To install required packages, site system administrator has just to set up few YUM
repositories configuration files (for T3MON stable and externals repositories, standard EPEL and
DAG) and install desired tools from T3MON. Completely the same way is used by developers on the
testbed; packages to be tested are taken also from testing and nightly repositories. All the project
repositories are rebuilt once a day to provide fresh packages versions for the corresponding SVN
packages releases.

Packages build and code release and versioning system is based on the tools developed within
Dashboard project [7]. Originally based on standard tools as Python’s distutils package and SVN
versioning and revision control system, Dashboard’s code management and build system significantly
extended their functionality and flexibility towards better version management, packages build and
deployment. In T3MON project this system was slightly improved (support for custom Python
version, remotely located external packages, extension of build scripts flexibility, and some other
technical points).

6. JINR Tier-3 testbed

The development of a software suite for local site monitoring assumes the following activities:

e validation of existing monitoring tools for each of the used component;

e development and debugging of new monitoring tools.

The activities listed above imply the following:

e deployment of separate testbed for each of the LRMS and MSS reported as being used at
ATLAS Tier-3 sites;

e Ganglia servers deployment;

e (Ganglia agents installation and configuration for a specific testbed;

e installation and validation of the additional ganglia plug-ins for monitoring metrics
collection as well as non-related to ganglia monitoring tools.

For estimating this aims, a testbed based on VM technology was deployed in JINR.
PBS/Torque, Lustre, Condor, XRootD and PROOF clusters were installed. Testbed is based on
virtualization technology, at the moment there are 18 virtual machines, all run on one physical server
(AMD Athlon 64x2 Dual Core 3800+, 4Gb RAM, 320Gb HDD). Test load suite provides:
job events;
random submissions with configurable frequency;
adjustable memory usage;

CPU load;

file events;

uploading file to storage (random size, random time);
remote file existence check;

deletion of the file after configured period of time.

Ganglia packages were installed at each cluster; all clusters are being shown via one main web
interface [17].

7. Conclusion

The monitoring tools developed within T3AMON project allow having information on Tier-3
sites operation both on local and global levels. Most popular batch systems and mass storage systems
used on real Tier-3 sites are supported.
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On the level of site, there are several features quite useful for site’s administration. There is a
detailed monitoring of the local fabric (overall cluster or clusters monitoring, monitoring each
individual node in the cluster, network utilization). Job processing is monitored based on information
from batch system. For the mass storage system the created tools make possible to watch such
significant parameters as total and available disk space, number of connections, I/O performance.

On the global level, T3AMON provides file transfers information and jobs statistics to the
Dashboard. It permits having a view of general operation of such heterogeneous non-pledged and even
off-grid resources as Tier-3 sites are.

T3MON software was installed and tested on volunteer sites such as Tier-3 sites at JINR, BNL
and on the test site of Kyiv Polytechnic Institute in Ukraine.

Installation and configuration instructions can be found on the project’s home page [18].
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The efficient operation of large computing centers requires sophisticated tools for the
monitoring of local computing infrastructure. The flood of information stemming from different
monitoring sources unnecessarily delays the identification of problems and complicates
administration.

The meta-monitoring tool HappyFace [1] offers a solution by aggregating information
from different sources and providing a user-friendly overview of all relevant information. The
modular setup of the framework allows adaption to site specific needs and easy extension with
custom modules. This article describes the HappyFace project and its usage and gives an overview
about current development.

1. Introduction

The discovery of a new particle with a mass of about 125 GeV - a candidate for the long-
sought Higgs boson - at the Large Hadron Collider (LHC) at CERN would not have been possible
without the Worldwide LHC Computing Grid (WLCG). The WLCG is a global collaboration linking
grid infrastructures and computer centers worldwide to enable thousands of scientists all over the
world to store, analyze and distribute the approximately 25 petabyte of data generated each year by the
LHC experiments. Centrally collected data at CERN is distributed to 11 Tier-1 centers around the
world for further storage and processing. Each of these computing centers provides data storage and
processing power through standardized interfaces which enables grid software to distribute the
workload equally on all available sites. High availability for each site is therefore crucial and requires
extensive monitoring. However, monitoring such a site, consisting of a multitude of different systems,
is a complex task.

Grid sites provide their services through the interplay of heterogeneous software. Each service
has to be monitored individually and often comes with its own monitoring solution providing
unstructured data. Correlation between error sources becomes difficult as each monitoring solution
provides different output and has a distinct graphical interface. To gather all relevant information one
has to check multiple monitoring systems and change their specific visualization settings.
Additionally, most available monitoring solutions are difficult to use for non-experts and often have
high latency due to their database backends. All this unnecessarily increases the amount of time
required for people on shift monitoring the site.

2. Meta-Monitoring
A solution to the problem of monitoring multiple sources is meta-monitoring. A meta-
monitoring system aggregates information from different, already existing sources and provides a
coherent overview. A meta-monitoring system should provide the following properties:
B Aggregation All relevant information should be collected and aggregated.
B History All previous collected information should be stored to allow the access of the system
status at a specific time in history or over a specific time range.
B Usability All important information should be visible at a glance and the system should allow
comfortable navigation to access detailed information.
B Warning functionality Warnings and errors should be highlighted separately.

'"This work has been supported by the Helmholtz Alliance “Physics at the Terascale”
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B Customizability Test modules should be easy to configure and customize and the system
should be extensible by custom modules.

The user base of such a system primarily consists of site operators and administrators who
want automated site checks and a quick overview of their system. Additionally, grid users can access a
less detailed overview in order to recognize possible problems with a site in the case of grid jobs with
erTors.

3. Meta-Monitoring with HappyFace

The HappyFace project is a meta-monitoring software developed in order to monitor the
GridKa Tier-1 center at the Karlsruhe Institute of Technology for the CMS Collaboration. For an
overview of the GridKa Tier-1 see the article “Support for the CMS experiment at the TIER-1 Center
in Germany” in these proceedings.

HappyFace provides a modular framework to gather information from different monitoring
sources, process this information and provide an overview of all relevant information. It allows real-
time site monitoring for shifters and experts. All relevant information from different sources is fetched
in a defined time interval and processed. The processed information is displayed graphically with a
powerful rating system. Automatic alarms can be set up to raise an alarm when a specific module
emits a warning or changes its status.

A screenshot of the HappyFace framework used to monitor the GridKa Tier-1 center is shown
in Figure 1.

Several other German WLCG sites (both ATLAS and CMS) use HappyFace to monitor their
sites for users and site admins. The CMS collaboration is using HappyFace to centrally monitor the
batch systems of all CMS Tier-1 and Tier-2 sites. HappyFace has been used for more than three years
and is stable, reliable and well tested.

Figure 1: Screenshot of the web interface

4. The architecture of the HappyFace framework
The HappyFace framework version 2 consists of a core and several modules, written in
Python. The workflow of the framework, shown in Figure 2, will be briefly described in the following.
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The core provides all essential functionality such as a database backend and generating the web
output. The core periodically executes all active modules, stores the retrieved files on disk, saves the
module output in a database and initializes and renders the final web output. The web interface is
written in PHP and JavaScript. The output of the modules is rendered via PHP code embedded in the
Python code of the modules. This PHP code queries the database and generates the final HTML
output. The output of the modules can be classified into different categories. Each category has its own
status derived according to different selectable algorithms from the status of the individual modules
belonging to this category. The status of the monitored site at an arbitrary past date, available in the
database, can be retrieved by using the history navigation bar on top of the website.

Each module is written to test a specific service on a site. Many modules needed to monitor a
typical WLCG site already exist and can be adapted easily by changing a configuration file. Custom
modules can be written easily for site specific needs. More detailed and technical descriptions of the
HappyFace core and the available modules can be found in Ref. [2] and [3].
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Figure 2: Schematic overview of the framework

5. Current development

The current version of HappyFace has been used for more than three years in production
mode. It is stable, reliable and well tested. However, over the years some functionality has been
identified which could be improved by taking a different approach. Software packaging and release
management is difficult in the current version due to the mixing of core and module functionality.
Some functionality has been added later in the development process and implementing specific
features would require a large modification of the core system. Therefore, the best solution was to
keep and support the stable version of HappyFace and start the development of a new version from
scratch. The result is HappyFace version 3.

HappyFace 3 (HF3) is written in pure Python and no longer requires any PHP code for the
web output. The web output is generated by a template engine (Mako) and either served directly by the
web framework CherryPy or via an interface to Apache (or any other web server of choice supporting
WSGI). This enables developers to focus on the code development while the output can be modified
by changing a simple HTML template, thus reducing the code size of modules by up to 50%. A new
database interface has been introduced which uses the abstraction scheme SQLalchemy and currently
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provides backends for SQLite and PostgreSQL. The module code and configuration is strictly
separated. The code is documented from the beginning of the development via in-line comments and
the documentation is visualized via Sphinx, a documentation generator. The progress of the
development is already very advanced. The core of HF3 is in good shape and most of the important
modules have been ported and adapted. A first release of HF3 is expected later this year.

The ubiquity of mobile devices allows shifters to monitor a site at any moment in time no
matter where in the world they currently reside. This allows instantaneous reaction which improves
the readiness of a site. One drawback of the current HappyFace version 2 is the large webpage which
gets rendered all at once and requires a high loading time for mobile devices. Therefore, the new
version 3 renders each category separately and will be specifically tested with mobile devices. Another
project considered for mobile devices is the development of a HappyFace monitoring program for
Android mobile devices, also called app. This app will display the status of HappyFace, which is
exported via XML, on a widget and alert the user via vibration or sound when a status changes to a
critical level.

6. Conclusion

The HappyFace project provides a modular framework for meta-monitoring. HappyFace
gathers information from different monitoring sources, processes this information and provides an
overview of all relevant information. Today, several German WLCG sites (both ATLAS and CMS)
use HappyFace to monitor their sites for users and site admins. Furthermore, a HappyFace instance is
used by the CMS collaboration to centrally monitor the batch systems of all CMS Tier-1 and Tier-2
sites. The current version 2 of HappyFace has been used for more than three years and is stable,
reliable and well tested. A new version 3 of HappyFace is currently written from scratch. The
HappyFace core system is already implemented and the currently most used modules are already
ported. A first release of HappyFace version 3 is expected later this year.
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The INFN Tier-1 at CNAF is one of the biggest European computing sites, operational since
2005, processing and providing storage resources for about 12% of all LHC data. Mass storage
at the CNAF Tier-1 was initially provided by CASTOR (CERN Advanced Storage). Then we
have moved to a more manageable and efficient solution, as a result of several years of case
studies, software development and tests. This solution, called the Grid Enabled Mass Storage
System (GEMSS), is based on a custom integration between a fast and reliable parallel file
system (the IBM General Parallel File System, GPFS), with a complete integrated tape
backend based on the Tivoli Storage Manager (TSM), which provides Hierarchical Storage
Management (HSM) capabilities. Access to Grid users is provided by the Storage Resource
Manager (StoRM), i.e. a standard SRM interface, and in case of the ALICE experiment by
Xrootd. Since the start of the Large Hadron Collider (LHC) operation, all the LHC
experiments have been using GEMSS at CNAF for both disk data access and long-term
archival on tape media. Moreover, GEMSS has become the standard solution for all the other
experiments hosted at CNAF, allowing the definitive consolidation of the data storage layer.
Our choice has proven to be very successful during the last years of production, with
continuous enhancements, accurate monitoring and effective customizations according to end-
user requests. In this paper a description of GEMSS is reported, addressing manageability,
administration and monitoring issues. We also discuss the solutions adopted in order to grant
the maximum availability of the service. Finally, we summarize the main results obtained
during the last years of activity, showing the reliability and the high performances that can be
achieved using GEMSS.

1. Introduction

As the LHC experiments produce petabytes of data every year, they require not only to
promptly archive acquired data, but also the ability to access those data at any time from any location.
Data management becomes more and more resource demanding and still represents a challenge in
High Energy Physics (HEP) computing.

The first issue is the amount of data to handle, amounting to several Petabytes of data (online
and near-line) which need to be accessed at any time from thousands of concurrent processes. The
second one is the required aggregated data throughput: on both Local Area Network (LAN) and Wide
Area Network (WAN), it is on the order of several GB/s. The requirement of having all data archived on
tape and the limited disk capacity leads to the necessity of an advanced Mass Storage System (MSS)
capable of moving huge amount of data from disks to tapes and vice versa in very efficient manner.

Independent experiments (with independent production managers and end-users) concur for
the usage of disk and tape resources. Chaotic access can lead to traffic jams, which must be taken into
account as quasi-ordinary situations. The MSS needs to have the following features:

¢ Grid-enabled;

* characterized by high performance;

* modular design;

* stability and robustness;

* capability to manage several tens of PB of data;

* simplicity of installation and management;
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* 24x7 operation with limited manpower;

* centralized administration.

The INFN-CNAF computing center hosts the Italian World-wide LHC Computing Grid
(WLCQG) Tier-1 site, the largest Italian computing facility employed in the LHC distributed computing
infrastructure [1]. Since 2008 we have started our tests and the consequent production activities
focused on the integration of the IBM General Parallel File System (GPFS) [2] disk storage
infrastructure with the IBM Tivoli Storage Manager (TSM) [3], aiming at realizing a full Hierarchical
Storage Management (HSM) system, that we named GEMSS [4]. GEMSS uses StoRM as Grid
Storage Resource Manager (SRM) [5], an interface to the WLCG world distributed under GSL license
with standard RPM packages. The GEMSS system is currently used as the Tier-1 storage solution for
all the LHC experiments and other HEP experiments, like BaBar (SLAC) and CDF (Fermilab), the
astro-particle physics experiments VIRGO and ARGO, the AMS, GLAST and PAMELA satellites,
the MAGIC telescope and others.

In terms of resources INFN-CNAF is currently using a model where all our hardware storage
systems (disk and tape drives) are accessed through Storage Area Network (SAN) [6] switches and
Linux servers running Scientific Linux as operating system and equipped with redundant HBA (Fibre
Channel Host Bus Adapter). This has demonstrated so far to be a robust, stable and very flexible
approach.

At the moment a total of 8.4 PB net used disk space (available to the end user) is managed by
GEMSS, and this number is going to increase to 11.2 PB by the end of 2012. The following storage
hardware devices compose the whole SAN:

e 7 Data Direct Networks (DDN) S2A 9900 systems for a total of 7 PB (equipped with

2 TB SATA disks) served by about 40 disk servers with 10 Gb/s Ethernet connection to
the LAN network;

e 7 EMC2 CX3-80 + 1 EMC2 CX4-960 for a total of 1.4 PB (1 TB SATA disks) served by

about 90 disk servers with 1 Gb/s Ethernet connection to the LAN network.

An Oracle SUN SL8500 tape library with a total of uncompressed 14 PB tape space is also
used in production with 20 T10KB drives from Oracle (100 MB/s of bandwidth and 9000 1TB tape
cartridges) and 10 T10KC drives (Oracle, 200 MB/s of bandwidth and 1000 5TB tape cartridges). The
connections between tape drives and servers are done via subset of the Fiber Channel SAN, which is
referred to as Tape Area Network (TAN).

The storage resources are also accessible from the WAN via GridFTP servers under
SRM control. In the LAN environment 13000 CPU cores take advantage of the POSIX compliant
GPEFS client, since they access the shared file system as it were local to the nodes.

2. Storage group tasks

The storage group is managing a number of tasks including (but not limited to): Disk storage
administration (GPFS, GEMSS), Tape library administration (ACSLS, TSM), SAN maintenance and
administration, installation and configuration of I/O servers, management of services (SRM, FTS, DB),
monitoring of all hardware (HW) and software (SW) components, procurement, HW life circle
management and basic HW support.

In order to be able to perform the above mentioned tasks we require:

e Fault tolerance and redundancy everywhere, but avoiding resource trashing;

e “Active-Active” configurations as much as possible, so that the load of failed elements is

distributed over remaining ones (SAN, servers, controllers);

® Monitoring based on NAGIOS, which includes automated recovery procedures via the so

called “event handlers”, permitting automated restart of failed services, isolation of failed
components, e-mail notifications and so on.

With the aim of minimizing the management efforts, we are trying to use the lowest number
of objects in our environment, using few but big storage systems (of the order of 500-800 TB per
system) and I/O servers equipped with 10 Gb/s Ethernet network adapters.

In order to verify and validate any change in the hardware and software layers without
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impacting the production, a small and dedicated cluster with all functionalities that are needed in the
production environment has been setup as a testing facility (testbed) [7]. The testbed has proven to be
very important to validate new versions of StoRM and GEMSS, ensuring the operation of new
hardware and avoiding unexpected malfunctioning in the event of an upgrade of TSM and GPFS. It
was also used to test procedures for moving data between different storage pools, avoiding unexpected
behaviors of hardware or software in production. In the last use case, thanks to the testbed, we were
able to move from the T10K-B to T10K-C drive technology, making the upgrade of the TSM server in
production with few working hours. Besides the use of new drives, we also moved the data contained
in the old media to new ones. The testbed has become an essential tool for the administration of
production systems. It is used not only for development purposes, but also for testing all configuration
changes, software components upgrades or deployment of patches.

3. The Software Components
CASTOR [8] was the “traditional” solution for Mass Storage at CNAF for all VO's since 2003.
Large variety of issues, both at set-up/admin level and from the users’ perspective (complexity,
scalability, stability), was observed, with a large operational overhead. In 2006 we started to search for
a potentially more scalable, performing and robust solution.
The most important milestones in the startup of this project have been:
e Q1 2007: after massive comparison tests [9], GPFS was chosen as the only solution for
disk- based storage (it was already in use at CNAF for a long time before this test);
e (2 2007: release of StoRM (developed at INFN), implementing SRM 2.2 specifications;
e Q3-Q4 2007: StoRM/GPFS in production for D1T0' storage class (SC) for LHCb and
Atlas, with clear benefits for both experiments and a significant reduction of load on
CASTOR;
e End 2007: a project started at CNAF to realize a complete Grid-enabled HSM solution
based on StoRM/GPFS/TSM.
e In 2008 we realized the first prototype of D1T1* SC in production for LHCb experiment.
e At the end of 2009 the first DOT1’ SC was in production for CMS.
The main software components which are composing our MSS are:

. GPES as a Clustered Parallel File System;

. TSM as tape backend and HSM system;

. StoRM as SRM system;

. GEMSS as interface between StoRM, GPFS and TSM;
. NAGIOS [10] as alarm and event handling;

. QUATTOR [11] as system configuration manager;

. LEMON [12] as monitoring tool.

GPFS: General Parallel File System from IBM. It is Clustered (providing fault tolerance and
redundancy) and Parallel file system with high scalability. Widely used in industry, very well
documented and supported by user community and by IBM. Always providing maximum performance
and there is no need to replicate data to increase availability. Running on AIX, Linux (RH, SL) and
Windows. This software is not bound to IBM hardware.

TSM: Tivoli Storage Manager from IBM. It’s very powerful, simple, database management
(IBM’s db2) is hidden to the administrator. It also includes built-in HSM functionality and transparent
data movement from disk to tape and vice versa. Widely used in industry; Technical support either
from IBM or from user community.

StoRM: Implementation of the SRM solution designed to leverage the advantages of cluster
file systems (like GPFS) and standard POSIX file systems in a Grid environment. Developed at INFN-
CNAF, StoRM provides data management capabilities to access and transfer data among

" DI1TO storage class means one copy on disk and no copy on tape

*DIT1 storage class means one copy on disk and one copy on tape

*DOT]1 storage class means one copy on tape while the disk is only used as temporary buffer
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heterogeneous and geographically distributed data centers, supporting direct access (native POSIX I/O
calls) to shared files and directories, as well as other standard Grid access protocols. StoRM is adopted
in the context of the WLCG framework.

GEMSS: Grid Enabled Mass Storage System. It is an integration of GPFS, TSM and StoRM.
It combines GPFS and TSM specific features with StoRM to provide a transparent Grid-enabled
HSM solution. An interface between GPFS and TSM has been implemented to perform an intelligent
tape- ordered file recall to minimize mechanical operations in tape robotics (such as mount/unmount,
search/rewind operations). In addition, StoRM has been extended to include the SRM methods
required to manage the tapes. This approach permits to minimize management efforts and increase
reliability. More details about GEMSS can be found in [13].

NAGIOS: Open Source software for monitoring purposes. It is a client/server system, which
is capable of sending e-mails and SMS notifications in case of alarms and can also perform restart of
daemons. We have been developed several custom controls and checks such as those for the ORACLE
SL.8500 library, for services like StoRM and GridFTP, and for GPFS [14].

QUATTOR: It is a system administrator tool which provides unattended (automated)
installation, configuration and management of sets of servers, it also includes modules for specific
software services configuration.

LEMON: It is a monitoring tool developed at CERN, available for Linux providing plots and
historical information of different server quantity (e.g. CPU and network load, memory
occupancy, etc).

GPES is a clustered file system that provides a scalable POSIX file access. The GPFS clients
(i.e. the farm Worker Nodes in our case) do not need a direct connection to the storage backend
thought the SAN, but they access the data using the GPFS Network Shared Disk (NSD)
mechanism [15]. The NSD disk servers have redundant Fiber Channel connections to the SAN and
provide GPFS transparent access to the clients, as they are directly responsible for the I/O operation on
the disks. In addition, GPFS works as a real cluster, so the NSD disk servers can provide the same
level of service also in case of hardware/software failures of some components. At present, a number
of roughly 130 disk servers is used in production for accessing the whole disk space area, subdivided
into different GPFS clusters. A total of seven clusters is used, one cluster for each of LHC experiments,
one dedicated to SuperB and BaBar and two shared between non-LHC users. Another GPES cluster
comprising only clients is used for the farm Worker Nodes. In general, for each experiment, a disk
only file system and file system with HSM features are provided. The farm computing nodes and the
User Interface nodes statically mount these file systems (which are POSIX compliant) and the access
to the data is performed using the file protocol as they were local to the nodes. Therefore roughly
12000 CPU cores corresponding to a computing power of about 125 kHS-06" are currently directly
accessing via POSIX (file) protocol the GEMSS-managed file systems.

The use of intensive parallel I/O over all the disk servers is useful for optimizing the
performance and for a proper distribution of the load over the different hardware storage boxes.

The main elements of the TSM system are the master TSM server and several HSM nodes that
are directly responsible for moving the data to and from the tape drives and run the TSM Storage
Agents [16]. The TSM server is the core component, it relies on a database to store the metadata
information and it also provides the space management services to the HSM nodes. The TSM server
stores all the information on a dedicated shared disk volume, and a cold stand-by machine is ready for
replacing the main server in case of hardware or software failure, in order to provide a fast recovery of
the service. The TSM Storage Agents enable LAN-free data movements on the HSM nodes, using the
dedicated TAN Fiber Channel connections to communicate with the drives, and this greatly improves
the performances avoiding traffic congestion on the LAN when moving data between the disk and tape
media. In our setup, 13 HSM nodes are enough for providing all the data movements with optimal

* The HS-06 or HEP-SPECO6 is the HEP-wide benchmark for measuring CPU performance that has
been developed by the HEPiX Benchmarking Working Group. For details

http://w3.hepix.org/benchmarks/doku.php
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performance. In order to avoid contention and for redundancy purposes, at least two HSM nodes are
dedicated for each GPFS cluster. Since the GPFS NSD disk servers are separated from the HSM nodes,
it is possible to interrupt the tape access service for maintenance while keeping the disk service online:
this is very useful in case of tape library failures or scheduled upgrades of the software.

4. GEMSS from the end-users perspective
The ATLAS experiment is one of the biggest users, with almost Y of all our resources for
both storage space and CPU power.
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Fig. 1: Disk share and data processing share of ATLAS between Tier-1 sites
(excluding CERN)

Its storage infrastructure is based on just a few hardware components, with 2.3 PB of disk
space allocated for experiment (fig. 2): 3 DDN S2A9900 storage systems, 8 I/O servers, 2 metadata
servers, 4 GridFTP servers, 5 StoRM servers and 2 HSM servers. All WAN data transfers to and from
ATLAS GPEFS file systems are performed by 4 GridFTP servers, which are configured as clients in
GPEFS cluster with direct connection (via Fibre Channel) to the storage system. 8 I/O servers are NSD
servers, which are providing accesses for all GPFS clients like worker nodes and user interface nodes,
which do not have direct connection to the storage system. The HSM nodes are configured in the same
way as the GridFTP servers and are having direct access to the storage. In addition, they are connected
to the tape drives via dedicated Host Based Adaptor (HBA) to the Tape Area Network (TAN).

In such a way we are separating three different data flows of different access patterns:
sequential (WAN transfers and disk to tape transfers), and mostly random in case of access from the
worker nodes and user interfaces.

The system, as shown in the figure 3, is routinely delivering up to 6 GB/s to clients on the
LAN and up to 2 GB/s to clients on the WAN (which is actually limited by the 2x10 Gb/s WAN
connection).

Fig. 2: Data flow and hardware components allocated for ATLAS
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Fig. 3: Weekly statistics of network bandwidth used by ATLAS over WAN (left) and
over LAN (right)

Another LHC experiment, but with quite different requirements, is ALICE. In contrast with
other LHC experiments, ALICE is not using SRM for remote access or for data transfers. Everything
is done using the Xrootd protocol [17] within the AIEN (ALIce ENvironment) [18] framework.
Xrootd is designed to provide fault tolerant location and access to files distributed throughout cluster
and WAN environment by employing peer-to-peer-like mechanisms. AliEn is a lightweight Open
Source Grid Framework using the combination of a Web Service and Distributed Agent Model. It
started within the ALICE Off-line Project at CERN for simulation, reconstruction, and analysis of
physics data of the ALICE experiment.

From the hardware point of view, ALICE setup is quite similar to the ATLAS one: 1.3 PB of
disk space subdivided into two file systems: one disk-only (960 TB) and another (385 TB) used as a
buffer to tape. Both file systems are located on one DDN S2A9900 storage system, with 8 I/O
(Xrootd) servers, 2 GPFS metadata servers and 2 HSM servers.

In contrast with ATLAS setup, ALICE does not use POSIX-like file access from
computational nodes, so there is no need for powerful NSD servers. In this cluster we have left only
two low-end NSD servers to support eventual remote access and cluster management tasks. All real
I/O being performed on the Xrootd servers, which are mounting the same GPFS file systems and
directly accessing the storage system via Fiber Channel connection. The HSM nodes are configured in
the same way as in ATLAS case.

Fig. 4: Data flow and hardware components allocated for ALICE

The system, as shown in the figure below, is routinely delivering about 2 GB/s to clients on
the LAN and up to 1 GB/s to clients on the WAN.

The implementation of the ALICE data access, based on Xrootd with GEMSS, is very simple.
In fact the main requirement for Xrootd is the POSIX access to the file system, which is natively
provided by GPFS. For the T1DO instance of the ALICE storage the development of a Xrootd plugin
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was needed, in order to manage recalls from tape, whereas for the TOD1 instance the system works
without any further customization. The performance reached by the system is very satisfactory. For
the TOD1 instance a throughput larger than 2 GB/s is provided to the Worker Nodes and the system
guarantees a redundancy of all the files both at the Xrootd and at the GPFS levels.

In particular, the redundancy at the GPFS level allows to realize a perfect balance of the
throughput over all the servers, independently of the kind of files requested. This is clearly seen from
the AliEn monitoring tool (fig. 5 and 6). Plot on the top of fig. 5 represents incoming traffic (WAN
data transfers), plot on the bottom showing outgoing (read) traffic produced by local and remote
analysis jobs. Different colors represent traffic to or from different servers

Fig. 5: Weekly statistics of network bandwidth used by ALICE at CNAF seen by MonALISA
(ALICE monitoring tool) to and from disks-only storage system

Fig. 6: Weekly statistics traffic to and from GPFS file system with tape backend

5. Conclusions

We implemented a full HSM system based on GPFS and TSM, able to satisty the requirements
of WLCG experiments operating the Large Hadron Collider. StoRM, the SRM service for GPFS, has
been extended in order to manage tape support. An interface between GPFS and TSM was realized in
order to perform tape recalls in an optimal order, so achieving great performances. A plugin for Xrootd
allowed to interface Xrootd and GEMSS. GEMSS is the storage solution used in production in our Tier-
1 as a single integrated system for all the LHC and non-LHC experiments. All the services are redundant
both at hardware and software levels in order to guarantee a true 24x7 support.
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During these last years of production, results from the point of view of experiments have
shown the reliability of the system and its high performance with a moderate effort.
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The ATLAS Experiment benefits from computing resources distributed worldwide at more
than 100 WLCG sites. The ATLAS Grid sites provide over 100k CPU job slots, over 100 PB of
storage space on disk or tape. Monitoring of status of such a complex infrastructure is essential.
The ATLAS Grid infrastructure is monitored 24/7 by two teams of shifters distributed world-wide,
by the ATLAS Distributed Computing experts, and by site administrators. In this paper we
summarize automation efforts performed within the ATLAS Distributed Computing team in order
to reduce manpower costs and improve the reliability of the system. Different aspects of the
automation process are described: from the ATLAS Grid site topology provided by the ATLAS
Grid Information System, via automatic site testing by the HammerCloud, to automatic exclusion
from production or analysis activities.

1 Introduction

The Large Hadron Collider (LHC) at CERN has been delivering stable beams colliding at the
centre-of-mass-energy 7TeV since March 2010 and at the center-of-mass-energy 8TeV since April
2012. ATLAS Experiment [1], one of the general purpose detectors of the LHC, has accumulated over
4 PB of RAW data over past 2 years. ATLAS benefits of the World-wide LHC Computing Grid
(WLCG Grid) to process data and simulations.

The ATLAS Distributed Computing [2] (ADC) infrastructure is a complex and heterogeneous
system: The ATLAS grid resources (CPU resources, storage systems, network links) are spread over
more than 120 computing centres distributed worldwide. ATLAS grid computing centres host their
storage either on disk or tape systems, with different flavours of storage systems, and heterogeneous
CPU resources available to accommodate over 100k job slots. ATLAS grid sites are organized within
three different flavours of grid: EGI, OSG, and NorduGrid. To provide a good quality of service to the
ATLAS Collaboration, the operations team of the ATLAS computing resources has to be able to easily
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identify issues with the infrastructure, and to address these issues. Challenging task to address requests
for the monitoring of the ADC infrastructure is addressed by the ADC Monitoring team [3]. Even
more challenging task to monitor the ADC infrastructure is covered by the ADC Operations teams:
various ADC Shift teams [4], ADC Experts, and site administrators.

ATLAS sites may or may not be part of 3 ATLAS Activities: Data transfers, Data processing,
Distributed analysis.

In Section 2 we describe motivation for automation efforts within ADC team. In Section 3 we
briefly describe benefits of the ATLAS Grid Information System. In Section 4 we detail on what
functional tests are available for automation.

2 Repetitive tasks & need for automation

There are 3 Shift teams monitoring status of the ADC infrastructure, each team focusing on
different aspects of ADC Activities. The Shift teams are backed up by 2 ADC Experts. Site issues are
addressed by site administrators.

Whenever a shifter on duty identifies an issue with the ADC infrastructure, he/she creates a
bug report to expert, or activity requester, or to the site. There were over 6700 GGUS tickets created to
the ATLAS grid sites since 1st January 2010, which leads to an average rate of 7 tickets per day. This
amount of bug reports represents huge manual effort carried out by the ADC Operations team, ranging
from the issue investigation by the ADC Shifter, creation of the bug report, addressing the issue by the
site administrator or activity requester, resulting in functional testing of the reported service, and
putting the service back into production for ATLAS Activities. The amount of manual work is the
main motivation for automation of well known issues.

3 ATLAS Grid Information System

The ATLAS Grid Information System [5] (AGIS) collects site information from the
GOCDRB [6] and the OIM [7], and exposes it in a way convenient to the experiment. The AGIS
provides topology information about the ATLAS grid sites, about services at sites, about downtimes of
those services.

This unique information collection available in AGIS enables the ATLAS experiment to map
between physical resources (CEs, SEs, LFCs, etc.) and ATLAS activity endpoints (PanDA [8] queues
workload management endpoint, DDM [9] spacetoken endpoints), and additional logical layer in
AGIS provides availability information of an ATLAS Activity at a particular site based on availability
of subsequent physical resources at that site.

Having written what useful set of information AGIS provides, ATLAS benefits from several
collectors, which collect downtime information for ATLAS activity endpoints, and exclude those
activity endpoints for downtime period from corresponding ATLAS Activities.

First example of such a collector is the DDM collector, which excludes DDM spacetoken(s)
from Data transfer activity, with granularity of sub-activities such as write/read/deletion, when a
downtime of underlying SE starts, and re-enables those DDM spacetokens for the sub-activities once
the SE downtime is over.

Second example of a collector taking action when a service is on downtime, is the Switcher.
The Switcher manipulates Panda queues when a downtime of a CE or a SE affects Data processing or
Distributed analysis activity at an ATLAS grid site.

Both collectors, DDM collector and Switcher, take automatic action ca 30 times per week.
The main benefit of both collectors is saving ADC Operations manpower when a site declares
unscheduled downtime, secondary benefit is for scheduled downtime.

Third example of a collector is the DDM space collector, which based on DDM spacetoken
occupancy excludes a DDM spacetoken for write when a very small fraction of its size (several TBs)
is left. When a fraction of free space at that DDM spacetoken is cleaned, at least up to limit which
enables uninterrupted ATLAS Activities at that site, DDM spacetoken is enabled for writing again.
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4 Functional tests for Services and Activities

ATLAS experiment runs a continuous flow of functional tests at each site. The tests are
marginal with respect to normal ATLAS Activity at a site. Fraction of functional tests with respect to
the overall activity is of the order of percent.

ATLAS experiment uses the HammerCloud [10], [11] framework to test how a site performs
in the Data processing and Distributed analysis Activities. The HammerCloud test jobs simulate
behaviour of an usual ATLAS data processing or analysis job. The HammerCloud uses the same
environment as usual ATLAS jobs, access input data and installed SW in the same way, and stages out
the output data in the same way. The HammerCloud then provides a very useful probe in the site
health for real Activities. When several HammerCloud tests fail, site is excluded from an Activity for
period of time, and recovered for that Activity once a set of jobs in a row succeeds. The
HammerCloud takes ca 240 exclusion/recovery actions per week. The HammerCloud framework is
used as the recovery framework for the Switcher exclusions.

ATLAS experiment probes NxN endpoint-to-endpoint transfers functionality with the
Sonar [12] test. Purpose of this testing is to find optimal path for the transfers. In the past, ATLAS
used strictly hierarchical topology of DDM endpoints. ATLAS sites are grouped in 10 clouds, each
cloud is a set of geographically-close grid sites. The most powerful site in each cloud is a Tier-1 site.
There are usually several Tier-2 sites in each cloud. Cloud may host also Tier-3 grid sites (sites with
no pledge to WLCG).

In the past transfer between 2 Tier-2 sites, which belong to different clouds, was possible only
through 2 Tier-1 sites, transfer path then was T2(Cloud A) — Tier-1 (Cloud A) — Tier-1 (Cloud B)
— Tier-2 (Cloud B). This transfer path may not be very optimal, due to 3 additional sites being filled
with data on the way.

Currently, ATLAS relaxes a bit the strictly hierarchical tier mode, and direct transfers between
Tier-2 sites from different clouds with a very good network connectivity are enabled.

About 20 ATLAS grid sites are taking part in the LHCONE [13] network project. Such sites
are running perfSonar [14] tests. As of September 2012 there is no automatic action taken based on
perfSonar test results.

ATLAS uses the WLCG SAM framework [15] to test resources [16] registered in GOCDB or
OIM. Currently, the SAM test results are used as additional sanity check when manual recovery of a
service is necessary.

Conclusion

The ATLAS experiment has been successfully collecting data for more than 2 years.
ATLAS data is processed and analysed at more than 120 grid sites distributed worldwide, taking
into account Tier-1s, Tier-2s, and Tier-3 sites. The ATLAS Distributed Computing successfully
fulfils its mission to deliver data to the ATLAS physicists. Current monitoring tools enable the
ADC Operations team address issues in a timely manner. Level of automation of the ADC
Operations helps to save manpower, and to focus on more urgent issues first.
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COMPUTING FACILITIES FOR SMALL PHYSICS
ANALYSIS GROUP: EXAMPLES AND CONSIDERATION
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A small physics group (3-15 persons) might use a number of computing facilities for the
analysis/simulation, developing/testing, teaching. The instances of the small clusters for Nuclear
Chemistry Group at State University of New York campus Stony Brook (http://www.sunysb.edu)
and for High Energy Physics Division at Petersburg Nuclear Physics Institute
(http://hepd.pnpi.spb.ru/) are briefly described. It is discussed different types of computing
facilities: collaboration computing facilities, group local computing cluster (including colocation),
cloud computing. The author emphasize the growing variety of different computing options and
growing role of the group owned computing cluster of micro size.

Introduction

Usually members of a physics group have computer accounts on large computing facilities
which are supported by the physics collaborations. Such the facilities have certain rules: who can the
access to the computing installation in which scale, and for which purpose. As the result the or
registration procedure takes some time. On other hand short term students and/or visitors might need
for computer account just temporarily. Finally physics group needs in addition to the collaboration
computing infrastructure more agile and flexible computing infrastructure completely under group
control for several purposes:

e to keep common group data (papers, drafts, programs, fraction of experimental data, etc);

e to test new/modified simulation or/and analysis software/algorithms;

e to give the account for short time visitors/students who needs to do something in analysis;

e any other possible requirements, in particular as good gateway for remote large computing
cluster(s).

We have to take into account the grows of the CPU computing power each year. If we pay
attention not only to CPU but to the whole computing cluster we can find for example such the
estimation “... DOE centers have historically delivered average improvements in computing capability
of 40%-80% per year with relatively flat budget” [14] page 125. All above means that dozen of
modern computing nodes in 2012 is more powerful than hundred servers in 2002.

Obviously such a small computing installation is used to be the good complement to large
computing facility.

The computing needs can be considered in various ways [from point of view of the small
group]:

. to use bigl centralized cluster (here we mean collaboration cluster);
. cloud computing;
. own group local cluster (might be in two instances)

o co-location of your cluster hardware somewhere else [16].
o location of the group computing cluster in group office space with all responsibilities
for air conditioning, electrical power, hardware support, etc;
Many pros and contras for each above options were discussed earlier [1]. Here it is assumed

1The cluster sizes: big, large = more than 1000 machines; middle size = until 1000; small = until 100; micro =
0(10).
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that that physics group is using more than one cluster to get the computing task done. In a range of
papers such group owned computing clusters are referenced as clusters Tier’-3 [15]. Further in this
paper we will analyze the own local computing cluster and cloud computing facilities: now and in
nearest years.

Usually small physics group has limited financial resources. This fact does impose many
restrictions on the cluster architecture.

The cluster has to be:

. cheap (useful consideration on the true cluster ownership cost is in [9]);

o consisted of reliable hardware;

. not demanding intensive watching/maintenance.

Other requirements — the implication of the desire to decrease the maintenance efforts:

. compatibility (architecture and base OS) with collaboration cluster environment (as in

Atlas or CMS and other CERN collaborations for example), in particular same set of application
software as in the collaboration cluster.

From above we see that group owned computing cluster is not possible to be large or even
mid-range, it is quite small = micro cluster. The good configuration of the group owned cluster might
consist of 5-15 modern machines (multicore CPUs, 2-3 GB of main memory per core, 10-20 TB or
more of disk space per machine) and fastest network interconnect. Such the group cluster can help to
get more flexibility when using several remote computing facilities: collaboration cluster(s),
public/private cloud computing, etc.

The situation in different physics groups might differ from each other. Here we shall discuss
the concrete group cluster solutions for Nuclear Chemistry Group (NCG) at SUNYSB/Chemistry and
for High Energy Physics Division (HEPD) at PNPL.

Local computing cluster at SUNYSB/Chemistry

The computing cluster in NCG is appeared in 2000 or bit earlier. At that time all the machines
(30+) had 512MB of main memory and Dual 500 MHz CPUs. This cluster was used for program
development, test analysis, student work, etc. More than 70 registered users and around 3-5 are quite
active. More detailed information about the cluster is available from [1].

To reduce downtime for the cluster it is good to buy and install special equipment KVM
switch over IP to do many control actions (switching on and off of any machine in the cluster, get
access to the console of any machine, etc) remotely over Internet. In another words the group might
use remote help from external experts. However in cases described here the idea is not implemented
yet.

As the batch system we use pair of torque/maui from http://www.supercluster.org.

Due to security reasons (no regular maintenance for) the cluster is available from only
specifically defined network domains.

Because the cluster is located in relatively large room with good ventilation there is no needs
for air conditioner. After years of experience we found that the University electric power grid is quite
stable.

The basic OS (Scientific Linux with same RPM set as on RACF ) installation procedure and
basic configuration are semiautomatic: there is a couple of scripts with use of kickstart as initial step
and another step consisting of script for post kickstart configuration. No virtualization technique was
used in the cluster.

In our circumstances the users mailing list does form kind of thinking engine for various
methods how to use the cluster for concrete tasks. The mailing list is located in the Google.com (i.e.
somewhere in cloud).

Local computing cluster at High Energy Physics Division (PNPI)
The computing cluster in High Energy Physics Division started from a very small cluster

2In grid like computing infrastructure around LHC it is defined several Tiers: Tier-1, Tier-2, Tier-3, and so on.
The difference is mainly determined by expected functionality (ability to accept and maintain policy of Virtual
Organization (VO), implement distinguished service for different VO, existing of backup facility, etc).
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consisting of three servers in February 1998. Details of the initial implementation are available
from [2]. The cluster passed through many upgrades in hardware and software though it remained
quite small or micro size. Now the cluster consists of 5 hardware servers with 20 virtual machines (i.e.
fully virtualized) and around 27 TB of disk space. The OS is Scientific Linux 5.7. There are about 150
registered users on the cluster; about 50 users logged many times per month and about 15 users do use
cluster every day. Virtual tools permit to use specific configurations for specific user needs, e.g. it is
possible to use CERNVM for a range of physics collaborations.

There is home made backup scheme for user home directories (not for the data). One
experienced person spends part time to keep the cluster up. The cluster room is equipped with air
conditioner, UPSs, UDP.

In two computing cluster examples for HEP (SUNYSB and PNPI) we might see main similar
trend: the desire to reduce the cluster Total Cost of Ownership (TCO). TCO includes everything: cost
of hardware and deployment, electricity power, man power, software and hardware support, any
operation cost, cost of upgrades, etc. In this context it is not bad to take a look at cloud computing.

Cloud computing

The cloud computing is hot topic in IT around 5 years. Many successful experiments with clouds
have been performed [3, 10, 14]. It is not quite trivial paradigm though which has a lot of instance types in
government and private sectors. The quote below is part of cloud computing definition (most consistent)
I copied from [8].

Cloud computing is a model for enabling convenient, on-demand network access to a shared pool
of configurable computing resources (e.g., networks, servers, storage, applications, and services) that can
be rapidly provisioned and released with minimal management effort or service provider interaction.

That was just beginning of the definition’ but it gives main idea.

Many tens of cloud services are available with little difference in character and style of service and
policy to pay for the service, e.g. [4, 5].

Some physicists are afraid to use public cloud computing service because the public cloud is out of
their control (for instance the service could be down forever due to business or/and political issues). That is
true. On other hand we can consider the control capability as the reliability of the access to the cloud. Can
we think that public cloud service is 100% reliable all the time? The true answer is no. Unfortunately we
have to say the same about any other instance of computing service of any kind. At the same time the small
groups do have often not so reliable local computing which depends on unstable enthusiast activity. In
many cases for even middle term time frame (2-5 years) local computing service is most probably less
reliable than public cloud computing service. If you are worrying for the reliability of you data being safe -
the obvious conclusion is to use combination of all mentioned options.

Several successful testbeds with using the cloud computing for production simulation in HEP have
been carried out, e.g. ATLAS [3] and STAR [10] (latter work has many deep and smart observations of the
experience with computing grid and cloud computing architectures). The success does depend on a lot of
details, in particular on the computing infrastructure components and theirs parameters which are “under
hood” of computing cloud. In work [10] authors were urged to do additional conversions of VM images,
may be due to the lack of the open standards in the field. In other cases [10, 12] authors did find that tested
public cloud has not so good computer hardware parameters as they expected. Also it has to be taken into
account computing cloud initiatives and plans in government [6].

Conclusion

The small computing/information installations are already on the way to use the clouds. The
moving to the cloud does eliminate for small physics group cluster hardware maintenance task, but not
application software and data structure maintenance. Also to achieve maximum effect of using the
cloud you can not ignore good understanding of cloud hardware, architecture, OS details.

To compare cluster of micro size and large cluster with many hundreds and more of servers,
someone might see a lot of similarities: everywhere you need security, proper OS and applications

*Whole definition is explained in two pages or so.

218



configurations, reliable hardware, etc. However there are difference in between clusters of different
size. For example, in micro cluster the common strategy is to buy and deploy computing nodes or/and
components with parameters which do fit your task for this cluster (not always cheapest products). At
the same time in largelhuge clusters the usual strategy is to buy and use cheapest computing nodes and
other components.

We are emphasizing specifically the clusters of micro size because if we take a look at a range
of all size clusters we might see the more servers in the cluster the more spending and efforts to
support it. With more powerful cluster you need additional stuff and additional activity to meet more
complicated conditions including more strong regulations from the public authority: fire safety,
information security, insurance, etc: all mentioned factors increase TCO significantly. There are many
reasons that for midrange computing clusters the TCO will grow faster with number of hardware
servers than number of servers. It leads to the idea, that two main types of the computing clusters
would have long live: huge clusters with many thousands of servers, often referenced as data center
(like plant) which has a lot of users (actually such the cluster is used as computing cloud) and micro
clusters which can be deployed in almost any office and used by the small group of users.

In light of above experience the group owned cluster is used as important gateway to public or
private (i.e. collaboration) cloud computing. The number of public and private cloud computing
instances is growing significantly each year. That means the importance of suitable gateway to
different clouds for small physics group is growing as well.
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Large variety, and often incompatibility, of Grid middlewares stem from the fact that the original
technology lacked open standards accepted by the community. In Europe alone, it resulted in three
substantially different middleware stacks, ARC, glLite and UNICORE, as well as a dedicated
storage solution dCache. Interoperability between them has been the goal of many efforts,
including a number of working groups of the Open Grid Forum. As a result, several commonly
accepted specifications were developed. The European Middleware Initiative (EMI) project
became a framework in which these, and other common approaches, are implemented. This paper
gives an overview of such common solutions in the areas of compute, security, infrastructure and
data management, including both server and client tools. The compute area focusses in
consolidation of standards and agreements through a unified interface for job submission and
management, a common format for accounting, and the wide adoption of GLUE schema version
2.0. The security area is working towards a unified security model and lowering Grid entry barriers
by accepting users’ institutional credentials. One of the highlights of the infrastructure area is the
consolidation of the information system services via the creation of a common information
backbone. The data area is focusing on implementing standards to ensure interoperability with
other grids and industry components and to reuse already existing clients in operating systems and
open source distributions.

I. INTRODUCTION

The European Middleware Initiative (EMI) [1] is a close collaboration of four major
middleware providers, ARC [2], gLite [3], dCache [4] and UNICORE [5]. It aims to deliver a
consolidated set of middleware components for deployment in EGI [6] and other distributed research
computing infrastructures, extend the interoperability and integration between grids and other similar
systems, strengthen the reliability and manageability of the delivered services and establish a
sustainable model to support, harmonize and evolve the middleware. The progress of EMI is driven by
requirements of the scientific communities relying on its solutions. As the ultimate result of its
software development activity, EMI will deliver a consolidated middleware distribution of modular
inter-compatible components with unified interfaces offering advanced functionalities that can be
swapped depending on what kind of feature set is needed. This unified software stack will consist of
interoperable solutions for the core capabilities needed to operate and manage a distributed computing
infrastructure.

The EMI development roadmap is divided into three phases (roughly one year each):

" This work was partially funded by the EMI project under European Commission Grant Agreement INFSO-RI-
261611
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1. Initial integration and agreements on important technical aspects, as well as new
component design and early implementations and numerous improvements of existing
ones.

2. Intensive development, completion of consolidation plans, delivery of several
harmonized solutions based on the existing agreements.

3. Completion of all the open development, hardening of existing EMI features,
improving non-functional aspects such as reliability, usability and interoperability,
integration of common libraries and other new common products with the rest of the
EMI software portfolio.

In following this roadmap, EMI is guided by the key principle of converging to common
standards in all applicable areas. While pre-EMI middlewares often implemented proprietary
solutions, from protocols to deployment schemes, EMI strives to achieve unification based on standard
solutions used in software development elsewhere. When it comes to grid standards, OGF [7] is both
the source of specifications, and the target for EMI contributions. Figure 1 shows common client-side
solutions developed by EMI, and illustrates usage of standards and common agreements in server-side
solutions in each technical area.

APls, libs, probes, sensors, utils

Compute lib

COMPUTING

~ UNICORE/X <y~ ~—m dCache
ARCCE A

CREAM CE 4"
L&B ®
WNoDeS

WMS

Agreements,
standards

INFRASTRUCTURE

Figure 1: Overview of major EMI products and common technologies and standards involved in their
implementation (indicated by different figures). Products are grouped as common client-side (top of
the figure) and server-side (middle and bottom). Server-side products are grouped by technical areas.

In addition to using standard protocols and interfaces, EMI products also rely on standard
build, testing and distribution tools. Most EMI products will be available via generic Linux
distribution channels.

In what follows, we present several examples of successful definition and implementation of
common standards and solutions, covering the four technical areas of EMI: Compute, Data, Security
and Infrastructure.

221



II. COMPUTE AREA

EMI compute area includes various computing elements, workload manager and the
corresponding client libraries and command line tools. As such, it is one of the most challenging areas
with respect to integration and standardization.

A. GLUE?2 support

GLUE2 is a proposed recommendation standard by OGF [8], which introduces information
model for grid entities. Although the specification was released before EMI, and was endorsed by all
EMI contributors, practical implementation of it was not complete. Grid services offered different
incompatible information, which was one of the main obstacles to interoperability. Fully implementing
GLUE2 became thus one of the key goals of EMI. The EMI Computing Elements (ARC CE, gLite
CREAM and UNICORE/X) now fully support publication of local-level resource information
expressed according to GLUE2. The remaining task before completing move to GLUE2 in compute
area is to implement GLUE2 support in the match-making modules and client tools. Particularly, this
concerns implementation of a new module in the WMS [9], responsible for querying over LDAP a
GLUE?2 enabled BDII [10] and fetching information into the WMS internal cache.

B. Common job submission and management method (EMI-ES)

Another problem with pre-EMI computing elements was incompatible interfaces for job
submission and management. This is addressed by implementation of the EMI Execution Service
(EMI-ES) agreement [11] in all the EMI computing services and their clients. EMI-ES offers a Web-
service interface with integrated support for data staging, delegation capability, common state model,
common job description, GLUE2-based service and activity description, and other advanced features.
This common job management interface is one of the most distinguished developments of the project,
and it will allow, also fostered by the migration to the common authentication library in the compute
area components, seamless execution of complex workflows to HPC and HTP environments through a
single entry point, for example, the glite WMS.

Delegation and authorization aspects still need to be finalised, especially for what concerns
interoperability with ARC/gLite and UNICORE. The final goal is to have each client of each of the
three middleware solutions able to send and manage jobs to each different computing service and,
conversely, to have all computing services able to accept jobs sent by each different client. Figure 2
illustrates how this opens a possibility to simplify development of a common client that can make use
different grid infrastructures in a straightforward fashion.

C. Argus-based common authorization

As an important EMI agreement, Argus [12] was selected as the common authorization service
for EMI components. All relevant EMI compute area components are now capable of interacting with
Argus. This is accomplished either by using the available API, or by making use of the standard-
conformant public interface offered by Argus.

II1. SECURITY AREA

Grid security already before EMI was to large extent based on common standards, like X.509,
albeit with few non-standard extensions and in places obsolete. ARC and gLite security models are
fully compatible, while the UNICORE one is somewhat different, particularly with respect to
delegation usage and details of Virtual Organisation-based authorisation. The challenges in the
security area were thus to implement the latest relevant specifications and streamline already fairly
common approaches.

A. Lowering the security credential handling barrier

A key security development in EMI is to make the security credential management more
accessible to ordinary users. This is to be achieved by introducing simplified management of security
credentials via reducing the complexity of handling certificates and integrating different security
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mechanisms like Shibboleth [13] and Kerberos [14] across the EMI stack. This development will
allow users to use their own authentication system to access a Grid. The goal of this activity is to
lower the barrier of accessing distributed computing infrastructures using institutional or federated
institutional authentication systems and to enable the usage of EMI components and services with
other security infrastructures such as Kerberos or Shibboleth. In order to enable this access, a new
security service, the Security Token Service (STS) is needed to translate these external credentials into
the X.509 credentials needed by most Grid infrastructures.

Figure 2: Job management interfaces offered
and used by various EMI compute are products.
Before the EMI-ES agreement, compute
services and their clients were relying on
middleware-specific communication channels
(top scenario). With the implementation of EMI-
ES in 2™ phase (Y2), the EMI release of the
compute products comes with support for the
common job management protocol in addition to
the pre-EMI possibilities. The common EMI job
management client utilizes this interface (bottom
scenario).

The simplified management of credentials is to be fulfilled by the development and
deployment of the EMI Security Token Service (STS). The STS implements the service defined by the
standard WS-Trust specification. STS is a Web service that issues security tokens, a collection of
claims, for the authenticated clients. As the clients can authenticate to the service using different
security token formats, the service can be seen as converting a security token from one format into
another. As such the STS is used to bridge different trust domains.

Current STS implementation is already capable of issuing the X.509 certificates, the first use-
case consisting of an issuance of an X.509 certificate based on a security token from another security
domain: username and password in this case.

B. Common authentication library (CANL)

The STS service, as well as other security area EMI products, will exploit the EMI Common
Authentication Library (CANL), supporting X.509 and optionally, for the future, SAML. Such library
has been defined, and API definition is available for Java, C and C++ [15]. Main features of CANL
include: credentials handling, trust store handling, name constraints checking, standard CRL handling
and OCSP [16] support (on-line revocation), SHA2 support, proxy operations such as verification and
generation, proxy CSRs, proxy utilities, partially unified error codes and messages, and PKCS 11
support. The implementations of the libraries have almost completed and prototype versions of CANL
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for all the three languages were included into the EMI Matterhorn release. In EMI phase 3, all major
gLite, UNICORE, ARC and dCache products will adopt the common authentication library.

IV. INFRASTRUCTURE AREA

EMI infrastructure area covers information system components, as well as service monitoring
solutions and accounting probes and publishers. As such, it is strongly linked to the compute area and
in many aspects relies on implementation of the GLUE2 information model.

A. EMI Service Registry (EMIR)

Prior to the EMI project there was no common solution to discover ARC, gLite, UNICORE or
dCache service instances from a common information source. The middleware stacks were confined
into their own information systems. A common information system backbone, a service registry
shared by the middleware stacks therefore was identified as the most important missing service, a
critical missing component needed for the harmonization and convergence of the EMI products.

To address this issue, the EMI Registry (EMIR) was designed [17,18] and is being
implemented. EMIR offers unified service discovery, independent of the service nature. It ensures
high availability through quorum-based, replicated Global Service Registry (GSR) database which
keeps track of available services. Service providers register to and push information to Domain
Service Registries (DSR), which are in a hierarchical relation to GSR. In the 3" phase of EMI, all EMI
services will be provided with registration modules that take care of sending service information to the
EMIR registry. In addition, modifications need to be implemented in information consumers, namely,
service discovery clients.

B. Harmonized resource level information (ERIS)

Once a service is discovered, Grid tools should be able to obtain information about it in a
standard manner. The EMI Resource Information Services (ERIS) is a common component for
obtaining information directly from services. It effectively consolidates the existing resource-level
products and ensures interoperability through the agreement on a common information model and
interface. It was decided that ERIS should provide an LDAPv3 interface to GLUE2 information,
minimising transition efforts, since glite, ARC and dCache services are already capable publishing
GLUE2 information via LDAPv3 interface. The missing part to be developed during the 3™ phase of
EMI is a solution for UNICORE services that currently are not covered by ERIS.

C. Accounting consolidation

When it comes to accounting, EMI is concerned about producing and transporting accounting
records to accounting servers such as APEL [19]. Prior to EMI, formats of Grid accounting records
were in very basic state, with storage accounting record format not existing at all. EMI defined and
submitted to OGF both the Compute Accounting Record (CAR) [20] and Storage Accounting Record
(StAR) [21]. CAR is mainly a profile of the existing OGF UR specification, defined reflecting
practical, financial and legal requirements of resource consumption, including CPU time, wall-clock
time and memory usage, adding support for user groups or Virtual Organisations, and encompassing
both single and aggregated records. StAR is a new specification, inspired by OGF UR but focussing
on reporting used storage space (if no space change occurs, no record is sent). Like CAR, it supports
Virtual Organisations.

CAR-enabled accounting service is already deployed by EGI, and EMI is working on updating
its accounting clients to submit CAR-formatted records via APEL’s Secure Stomp Messenger (SSM).
Storage accounting record publisher producing StAR already exists for dCache, and will be developed
for other storage elements (DPM and StoRM). These will also be able to submit records to APEL.

V. DATA AREA
EMI data area covers a range of products dealing with file storage and transfer, such as storage
elements, data movement service, data catalogue and client-side data libraries and utilities. This area
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benefits from using one of the oldest Grid standards, OGF SRM, already before EMI. Main challenges
are in consolidation of the multitude of client tools and in moving from the rather obscure Grid File
Transfer Protocol towards widely used and supported HTTPS and WebDAV.

A. EMI datalib: consolidation of the data access libraries

The ARC and gLite data access libraries have sufficient functionality in common to justify a
merge of them. This includes, but is not limited, to storage control (SRM), storage access (e.g. gsiFTP)
and information protocols. Common EMI data library, EMI_datalib, has been designed by re-using
and streamlining existing components [22].

The proposed architecture will offer the POSIX-like interface as provided by glLite GFAL-2,
and the higher-level file-based interface provided by ARC’s libarcdata2 library. In addition, a transfer
interface will be made available in GFAL-2 to handle initiation and monitoring of 3" party transfers.
In this architecture, libarcdata2 will use the POSIX-like interface of GFAL-2 through a GFAL-plug-in.
Clients requiring POSIX-based byte-wise data access can use the GFAL-2 library directly, while file
based clients for data transfer, such as the Icg_util, ARC CLI and ARC CE, will use the libarcdata2
file-based interface. Additionally, FTS3, parts of the lcg_utils and ARC CLI will use the 3" party
transfer library.

EMI_datalib is expected to be fully implemented and adopted by the EMI data area products
during the 3™ phase of EMI. GFAL-2 and the ARC data library plug-ins for GFAL-2 are already
implemented at a prototype level, and the GFAL-2 library is available for beta testing in the EMI
Matterhorn release.

B. FTS3: next generation file transfer service

FTS3 is a replacement of the gLite File Transfer Service (FT'S) [23], addressing a number of
existing FTS shortcomings. FTS3 will rely on the common EMI_datalib, thus being able to support
standard transfer protocols, such as e.g. HTTPS. In addition, it will be decoupled from the underlying
database specifics, and will implement a range of new features. Full authorisation model of FTS3 is
yet to be defined. Development of FT'S3 is ongoing, and a working prototype is expected to become
available during EMI phase 3.

C. Supporting WebDAV

Recently WebDAV [24] has become a more and more requested protocol. Therefore EMI
decided to support this protocol in the EMI Storage Elements and the LHC File Catalog (LFC).

Traditionally, gsiFTP has been preferred as Grid file transfer protocol for a number of reasons:
it natively supported multi-streams transfer, 3"-party transfer, and credential delegation. Still, similar
functionalities can be achieved with HTTP, by using Content-Range HTTP header, WebDAV COPY
functionality, and Gridsite delegation service, respectively.

WebDAYV protocol support is implemented for DPM and dCache. DPM implementation is
based in two widely used Open Source tools: Apache2 and mod_dav. It is fully functional, though a
number of improvements will still be made during the last phase of EMI. The dCache team decided to
use the Milton libraries [25] to support the WebDAV protocol, while gPlazma2 offers X.509
certificate and user/password authentication.

Traditionally access to the LFC has been done using a custom protocol, preventing any
standards based client from browsing the catalogue. As part of EMI work to move towards standard
protocols, new component was added, exposing the name server metadata via WebDAYV. Standard
operations like browsing directory contents, renaming files or directories, removing files or any other
expected file system operation are now available to LFC users using standard clients — browser or
command line tools. In addition, LFC now also exposes the base HTTP standard, allowing GET
redirections from the catalogue to different storage services with corresponding replicas registered in
the catalogue. This offers the user a global access experience to all the data registered in a given LFC
catalogue, using standard HTTP clients and without having to know any details regarding available
file replicas.
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VI. CONCLUSION AND OUTLOOK

EMI is heavily engaged in implementing community standards and common approaches in all
its technical areas: compute, security, infrastructure and data. In cases when existing standards were
implemented (such as, for example, GLUE2 or WebDAV), convergence is already largely achieved. In
other cases EMI had to come with new specifications (EMI-ES, CAR, STAR etc), which are yet to be
fully implemented.

In addition to the components described in detail in this article, several other convergence
efforts and feasibility studies are ongoing in EMI. In compute area, one should mention compute client
harmonisation and various aspects of scheduling: common parallel execution framework, common
approaches to node-exclusive or multi-core scheduling, as well as common characterisation of
different classes of jobs. In security area, development of encrypted storage layer for ordinary storage
elements is ongoing. In infrastructure area, development of Nagios probes for service monitoring is
well on track, covering most EMI services. In data area, promising work on global storage federation
based on HTTP and WebDAYV should be mentioned.

The last year of EMI is dedicated to bring to completion development and integration
activities. With the final release EMI aims to achieve its technical objective which at a high level can
be outlined as delivering a production-level consolidated middleware distribution, consisting of
modular components with unified interfaces. The components will cover a wide range of
functionalities, providing universal building blocks for infrastructures of various complexity and
specialization.
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MathCloud is an open research project led by CGTDC ISA RAS investigating the use of
distributed service-oriented environments for scientific research. It uses high-level decomposition
of computational problems and service-oriented architecture in order to support the problem
solved by composition of distributed computing services. The paper presents a software platform
being developed within MathCloud project, its current state and future directions.

1 Introduction

Modern scientific research is closely related to complex computations, analysis of large
amounts of experimental data, use of unique equipment and collaboration within distributed research
projects. The scientists are increasingly faced with the lack of resources required for running day-to-
day research on their computers, whether information resources, computing power or applications.
Often the necessary resources can be found on remote servers, computing facilities or colleagues'
desktops, administratively and geographically distributed. Modern networks and distributed
computing technologies enable wide-scale sharing and reuse of such resources among scientists thus
increasing productivity of research. The most striking examples are World Wide Web and global grid
infrastructures.

Web is the largest distributed system that provides access to a wealth of information resources.
The success of the Web is due to a number of important features of its architecture. The client-server
model provides inalienability of resources from their owners who can quickly update the content of
resources and control access to them. At the same time, the use of unilateral hypertext links makes it
easy to refer to web resources, without the need for the participation of their respective owners. Web is
based on open standards, allowing anyone to create independent implementations of servers and clients.

Global grid infrastructures that emerged in 2000s are focused on the integration of high
performance computing resources to support research projects. However, despite the impressive
amount of aggregated resources, the range of grid users and applications is relatively narrow. This is
due to inherent complexity of grid middleware, low-level interfaces, and lack of convenient services
that enable the researcher to formulate the problem to solve via familiar interface, and taking on the
responsibility for the launch and management of computations in grid.

The problem of the technological gap between the researcher and the computing infrastructure
existed before. Suffice it to recall the classical supercomputers and shared computing facilities. Not
every researcher wrote parallel programs - usually he used an existing computing package for the
solution of his problem. In this case, in addition to struggle with the chosen package, the researcher had
also to master the subtleties of working with the command line and the batch system of supercomputer.
About 30 years ago it was taken for granted, but in the eyes of the modern user it looks the same as a text
web browser - awkward and archaic. Without radically changing their interface, scientific computing
infrastructures have grown and become more complex inside and harder to use.

The outlined problem is not a lack of computing infrastructures themselves, but rather
indicates the need for higher-level systems, which operate on specific classes of problems and hide the
complexity of an underlying infrastructure from researchers. Emerging grid portals and scientific

' The work is supported by RFBR (grants 11-07-00543-a, 11-07-12045-0¢u-M-2011, 10-07-00176-a) and RAS
Presidium (Programme Ne14).
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gateways are the first step in this direction. However, the transition to the new level is only possible by
creating a holistic approach to the construction of such systems, based on a detailed analysis of the
needs of researchers.

MathCloud [1] is an open research project led by CGTDC ISA RAS investigating the use of
distributed service-oriented environments for scientific research. The project is based on the observation
that the vast majority of computing problems faced by researchers can be reduced to a single or a
composition of several well-known problem classes. Using a service-oriented approach one can build a
distributed environment which provides researchers with access to services to solve these common
classes of problems, as well as ready tools for service composition in order to solve complex problems.

The proposed approach is based on the concept of Service-Oriented Science [2] introduced by
Tan Foster in 2005 to refer to scientific research enabled by distributed networks of interoperating
services. The service-oriented architecture defines standard interfaces and protocols for provision of
applications as remotely accessible services. This opens up new opportunities for science by enabling
wide-scale sharing, publication and reuse of scientific applications, as well as automation of scientific
tasks and composition of applications into new services.

One of the main goals of MathCloud project is the development of a software platform for
building service-oriented scientific environments, including tools for building, publication and
composition of computing services. The key requirements for this platform are ease of use, following
standards, and openness. MathCloud platform is based on generally accepted approaches, standards
and technologies, such as the REST architectural style [3], HTTP protocol, JSON format and Java
platform. The platform defines a unified interface (REST API) of computing service, allowing the
creation of alternative implementations.

2 Computing Service as a Web Function
The core concept behind MathCloud is a service which represents a stateless, asynchronous

“web function” with a set of input parameters passed to service by client and a set of output
parameters returned back to client. This model is suitable for algorithmic resources and provides for
scalability and fault-tolerance. Services are implemented as RESTful web services [4] with a unified
API supporting service introspection, asynchronous request processing and passing data files by links.

In accordance with the principles of REST, the interface of service is formed by a set of
resources identified by URIs and accessible via standard HTTP methods (Fig. 1).

Fig. 1: REST API of MathCloud service

As a primary data representation format for the REST interface JSON has been chosen because
of a more compact representation of data structures in comparison to XML and tight integration with
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JavaScript language simplifying creation of Ajax based web interfaces. A known disadvantage of
JSON is the lack of standard tools for description and validation of the JSON data structure,
comparable to XML Schema. However, there is an active ongoing work on such a format called JSON
Schema [5], which is used for describing service parameters.

3 MathCloud Platform
In its current state the MathCloud platform represents a software toolkit consisting of the

following tools for building, deployment, discovery and integration of computing services using the
described REST API.

Service Container

The availability of ready and easy to use tools for creating services is very important for
expanding the range of potential service developers. To simplify the process of service development, a
service container is implemented (Fig. 2). The container provides a hosting environment for services
and implements the described REST APIL.

Fig. 2: Service container architecture

The service container simplifies the service development and deployment by providing ready-
to-use adapters for command-line, Java, cluster and grid applications. This makes it easy, in many
cases without writing a code, to transform into services a wide range of existing applications. For
example, in order to expose a command-line application as a new service a user has only to provide a
declarative description mapping service parameters to command line options and files. Besides, the
support for pluggable adapters allows one to attach arbitrary service implementations and computing
resources. For example, such an adapter can implement access to the grid infrastructure by
transforming service requests to jobs submitted to grid.

Service container is based on Jersey library, a reference implementation of JAX-RS (Java API
for RESTful Web Services) specification. The container uses built-in Jetty web server for interaction
with service clients. Incoming HTTP requests are forwarded to Jersey and then to service container.
The communication between Jersey and the container is implemented by means of Java classes that
correspond to resources from the described REST API interface.
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Everest is processing client requests in accordance with configuration information. The
ServiceManager component maintains a list of services deployed in the container and their
configuration. The JobManager component manages the processing of incoming requests. The
requests are converted into jobs and placed in a queue served by a configurable pool of handler
threads. During job processing, handler thread invokes adapter specified in the service configuration.

The components that implement processing of service requests (jobs) are provided in the form
of pluggable adapters. Each adapter implements a standard interface through which the container
passes request parameters, monitors the job state and receives results. The adapter implementation
usually converts a service request to an execution of external application.

Each service deployed in container is published via REST API In addition, the container
provides a complementary web interface allowing users to access services via a web browser.

Service Catalogue

After the service is built and deployed in the service container, it can be published using the
service catalogue component which supports discovery, monitoring and annotation of services. The
catalogue is implemented as a web application with interface and functionality similar to modern
search engines.

A service can be published in the catalogue by providing a URI of the service and tags
describing it. The catalogue retrieves service description via its URI, performs indexing and stores
description along with specified tags in a database.

The catalogue implements a familiar search query interface with optional filters and supports
full text search in service descriptions and tags. Search results consist of short snippets of each found
service with highlighted query terms and a link to full service description. In order to provide current
information on service availability the catalogue periodically pings published services. If a service is
not available, it is marked accordingly in search results.

Workflow Management Service

In order to simplify composition of services into various application scenarios, a workflow
management system is implemented. The system supports description, storage, publication and
execution of workflows composed of multiple services. Workflows are represented as directed acyclic
graphs and described by means of a visual editor. The described workflow can be published as a new
composite service and then executed by sending request to this service. The system hides from users
the low-level details of service calls and data transfer between services, leaving only the need for
correct connection of services with each other. This enables rapid development of new applications
and services by users without distributed programming skills.

Fig. 3 shows the interface of the workflow editor. It is implemented as a web application in
JavaScript language. Thus the editor can be used without installation on any computer running a
modern web browser. The interface inspired by Yahoo! Pipes provides easy-to-use tools for building
workflows by connecting services with each other. The right side of the editor contains a list of
available services and other basic blocks from which the user can compose a workflow. The upper part
1s a main menu that provides access to basic operations with workflows, such as opening, saving,
running, etc. The main area of the editor contains a graphical representation of workflow.

Security

All platform components use a common security mechanism (Fig. 4) for protecting access to
services. It supports authentication, authorization and a limited form of delegation based on common
security technologies.

Authentication of services is implemented by means of SSL server certificates. Authentication
of clients is implemented via two mechanisms. The former is a standard X.509 certificate. The latter is
Loginza service which supports authentication via popular identity providers (Google, Facebook, etc.)
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or any OpenlD provider. Authorization is supported by means of allow and deny lists which enable
service administrator to specify users which should or should not have access to a service.

A common security challenge in both grid and service-oriented environments is providing a
mechanism for a service to act on behalf of a user, i.e. invoke other services. The most important use
case in MathCloud is a workflow service which needs to access services involved in the workflow on
behalf of a user invoked the service. For such cases a proxying mechanism is implemented by means
of proxy list which enable service administrator to specify certificates of services that are trusted to
invoke the service on behalf of users. This approach is more limited but it provides a more light-
weight solution in comparison to the proxy certificates used in grids.

Fig. 3: Graphical workflow editor

Fig. 4: Security mechanism
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4 Future Directions

The future development of MathCloud platform will be focused on building a hosted Platform-
as-a-Service (PaaS) for computing services based on described software toolkit. The cloud version of
the platform will provide the same functionality for building, deployment, discovery and integration of
computing services.

This approach has several advantages in comparison to the current toolkit distribution. For
service developers it reduces a development time since there is no need to download, install, configure
and update software on their servers. For platform developers it simplifies management, update and
support of platform components since there is only one copy of the software. Thus the cloud platform
will streamline development and foster innovations for both sides.

The proposed direction also has some challenges. The biggest of them is how to connect the
cloud platform with external computing resources to run service jobs, since it is both unrealistic and
unpractical to provide such computing infrastructure within the platform. The proposed approach is to
provide means for service developers and users to pass credentials to the platform to access computing
resources on behalf of them. This approach has some security and trust issues which will be
investigated in the future research.
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1 Introduction

Heterogeneity, changing composition, different owners of different nodes whose computing
time is partially shared by users turn the organization of a distributed computational environment into
an especially difficult task. Utility Grid [1], multi-agent systems [2] and cloud computing [3] are types
of distributed environments where usage of economic mechanisms is seen as promising. Those
economic mechanisms are designed to solve tasks like resource management and scheduling of user
jobs in a transparent and efficient way. Within the context of any used economic model the interests of
different participants of a distributed computing environment (such as end-users or node owners) are
often contradictory. Since the resources of distributed environment such as Grid are non-dedicated, it
is assumed that node owners may have local job flows (their own tasks) and global job flow (which is
formed by external user jobs) competing for limited computational resources of the node. Elaboration
of pricing rules which are used to calculate a fee for node computing time usage and take into account
user-required quality of service (QoS) is also a very serious problem [1-3]. An overview of various
approaches to this problem is given in [4]. Heuristic algorithms for resource selection based on user-
given utility function are described in [5]. Some resource management models offer simple search and
selection of resources required by a user [6] and do not support any optimization. Others do not take
into account features related to global and local job competition, the competition among users and
other characteristics of distributed environments with non-dedicated computational resources [7]. A
resource broker model [1-5] dynamically employs various economic policies which perform resource
management which is decentralized and application-specific and have two parties: node owners and
brokers representing users. Another common trend is related to virtual organizations [7-9] with central
schedulers providing job-flow level scheduling and optimization. While former type of resource
management is well-scalable, the simultaneous satisfaction of various application optimization criteria
submitted by independent users is unreachable in essence and also can deteriorate such integral quality
of service rates as total execution time of a sequence of jobs or overall resource utilization. The latter
type, virtual organizations naturally restrict the scalability. However, scheduling based on uniform and
controlled rules for allocation and consumption of resources makes it possible to improve the
efficiency of resource usage and find a tradeoff between contradictory interests of different
participants.

In this work, we propose a two-level model of the resource management system which is
functioning within a virtual organization (VO). Resource management is implemented with a
hierarchical structure consisting of a metascheduler and subordinate job schedulers that are controlled
by the metascheduler and in turn interact with resource managers (e.g., with batch job processing
systems). The application-level optimization begins when job-flow level optimization is finished. Such
a flexible structure coupled with complex metascheduling approach enables multiaspect resource

! This work was partially supported by the Council on Grants of the President of the Russian Federation for State
Support of Leading Scientific Schools (SS-316.2012.9), the Russian Foundation for Basic Research (grant no.
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Russia” (State contracts 16.740.11.0038 and 16.740.11.0516).
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management and makes possible to control dynamic priority of job execution, resource selection and
provide multicriterial optimization both on the job-flow scale and for specific job, according to its
submitter requirements and optimization criteria. Hence, we may speak not only of a scheduling
algorithm but rather of a scheduling strategy that is a combination of various methods of external and
local scheduling. Such a mechanism allows finer control and higher overall resource management
efficiency in a distributed computing environment. Resource is defined as an abstract computational
entity, which can be used for execution of one and only one fask. The complex set of connected
interrelated tasks form a job. In some applications jobs require co-scheduling and resource co-
allocation on several resources [10-13]. In this case resource allocation has a number of substantial
specific features caused by autonomy, heterogeneity, dynamic content changes, and node failures [6-9].
In our model jobs are submitted to the system by end-users. The proposing approach is more or less
the same as used in gLite Workload Management System, where Condor is used as a scheduling
module [14]. But the significant difference between the approach proposed in this work and well-
known scheduling solutions for distributed environments such as the Grid [1, 3-7] is the fact that the
execution strategy is formed on a basis of formalized efficiency criteria, which efficiently allows one
to reflect economic principles of resource allocation by using relevant cost functions and solving a
load balance problem for heterogeneous processor nodes. At the same time the inner structure of the
job is taken into account when the resulting schedule is formed. Thus, two approaches are uniquely
combined in a proposed two-tier model.

This work is organized as follows. Section 2 overviews model components and
metascheduling workflow. In section 3 a strategy search is formalized. Section 4 contains simulation
results. Section 5 summarizes the work and describes further research topics.

2 Basic notions and informal model components description
Let us define basic model components presented in this work.
= VO, that defines resource co-allocation dispatching strategies, pricing policies and
resource load-balancing mechanisms.
= Heterogeneous hierarchical computational environment that contains computational
resources (Grid nodes, CPUs or others) with different performance indices. Each resource
is considered as non-dedicated (i.e. it can have its own internal schedule and these
schedules are sent to application-level schedulers upon request).
= Metascheduler, which implements resource management strategies and policies of the
virtual organization.
= Application-level schedulers that analyze internal job structure and schedule single tasks.
The VO in our model of distributed computational environment includes three independent
parties with their own interests.
= End-users of services provided within the VO such as computation services. End-users
take steps to make resource requests to the environment, according to resource
performance, time and budget estimations needed for running custom user jobs.
= VO administrators that set up resource usage policies to optimize scheduling and
improve load balance. The administrators control metascheduler process running in the
environment which is in fact the part of VO infrastructure software. Thus they are
directly responsible for managing the parameters of higher level resource management.
=  Owners of computational nodes that comprise the environment network and hardware
base of the distributed computing environment. The owners offer part of their nodes
computing time to VO for a fee. Computational nodes provide the only type of
distributed resources used in our model.

Each computational node of the heterogeneous environment is mapped to a computational
resource line in the metascheduler resource management routine. Several resource lines are combined
into a virtual resource domain. Each resource line has two static attributes which are its performance P
and its base price tag F for a computing time unit. The performance is an inherent parameter of a node
and the base price tag is assigned by its owner. The dynamic characteristic of a node is represented
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with its local schedule which is a list of slots available for reservation. This list is sent to
metascheduler by request. A slot is a continuous interval of time and is described with three
parameters: its start time, its length and its fee [10-12]. The fee is calculated when the metascheduler
applies its pricing policies taking in account resource type, slot length etc.

A resource request is a set of a few constraints determined by a user which correspond to the
properties of the respective user job. They include: minimal performance requirement for

computational nodes, P,;,; maximal price tag for a single timeslot,F,, . ; number n of
simultaneously reserved timeslots; minimal slot length; the internal structure of a job as a directed
acyclic graph (DAG), where vertices represent single tasks and edges represent data
dependencies [13]; deadline for the job execution. A job may require more than one timeslot if it
includes several segments that can be executed in parallel way, for instance. Then the user specifies
the number of reserved timeslots and minimal performance requirement that applies for them all. The
whole job budget is determined by the timeslot number and the maximum price per timeslot. The
minimal timeslot length requires an additional explanation. This is the minimal time estimated by the
user which is required to complete job execution given the performance of the nodes meet the minimal

requirement P,. . Hence, the metascheduler and the user share the responsibility since the probability
of being run successfully for a job equally depends on primary user estimates and overall scheduling
quality.

The hierarchical model of the computational environment implies two-tier scheduling (Fig. 1).
On the job-flow level the set of independent jobs is distributed between resource domains according to
dispatching strategies and economic criteria. Schedule on this level is defined by the metascheduler as
a slot set for each job, which is optimal in terms of a whole job set. Application-level schedulers
receive the list of resources which were meant to execute the job on and a strategy, which defines the
rule used to execute tasks of a concrete job. On this level an optimal slot and specific resource are
defined for each single task in a job, thus, making it possible to take internal job structure into account.
On the job-flow level all end-user jobs are initially submitted into the global queue. The metascheduler
can manage one or more job-flows which become sub-queues of the global queue. The mechanism of
distribution of jobs between job-flows can be random or based on current load and actual efficiency of
scheduling in certain job-flows. Scheduling process in each job-flow is performed by identical
scheduling instance. We consider a single job-flow case.

The metascheduler works in cycles which are quanta of its process. For each cycle it has the
following information: information about distributed computing environment as a set of resource lines
and the global job queue.

What it needs then is a batch of jobs which is a ranked job list and a subset of available slots for a
specific virtual resource domain and a certain timeframe which is called a scheduling interval. The
length of the batch and the scheduling interval are parameterized by VO administrators. Jobs are fetched
into the batch accordingly to several variables, such as the maximum price tag, deadline, and the number
of failed scheduling attempts for a job. These variables being weighted and added up determine job rank
according to which it takes a position closer to head or tail of a batch. The preparation phase ends and the
actual scheduling process is executed as follows (see Fig. 1). The metascheduler analyzes available slots
and finds an optimal slot combination to accommodate every job in a batch using economic criteria. The
budget and the deadline defined by the end-user are considered during this step. The algorithms for this
step were detailed in [10-12]. After the domain is determined metascheduler defines the strategy for each
job. For example as shown on Fig. 1, the user, who has sent the job i has the higher budget than the one
who has sent the job k. The strategy for i may be expressed as “execute as soon as possible” while the
strategy for k may be expressed as “execute as late as possible within the defined deadline”. These jobs
are later sent to application-level schedulers and the application-level scheduling begins. Application-
level schedulers query internal schedules for all the resources which were selected during step 2 for each
job, analyze the job DAG and form a resulting schedule for every task according to the strategy from
step 2. These schedules must support interruptions and delays and should be optimal in terms of the
defined criteria (i.e. cost or resource load). The criterion for the job i would be to minimize execution
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cost within the defined budget, criterion for the job k would be to maximize average resource load
while meeting the defined deadline. As shown on Fig. 1, jobs i and k are scheduled to be executed on
the same set of resources at once. Application-level schedulers are guaranteeing that there are no
collisions between the tasks which were scheduled during step 3 and local tasks, which may have
priority over the job-flow from step 1.

Fig.1: Model components

3 Formalization of scheduling

Let us note a global resource set Rg ={ r,,p =1,..M }, which includes all resources.
A global job-flow is a set of jobs received by the metascheduler in time: FLg = {li,ci,Ti,Gi,i =1,.,1 },
where the job i is represented as /; — the amount of resource slots required, ¢; - the maximal budget

end-user is ready to allocate for execution of the job, 7; — deadline, G, — the job DAG. Metascheduler at
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any time point may query each resource, receive its local schedule and build a set of slots § o —ldle

time intervals. Let us introduce a set of strategies ST = {stl,l = 1,..,L}, which are based on economic

criteria and defined by Grid-managers and developers. Let SL be a set of K slots suitable to execute
a subset of jobs FL, C Fl,. A slot set is considered as suitable for the job i if the execution is

possible in terms of the resource number, the budget ¢; and the deadline 7. It is assumed that for
every job there is at least one suitable slot set s/, € SL,sl; =k, ke {1,..,K } On a job-flow level for
each job the metascheduler aims at finding a slot set s/, and a strategy st; for which the value of the

function g; (sli), that defines whether the slot set is being effective for the job i, would be
optimal [11]. The internal job structure G; is not taken into account at this time. The mechanism to
define g; (sll-) which was developed in the previous works [10-12] is now improved. According to the

resource request it is required to find a “window” with the following description: # concurrent time-
slots providing resource performance rate at least P and maximal resource price not higher than F,,

should be reserved for a time span 7; (the resource request type was described in more detail above).

The length of each slot in the window is determined by the performance rate of the node on which it is
allocated. Thus as a result we have a window with a “rough right edge” (Fig. 2). In addition, the
criterion of selecting the most suitable set of slots could be specified. This could be the minimum cost,
the minimum runtime or, for example, the minimum power consumption criterion. The window search
is performed on the list of all available system slots sorted by their start time in ascending order (this
condition is necessary to examine every slot in the list and for operation of search algorithms of linear
complexity [10-12]).

Fig. 2: Window with a “rough right edge”

The scheme of a search for a window that meets the requirements and effective by the given
criterion can be represented as follows.

1. From the list of available system slots the next suitable slot s, is extracted and examined.
Slot s, suits, if following conditions are met: a) resource performance rate P(sk ) 2> P for slot s, ; b)
slot length (time span) is enough (depending on the actual performance of the slot's resource)
L(Sk)ZTi *P(sk)/ P . If conditions a) and b) are met, the slot s, is successfully added to the

window list.
2. A current window start time is a set equal to the start time of the last added slot.

3. Slots whose length has expired considering new window start time 7, are removed from
the list. The expiration means that remaining slot length L'(sk ), calculated like shown in step 1°b, is
not enough assuming the k-th slot start is equal to the last added slot start:
L’(sk ) < (Tl + (Tlast - T(sk )))P(sk )/ P, where T(sk) is the slot's start time. Any combination of the

remaining slots can form a window of necessary length.
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4. If the number of slots m in the current window is greater or equal to n, it is required to
select n slots, effective on the specified criteria and at the same time satisfying the total cost and
deadline restrictions. Suppose the window W of size n with a target criterion value equal to crW
was selected. The problem of selecting efficient window consisting of 7 slots in the case of m >n
will be described below.

5. The target criterion value crW of window W is compared with the cr' — the current best
target criterion value for all previously found windows. If ¢rW <cr’ (in case of a minimization
problem) the window W announced as a new window-candidate and crW becomes the new best
criteria value: cr’ =crW . Go to step 1°.

6. The algorithm ends after the last available slot is processed. The result of the algorithm is
the window-candidate with the best target criteria value.

The described algorithm can be compared to the algorithm of maximum/minimum value
search in an array of flat values. The expanded window of size m “moves” through the ordered list of
available system slots. At each step any combination of n slots inside it (in case when n < m) can
form a window that meets all the requirements to run the job. The effective on the specified criteria
window of size n is selected from this m slots and compared with the results in the previous steps.
By the end of the slot list the only solution with the best criteria value will be selected. Consider the
problem of selecting a window of size n with a total cost no more than S from the list of m > n slots
(in case when m = n the selection is trivial). The maximal budget is counted as S = Ft.n, where 7,
is a time span to reserve and 7 is the necessary number of slots. The current extended window

consists of m slots s,,5,,...,5,, . The cost of using each of the slots according to their required length

is: ¢[,¢,,...,c,,. Each slot has a numeric characteristic z; the total value of which should be
minimized in the resulting window. Then the problem could be formulated as follows:
a,z; +a,z, +...+a,z, = min, a,c; +a,c, +...+a,c, <S,

m-m —

ata,+..+a,=n,a,c {01} r=1,.,m.
Additional restrictions can be added, for example, considering the specified value of deadline.
Finding the coefficients a,,a,,...,a,, each of which takes integer values O or 1 (and the total number
of ‘1’ values is equal to 7 ), determine the window with the specified criteria extreme value. Job-flow
level scheduling ends here.
Application-level schedulers receive following input data.

= The optimal slot set s/ and the description of all corresponding resources:
R={r.j=1..JJcR,.

» The directed acyclic information graph G = {V, E}, where V = {vl.,i = 1,..n} is a set of
vertices that correspond to job tasks, for each of those execution time estimates ’Cg. on

each of resources in R are provided, E — is a set of edges that define data dependencies
between tasks and data transfer time intervals.
= The dispatching strategy st , which defines the criterion for a schedule expected

* The deadline 7; or the maximal budget c; for the job (depends on a dispatching strategy
and g;(sl;).
The schedule which is being defined on an application level is presented as follows:
Sh= {[sl-,fi], o0 = 1,..,n}, where [sl.,fl-] is a time frame for a task i of a job and «, - defines the

selected resource. Sh is selected in the way that the criterion function C = f(Sh) achieves an
optimum value.
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The critical jobs method [13] which is used to find the optimal schedule and to define f

consists of three main steps: 1) forming and ranging a set of critical jobs (longest sets of connected
tasks) in the DAG; 2) consecutive planning of each critical job using dynamic programming methods;
3) resolution of possible collisions.

A detailed algorithm description is presented in [13].

4 Simulation results

The two-tier model described in the sections 2 and 3 was implemented in a simulation
environment on two different and separated levels: on the job-flow level, where job-flows are
optimally distributed between resource domains and on the application level, where jobs are
decomposed and each task is executed in an optimal way on a selected resource. Job-flow level
metascheduling was simulated in a specially implemented and configured software that was written to
test the features of the two-tier resource management. An experiment was designed to compare the
performance of our job-flow level metascheduling method with other approaches such as FCFS and
backfilling. Let us remind that our scheduling method detailed in works [10] and [11] involves two
stages that backfilling does not have at all, namely, slot set alternative generation and further
elaboration of specific slots combination to optimize either time or cost characteristic for an entire job
batch. Backfilling simply assigns “slot set” found to execute a job without an additional optimization
phase. This behavior was simulated within our domain with random selection from an alternative slot,
each job having one or more of them. So two modes were tested: with optimization and without
optimization.

The experiment was conducted as follows. Each mode was simulated in 5000 independent
scheduling cycles. A job batch and environment condition was regenerated in every cycle in order to
minimize other factor influence. A job batch contained 30 jobs. Slot selection was consistent
throughout the experiment. If a job resource request could not be satisfied with actual resources
available in the environment, then it was simply discarded.

For optimization mode as well as for no-optimization mode four optimization criteria or
problems were used: 1) maximize total budget, limit slot usage; 2) minimize slot usage, limit total
budget; 3) minimize total budget, limit slot usage; 4) maximize slot usage, limit slot budget.

Optimization mode, which is using additional optimization phase after slot set generation, wins
against random slot selection with about 13% gain in the problem 1 whose concern is about
maximizing total slot budget thus raising total economical output per cycle and owners' profits.

Optimization mode wins against random slot selection with about 10-12% gain for the
problems 2-4. The experiment results show the advantage of the critical jobs method usage in a two-
tier scheduling model compared to consecutive application-level scheduling: while the scheduling cost
for a job is more or less the same, 1000 jobs are planned 25% faster.

Consider another experiment: while changing the length of the scheduling interval, we will
estimate the proportion of successfully distributed jobs. The length of the scheduling interval is equal
to L=[*h,h=1.0,..,2.6, with step 0.2, where [ is the length of the longest critical path of tasks in
the job and 4 is a distribution interval magnification factor. There were carried 200 experiments for
each h (bold points on Fig. 3). Analysis of the Fig. 3 shows that increasing the scheduling interval
(relatively to the execution time of the longest critical path on the nodes with the highest performance)
is accompanied by a significant increase in the number of successfully distributed jobs. The detailed
study of this dependence can give a priori estimates of an individual job successful distribution
probability.

In the next experiment we will consider a dependence of successful distributions number and
the number of collisions per experiment on the level of resource instances availability. The
experiments were performed in conditions of limited resources using the specific instances of the
resources. The number of resources J in each experiment was determined as J = j* N, where j —

factor (x-axis) and N — number of tiers in the graph. Fig. 4 shows results of the experiments with
different j valuesand N =3,5,7.
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Fig. 3: Dependence of the proportion of the successful job distributions on the length of the
distribution interval

The obtained dependencies (Fig. 4) suggest that the collisions number depends on the
resources availability. The lower the number of resource instances and the greater the number of tiers
in the graph — the more collisions occurred during the scheduling. At the same time the number of
resource instances affects the successful distribution probability. With a value of j >4 (that is, when
the number of available resource instances is more than 4 times greater than the number of tiers in the
graph) all cases provide the maximum value of successful distribution probability. These results are
subject of future research of refined strategies on a job-flow level.
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Fig. 4: Simulation results: resource dependencies of collisions number (a) and successful job
distribution proportion (b)

5 Conclusions and future work
In this work, we address the problem of independent job-flow scheduling in heterogeneous
environment with non-dedicated resources.
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Each job consists of a number of interrelated tasks with data dependencies. Using the
combination of existing methods with a number of original algorithms the resulting schedules are
computed. These schedules meet the defined deadlines and budget expectations, provide optimal load-
balance for all the resources and follows virtual organization’s strategies, thus, allowing to achieve
unprecedented quality of service and economic competitiveness for distributed systems such as Grid.
The experiments which were conducted are showing the efficiency of methods developed for both job-
flow and application level scheduling. The model proposed is showing the way these methods and
advantages can be converged in one place making it possible to achieve the main goal.

Future research will include the simulation of connected job-flow and application levels and
experiments on real Grid-jobs in order to get finer view on advantages of the approach proposed.

References

[1] Garg SK, Buyya R, Siegel HJ (2009) Scheduling parallel applications on utility Grids: time and cost trade-
off management. Proc of ACSC 2009, Wellington, New Zealand: 151-159.

[2] Tesauro G, Bredin JL (2002) Strategic sequential bidding in auctions using dynamic programming. Proc of
the First international joint conference on Autonomous agents and multiagent systems: part 2, ACM New
York, NY, USA: 591 — 598.

[3] Garg SK, Yeo CS, Anandasivam A, Buyya R (2011) Environment-conscious scheduling of HPC
applications on distributed cloud-oriented data centers. J. of Parallel and Distributed Computing. 71(6):
732-749.

[4] Buyya R, Abramson D, Giddy J (2002) Economic models for resource management and scheduling in Grid
computing. J. of Concurrency and Computation: Practice and Experience. 14(5): 1507-1542.

[5] Ernemann C, Hamscher V, Yahyapour R (2002) Economic scheduling in grid computing. Proc of the 8th
Job Scheduling Strategies for Parallel Processing. Eds D.G. Feitelson, L. Rudolph, U. Schwiegelshohn.
Heidelberg: Springer, LNCS. 2537: 128-152.

[6] Voevodin V (2007) The Solution of Large Problems in Distributed Computational Media. Automation and
Remote Control. Pleiades Publishing, Inc. 68(5): 773-786.

[7] Kurowski K, Nabrzyski J, Oleksiak A et al. (2003) Multicriteria aspects of Grid resource management.
Grid resource management. State of the art and future trends. Eds J. Nabrzyski, J.M. Schopf and J.
Weglarz. Kluwer Acad. Publ.: 271-293.

[8] Toporkov V (2009) Application-level and job-flow scheduling: an approach for achieving quality of service
in distributed computing. Proc of PaCT 2009, LNCS 5698. Berlin, Heidelberg: 350 — 359.

[9] Toporkov VV (2009) Job and application-level scheduling in distributed computing. Ubiquitous Comput
Commun J 4: 559-570.

[10] Toporkov V, Toporkova A, Bobchenkov A, Yemelyanov D (2011) Resource selection algorithms for
economic scheduling in distributed systems. Procedia Computer Science. Elsevier. 4: 2267-2276.

[11] Toporkov V, Yemelyanov D, Toporkova A, Bobchenkov A (2011) Resource co-allocation algorithms for
job batch scheduling in dependable distributed computing. Dependable Computer Systems. Springer-
Verlag, AICS. V. 97. Berlin, Heidelberg: 243-256.

[12] Toporkov V, Bobchenkov A, Toporkova A, Tselishchev A, Yemelyanov D (2011) Slot selection and co-
allocation for economic scheduling in distributed computing. Proc of the 11th Intern. Conf. on Parallel
Computing Technologies. Springer-Verlag, LNCS. 6873. Berlin, Heidelberg: 368-383.

[13] Toporkov VV, Tselishchev AS (2010) Safety scheduling strategies in distributed computing. Intern. J. of
Critical Computer-Based Systems. 1(1/2/3): 41-58.

[14] Cecchi M, Capannini F, Dorigo A et al. (2010) The gLite Workload Management System. Journal of
Physics: Conference Series 219(6): 062039.

242



ADVANCEMENTS IN BIG DATA PROCESSING IN
THE ATLAS AND CMS EXPERIMENTS'

A.V. Vaniachine

on behalf of the ATLAS and CMS Collaborations
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The ever-increasing volumes of scientific data present new challenges for distributed computing
and Grid technologies. The emerging Big Data revolution drives exploration in scientific fields
including nanotechnology, astrophysics, high-energy physics, biology and medicine. New
initiatives are transforming data-driven scientific fields enabling massive data analysis in new
ways.

In petascale data processing scientists deal with datasets, not individual files. As a result, a task
(comprised of many jobs) became a unit of petascale data processing on the Grid. Splitting of a
large data processing task into jobs enabled fine-granularity checkpointing analogous to the
splitting of a large file into smaller TCP/IP packets during data transfers. Transferring large data in
small packets achieves reliability through automatic re-sending of the dropped TCP/IP packets.
Similarly, transient job failures on the Grid can be recovered by automatic re-tries to achieve
reliable 66 production quality in petascale data processing on the Grid.

The computing experience of the ATLAS and CMS experiments provides foundation for
reliability engineering scaling up Grid technologies for data processing beyond the petascale.

1. Introduction

Today, various projects and initiatives are
under way addressing the challenges of Big
Data. For example, the data produced at the
LHC and other advanced instruments present
a challenge for analysis because of petascale
data  volumes, increasing complexity,
distributed data locations and chaotic access
patterns.

2. Big Data Processing at the LHC

To address petascale Big Data challenge,
the LHC experiments are relying on the
computational infrastructure deployed in the
framework of the Worldwide LHC
Computing Grid. Following Big Data

prpcessing on the Grid, more than 8000  Figure 1: The Higgs boson discovery culminated
scientists analyze LHC data in search of many years of search for new physics phenomena

discoveries. Culminating the search, a  driven by the Big Data revolution in Grid computing
seminar at CERN on July 4 presented the  technologies [1]

results of the Higgs boson search at the LHC.

Figure 1 shows the significance of the search

achieved by the ATLAS experiment in

combination of several Higgs decay channels. A standard for discovery — the five sigma significance
of the result — corresponds to the 3 107 probability of the background fluctuation to mimic the Higgs
signal (local py value).

' Invited talk presented at the V International Conference on “Distributed computing and Grid-technologies in
science and education” (Grid2012), JINR, Dubna, Russia, July 16-21, 2012.
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The observed signal
significance is related to the
LHC luminosity resulting in
high data acquisition rates
and petabytes of recorded
data volumes, which requires
significant computing power
to process. Depending on
conditions, it takes 3-6 10°
core-hours to processes one
petabyte of LHC data. Even
higher computing power is
required to produce
simulated events required for
the signal and background
selection studies. Speakers at
the CERN seminar
acknowledged the role of
Grid computing technologies

in the discovery. It would
Figure 2: During first half of 2012, the number of concurrent Grid have been impossible to

jobs in the ATLAS experiment routinely exceeded the level of release physics results so
100,000. These jobs were running at the CERN Tier-0 site, ten large  quickly without the
Tier-1 sites, and more than eighty smaller Tier-2 sites [1] outstanding performance of

the Grid, including the
CERN Tier-0 site. The
ATLAS Grid resources were fully used. The number of running jobs often exceeded 100,000

including simulations, user analysis and group production (Figure 2). Figure 3 shows simulation
capabilities of Grid computing in the CMS experiment.
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Figure 3: Thanks to the Grid computing capabilities, the CMS experiment achieved the sustained
simulations rate at the level of 400,000,000 events per month [2]
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3. Genesis

Figure 4 shows the time evolution of the Universe. As the temperature decreased with time,
transitions took place. Among the Big Data experiments at LHC, the ALICE experiment studies the
QCD phase transition, the ATLAS and CMS experiments probe the electroweek phase transition by
observing the Higgs properties. It is possible that the matter-antimatter symmetry was broken earlier
via the CP—violation mechanism [4]. However, the CP—violation in the Standard Model is too small
for baryogenesis indicating new physics beyond the Standard Model. Future experiments in search for
new physics (SuperB and Belle II) require Big Data technologies. In a high rate scenario, the Belle II
experiment acquires data at the rate of 1,800 MB/s — at the level expected for all LHC experiments
combined [5]. The storage needs grows from 50 PB to 600 PB in six years of the SuperB
experiment [6]. Both experiments adopted Grid computing for Big Data processing [7, 8].

Figure 4: Evolution of the Universe [3]

4. Six Sigma Quality for Big Data

In industry, Six Sigma analysis improves the quality of production by identifying and removing the
causes of defects. A Six Sigma process is one in which products are free of defects at 0.3 107 level
because an industrial Six Sigma process corresponds to the mathematical 4.5 after taking into
account the 1.56 shift from variations in production.

In contrast, LHC Big Data processing achieves 66 quality in a true mathematical sense — the 10°®
level of defects. Figure 5 shows why physics requires 66 quality during Big Data processing. In
comparison to known physics processes, the production rate of new phenomena is very small. To
select interesting data, LHC experiments employ hardwired multi-level data selection mechanisms
(online trigger) followed by flexible offline selections (offline data processing). The production rates
for Higgs physics at the LHC energies result in low selection rates — few events are selected out of
billions recorded; experiments cannot loose even one event. Figure 6 shows number of events (after all
selections) in the “golden” Higgs discovery channel illustrating that the event selection at the LHC is
indeed at the 10 level [10].

Failure recovery by re-tries achieves production quality in Big Data processing on the Grid at the
60 level [11]. No events were lost during the main ATLAS reprocessing campaign of the 2010 data
that reconstructed on the Grid more than 1 PB of data with 0.9 10° events. In the last 2011 data
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reprocessing, only two collision events out of 0.9 10° events total could not be reconstructed. (These

events were reprocessed later in a dedicated
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Figure 6: The event selection rate in the Higgs to four
leptons channel [10]. Few events were selected out of a

billion

Later, silent data corruption was
detected in six events from the
reprocessed 2010 data and in one case of
five adjacent events from the 2011
reprocessed data [11]. Corresponding to
event losses below the 10® level, this
demonstrates  sustained 66  quality
performance in Big Data processing.

5. Big Data Processing Techniques

In Big Data processing scientists deal
with datasets, not individual files. Thus, a
“task” — not a “job” — is a major unit Big
Data processing on the Grid. Splitting of a
large data processing task into jobs is
similar to the splitting of a large file into
smaller TCP/IP packets during the FTP
data transfer. Splitting data into smaller
pieces achieves reliability by re-sending
of the dropped TCP/IP packets. Likewise,
in Big Data processing transient job
failures are recovered by re-tries. In file

transfer, the TCP/IP packet is a unit of checkpointing. In high energy physics Big Data processing, the
checkpointing unit is a job (e.g., PanDA [12]) or a file (e.g., DIRAC [13]).

Many high-performance computing problems are tightly-coupled and require inter-process
communications to be parallelized. In contrast, high energy physics computing often called
embarrassingly parallel, since the units of data processing — physics events — are independent.
However, the event-level checkpointing rarely used today, as its granularity is too small for Big Data
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processing in high energy physics. The next generation system needs the event-level checkpointing for
Big Data.

6. Reliability Engineering for ATLAS Big Data Processing on the Grid

LHC computing experience has shown that Grid failures can occur for a variety of reasons. Grid
heterogeneity makes failures hard to diagnose and repair quickly. Big Data processing on the Grid
must tolerate a continuous stream of failures, errors and faults. The failure detection and performance
prediction are considered open areas of research by many [14].

While fault-tolerance mechanisms improve the reliability of Big Data processing in the Grid, their
benefits come at costs. Reliability Engineering provides a framework for fundamental understanding
of the Big Data processing on the Grid, which is not a desirable enhancement but a necessary
requirement.

6.1. Failure Recovery Cost

Job resubmission avoids data loss at the expense of CPU time used by the failed jobs. In 2010
reprocessing, the CPU time used to recover transient failures was 6% of the CPU time used for the
reconstruction. In 2011 reprocessing, the CPU time used to recover transient failures was reduced to
4% of the CPU time used for the reconstruction. Figure 7 shows that most of the improvement came
from reduction in failures in data transfers at the end of a job.
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Figure 7: Distribution of tasks vs. CPU-hours used to recover job failures follows a multi-mode
Weibull distribution

6.2. Time Overhead

Fault-tolerance achieved through automatic re-tries of the failed jobs induces a time overhead in the
task completion, which is difficult to predict. Transient job failures and re-tries delay the reprocessing
duration. Workflow optimization in ATLAS Big Data processing on the Grid and other improvements
cut the delays and halved the duration of the petabyte-scale reprocessing on the Grid from almost two
months in 2010 to less than four weeks in 2011 [11]. Optimization of fault-tolerance techniques to
speed up the completion of thousands of interconnected tasks on the Grid is an active area of research
in ATLAS.

7. Summary
The emerging Big Data revolution drives new discoveries in scientific fields including

nanotechnology, astrophysics, high-energy physics, biology and medicine. In Big Data processing on
the Grid, physicists deal with datasets, not individual files. A task (comprised of many jobs) became a

247



unit of Big Data processing. Reliability Engineering provides a framework for fundamental
understanding of Big Data processing on the Grid, which is not a desirable enhancement but a
necessary requirement. Fault-tolerance achieved through automatic re-tries of the failed jobs induces a
time overhead in the task completion, which is difficult to predict. Reduction of the duration of Big
Data processing tasks on the Grid is an active area of research in ATLAS.
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APPLICATION OF DATA GRID TECHNOLOGY FOR
SHARING SCIENCE OUTREACH RESOURCES IN
CHINA!

Zhang Zuli, He Hongbo, Xiao Yun

Computer Network Information Center,
Chinese Academy of Sciences, 100190, Beijing, China

Along with the rapid development of science outreach practices in China, a large number of
digital science outreach resources have been accumulated in various research institutes and
organizations. However, the efficiency in the use and sharing of these resources is still low, unable
to meet the increasing demand from the general public. This paper describes the advantages of
data grid platform applied to peer-to-peer network environment and proposes the data grid
architecture of science outreach resources. "China Science Outreach Resource Grid" has been built
based on the grid middleware, with its organizational structure and service system composed of
backbone grid resource node, dynamic resource node, grid manage node and grid portal. This data
grid architecture eventually integrates geographically distributed storage systems as a whole, and
forms a manageable distributed resource sharing model. This paper argues that the implementation
of "China Science Outreach Resource Grid" brings a simple and effective idea and a feasible way
to build and share trans-regional and socialized science outreach resources.

Introduction

In recent years, science outreach has been rapidly developed. A lot of research and education
institutions accumulated large amounts of digital science resources. However, the information barrier
among various departments, results in the slow growth of effective resources, and also affects the
development of quality resources. The quantity and quality are unable to meet the growing demand
from the general public. On the other hand the public is hard to access those resources. The use
efficiency of resource is not high, especially for local science organizations.

The data grid provides a great technical means at for sharing and applying science outreach
resources. The data grid technology does not change the ownership, form or location of the physical
data resources. This is a new idea for sharing digital science outreach resources. To this end, the China
Association for Science and Technology has set up the task of building science resource sharing grid,
trying to apply the data grid technology to the science field. This will allow the sharing of existing
distributed digital science resources without changing the ownership, and make these resources
dynamically access to the grid and be easily used by others.

In order to make the data grid platform tailored to the needs of science education and public
outreach, we suggest that three problems should be solved:

1. Convenient access to the resource node. Resource nodes can conveniently access or exit the
grid. This is not only particularly suitable for the majority of local science institutions, but also
facilitates the promotion and application of the science resources of the grid.

2. Reasonable resource scheduling program. Resource nodes in the provision of services are likely
to receive the download requests of a number of grid customers. On the other hand, users (grid
customers) may also download resources directly from those who have already downloaded part of the
same resource to gain a higher speed. In this case, the grid service needs to adopt a certain strategy,
which can create a reasonable download request, the priority sequence, and able to switch to a better
resource nodes of the network conditions to be downloaded.

3. Unified diversity data access. The grid system brings together a large number of distributions,
heterogeneous data resources of multiple administrative domains. The display form and storage form

' Supported by the special fund of China Association for Science and Technology (CAST) & CNIC.
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of the data resources are differ, stored in document form or in the database. So, the grid needs a
unified access which can reduce the grid user access to data complexity and inconvenience.

Structure

The China Science Outreach Resource Grid (CSORG) is designed for cross-organizational and
cross-platform resource sharing. The owners of these resources which are in the grid are equal
participants. The resources they shared are stored in their servers instead of being submitted to a
centralized portal platform, and the ownership won't be changed during resource sharing. The client
can get and share grid resources with applications installed at the client side. The grid can provide
faster network access, greater storage capacity and more convenient access to resources.

Based on features discussed above, the overall structure of the grid platform is designed as shown
in figure 1.

Resource Node
(Data Files)

Data File Reque

Database Request
Fig.1: Overall structure of China Science Outreach Resource Grid(CSORG)

The overall structure of the grid platform is composed of three parts including the client, the
manage node(server node) and resource nodes:

Client is the main resource user. Resources downloaded by the client will become seeds for other
clients to download. The client is not the true owner of the resources, unable to get rewards for sharing
resources from the grid platform. Resource sharing activities of the client must be authorized by the
Manage node.

Manage Node, the bridge for communication between the resource nodes and the client, is a
centralized manager of the information about the resources and the node hosts. The manage node
contains the data catalog with the location index of all shared resources. It provides resources index,
resource ownership management, node maintenance and resource requests scheduling.

Resource node is the main owner of the resource file. The original resource is published on the
hosts which have real ownership of the resources and get rewards from the grid platform when the
resources are used. These nodes communicate with the manage node and handle the distribution over
the request. The transmission of resources is initiated by the resource node, which can reduce the
safety validation.

250



The manage node, the resource node and the grid client connect with each other and transfer data
through the grid middleware. Figure 2 shows the deployment structure of the component units and the
main interactions in the grid platform:

Resource
Hosts
R e
i \/\I
| 5/
S _ Serv
Manage Host Publisk §-/
Host
Service Center Sched'ule A
Client Plugir
'fn Schedule— | Resource CE,T;C, < ,
|| Comm App Plugin || | e S/
} Manage | | Manage || Manage Joex Puphsr
1 w ’
} ‘ Resource Manage ‘ A‘ // e § Serv
| T R i
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Grid Resource Management <\I
Client ‘\\

Fig.2: The deployment structure and the main interactions

Grid middleware is mainly composed of the scheduling service center and the grid resource
management. The scheduling service center is only deployed on the manage node. There is a direct
interaction between the service center and the client program to handle customers' resource requests,
and to coordinate and control individual requests and the resource scheduling process. The grid
resource management is at the bottom of the grid middleware service, which provides the necessary
information about the resources for the upper scheduling service center. The grid resource
management is deployed in each grid node to manage the service program running on each node, and
to control and monitor their status.

The scheduling service is a plug-in management service developed for scheduling service center,
which provides the necessary weights for the resource request scheduling, collects the information
about the resources published by the resource nodes, stores and organizes the resource data (maintains
the ownership information of resources), and provides resource-related services (such as search
services). When the resource scheduling service receives a resource acquisition request, it retrieves
and matches all of the resource positions in the grid, selects the appropriate grid location according to
the scheduling policy, and then notifies the resource requesting party. The requesting party downloads
or accesses the resource with peer-to-peer connection.

Main process

The first step for the client and the resource nodes is to sign in to the management node. The
platform will verify their information, and the resource nodes will automatically register the resources
to be shared in the data catalog. Details are shown in figure 3 and figure 4.

After signing in to the management node, the client can send resource request tasks, and the
system will process the tasks in four steps:

1. Search the catalog to get a list of resource nodes containing the resources required.

2. Sort the list according to the load of nodes and the distance between the client and node.

3. Use GRM module to verify the sequence and return the verified sequence to the client.
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4. The client will establish P2P connection to get resources according to the sequence.
Details of the submit process are shown in figure 5.

. - Resource Node
Client sigr -in R
sign-in
Nc es No es
.Che§l< Err-@ Get client UID X Err-@ Get node UID
client info node info
Regi | Sync/Register |
SIS Register client S Bes Sey Register node
Resources to be in catalo resources to be in catalo
shared s shared g
]
Send node status to
Restart
unfinished tasks UTRUELCTS TS
h by GRM
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Client online Resourc.e Node
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Fig.3: Sign in process of the client Fig.4: Sign in process of resource node
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Fig.5: Submit process of tasks

Summary

“China Science Outreach Resource Grid” consists of one server grid node and dozens of resource
gird nodes. This platform provides open access to more than one hundred thousand resources
including pictures, videos, lectures, books, animations, etc.
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More importantly, resources from the society including those contributed by individuals can be
shared as dynamic resource nodes, which create a positive social atmosphere for sharing and using
science outreach resources. Up to now, the grid has collected over 100,000 science resources.

This paper studies the structure and main process of “China Science Outreach Resource Grid”,
and provides a feasible solution and technical architecture for the future science resource sharing and
related work. To a certain extent, the resource sharing platform design has eliminated the barriers of
data sharing, and opened up the resource exchange channel.

References

[1] ZHAO Shan. Integration Methodology for China Digital Science and Technology
Museum. Science and Technology Review. 2008.

[2] ZHANG Xiguang DENG Dali. Survey on progress in scientific data grid. Application
Research of Computers.2009-10.

[3] Wang Xiaoning Xiao Haili. Software integration and application infrastructure in
China National Grid. J.Huazhong Univ. of Sci. & Tech. (Natural Science
Edition).2010.

[4] Zou Y, Zha L, Wang X. A layered virtual organization architecture for grid. The
Journal of Supercomputing, 2010.

[5] Ma Yongzheng Sun Peng Nan Kai. A CNGrid-based collaboration platform and its
multi-discipline grid applications. J.Huazhong Univ. of Sci. & Tech. (Natural Science
Edition).2010.

[6] China Science Outreach Resource Grid. http://grid.kepu.cn

253



CO3JIAHUE B OUSIM ABTOMATU3UPOBAHHOM
CUCTEMbI OBPABOTKH JIAHHBIX YPOBHSI TIER-1
SKCINEPUMEHTA CMS HA LHC!

H.C. Acraxos, C.JI. benos, A.I'. lon6unos. B.E. XXunsios, B.B. Kopenbkos,
B.B. Murisin, T.A. Ctpuk, E.A. Tuxonenko, B.B. Tpodpumos, C.B. [lImaTos

Obvedunennvlll UHCmUym 0epHuiX ucciedosanuil, {yona

BBenenue

“Komnaktasid MiooHHBIH coieHounr” (Compact Muon Solenoid - CMS) [1] sBusiercst ogaum
U3 JIBYyX MHOTOIICJICBBIX JKCHEPUMEHTOB, CO3JaHHBIX i1 pabOThl Ha MYyYKaX YCKOPUTEIHEHOTO
KomIutekca bomeimoro agponnoro kosutaiaepa (Large Hadron Collider - LHC) [2] B EBpormeiickom
nenTpe mo siaepHeiM uccienoBanusM (LIEPH) [3]. Ilporpamma ¢usnueckux wucciemoBanuii CMS
OXBaThIBACT OOJIBIION CHEKTP 3a7ad (PU3UKU SJICMEHTAPHBIX YacTUI[ M HANpaBJICHA Ha MPOBEPKY
CTaHIAapPTHON MOJIETH HAa HOBOM MacIuTabe dHepruid (10 Heckonbkux T3B), momck 6o3oHa Xwurrca,
CYTEPCUMMETPHH M JIPYTHX CHUTHAJIOB HOBOW (DM3UKM 3a MpeaelaMH CTaHAAPTHON MOJIENH, a TaKKe
MPOBEICHHUS KOMILIEKCA SKCIICPUMEHTAIBHBIX HCCICIOBAaHMI B 00JaCTH (DU3UKH TSDKEIBIX UOHOB [4].
VYcranoBka CMS mpencraBiser co00ii MHOTOILEICBON IKCIEPUMEHTAIBHBIA KOMILUIEKC, CIIOCOOHBIN
PETUCTPHUPOBATH MIUPOKUHN CIIEKTP BO3MOXKHBIX SKCIIEPUMEHTAIBHBIX CUTHAJIOB B TMANIA30HE SHEPTUit
1 Macc POXIaeMBIX YaCTHUII BIUIOTH /IO HECKOJIBKUX THB [5].

Bonbimoit anpoHHBIN KoJmaiaep o0ecreynBacT CTOJKHOBEHYSI ITyYKOB MMPOTOHOB C 4acTOTON
o 40 MI', 9To MIPUBOAMT K TOTOKY MAaHHBIX M3 TOYKH B3amMojeicTBus 6onee 40 Th B cekyHmy.
Cucrema mocienoBaTeIbHOTO 0TOOPa COOBITHI B PEKUME PeabHOro BpeMeHH (trigger) yMEeHbIIAET
MOTOK 3alMChIBAEMBIX B XO0j€ 3KcrepuMenTa fAaHHbiXx q0 100 . Takum oOpasom oOmuii 00bem
JKCIICPUMEHTANBHBIX JaHHBIX (YacTO Ha3bIBAGMBIX 'CBHIPHIMHU'), MOMJICKAIIMX XPAHCHUIO U
MOCJICTYIONIEH neTanbHOM 00paboTKe U aHanu3y, nocturaet 6onee 1 I1b B rog.

OO0paboTka u xpaHeHue naHHeIXx B CMS BoznaraeTcst Ha pacrnpezielieHHbIE BBIUYUCIIUTEIBHEIC
IEHTPHI, OOBCIUHCHHBIE B MHOTOYPOBHEBYIO CTPYKTYPY C TIOMOINBI) TEXHOJOTHUH BCEMHUPHBIN
BbranciuTenbHbIN rpun-cpeast ot LHC (WLCG — Worldwide LHC Computing Grid) [6].

B mapre 2011 r. npemioxenue o co3ganmm 1eHTpa ypoBHsA Tier-1 mms gersipex (ALICE,
ATLAS, CMS u LHCb) skcniepumentoB LHC BeiABHHYI0 MUHHCTEPCTBO HayKu U 0OpazoBanus PO,
KoTopoe O0biI0 moaaepxkano nupeknuei [IEPH. Jlns peanmzariu 3Toro MpoeKTa B TOM K€ TOAy Oblia
npuHATa I1eneBas denepanbHas nporpamMMa "Co3mgaHHe aBTOMATH3MPOBAHHOM CHUCTEMBI 00pabOTKH
JAaHHBIX JKcrepuMeHTOB Ha bossmom anponHom komnaiaepe (BAK) yposus Tier-1". Ilpoekt
npeaycMaTpuBaeT co3nanue B Poccun nientpa yposHs Tier-1 ¢ pacnpeaeneHHON OTBETCTBEHHOCTBIO -
mentp ma moxmepxkku dkcuepuMmentoB ALICE, ATLAS, m LHCb opranmsyercs Ha 0Oase
BBIYMCIUTEIBHOTO KOMIUIeKca HarnumoHanbHOro wucciaenoBatensckoro ueHtpa "KypuatoBckuit
uHctuTyT" (MockBa), a 1 moafepkku skcnepumenta CMS - B JlabopaTopun HHGOpMAIMOHHBIX
texHonoruiit ONSN.

ABTOMAaTH3WpOBaHHAs CcUcTeMa o0paboTtku u xpaHeHus manablx (ACOJ[) CMS B
OO0BeIMHEHHOM MHCTUTYTE siAepHbIX uccnenoBanuii (OUSN) npennasnadena s paboThl B cOCTaBE
rooansHOU rpua-cucteMbl BAK WLCG u HareneHa Ha NMPOBENEHUE TMOJHOIO IMKIIAa 00pa0OoTKU
(uznveckoil HHPOPMAIUH, TIOTYIaeMON B XO0JIe TIPOBEACHUS SKCIIEPUMEHTa, 00ecreueHus padoT 1o
MOJICTTUPOBAHHI0 (DU3MUYECKUX IPOLECCOB, 3alIMIIEHHOTO XPaHCHUS W TpUeMa/liepeiadd TaHHBIX B
npyrue ueHtpel WLCG.

! PaGora BeimonHena B pamkax OI «MccnenoBanus u pa3paboTKH 110 IPHOPUTETHBIM HATPABICHHSIM
Pa3BUTHA HAyYHO-TeXHOJOornueckoro komruiekca Poccuu Ha 2007-2013 roapr» (I'oc.KOHTpaxT
Ne()7.524.12.4008).
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CMS wucnonp3yeT pachnpeieicHHYI0 MOJACTh KOMIBIOTHHTA JUIS JaHHBIX BCEX THIIOB —
“CBIpBIX”’, PEKOHCTPYHpPOBaHHBIX, MonTe-Kapmo (MomenmupoBanme). OTO BiedeT 3a cobOoi
OTBETCTBEHHOCTH 32 0€30MaCHOCTH M 0OCTY)KUBAaHNE TAHHBIX PETHOHAIHHBIX LIEHTPOB.

B nacrosmmee Bpemst Mojienb komnbpoTHHra CMS BKITIOYaeT B ceOs 1eHTp ypoBHs Tier-O B
IIEPH, cemp meHTpoB ypoBHs Tier-1, pacmosioXeHHBIX B KPYIMHEHUITHX MHPOBBIX KOIBIOTEPHBIX
IIEHTPaX W CBS3aHHBIX BHICOKOCKOPOCTHOW CETHIO, U MHOXKECTBO IIeHTpOB ypoBHs Tier-2 m Tier-3,
CO3/IaHHBIX B Pa3IMYHBIX HAay4HBIX opranm3zanusx (puc. 1). Kpome Toro, B MOAens KOMIBIOTHHTA
BXOJAT 1eHTpel CMS 1o Habopy, KOHTPOJIO H OBICTPOMl 00paOOTKM JAaHHBIX, Pa3MEIICHHBIX KaK B
HenocpencTBeHHO B [IEPH, Tak u B HEKOTOPBIX YJIAJE€HHBIX PErMOHAIBHBIX LEHTpax (HampuMmep, B
OUSIN u MT'Y).

Brruucnurensnas cucreMa CMS BKITIOYaET CeMb PErHOHANBHBIX HEHTPOB ypoBHA Tier-1:

e TI1_DE_KIT B Texnonornueckom uHctutyte Kapicpys (KIT), Kapcnpys, ['epmanus

e TI_ES_PIC B llentpe nHayunoit mapopmanun yauepcurera bapcemnonsr (PIC), bapcenona,
Hcnanus

e TI1_FR_CCIN2P3 B HamnuoHanbHOM HHCTUTYTE siaepHOi usuku u ¢pusuku dactui (IN2P3),
JIvoH, @panuus

e TI_IT_CNAF B HaunonanbHOM IEHTpE MO WCCIEIOBAHUIO U Pa3BUTHIO MH(POPMAIIMOHHBIX
texHojoruit u tenematuke (INFN), bononbs, Utanus

e TI_TW_ASGC B Akanemun rpun-texaonoruii (ASGC), Taiibeit, TaiiBanb

e TI1_UK_RAL B Jlaboparopuu Pesepdopna — Dmuirona (RAL), [Iuaxot, BenukoOpuranus

e TI_US_FNAL B HanuonampHOoU yckopurenbHOW mnabopatopuu um.D. Depmu (FNAL),
barasus, CIITA

Tier 1
ASGC

Taiwan

FNAL
Tier 1
o B &
United
Kingdom

@ @ Germany
Tier 2/3
Aachen

Tier 3
Karlsruhe

Puc.1 CtpykTypa KOMIBIOTEpHBIX IIeHTPOB CMS

Hepapxus mEHTPOB W 3a1a4M IIEHTPOB KaXI0T'0 YPOBHsI onpeneneHsl B Memopanayme WLCG
(WLCG Memorandum of Understanding — WLCG MoU) [7].
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Boruncaureannasa mogeanr RDMS CMS

Co3gaHre aBTOMaTHU3UPOBAHHON CHUCTEMbI 00pabOTKH mAaHHBIX dkcrnepumenta CMS nwa LHC
yposns Tier-1 ans sxkciepumenta CMS Ha 6a3ze OUSN pukryercs aktuBHOM mnosunmein OUAU, psana
BEAYIIMX HAayYHBIX LHEHTPOB Poccum, OBIBIIMX COBETCKMX PECHyOJMK W HEKOTOPBIX IPYTUX CTpaH-
yaactannn OMSIN B aTom skcniepumente. C caMoro crapTa MpoeKTa yueHble W3 HHCTHTYTOB Poccuu u
crpad-yuactouly OWSUW BeicTynmaroT B KayecTBE €AMHOW TPYIIbI, MOJB3YIOMICHCS BBICOKUM
aBTOopuTeTOM B KOitabopaumu CMS. DTo compyXecTBO TPYNI YUYCHBIX M CIHEIHAIHCTOB U3
WHCTUTYTOB Poccmm m mpyrux crpaH-ydactHull OMSW monydmino mHpPOKO W3BECTHOE Ha3BaHWE
RDMS - ab66peBuarypa ot Russia and Dubna Member States (Poccust m CTpaHBI - YYaCTHHIIBI
Hy6ubr). Ceromus RDMS — HeoThemiileMass W BaxKHas cocTaBHas yacTh Kojutabopauun CMS.
Opranuzaius cotpynaudectBa RDMS, 00beUHSIONIET0 YCHIIMSI MHOTUX HHCTHTYTOB W HAYYHBIX
IIKOJI, mo3BonmiIa ¢uznkam Poccun u ctpan-ygactHun, OMSM HecTn MOTHYI0O OTBETCTBEHHOCTH 32
psn nerektopoB ycranoBkd CMS. Kpome storo ¢usukun RDMS akTuBHO y4yacTBYIOT B pa3paboTke
IporpaMMbl (PU3MYECKUX UCCIIEIOBaHUM, PEKOHCTPYKIIMU U OTOOpE COOBITHH M co3laHMH 0a30BOTO
MaTeMaTHYECKOTO 00eCTeYeHNsI 1 KOMITbIOTHHTA.

1
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Puc.2: CtpykTypa KOMIBIOTepHBIX IIeHTpoB RDMS CMS

B OUSIN ycmemno cozmana mpuHsaTas skcnepuMmentamu LHC rpua-uHbpacTpykTypa Kak
yacTh pacnpezeneHHoro kiacrepa RuTier2 (Russian Tier-2) (puc.2) [8-9]. OtoMmy mpexmecTBoBa
JUTNTENBHBIN IEpUOJ TECTUPOBAHUSI COOTBETCTBYIOLIErO mporpaMmHoro obecrieuenus (I10) 8 OUSAU
U POCCHUCKMX WHCTUTYTax, SABJSomuxcs wieHamu koHcoprmyma RDIG (Russian Data Intensive
Grid).

B teuenne 2011-2012rr. mns skcnepumenta CMS Ha rpug-caiite OMAU Beimonseno 35,8%
oT obOmero uymcia 3amad koHcoprumymoM RDIG (55,2% ot o0miero mpomeccopHOro BpeMEHHU
KOHCOpIHyMa, 3aTpadeHHoro Ha CMS).

Poab uentpoB CMS ypoBus Tier-1

B cootBercTBuM ¢ BhruncautensHo Monenbto CMS [10] yposens Tier-1 npegnasHaueH ans
JOJTOBPEMEHHOI'O XpaHEHHs HaHHBIX M NpeoO0pa3OBaHUsl «CBHIPBIX» ITaHHBIX, MOCTYMAIOMIUX C
JETEKTOPOB 3KCIIEPUMEHTAIIbHOW YCTAaHOBKH, U IOJATOTOBKM MX AJISI UX IIOCIEIYIOLIETr0 aHalu3a Ha
ypoBHe Tier-2. ®u3nyecknii aHaau3 JaHHBIX Ha ypoBHE Tier-1 He mpemycMOTpEH.
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Puc.3: Cxema o6paboTku u co3nanus ganaerx CMS B mporiecce: a) peKOHCTPYKITHH TaHHBIX,
0) mepeoI(ppPOBKU U epeoOPadOTKH JAHHBIX MOJISITUPOBAHUS B) MOJCIUPOBAHUS TAHHBIX

B BeruuciourensHoit momenmm CMS Ha ypoBHe Tier-1 BBIZENSIOTCS JBAa OCHOBHBIX THIIA
MOTOKOBOM 0Opa0OTKU 3aJaHUi: MOBTOPHYIO PEKOHCTPYKLHMIO AAaHHBIX (pHUC. 3 a) W TMOBTOPHYIO
o (PpOBKY/PEKOHCTPYKIIMIO JTaHHBIX MojenupoBanus (puc. 3 ©0). B mporecce mnoOBTOpHOI
PEKOHCTPYKITMHM MaHHBIX, caiiTel Tier-1 oOpabateiBaroT chippie RAW manHBIE ¢ MMOMOIIBIO Ooiee
HOBOTO TPOTPAMMHOTO OOCCICUYCHHS] W/WIM C Y4eTOM OOHOBJICHHBIX KOHCTAHT KaTHOPOBKH U
KOHCTaHT MPOCTPAHCTBEHHOT'O BBIPaBHMBAaHUS AECTEKTOPHBIX CHUCTEM, Ooiee TOYHON MH(OpMaIH O
COCTOSTHIH YCTAHOBKH BO BpeMsi Ha0opa JaHHBIX. BRIXOHBIE NaHHBIC 3aMICHIBAIOTCS Kak B (hopMate
RECO (RECOnstructed data), tak u ¢opmare AOD (Analysis Object Data). RECO - nanssie,
coJep)Kallue 3HAYCHUS NapaMeTpoB (QHU3MUYECKHX OOBEKTOB (TPEKOB, BEPIIMH B3aMMOJACHCTBH,
CTpYH, DJIEKTPOHOB, MIOOHOB, ()OTOHOB U T.J.), & TAKKE KJIACTEPOB U XUTOB, PEKOHCTPYUPOBAHHBIX C
MOMOIIIBIO PA3TMYHBIX ATOPUTMOB U3 RAW nanubix. OHU SBISIOTCS BBIXOJHBIM TIOTOKOM JAHHBIX W3
Tier-0 s nepepacnpenenenust Ha paziuynble Tier-1. O6bvem oxHoro coObiTusa coctaBisieT 0.4 MB.
OTH TaHHBIE MOTYT OBITH HCIIOJIL30BAHBI AJISl aHANIN3a, HO HEYJJOOHBI H3-32 CBOETO OOJIBILIOTO pa3Mepa.
AOD npenacTarisoT codoii BeIOOpouHbIii Habop uHpopMmanuu u3 RECO gaHHBIX M BKIIFOYAET TOJIBKO
3HAaYEHUs MapamMeTpoB (HHU3HUEeCKuX OOBEKTOB (TPEKOB, KIACTEPOB, BEPIINH B3aMMOACHCTBUSA, CTPYH,
3NIEKTPOHOB, MIOOHOB, (POTOHOB U T.A.). AOD uMeeT 3HaUUTENIbHO MEHbINNE, 1o cpaBHeHni0 ¢ RECO
pasmepsl (0.12 Mb Ha omgHO COOBITHE) W HCHOJB3YETCS JUISI BOCCTAHOBIICHUS OKOHYATEIHHOU
TOIOJIOTUH (PUZUIECKOTO COOBITHSI U OKOHYATEIHHOTO (PU3NIECKOTO aHAIN3A.

Taxke nHa Tier-1 BwmodHsgeTcss oTOOp MO 3aJaHHBIM KPUTEpUSM COOBITUH W3
pexoHCcTpyHpoBaHHBIX JaHHBIX (skimming). [TogoOHBI O0TOOP MOXET OCYIIECTBISATHCA U3 “‘CHIPBHIX”
RAW naHHBIX wiu yxke u3 pekoHcTpyupoBaHHBIX RECO maHHBIX. OTH COOBITHS TaKKE MPOXOIST
gepe3 mporecc 00paboTKH M 00hETMHEHHS, KaK M BO BPEMS IIOBTOPHON PEKOHCTPYKITUH, ITOCIIE YETrO
3anuchIBatoTcs B ¢aitnsl popmata RECO unu B o6benunenHoM ¢popmate (RAW-RECO) (puc. 3 a).

B nentpax ypoBas Tier-1 Tak ke, Kak ¥ B CiIy4ae IKCHEPUMEHTAIBHBIX JaHHBIX POUCXOIUT
nmepeoOpaboTKa MaHHBIX MOJCIMPOBAHUS C TIOMOINBIO 0oJieeé HOBBIX BEPCHU IMPOTPAMMHOTO
oOecrie4eHns1 W/WIK C y4eTOM OOHOBIICHHBIX KOHCTAHT KaJMOPOBKM M KOHCTaHT MPOCTPaHCTBEHHOT'O
BBIPaBHUBAHUS NE€TEKTOpHBIX cucteM. Bxomuele manHele Thuna GEN-SIM-RAW mnonsepratorcs
nmoBTopHOii omudpoBke (yacth gaHHbIX GEN-SIM) i monydeHuss OOHOBICHHBIX BEpPCHI
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CMOJICTTUPOBAHHBIX JaHHBIX THMa RAW, KoTopble B JaJbHEHIIeM NPOXOIST MOBTOPHYIO
pekoHcTpykIHio (Ha Beixone ganabie Tunia GEN-SIM-RECO u/umn AODSIM).

Takum 00pa3oM, oCHOBHBIC PyHKIKH IIeHTpa Tier-1 BKIHOYAIOT:

® [pHeM 3KCIIEPUMEHTANbHBIX NaHHBIX M3 LeHTpa ypoBHA Tier-0 B o0beMe ompenereHHOM
coraamenueM no WLCG (WLCG MOU);
apXUBUPOBAHUE U 3aIUINEHHOE XPaHEHHNE YaCTH IKCIIEPUMEHTATBHBIX RAW maHHBIX;
BBITIOJTHEHUE TI0CIIEIOBATEIFHON HETPEPBIBHOW 00pabOTKH JaHHBIX;
0oT0O0p coOBITH 1 (hopMHpOBaHKE HAOOpa TaHHBIX IO 33JJaHHBIM KpuTepusaM (skimming);
MOBTOpHass 00paboTka maHHBIX (reprocessing) ¢ momoribio HOoBoro IO u KammOpOBOYHBIX
KOHCTaHT M KOHCTAaHT NMPOCTPAHCTBEHHOTO BBIpaBHUBaHMA dacTeil ycraHoBku CMS, apyrue
3a/1a4m;

e cos3manne AOD naHHBIX;

e pacmpenencHue (mepenaya) HabopoB nanHbix (datasets) RECO u AOD na apyrue LeHTPBHI

Tier-1/ Tier-2/ Tier-3 nnsa gyOnupoBaHHOTO XpaHeHus (replication) U GU3NIECKOTO aHATN3A;

® [OBTOPHOE MOJETUPOBAaHUE C MOMOIIBI0 HOBOTO 110 1 KannOpOoBOYHBIX KOHCTAHT U KOHCTaHT

NPOCTPAHCTBEHHOTO BbIpaBHMBaHUS uacTeld yctanoBkn CMS, 3amuimieHHoe XpaHEHHE

CMO/JIEITMPOBAHHBIX COOBITHH.

Bo Bpewms pabotsl LHC HabpanHbie 3kcriepumMenToM RAW naHHBIE TIepeatoTcst Ha BCE CalTh
Tier-1 mocTosHHO, a BO BpeMs HEpEPHIBOB B paboTe YyCKOPUTENHLHOIO KOMIUIEKCA HJIET Iepegada
JTaHHBIX, HAOpaHHBIX Ha KOCMUYeCcKuX Jtydax. Kaxmprit Tier-1 mertp OepeT Ha ceOst OTBETCTBEHHOCTD
32 COXPaHHOCThH ACCOIMMPOBAHHOTO C HMM OCHOBHOTO HabOopa maHHBIX. KoukperHwrid Tier-1 menTp
MOXET HWMETh TOJIBKO JIOCTYNHYIO KOmHs Ha0opa HaHHBIX, YTO JOJDKHO TIO3BOJIUTH JHOOOMY
moib3oBaTero CMS mmosrydarh TOCTYIT K HAM.

B coorBerctBHM Cc oOs3aTrensCcTBAMH  Tiepe]  MOJMB30BATENsIMH, CBA3aHHBIMH  C
(DMHAHCUPYIOIIUMH CTPYKTypaMH, KOTOpbIE TOAJACPKHUBAIOT ILEeHTpel Tier-1, LEHTpHl MOTyT
NPEIOCTABIATh CBOM MOIIHOCTH JUIsl PETHOHANBHBIX TPy (coodmiecTB). OTH (QyHKIMHU, OTHAKO, HE
JIOJKHBI HAPYIIaTh CIIOCOOHOCTH CaiiTa BBHITIOIHUTH 0043aTeIhCTBA MEpe]l BCEil Koutabopammen.

Cepsucsol nenrpos CMS yposus Tier-1

LenTpot YpOBHS Tier-1 JTOTKHBI o0ecrnieuynBaTh MIUPOKO(YHKIIMOHATILHBIC
BBICOKOCKOPOCTHEIC U BBICOKOHAJICKHBIE CEPBUCHI MOJIETN KOMIBIOTHHTa Koyutabopanmun CMS Ha
ocHoBe Tpun-uHTepheiicoB WLCG u BbicOKOypoBHEBBIX cepBucoB CMS. Ilpu sToM oxkmmaercs
BBICOKHIA yPOBEHD (PYHKIIMOHATBHOCTH U MOIICPIKKH.

Cepauchl nieaTpoB CMS ypoHs Tier-1 moapasnenstorcs Ha CUCTEMHBIE (HEAOCTYIHBIC AJIS
MOJIb30BaTeNIel) M CEPBUCHI, JOCTYIIHBIE [JIsi TOJIb30BaTesiel (cepBUCHl moJb3oBarenei). K
CHCTEMHBIM CEpBHCAM OTHOCSITCS:

*  CEpPBUCHI CUCTEMBI MAaCCOBOT'O XPaHCHUSI JTaHHBIX,

*  CEpBUCHI CUCTEMBI 0€30MaCHOCTH CaiTa,

*  CEpBUCHI CUCTEMBI PETUCTPAIINH U CEPBUCHBIX IPUOPUTETOB,
*  CEpBUCHI CUCTEMBI 0a3 JaHHBIX.

CepBUCHI TMOJIB30BATENICH 3aBUCAT OT BBIYUCIUTEIBHBIX PECYPCOB M CEPBHUCOB CHCTEMHOTO
YpOBHS: MacCOBBIE CHCTEMBI XpPaHEHUS TaHHBIX; OOecTieueHms] Oe30MacHOCTH caifTa; MPHUOPUTETHOCTh
Y OKKayHTUHT. OHU BKJIIOYAIOT:

*  CEpBUCHI apXUBAINH JAaHHBIX,
*  CEPBUCHI AUCKOBOI CHCTEMbI XpaHCHHS JAHHBIX,
*  CEpBUCHI AOCTYIA K JAHHBIM,
*  CEPBUCHI CUCTEMBI PEKOHCTPYKIIUU JTaHHEIX,
*  CEpBUCHI CUCTEMEBI aHAJN3a JAHHBIX,
*  JIpyTHE MOJIb30BaTEIbCKUE CEPBUCHI.
Hudpactpykrypa ACOJ] BAK CMS cocTouT U3 CleayonnuXx KOMIOHEHTOB (CEPBUCOR):

258



Moncucrema xpanenus maHubIX (Local Worker Nodes), npeaHazHadeHHas AJiS XpaHCHUS
SKCIIEPUMEHTANBHBIX JaHHBIX, IMOCTyMaommx oT 3kcnepumMeHToB BAK n3 mentpa yposus Tier-0
(LIEPH), cMomenmnpoBaHHBIX JaHHBIX, IOCTYHAIONTNX U3 IICHTPOB YpoBHS Tier-2, a Takke BBIXOIHBIX
JIAHHBIX 3a7ad 1Mo oOpaborke maHHBIX, BhIMOMHsAeMbIX Ha ACOJl BAK CMS. CormacHo mojaenu
naaaeix CMS 06weM (aitmoB ¢ qaHHBIME He MOXeT npeBbimaTh 10 I'b, moaTomy Kk cucteMe XpaHeHUs
JIAaHHBIX TIPeabsBIsAeTCS TpeboBanue 1Mo obecnieueHnto He MeHee 10 ['b arickoBOrO MpOCTpaHCTBA HA
BEIUMCIIMTEIBHBIN TIporiecc. Takke cucTemMa JOJDKHA 00eCreurnBaTh ONEpaTHBHYIO MaMsiTh RAM He
MeHee 2 I'b Ha mpouecc.

IMoacucreMa BBIYMCIUTEIBHBIX Y3J0B (Computing Elements), TnpemHa3sHadueHHAs s
00pabOTKU NaHHBIX, MOCTYMAIIUX OT 3KkcrmepuMmeHTOB BAK. JlaHHas mojcucreMa MpeicTaBIseT
c0o00if HabOp CEpBHCOB, BXOAAIMX B MPOTpaMMHOE oOecIedeHre poMexyTodHoro yposHs ['PUJ
(gLite), mmst obecrmeueHus] AOCTyma TPUA-33a4 K JIOKaNbHBIM pecypcam neHtpa Tier-1 (LRMS,
cuctemMa MaccoBoro cuera batch). OObIYHO cHcTeMa MPEAOCTABISET AOCTYN K Habopy odepeneit
(queues) 3a1a4 BBEIYUCIUTEIBHBIX Y3JIOB. UHCIO BBIYUCIUTENBHBIX Y3JIOB JOJHKHO COOTBETCTBOBATH
O’KHJAaeMOH 3arpy’>KeHHOCTH CHCTEMBI. 3a/lady OOBIYHBIX ITOJIH30BATEICH HE TOMYCKAIOTCA K CUETy Ha
pecypcax uentpoB ypoBHs Tier-1, gocTyn Kk Habopy ouepeleil OrpaHUYeH C MOMOIIBIO TTOACUCTEMBI
pacnpenenenus poinet (t1 access roles).

IToacucrema nepenauu AaHHbIX (FTS) Mexay UEHTpaMH pa3IMuHbIX YpOBHEW. JlaHHBIN cepBuUC
TaK)Ke pealu3yercd ¢ TOMOIIBI0 HHCTpyMeHToB glite. Ilepegaua naHHBIX OCYIIECTBISETCS
HOCPEJICTBOM CO3/1aHUSI BUPTYaJIbHBIX KAHAJIOB C BO3MOXHOCTBIO YKa3aHMA I10CIEJOBATEILHOCTEH U
npuopureroB nepefaud. CorigacHo BbluucinTenbHON mMozenun CMS Bes nepenada JaHHBIX MEXAY
paznuuHBIMM IieHTpamMu ypoBHA Tier-1 m Mmexny neHTpamu ypoBHs Tier-1 M accOlMHPOBAHHBIMH
LeHTpaMu ypoBHs Tier-2 ocymecTBiIst0TCs ¢ moMoIbto cepsuca FTS.

Yupasienue nepenayveii u xpanenuem aaHubIx (CMS VOBOX) Ha ypoBHE HA0OPOB U MOTOKOB
naHHbIx CMS (datasets) ocyiecTBigeTcss MOCPEeACTBOM HMHCTpyMeHTOB npoekta PhEDEX, kotopsie
BKJIIOYAIOT B CEO0s:

e baza mannsix ynpasnenus nepenadamu (Transfer management database - TMDB).

e [lepenaroie areHThI, YIPaBIAIONIME Iepenadei ¢GaiioB MeXAy calTaMu, MUIpaIUei

JTAHHBIX Ha JIOKAITBHBIX XPaHWINIIAX, IPOBEPKOI KOHTPOIBHBIX CYMM TI€peJaHHbIX JaHHBIX.

® VmpaBnsiolmMe areHThl, oOeclevrBalolmie pasMmenieHue ¢aiaoB, B COOTBETCTBHH C
NOJNHUCKAaMU CaiiTa Ha JaHHBIC.

e JlokanmpHBIC areHTHI, 0OeCTIeUnBarONINe 00padOTKy (aiIoB MOCIe WX MOCTYIUICHHS Ha CAWT
WM TIepe] OTIIPaBKOM (aiyioB ¢ caiita: ciusHue ¢aiios, perucTpaius (GaiaoB B Karajaorax,
nomeleHre nHhopMaiuu o ¢aityiax B 6a3y JaHHBIX yIpaBieHUs (aiiaMu.

¢  MOHHUTOPHHT NEepeauu U 0TOOpaKEHUE Pe3yIbTATOB C MOMOIIBIO BeO-uHTepdeiica.

CepBuc (cepBep) kd3mupoBanusi 3anpocoB (Frontier Local Squid Cache Server) k 6a3e TaHHBIX
KaTMOpOBOYHBIX KOHCTAHT. 3aJaud, 3alyckaeMble Ha pa0OuyuX y3JaX BBIYHCIMTENBHOTO KiacTepa
o0palnaroTcs K IEeHTPATLHOM 0a3¢ KOHCTAaHT KaTuOpOoBOK. [[Jisi CHIDKEHUS HArpy3KU Ha CEPBEPHI ITOM
0a3bl, yCKOPSHHUS MTOJTyYEHUS TAHHBIX U CHIDKEHUSI CETEBOTO TpauKa, TOCTYI K HUM OCYIIECTBIISETCS
yepe3 NPOMEKYTOYHbIE Y3JIbl, IMOCTPOCHHBIE Ha OCHOBE KAIIMPYIOIIETO MPOKCH-cepBepa squid.
JlokanpHas ycranoBka CMSSW xoHbUTYpHUpyeTCS ¢ yKa3zaHHEM CIIHCKa IIPOKCH-CEPBEPOB,
00CTYKUBAIOIIUX JAHHBIA CAaWT (SBJISIOIIUXCS JTMOO YaCThIO CaMOTO caiTa, JMOO0 HAaXOJAIIMXCS Ha
Ommkadmux caiitax). s HaIEKHOCTH KaXABIA IMEeHTp ypoBHS Tier-1 MODKEH MOIIEpKUBATH II0
KpaliHel Mepe 2 11Ba MOA00HBIX CepBEpPa, KAK/IbIN M3 KOTOPHIX 00eCIIeunBaeT OJHOBPEMEHHBIH 3aITyCK
nopsaka 800-1000 3amau (jobs slots).

CucTteMHOe W MNPHUKJIAAHOe TMporpamMmHoe obOecneuenue (CMS software server) st
oOecrieueHne BBIYHUCIUTEIBHOTO OKPYXEHHS s CYETHBIX 3a7ad. 3ajaud, MPUXOAAIINe Ha
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BBIUMCIIMTEIBHBIE 3JEMEHTHI CHUCTEMBI COZACpXAaT TOJbKO KOH(UTYpalMOHHBIE (ailiibl, BCE
BBIYHCIIUTEIBHBIC MOIYJIH TPEIOCTABISIOTCS caliToM. COOTBETCTBEHHO, ofHa u3 dyHKIni Tier-1 —
obecreunTs OMIEPKKY Habop Bepcwid (penn3oB) cneruanmsupoannoro [10 CMS (CMSSW) u ero
3aBUCHMOCTEH, OOHOBJISITH STOT HAOOP M OOECIeUMBaATh MPO3PAYHBIA JOCTYN K HEMY CO CTOPOHBI
BBIUMCIIMTEIBHBIX 3JIEMEHTOB CHCTEMBI M CHUCTEMBl XpaHeHHUs AaHHbIX. Pasmep pemosutopus 110
CMSSW nenrpa yposus Tier-1 nomken 0b1Th He Meree 200 I'b.

Cucrema pacnpeaeneHusi Harpy3ku U uHTepdeiic MeXAy TPUIOM H JOKAIbHBIMH CUETHBIMU
ouepensiMu, obOecneuynBarome oOMeH uHpopMamued W KOMAaHIAMH MEXKAY Ppa3lIndHBIMH
YCTpOHCTBAMH W TIOJCHCTeMaMH paspabaTteiBaeMoii CHCTEMBI, a TakKe MEXIy CHCTEMOW W
CMEXHBIMH CHCTEMaMH, a Takxke IieHTpamu ypoBHs Tier-2 WLCG B Poccun u Mupe.

CeteBas unppacrpykrypa CMS Tier-1 B OUSN Brmowaer B cebs moacucremy LHC OPN
(puc.4), mpeqHa3HAYCHHYIO JJIsI OPraHU3aIluK BEIICJICHHBIX JIMHUH TIepe/lavun TaHHBIX, CBS3BIBAIOIICH
uentpsl Tier-1 u Tier-0. [Iponycknas cnocooHocts LHCOPN mexay Tier-O-Tier-1 u mexay Tier-0-
Tier-1 coctaBur 2 I'6ut/c B xonme 2012 u Oymet yBenmmdena g0 10 I'6ut/c B 2014 (cM. Tabmuiy 2).
OUSIN Takxke MOAKIIOYCH K aKaJeMHYECKHM CETSAM C MPOITyCKHOW crocoOHOoCcThio 2x10 ['omt/c,
obecnieunBatoniue coenuHenue Tier-1 OUAU ¢ nentpamu yposus Tier-2/Tier-3.

Puc.4: Ioakmouenne OUSU k cereoit undpactpykrype WLCG

Tabmuma 2. OxugaeMblil pOCT MOJIOCKH TPOMTyCKaHUs ceTeBOU HHGppacTpykTypsl OUAN
lon: 2012 2013 2014
LHCOPN, I'6ut/c 2 10 10
WAN, I'6ut/c (Poccuiickas akageMHUuecKas CEThb U 2x10 2x10 2x10
GEANT?)
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BBoa B 3kcmiiyaTanuio u ceprugukanus HeHTpa

JlJ1g olleHKHM TOTOBHOCTH IIEHTPA K BBHIITOJHEHHUIO BO3JIOKEHHBIX Ha HETO 3a7a4 B KOMITBIOTEPHON
Monmenu okcrepumenta CMS mpemycMoTpeHa croenuaibHas MporpaMMa BBOAA IIEHTpPAa B
IKCIUTyaTallMi0 ¥ KOHTPOJS €ro padOTOCIIOCOOHOCTH, BKJIIOYAONIAS TMOCICIOBATEIBHYIO IICTIOUKY
TECTOB PA3JIMYHBIX Y3JI0B M CEPBUCOB IIEHTPA. Pe3ynbTaThl STHX TECTOB MOTYT OBITh UCIOIB30BaHbI,
BO-TICPBBIX, JUISI KOHTPOJIA HEMONAJOK M WX YCTPAaHCHUS TIEPCOHAJIOM IIEHTPA, U BO-BTOPHIX,
akcriepuMeHToM CMS i aBTOMaTU4eCKOW CepTU(HUKAIMKN [EHTPa 0 COCTOSIHUS €r0 TOTOBHOCTHU
JUIst pabOTBI B COCTaBE€ KOMITBIOTEPHOU HH(PACTPYKTYpe HSKcrepuMeHTa. i 3TOro ycTaHOBIIEHA
MIEPUOANYHOCTH TIPOBEACHHUS ITUX TECTOB, YTO HAPsIIy ¢ TpeboBarusmu cepsrcoB WLCG, O3BOISIOT
o0ecrnevnTsh CTa0MIBHYIO pa00TOCTIOCOOHOCTh BCEH CUCTEMBI.

J171st OTIeHKHM TOTOBHOCTH IIEHTPOB UCTIOIB3YIOTCS CIEIYIOIINE TapaMeTphL:

® Bpems 3a IeHb, B TEUEHHH KOTOPOTO YCIIENTHO OTPadOTa N BCE COOTBETCTBYIOIINE TECTHI;

® [IPOLEHT YCHENIHO 3aMyIIeHHBIX 3a/1a4 aHaJ3a JaHHBIX B JICHb;

®  KOJUYECTBO COCAWHEHHH C APYTUMH CaTaMH ISl TIepelady 3apaliiBaeMbIX TaHHBIX.

Pe3ynmbTaThl TECTOB CYMMHUPYIOTCS B HTOTOBYIO TaOJIMIy cTaTyca IeHTpoB - Site StatusBoard
(SSB) [11] (puc.5). IlpeaycmoTpeHa BO3MOXKHOCTh COOTHECTH PE3YJIbTaThl pabOThI 3ajad aHaH3a
JAHHBIX ¢ MH(pOpMamMeld O TeKymUX NpobieMax B paboTe CalTOB, MPEIOCTABISEMBIX CHUCTEMOMN
MOHHTOPHWHTA, C TeM 4YTOOBI 00ECHeYnTh SKCIIEPTOB yKa3aHHWEM Ha KOHKPETHOE MECTO B IIOJIHOM
HaOope JaHHBIX MOHUTOpHHTAa CMS. DTa MHpOpMAIHS MOKET 4aCTO MEHSTHCS B CBSI3U C TIOCTOSIHHO
YIIyqIIAIONIMMCS TIOHUMaHHEM TOTO, YTO UMEHHO HAWIy4IIUM 0Opa3oM AMArHOCTHUPYET MPOOIEMBIL.
SSB mo3BojiseT ruOKo 0TOOpaxaTh JTUHAMHYECKYIO CTPYKTYPY, B KOTOpPOH HMH(OPMALMs XPaHUTCS B
BUJIe KOJIOHOK 0a3bl JAaHHBIX, HCIIONB3YyS UMs caiiTa B KadecTBe Kifoda. KOIIOHKM 3amoOIHSIOTCS
MPOIIECCOM, HUCIONB3YIOIMKUM HH(OpMaIuio u3 BHyTpeHHer 0a3bl ganHbix CMS Dashboard [12], u3
uHpopmarmonHoii cuctembl WLCG u u3 TekcToBbIX (haiinoB B Web. KonoHku MoryT ¢opMupoBaThCs
1 100aBIIATHCS C MoMOIbi0 Web-untepderica, 4To He TpeOyeT CleHaIbHBIX pa3padoTok. M3MeHeHue
BO BPEMEHU COJICPKUMOT'0 KOJIOHOK MOXHO 0TOOpa3uTh rpauuecKy WK MoIyduTh B opmate XML.
HNHubopmanus HECKOIBKUX KOJIOHOK MOXET OBITh OTOOpaskeHa B BHJIE OJHOTO "OTOoOpakeHUs', Kak
nmokasaHo Ha Pwuc. 5.

Puc. 5: OtoOpaxeHue craTyca caliTOB: KaxKJasi CTPOKa COOTBETCTBYET CalTy, B KOJIOHKAX
MOKa3aHa TOTOBHOCTD KaXKJIOTO caiTa
Ycemanoeka u mecmot ouckoswvix u eviuucIUmenbHLIX cepeepos
[Tnanupyercst yCTaHOBUTS:
1200 CPU - Hos10ps 2012
660 Th auCcKOBOTO MIPOCTPAHCTBA - HOAOPH 2012
1600 CPU - Hos10ps 2013
3168 Th uckoBoro npocTpaHcTsa - HOsIOps 2013
Ho6aouno 1600 CPU - oxTs6ps 2014
Ho6aouno 1056 Th nuckoBoro mpoctpancTsa - OKTsIOps 2014
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Ycmanoeka u mecm nenmounvix nakonumeneil
[Inanupyercst ycTaHOBUTB:
e Jlenrounas cuctema obummM oobemMom 72 Th — Hos0ps 2012
e JlentouHas cucrema oomum oobemom 5720 Th - HOs6ps 2013
e Jlo6aBouyno 1600 Th neHTOYHOr0 U AUCKOBOTO MPOCTPAHCTBA - OKTAOpE 2014

Cemesoe nooknouenue
Huxe npuseneH mian uarerpanuu cozaasaemoro Tier-1 B LHC OPN:

OTtan Jara
Wurerparmus B8 LHC OPN 2 I'6ut/c Jexaops 2012
OynknuonansHbie TecTel OPN 2 T'6ut/c ®eppansb 2013
Wurerparus B LHC OPN 10 I'out/c Hrons 2013
OynkimoHanbabIe TecTel OPN 10 ['6ut/c Asryct 2013

Tecmut nepedauu oannvix
Kaxnpiit kommbrotepubiii neHtp CMS  nomkeH NOAAEPKUBATH JOCTATOYHOE KOJIMYECTBO
cepTUHUITIPOBAHHBIX JIMHWHA Tepenadn JaHHBIX. B cooTBercTBHH ¢ TpeboBanusMu CMS Kaxaplid
ueHTp ypoBHs Tier-1 momkeH OBITH CBS3aH CO BCEMH JPYTUMH LIEHTPAMH TOTO K€ YPOBHsI, C IEHTPOM
ypoBas Tier-0 m c OONBIIMHCTBOM WEHTPOB YypoBHS Tier-2 (B Hacrosimee BpeMs A0S
cepTUHUITUPOBaHHBIX JUHWK CcBs3u Tier-1-Tier-2 mocturaer 80% OT MaKCHMaJIbHO BO3MOXKHOTO
KoundecTBa). CrenmanbHas Mporeaypa HpoBeAeHuss TecToB mnepenauyn naHHsix CMS (Debugging
Data Transfers) onpeaensieT cienyromue KpUTEpUn A1t cepTUPHUKAINN TUHUN cBsi3u LeHTpoB Tier-1:
® CKOpPOCTh Tiepenayd MaHHBIX B/HA 1eHTpHl ypoBHs Tier-O/Tier-1 mommkHa OBITH HE MEHEE
20 Mb/c kpyriIocyTO9IHO,
® CKOpPOCThH TIepenayd AaHHBIX B/Ha HEHTpHI ypoBHs Tier-2 momkHa ObITH He MeHee 5 Mb/c
KPYTJIOCYTOYHO.
Tectol nepenaun nanueix u3 LHIEPHa B OUSIU 6yayt nposenenst B 2013 roay - no OPN kananam
2 u 10 I'6éut/c. TecTl HOMKHBI OYAYT MOKa3aTh CIOCOOHOCTH MPUHUMATH M XPAHUTH CHIPHIE JaHHBIE
CMS B 06beMax, COOTBETCTBYIOIIHNX OOBSIBICHHBIM BO3MOXKHOCTsIM caiita Tier-1 OSSN nns kaxmoro
TECTOBOTO TEPHOIA.

Tecmvt WLCG- u VO-cepsucos

C camoro Hayana, B cooTBercTBUH ¢ TpeboBaHmsiMu WLCG u skcnepumentoB Ha LHC,
co3naBaeMblit Tier-1 gomkeH 00ecIeunTh ONpeACIICHHBIN Ha00p CEPBUCOB IS BCEX IKCIIEPUMEHTOB.
B gactrocTH, Tier-1 OMSIN noimkeHn oOeceynTs:

e cucremy aBropm3anuu u 6e3onacHoctd WLCG (GSI, Argus, gl.Exec),

e poruncnutensHbie meMenTsl - Computing Element (CREAM CE) u paGoume y3mbl -
Worker Nodes,
3JIEMEHTHI XpaHeHus - Storage Elements (IuCKOBBIE U IEHTOUHEBIE),
MOHHTOpHpOBaHue U cuctemy peructpanuu (Nagios, APEL),
CHUCTEMY yIpaBiieHHs 3arpy3koit (WMS),
CUCTEMY pETruCTpallMyd aKTHBHOCTH W ydeTa HCIOJIb30BaHMA pecypcoB - Logging and
Bookkeeping (LB),
nHpopmarmornyto cucremy (BDID),
e cinyx0y nepenaun daiiios (FTS),
e 6azossie cepBucel (NTP, DNS, logging and auditing),
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® mpokcu-depmy http,

®  CepBHCHI, crienudHuUecKue A KaXJol BUpTyainbHOU opranuzamuu (VO), B 4acTHOCTH,

it CMS: PhEDEX.

[Iman pabor mpemycMaTpWBacT TECTHpOBaHHME Bcex cepBucoB B OMSM Ha Bcex artamax
co3manus Tier-1. MaTerpamus B ctpyktypy SAM/Nagios 1 TeCTbl JOCTYITHOCTH W HAJE)KHOCTH OyIyT
NpoM3BelleHbl Ha JTame co3jaHus mnporotuna (mexkabps 2012), m B panpHeimeM mpoBepKa
JOCTYITHOCTH U HaJle)KHOCTH Pa3BEPHYTHIX PECypcoB OyIeT NMPOU3BOIUTHCA MOCTOSHHO, C NEPBBIX
nueit 3ammycka Tier-1.

OCHOBHBIE TECTHI TOCTYITHOCTH M HaJEKHOCTH IUTAHUPYETCs BBIMOIHUTE B KoHIEe 2013 roxa,
korga Tier-1 OMSUN nocturner 3amnanupoBanHoro oobema 10% Bcex y3noB WLCG yposuas Tier-1 B
COBOKYITHOCTH.

Tecm oocmynnocmu caiimol (Site availability)

I'pun-cepsucel B WLCG Ttectupytorcs ¢ momouibto cTpykrypsl SAM (Service Availability
Monitor) [13], koTOpasi IEPHOAMYESCKH 3aITyCKAaeT TECTHI BCEX CEPBHUCOB B MH(ppacTpykType. SAM
SBIISCTCSA OJHUM M3 OCHOBHBIX HCTOYHHMKOB MH(pOpManuu o padote ['pu, KoTopas HCIONb3yeTCsl IS
ompeneNeHNsT TOCTYIMHOCTH cepBucoB. B CMS crpyktypa SAM wHCHONB3yeTCS i 3aITycKa
COOCTBEHHBIX TECTOB BBHIUMCIUTENBHBIX dneMeHToB (CE) u cuctemsl ynpasnenus pecypcamu (SRM)
Ha caiiTax. [l KaXIOoro Tuma cepBHca ONpPEAENeH OJUH MM HECKOJIBKO KPUTHUYECKUX TecToB. B
COOTBETCTBUU C 3a/JlaHHBIM HHTEPBAJIOM BPEMEHH, JOCTYIHOCTh CEPBUCA ONpeNessieTcs KakK IOl
BPEMEHH, B TEUEHUE KOTOPOTO CEPBUC MPOILIEN BCE KPUTUUECKUE TECTHI, a TOCTYMHOCTh CalTa - Kak
JI0JI1 BpEMEHH, B T€UEHHE KOTOPOIo MO KpalfHeEW Mepe OJIMH CEPBUC JAHHOTO THUIA TOCTYIIEH Ha caifTe.
Kpurnueckue tectsl mist CE u SRM nipuBeeHs! B Tadumie 3.

Tabmuma 3
Pesynbrar MunumansHoe Bpemst Hagano Komnen
HEIPEPBIBHOMN pabOTHI
(Mecs1eB)
Ucnonnenune 85% 3anau 2 Hexk. 2013 ®esp. 2014
HocrymHocTh 98% 00BeMa XpaHEeHUS 2 Hexk. 2013 ®esp. 2014
Pa6ota 98% cepsuco WLCG u VO 2 Hexk. 2013 Desp. 2014

K xonmy 2012 roma ycpemnenHas moctymHocTh Tier-1 OUAN oxumaercst Ha ypoBHe 70%, C
Y4eTOM 3aIUIaHUPOBAaHHBIX OTKItOoUeHMiA. [locTymHOCTh Oyner moBeneHa 10 85%, B COOTBETCTBUU C
tpeboBarmsamMu CMS mis caiitoB Tier-1, B cepenmnae 2014 roma, xorna caidt Tier-1 OMSN  Oymer
pa3BepHYT B MOJTHOM MaciiTaoe.

Tecm 3anycka 3adau (Job Robot)

Eme ogHMM JOMONHUTENEHBIM METOIOM TECTUPOBAHUS SBISICTCS 3aIyCK 3a]adv, IMOJIOOHBIX
peaNbHBIM 3aadyaM aHanu3a JaHHbIX. Otiouume ero or TecTtoB SAM 3akirodaeTcs B TOM, YTO
CTAaTUCTHKA B 3TOM CiIydae CyIeCTBeHHO BhImIe (~600 3amau/(caiT B J€HB)), a TaKKE B TOM, YTO
MOCKOJIbKY HCTIONB3yeMbIe JaHHBIE MOTYT OBITH pacrpeieficHbl M0 MHOTHUM J¥CKaM, Harpy3ka Ha
CUCTEMY XpaHCHHS TOXE BBIINIE, YTO JacT OOJBIIYH JIOCTOBEPHOCTh pPe3yabTaToB TecTa. Jlms
peanm3alid 3TOro MeTtonma Opura paspaborana cucrema Job Robot, koTopas aBTOMaTHYECKH
3amycKaeT 3a7a4M, UCIIONIb3Ys CHCTEMY 3aITycKa 3amad ananm3a nanaeix CRAB [14].

Uepes perynspHble WHTEPBAIBI BPEMEHM CO3JaeTCs HOBas 3ajada aHalu3a JaHHBIX CO
crienanbHBIM Ha0opoM naHHBIX (dataset). 3arem 3Ta 3ajada pa30HMBaeTCs Ha HECKOJBKO 3ajad,
KOTOpBIE 3amyckaroTcs kak Habop glite WMS [15]. Kaxxgas Takas 3amada BBIIOJTHSET HEKOTOPYIO
TPUBHAIBHYIO 00pabOTKYy YacTH JaHHBIX. Pe3ynpTaThl 3amycka 3alad KIACCU(PUIMPYTCS Kak
YCIEITHOE BBITIONHEHHE, OTKAa3 IO NpUYMHE cOOsl caMoil 3ajjaud W OTKa3 M0 NPUYHMHE OIIUOKU
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nporpaMMHoro obOecrieueHuss rpua. Ha caiitax ypoBus Tier-1 cucrema Job Robot wmoxer
WCTIOJIB30BAaThCS IS SMYIISALNU 0TOOpa 10 33JaHHBIM KPUTEPHUSIM COOBITHH M3 PEKOHCTPYHPOBAHHBIX
nmaHHbIX (data skimming). Ota onepanus HHTEHCHBHO YHTAET NaHHBIC, U TEM CAMBIM CHIIBHO 3aBHCHT
OT (DYHKITMOHUPOBAHUS UHPPACTPYKTYPhI XpaHEHUS TAaHHBIX.

ExenneBHas cratuctuka cuctemsl Job Robot ucmons3yercs ans onpeneneHus: AOJIH YCHEITHBIX
3aIyCKOB TSI KaXI0T0 caifita. B HacTosiiee Bpems 3amyckaetcs okosio 25000 3amad Ha nmpumepHo 60
LEHTpax, YTO HE NOXOAMT IO MAaKCUMaJbHO BO3MOXHOH 3arpy3ku meHTpoB. OmHako, cuctema Job
Robot MoxeT ObITh HACTPOEHA TaK, YTOOBI HCIOIB30BaTh Bee JocTymHbIe A1t CMS pecypchl HEHTPOB
MOJTHOCTHIO M 3aT€M CPAaBHUTH PE3YJITAT C TEM, YTO 3asBICHO CAWTOM, YTO MO3BOJSIET OOHAPYKUTH
y3KHe MecTa B paboTe CEepBHCOB.

Onepamuesnoe oocayyncusanue u noooeprcka yenmpos yposuaTier-2
B cootBercTBUM ¢ BEruncutenbHOR Moaensio CMS, nieatp Tier-1 OUAU Oyner

®  TIPOBOJUTH OTNEPAIMOHHEIE PabOTHI, B COOTBETCTBUM ¢ TpeboBanuss WLCG [16]

® TPUHUMATh COTIIACOBAHHBIC OOBEMBI CHIPHIX JAHHBIX U IAHHBIX MOCIUPOBAHUS;

e obecrneunBaTh JOCTYI K JaHHBIM M3 APYrHX LeHTpoB ypoBHA Tier-2/Tier-3 undpacTpykTypsl
WLCG;

e oOecneunBarh pabotry kaHaoB FTS mis poccniickux 1ieHTpoB Tier-2, BKItoYass MOHUTOPHHT
nepeavy JaHHBIX.

Bonee neranpHo 3amaun OynyT onpeneneHsl B Mae 2013 rona.

Tier-1 OWMSM OymeT OCYImECTBIATh OIEpaTUBHOE OOCITYy)KMBaHHE W  TOIIACPIKKY
PETHOHAIBHBIX IIEHTPOB M IOJIB30BaTelCiH. OJTO OOCIy)XMBaHWE JOKHO OBITh JIOCTYIHO B
odunmansHoe pabdouee Bpems (9:00 — 18:00 MSK), a Takke MODKHO BKIIOYATh MOIICPKKY C
MOMOIIIBIO DJIEKTPOHHON MOYTHI M B HEKOTOPBIX CIydasX - BbIE3J CIIEIUAINCTOB B PETHOHAIHHBIE
IIEHTPHI, TpeOyrorTue moMorn. [Toxmepikka BKIItoYaeT B ceos:

®  KOHCYJIBTALlMH 10 Pa3BEPTHIBAHUIO TUITUYHOTO TPU/I-IICHTPA;

®  TIOMOIIb MO CHEIU(PUISCKAM TIpOodIeMaM IPUI-CEPBUCOB;

®  TOJ/IepKKa B pa3pelleHUH HITUICHTOB, CBSI3aHHBIX C 0€30MaCHOCTHIO;
®  PACIpOCTPaHEHUE MOJIOKUTEITBHOTO OIBITa PA0OTHI.

3akiaro4eHue

I'enepanbuplii nan npoekta mo co3ganuio CMS Tier-1 nentpa B OMAM coctouT u3 Tpex
ocHOBHBIX 3TarmoB B 2012-2014 rr. [lepBsIit 3Tam HameneH Ha co3ganue B KoHre 2012 r. mpoToTHuma
paboraromiero IMeHTpa, ¢ 0OmEeHd MOITHOCTHI0O KOMIBIOTEPHBIX pecypcoB Ha ypoBHe 10% ot
HOMUHaNbHOTO LeHTpa Tier-1. Bropoit stan gomkeH ObITh 3aBepmieH K kKoHmy 2013 r. cozmanuem
noytHoMacITabroro medrpa ypoBHs Tie-1 (daza I). Ilociaemyromue yBemndeHHE KOMIIBIOTSPHBIX
pecypcoB OyzeT ocyinecTBasThes B Teuenun 2014 r. (dasa II) (cm. Tabmuiy 4).

Tabmmma 4. OxkumaeMblii pocT KOMITBIOTEPHBIX pecypcoB CMS Tier-1 eatpa 8 OUSAN

2012 2013 2014
CPU (HEPSpec06) 14400 28800 43200
Hucku (Terabytes) 660 3168 4224
Jlents! (Terabytes) 72 5700 8000

264



JIutepaTtypa

[1] CMS Collaboration, CMS, the Compact Muon Solenoid: Technical proposal”, CERN-
LHCC-94-38

[2] http://lhc.web.cern.ch/lhc/; http://public.web.cern.ch/public/en/lhc/lhc-en.html

[3] http://public.web.cern.ch/public/

[4] G.L. Bayatian et al. (CMS Collab.), Journal of Physics G: Nucl. Part. Phys. 34, 995 (2007);

[5] S. Chatrchyan et al. (CMS Collab.), JINST 3 S08004 (2008)

[6] LHC Computing Grid Technical Design Report. CERN-LHCC-2005-024, 2005;
Worldwide LHC Computing Grid (WLCG), http://lcg.web.cern.ch/LCG/public/default.htm

[7] Worldwide LHC Computing Grid Memorandum of Understanding,
http://lcg.web.cern.ch/lcg/mou.htm

[8] V. Gavrilov at al., RDMS CMS Computing activities before the LHC startup, see Proc.of
this Int.Conference “Distributed Computing and GRID-technologies in Science and
Education, Dubna, 2012, ibid????.

[9] V. Gavrilov et al., RDMS CMS data processing and analysis workflow, in Proc. of XXIII
Int. Symp. on Nuclear Electronics & Computing (NEC 2011), Dubna, 2011, pp.148-153.

[10] C. Grandi, D. Stickland, L. Taylor, CMS NOTE 2004-031 (2004), CERN LHCC 2004-
035/G-083; CMS Computing Technical Design Report, CERN-LHCC-2005-023 and CMS
TDR 7, 20 June 2005.

[11] R. Rocha et al., Experiment Dashboard for Monitoring of the Computing Activities of the
LHC Experiments on the Grid, Grid Computing. Nuclear Science Symposium, IEEE
(Dresden), October 2008; http://dashboard.cern.ch/cms/

[12] J. Andreeva et al., "Dashoard for the LHC Experiments", Proceedings of International
Conference on Computing in High Energy and Nuclear Physics (CHEP 07),
J.Phys.Conf.Ser.119:062008, 2008.

[13] A.Duarte, P. Nyczyk, A. Retico, D. Vicinanza, "Monitoring the EGEE/WLCG Grid
Services", J. Phys.: Conf. Ser. 119 (2008) 052014.

[14] D. Spiga et al., "The CMS Remote Analysis Builder (CRAB)", LNCS vol. 4873, pp. 580-
586 (2007).

[15] P. Andreetto et al., "The glLite workload management system", J. Phys.: Conf. Ser. 119
(2008) 062007.

[16] http://wlcg.web.cern.ch/grid-operations

265



TECTUPOBAHUE ITPOU3BOAUTEJIBHOCTH PVM U MPI
C MUT'PAITMEN ITPOHECCOB MOSIX B
PACIIPEJEJIEHHOU BBIYUCJ/IUTEJIBHOU CPEJE
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B HacrosimeM cooOIeHNN ONMCHIBAIOTCS PEUMYIIIECTBA CXEMbl MUTPAIIMX TpoLiecca st
YIIy4IIEHHUS MCIONIB30BAHUS BBIYMCINTEIBHBIX PECYpCOB, a TaKKe BO3MOXXHOCTU IOJYYUTh
CYIIIECTBEHHBIC YCKOPEHHUS MIPH BBIIOJHEHUHN MTAPaJUICIBHBIX M MHOTO3aJaqHbIX MTPHIIOKEHUH. MBI
MPOBEJHM HECKOJBKO 3kcrniepuMeHToB ¢ PVM u MPI, nonynsipasiMu cpegaMu mporpaMMUpOBaHUS
JUT TIApajUIeNIbHBIX BBIYHCIICHUH, KOTOPBIE HCIIONB3YIOT CTaTHYECKOE IUTAHHPOBaHHE IpoIiecca.
DT TecThl OBUIM BBITIONHEHBI IO YIpaBIeHHEM orepanuonHo cpeasl MOSIX, ¢ u 6e3
MPEUMYIIECTBEHHON CXEeMBI MUTPALIAH TIporiecca. Pe3ymbTraTsl ’THX TECTOB HATIIITHO JOKA3hIBAIOT
NperMyIIecTBa HUCIIONB30BAaHMS MHUTpaluH mponecca. Kpome Toro, B cTarbe aHalIM3upyeTcs
¢aiinosas cucrema DFSA u onpenensiercst mpousBoxurensHocts MES ¢ u 6e3 DFSA.

Beenenue

CoBpeMeHHbIE KOMIBIOTEPHBIE TEXHOJOTHH TO3BOJISIOT CO37aBaTh OTHOCUTEIHHO JEIIEBHIE
MHOTOMAIIIMHHBIC ~ KOMIUIEKCBI C  OOMIMM  MaTeMaTWYeCKUM  OOCCIIeYeHHEM U OOIUMU
BBIUMCIIMTEIBHBIMU PECYpCaMH - BBIYHCIMUTENBHBIE KiacTepbl. Takwe cucTteMbl 00eclednBaioT
OTHOCHUTENFHO HU3KYIO CTOMMOCTD BBIYHCIICHHH, XOPOIIIO MacIITaOUpyeMbl, IMEIOT BRICOKHH YPOBEHB
HAJICKHOCTH, UMEIOT allpOOMPOBAHHBIC HHCTPYMEHTAIBHBIC CPEICTBA JIsl KOHCTPYUPOBAHUS, OTIAIKU
U aHaiu3a mnapamwiensHeix mporpamm [1]. B cooGmennn paccmarpuBaercss MOSIX TexHomorus
OpraHM3aIN{ KIACTEPHBIX CUCTEM U CPENCTBA TECTUPOBAHMS €€ MPOU3BOTUTEILHOCTH, 00CYKIAIOTCS
ocobennoctu u BozMoxHOCTH. MOSIX — cucremnoe 1O mus UNIX-mogo6ubix OC, Takux Kak
Linux, cocTosimiee W3 aJalTUBHBIX AJITOPUTMOB PA3JCIICHUS PECYpPCOB. DTO MO3BOJSIET MHOXKECTBY
omuonporieccopapx (UP) m SMP y3maM MCHoias30BaThes sl pabOTHI IO CAWHBIM YIIPABICHUCM.
Anroputmbl  pasnenenust pecypcoB MOSIX pa3paboTansl B COOTBETCTBHH C HCIIOJB30BaHHUEM
PECYPCOB Y37IOB B peXHME PeajbHOTO0 BPEMEHU. DTO AOCTHraeTCs MUTPaLUEil MPOLEccCOB ¢ OJHOTO
y371a Ha JIPyro¥, IpenMyIeCTBEHHO M MPo3payHo, s GamaHcupoBku 3arpy3ku (load-balancing) u
MPEIOTBPAIICHUS] TIepPeToIHeHUsT maMATh. Llenpro Takodl opraHW3amyy BBIYUCIECHUH SBISETCS
YBEJIIMYCHHE CyMMapHOH NPOW3BOJUTEIHLHOCTH W CO3IaHUE YIOOHOW MHOTOIMONB30BaTCILCKON W
pasaenseMoi o BpeMEHH CPEeIbl IS 3aIycKa MOCIeI0BaTeIbHBIX M apasUIeIbHBIX MPUIOKEHUH [2].
OHa mopmepXKMBacT W WHTCPAKTUBHBIE TMPOIECCHI M TMakeTHble 3amaHusa. MOSIX MoxHO
paccMarpuBaTh Kak ONEPAIMOHHYI) CUCTEMY MYJBTH-KJacTepa, KOTopas BKIIFOYAeT aBTOMATHUECKOE
oOHapy)XeHHE pecypca ¥ JIUHAMHYECKOE pachpeielicHue pabodell Harpy3ku, OOBIYHO OHa
3arpy’kaercs Ha YEOUHEHHBIX KOMITBIOTEpax C OONBIINM KOJH4YecTBOM ImpoiieccopoB [3]. Cucrtema
MOSIX obecneunBaeT aBTOMaTHYECKOE IIEpPEMEIICHHE TpoIleccoB Mexay HuMH. OHa pacmmpser
aapo Linux MexaHM3MaMM MUTpalid W TPEJOCTaBISCT KOMIUICKT YIPABISIOMIUX — YTHIIUT,
MpeIHa3HAYEHHBIX JJI HACTPOWKH CHCTEMBI PACIIPE[ENIeHUsI MPOIECCOB, a TaKKe A OTIaIKH U
koHTpONst. OcobenHocThio MOSIX sBIsSE€TCS OTCYTCTBHE IIEHTPATM3OBAHHOTO YIIPABICHHUS —
KaXIBIH y3ell KJIacTepa MOXKET padoTaTh KaK aBTOHOMHAs CHCTEMa W CaMOCTOSTEIBHO YIPABISATh
BBIUMCIIMTEIBHBIMU  MPOLIECCAMU. JTO IMO3BOJSET JUHAMHYECKA KOH(GUTYPUPOBaTH KIIACTE,
HapaluBas WIA COKpamias KOJIMIECTBO y3II0B 0e3 ocTaHOBKU cucTeMEl. [1pu Heobxomumoctrn MOSIX
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JIOITYCKAET WCIIOJIb30BAHUE CTATUYECKOTO YIPABICHHS, 4YTO TIO3BOJSCT HAKIIAIbIBATh SBHBIC
OTpaHWYECHUS ISl  JIOCTHKCHHS MaKCHMAaJBbHOW J(QEKTHBHOCTH KOHKPETHOW  KJIaCTepHOMN
ApXHUTEKTYPHI [4].

®DaiinoBas Cucrema MOSIX (MFS)

KirroueBBIM KOMITOHEHTOM JTF000H pacTpeIeICHHONH CHUCTEMBI SBISETCS (hailjioBasi cUCTeMa.
Kak u B IleHTpanM30BaHHBIX CHUCTEMaX, B PACIPENEICHHON cucTeMe (QDyHKIMeH (ailloBOH CHCTEMBI
SBIISICTCS XPaHCGHUE MPOrpaMM W JaHHBIX, a TaKXe MPEJOCTaBICHUE OCTylla K HHUM IO Mepe
HeoOxomuMocTr [5]. 3aeck aHamusmpyercs dainoBas cuctema mpsmoro moctyma MOSIX
(DFSA),ycioBue, KoTopas MOXKET YAYYIIUTh MPOU3BOAMTEIBHOCTh KIACTEPHBIX (haHIOBBIX CHCTEM,
TI03BOJISIS MHTPALIHOHHOMY TPOLIECCY HEMOCPEACTBEHHO MOMYUYHUTh AOCTYI K (ailyiaM B ero TeKyIIeM
pacmosiokeHuu. Takash BO3MOKHOCTh, B OOBCAMHEHHHM C COOTBETCTBYIOMICH (DaillloBOl CHUCTEMOM,
Moria OBl CYIIECTBEHHO YBEIWYUTHh MPOM3BOAUTEIHHOCTh BBOAA-BBIBOAA M YMEHBIIHTH CETEBYIO
neperpysKy, IepemMernas Mpolecc, WHTCHCHUBHO WCIOJB3YIOIMA CpelCcTBa BBONA-BBHIBOAA, HA
¢aitnoserii cepBep. DFSA noaxonut nyis KiacTepoB, KOTOpPbIE YIPABIAIOT MyJoM oOmuxX auckoB. C
DFSA M0oXHO IepeMeCTHTh HapajiIelbHBIE TTPOIIECCHl ¢ KIIMEHTCKOTO y3i1a Ha (haiIoBbIe cepBepa IS
MapauIeTbHOTO AOCTYIA K pa3audHbiM (aitnam. UToObI mpoTecTHPOBaTh €€ MPOU3BOIUTEIIEHOCTD, MBI
Oynem ucnonb3oBaTh (painoByro cuctemy MOSIX (MFS), xotopast paspemiaeT HEIPOTHBOPEUUBBIE
napajuieIbHBIC OTIEpalliy Ha PAa3IHMYHbIX (aitmax [6].

daiinoBast cucreMa TnpsMmoro pgocryna DFSA Owsuta pa3paboraHa, YTOOBI yMEHBIIIHUTH
JIOTIOJTHUTEIILHBIC W3/ICPKKH BBOJA-BBIBOJIA, NIEPEOPUCHTHUPYST CHCTEMHBIC BBI3OBBI MHUTPAIIMOHHOTO
mporecca. JT0 OBUIO CHENaHo, YTOOBl OTPAaHWYHUTH BBITTOJHEHHE OONBIIMHCTBA TAKMX CHCTEMHBIX
BBI30BOB JIOKQJIEHO Ha TEKyITleM y3Iie Tmporecca. B momomuenne k DFSA HOBBIN anropuT™, KOTOPBIi
YYUTHIBACT OIICPAIMK BBOJA-BBIBONA, OBLT JOOABIICH K CUCTeMe OanaHCUpOoBKU Harpy3ku MOSIX. B
pe3ynbrate STHX M3MEHEHHMH MpOLEecC, KOTOPBIA BBIMOIHAET OT YMEPEHHOrO A0 OOJBIIOro o0beMa
oTepanii BBOAA-BbIBOAA, MUTPHUPYET Ha y3el, KOTOPbI M 3aHHMAaeTcs, B OCHOBHOM, ONEpaIusMHU
BBOJA-BbIBOZIa. Elle OAHO OYEBMAHOE NPEUMYILIECTBO COCTOUT B TOM, YTO y TPOLECCOPOB,
3aJICHCTBOBAHHBIX KaK B ONEPAIUSAX BBOI-BBIBOJA, TaK U JJIA BBIYMCICHUN, TOSBISICTCS OOJBINIAs
TUOKOCTh JJII TAKOM WX MHUTPAIM C COOTBETCTBYIOIIMX Y3JIOB, KOTOpas Jydile OalaHCHUpPYyeT
Harpy3ky. Cucrema MOSIX pacripeneneHa u MacmradupyemMa, TOCKOIBKY OHa MO3BOJISICT BEITIONHSATE
MHOTO TPOLECCOB OAHOBPEMEHHO, M €W JOCTYyNHBI pa3luuHble (ailibl, KOTopble ObLTH
MIPEIBAPUTENBHO BBIJICICHBl PA3IUYHBIMA y3JIaMH 1O BBITIOJHEHHUS TapaJIeTbHBIX MPOIECCOB.
Vnyumenuss MOSIX peanu3zoBaHbl B sSpe ONEpallMOHHONW CHCTEMbI, 0e3 HM3MeHeHHs uHTepdelica
UNIX, 1 OHM NOITHOCTBIO IPO3PAYHBI IS MPUKIAIHOTO YPOBHS [6].

IpoussogureasHoctd PVM u MPI ¢ u 6e3 murpamuu npoueccos MOSIX

Jns opranM3anyy pacrpeaesieHHOW BhIYNCIATENBHON cpellbl Hanboee 4acTo MCIONb3YIOTCS
cnenyroomue nporpammusie cpeactsa: MPIL, MOSIX, PVM. PVM sasnsgercs nomysisipHOM cpenoit
MPOrpaMMHUPOBAHHS, KOTOpas TO3BOJIAET TOJB30BATENIM OOBEAUHATH IONKIIOYEHHBIE K CETH
KOMITBIOTEPHI ¥ HAXOUTH YCTPOHCTBA, KOTOPHIE MOXKHO HCITONB30BATh I OPTaHU3AINN BEIUYHCICHUH.
Ee ocHOBHBIE mpemMymiecTBa - MOAACPXKKA HEOAHOPOAHBIX CeTell W MallWH, BO3MOXXHOCTH
OpraHM3aliy JHHAMUYECKOTO TPOIecca U YIPaBICHUs OTIACIbHON BUPTYyallbHOW MAITMHOM, a TaK ke
mpoctora M SPPEKTUBHOCT, OHOMMOTEKH M IOJIb30BATEIbCKOr0 uHHTepdeiica. [naBHas 1eib
UCNoib30BaHuss PVM — 3T0O TOBBINICHHWE CKOPOCTH BBIYHCICHHA 3a CYET WX MapauIeIbHOTO
BhIMOTHeHUs. DyHknnonupoBanne PVM ocHOBaHO Ha MexaHW3Max oOMeHa WHGopMalmed Mexmy
3a/1auaMu, BBITIOIHAEMBIMHE B ee cpefie. OCHOBHbIE HeocTaTku PVM - 3To cTarndeckoe 3aKperieHne
3a1a4 3a y3J1aMH, KOTOPOE NPUBOAHMT K HECTOCOOHOCTH S(PQPEKTHBHO OTBETHTh HA W3MCHEHHUS
3arpy3KH y3JI0B, U IPEATNOIOKEHHE, YTO Bce padoune CTaHIUK UMEIOT OJTM3KUE CKOpPOCTH [2].

MPI — »3T0 cTaHmapT Ha MPOrPaMMHBIM WHCTPYMEHTAPHH IJisi 00eCIIeUeHUS CBSI3U MEXKIY
OTZENIbHBIMM TIpOllecCaMM MapayienbHoM 3agaun. MPI mpegocrtaBisgeTr nporpaMMUCTy €OUHBIN
MEXaHH3M B3aHMMOJCHCTBHUS MPOIECCOB BHYTPH MapaylIebHO HCHONHSAEMON 3aJadd HE3aBHCUMO OT
MAIIUHHOM apXUTEKTYphl (OTHOMPOLIECCOPHBIE, MHOTOMNPOLIECCOPHBIE C OOLIeH WM pa3aeabHOR
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NaMsThIO), B3aWMHOTO PAaclONOKEHHUsI MPOLECCOB (Ha OXHOM (HU3MYECKOM IMpoleccope WM Ha
pa3Hbix) U API onepaunonHoi cuctemsl. [Iporpamma, ucnons3yromas MPI, nerko omiaxxuaercs u
MEPEHOCUTCSl Ha Jpyrue IIaTGopMbl, YacTo MAJS DTOTO JOCTATOYHO TIPOCTOHN IMEePEeKOMIIUISIINN
HCXOJTHOTO TEKCTa MPOTrpaMMBI [7].

B mamewm skcniepumente kinactepbl MOSIX ObutH cO37aHBI B TETEPOTCHHON W BHPTYabHOM
cpemax. B rereporennoii cpene ObutH ycTaHOBIEHBI TIporpaMMbel PVM 1 MOSIX u Heil 3amyckanoch
MIPUIIOKEHNE, KOTOPOE BBIYMCISET MPOLECCOPHOE BpPEMs NMPH YMHOXKEHUH MaTpull. B BupTyanbHOI
cpeae Obmn yctanoBieHsl nporpamMMel MPI u MOSIX u B He#l 3amyckaioch NPHIOKEHHE IO
ONPENCIICHUIO BPEMEHU 3aJepKKU TIpU CHUHXpoHM3auuu TmporeccoB MPL. B »stom mnpumepe
BBITIONTHSCTCS KOMMYHHUKAITMOHHBIA TecT MPI (Bpemst 3anepkku coobmmennii). MPI-0 ormpasmsier 1-
OaiitoBoe coobmenue Kk MPI-1, 3arpaunBas Bpems Ha oXHOaHuWE OTBeTa MeXAy HUMH. [locie 3Toro
MPOU3BOMUTCS CHHXPOHM3ALWSA ISl KaXAOTO TIOBTOPEHHS, CpEIHEE BpPEMEHH OXKHIAHUS
MOJICYUTHIBAETCS TIPY 3aBEPIIEHUU. DTH TE€CThl ObUTH BBIMOIHEHBI O] YIIPABIEHUEM OIEPAaMOHHOMN
cpeast MOSIX, ¢ u 6e3 mpenMyIIecTBEHHON CXeMbl MHUTPAllH Tpouecca. Pe3ynbTaTsl 3THX TECTOB
JI0Ka3aJIH JOCTOMHCTBA MCTIOIb30BaHMs MPEUMYILIECTBEHHON MUTpalliy Mpoliecca.

CpaBHeHHe NPOLECCOPHOT0 BpeMeHHU NMpU yMHOokeHnu MaTpul Ha PVM u MOSIX
CHayana BBITIOJHSIETCSI TIPUIIOKEHUE - YMHOXeHHUs1 Marpull Ha PVM 6e3 MOSIX, morom Ha
MOSIX. 3arem, Ta xe mpomemypa moBtopsiercs Ha PVM ¢ MOSIX. B tabmume 1 u Ha puc.l
IPUBEIEHBl PE3yIbTaThl MO0 HU3MEPEHMIO IIPOLECCOPHOIO BPEMEHU IPU YMHOXKEHHH MaTpul. OTH
pe3yNbTaThl HAMISAHO JOKAa3bIBAIOT MPEUMYILECTBA HCIOJB30BAHUS TPUOPUTETHBIX MUTPALUMA
nporecca.
Tabmuma 1. BpeMs BeraucieHuit (CEKyH/IbI)

Bpewst seraucnennii (PVM 6e3 MOSIX) | Bpems Beraucnennii (PVM ¢ MOSIX)
PasmepnocTu
MaTpHLl
6 mpoueccopos 10 mpoueccopon 6 mpoueccopos 10 mpoueccopon

400x400 0,326 0,376 0,322 0,347

600x600 1,082 1,066 1,065 1,053

800x800 1,805 1,626 1,864 1,628

1000x1000 3,032 2,378 2,8 2,670

6
35 npoueccopos Jlnst cpaBHEHHS BPEMEHU 3aJICPIKKU
- / (l\;\é';/.';es npu BBITIOTHCHUH TECTOBOIO
% 25 /f, 5 —_- -1 KOMMYHUKAIIMOHHOTO TpuiioxkeHust Ha MPI u
g 2 L R MOSIX, CHaJania OBLIIO0 3amyIeHo
g 5 P MOSIX) MPWIOKCHUE 110 OINPEACICHUIO BPEMEHU
& Oi S e sanepxkku Ha MPI 6e3 MOSIX. U notom Ta
g 7 T e ormeparnus mosropstiack nogq MOSIX. B
R R R . MOSIX) Tabnuie 2 u Ha prc.2 MOKa3aHbl Pe3yIbTaThl
Q@&Q Q@@Q 0@‘39 éf g M0 OIpPE/ESIICHUI0 BPEMCHH 3aJICPKKH  Ha
¥ © MY (npp\me; opes npunoxennn MPI-latency. Ot pesyasrarbl
PazmepHOCTb MaTpuL, MOSIX) TaK K€  JOKAa3blBAlOT  MPEUMYILECTBA
WCTIONB30BAHUS TPUOPUTETHBIX MHUTPAIUi
Prc. 1 nporecca.

Tab6muria 2. BpeMs 3anep)Xku (MUKPOCEKYH/IBI)

Bpems oxxumanus moiHoro ooxona | BpeMs oxugaHus 0JJHOCTOPOHHETO TBUXKCHUS
Homep npouiecca

MPI MOSIX MPI MOSIX
2 12152 11877 6079 5938
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OTIMYUTEIBHBIMU  OCOOCHHOCTSIMUA  BBITIONTHCHUS TTPUIOKCHUN
aZanTHBHAS TIONWTHKA PAaCHpeNesieHus] pPecypcoB,

3 12643 11975 6321 5987
4 11875 11228 5937 5614
5 13296 11623 6648 5811
6 13160 11378 6580 5689
14000M e —&— BpeMsi TOTTHOTO
ofxona (MPT)
12000 M
—&— ppeMsa
10000 OZIHOCTOPOHHETO
meiokernst (MPT)
8000
BpeMsi TIOJIHOTO
6000 l’——lkg::: obxoma (MOSIX)
4000 B npews
OJIHOCTOPOHHETO
2000 JBIDKEHUS
(MOSIX)
0
2 3 4 5 ¢ Homep nponecca
Puc.2

Ha MOSIX sBugrorcs
CUMMETPUSI M THOKOCTh KOH(HUIypaIHH.

KomOunupoBaHHBI 3QQEKT 3THX CBOWCTB MOApPa3yMEBAET, YTO IOJb30BaTeNb HE AOJDKEH 3HATh
TEKYyILETO COCTOSIHMS pECYypcOB Ha pa3iM4YHBIX y3/Iax M Jake UX KoiamdecTsa. IlapamnenbHble
HPUIOKEHUS MOTYT BBINOIHATHCS, 1M03BoLsII MOSIX HasHauaTe M IepeHa3HayaTb IPOLIECCHl Ha
3¢ deKTUBHEHIINE U3 BO3MOXKHBIX y3JIOB, ITIOYTH TaK ke, Kak 1 B SMP. B oTiuune oT Takux MakeToB,
kak MPI wiu PVM, ¢ukcupyrommx npoueccsl B KOHKPETHHIX y3nax kiactepa, MOSIX obecneunBaer
UX Mpo3payHylo AMHaMHudecKyro murpanuto. Ilpm stom MPI m PVM Moryr wucnomnb3oBaThCs
coBmecTHO ¢ MOSIX. 3aBHCHMOCTS TPOU3BOAUTEIILHOCTH OT CKOPOCTH TIpoIieccopa M 00beMa maMsTh
Ha CTapTOBOM Yy3J€ W [Js MOBBIIIEHHS MPOU3BOAUTEIBHOCTH Ha CHIJIBHO CBA3aHHBIX 33Ja4ax
HEOOXOMMO TMOBBIIIATH CKOPOCTH CETH, HarpuMmep ucoin3ys Gigabit Ethernet unmu Myrinet.
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GRIDCOM, GRID COMMANDER: T PA®OUYECKASA
OBOJIOYKA UJIA PABOTHI C 3AJAYAMU U
JAHHBIMUA B I'PUJIE

B.B. l'anaktroHoB
Jlabopamopus ungopmayuonnvix mexronozuii OUAU, 2. /[yona
galakt@jinr.ru

WLCG (Worldwide LHC Grid Computing) — mporpaMMHO-BBIYHCIIUTEIBHBIH KOMIUIEKC
pacrpesielleHHOW apXHUTEKTyphl NpeAHa3HadeH /Uit cOopa, XpaHEeHWs W 0OpaOOTKH OOJBLIOTO
o0bema naHHbIX, renepupyembix yckopurenem LHC (Large Hadron Collider) [1].

B  nmanHOW  myONMWKamMKW  OIHMCHIBACTCS nporpammebii - maker  GridCom,
TpeIHa3HaYCHHBIA Ui 00eCreueHNsl aBTOMATH3AIlMM JOCTYIIa K CPEICTBAM PpacIpeIelICHHON
cucteMbl WLCG (3a1auaM 1 JaHHBIM).

Bce omeparmum ¢ 3amadaMu W JTaHHBIMH BBITIOJNHSIOTCS MOJB30BATENIEM B KOMAaHIHOM
pexume CLI (Command Language Interface), mpencraBisromuM Cco00H  COBEPIICHHO
HeApyXecTBeHHBIN mHTepdetic momb3oBarens k WLCG. [loatomy, omHON W3 IJIaBHBIX HeJiei
JTAHHO# paboThI ObLTO 0OeceunTh OoNiee yIOOHBIC CPENCTBA JUIS MOJIL30BATENS B (hopMarax yike
M3BECTHBIX COBPEMEHHBIX TI'padMUYECKUX CpEACTB OIEPHPOBAHMS JAHHBIMH M 3aJadaMi, B
YaCcTHOCTH C McHosb3oBanueM cpencts WEB-noctyna k nporpamMHomy obecrieuenno WLCG.

1. Job Management. YnpagsieHue 3aia4amMmu

Pa6ora c 3amavamu B WLCG BBITIONTHSIETCS B HECKOJIBKO TAIOB.
IMoaroroBka 3amaum 3axmtouaeTcs B ee onucanuu Ha s3bike JDL (Job Definition Language) B
TEKCTOBOM (hailiie, KaK MpaBUIIO, ¢ paciiupeHueM uMmeHH .jdl. DTo onmucaHue COACPKUT OCHOBHBIC
napaMeTphl 331a49u:

O THI 33aJa4H,

O Ha3BaHHE UCIOJIHUTEIBHOTO MOIYJI,

O TepedeHb (DaiyIoB C MporpaMMaMH, KOTOPBIE COCTABAT IiepeaaBacMbli B [ pus maker,

O mepedeHb (ailyioB ¢ JAaHHBIMH, KOTOpble OyayT mepenaBatbesi B ['pua B makete (StdInput,
InputSandbox),
niepeyeHs (paitnos i pe3yapTatoB cuera 3aaaquu (StdOutput, StdError, OutputSandbox),

o mepedeHb [pun-¢aiiinoB, HEOOXOAMMBIX 3amade I OOpabOTKHM MaHHBIX W pa3MEIICHUS

pe3yabratoB 00padoTku (InputData u OutputData),

o apyrue TpeboBaHus 3agauu 11 BeiOopa noaxonsimero 1 cueta CE (Computing Element).
3amyck 3aa44 M KOHTPOJIb €€ COCTOSIHUSA BBIONHCTCS Toik3oBaresieM B peskume CLI Ha UT (User
interface)-mammne:
3amyck 3a7a4u:

glite-wms-job-submit —a <jdl-¢aiin>
3anaga nepenaerca B WMS (Workload Management System) u mociie yCHEIHOTO CHHTaKCHYECKOTO
U coziepKaTenbHoro aHanusa jdl-aiina monp3oBaTens MOIydaeT COOOLICHUE TUTIA:
Connecting to the service https://lcgwms01.jinr.ru:7443/glite_wms_wmproxy_server
¢ umeHeM WMS-cepBepa, IPUHABIIETO 3a/1a4y, a Takke uacHTHGUKaTop 3amadu jobID Ttuma:
https://lcglb11.jinr.ru:9000/HAG_Pv8WwtVoVoO0HyBKOpA
3arpoc cocTosTHUSI TIepeIaHHON 3a7]aui BBITIONHSAETCS KOMaHIO0N
glite-wms-job-status <jobID>.

O

IIpu mosBnenuu craryca 3agaan tuma Done (Done (Success) mm Done (Failed)) MmoxxHO 3aTpe6oBaTh
Ha Ul-mamuHy pe3ynbsTaThl cueTa, onrcanubie JDL-mapamerpamu StdError u StdOut:
glite-wms-job-output <jobID> wmu
glite-wms-job-output —dir <dir_name> <jobID>
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Pesynbrarel cuera 3ammchiBatoTcs Ha Ul-mammne B ycranoBieHHoi Ul-xoH(urypatopom
IUpEeKTOpHUH (TIEPBHIN BapuaHT) OO B AMPEKTOPHH, YKa3aHHOM IOJIb30BaTeNIeM (BTOPOW BapHaHT).
ITocne aroro 3amadya mpuauMaet cocrosiaue Cleared.

2. Data Management. YnpasJjieHHe JaHHbIMH
B WLCG ucnonn3ytoTcsi HECKOIBKO THIIOB oniepanuii ¢ daitnamu:

o Maccosass nepecviika  NAHHBIX  IPUMEHSETCS  CHELMAIBHBIMU  YHOJIHOMOYEHHBIMU
aJMUHHUCTpAaTOpaMU I IIepeMELICHUus OOJIBIIMX OOBEMOB IAHHBIX MEXIYy OCHOBHBIMH
XpaHWIMILAMHU JaHHBIX, Hanpumep Mexay TierQ u Tier2. Orta 3agau BBITOIHSAETCS CEPBUCOM
FTS (File Transfer Service).

o [Ilonvzoeamenvckuti ypogenv paboThl ¢ (ailamMu. OTU ONEpaly BBIIOJIHAIOTCS ABYMS
rpynnamu komaua: Ife-* - nns padotst ¢ LFC (LCG File Catalogue)-katanorom u LCG Data
Management tools (lcg_util) 1ms HemocpeACTBEHHBIX omeparuii ¢ ¢aitamu (3aBefcHHE,
KOIMPOBaHUE, yAaJIeHUe U Ip.

o Cneyuanvuwiti (HWOKHUH ypoBeHb) pabothl ¢ paitmamu: GSIFTP (edg-gridftp-* u globus-url-

copy).

2.1. Onepanuu ¢ ¢aiinaMu M0JIb30BATEJbCKOI0 YPOBHS

Upload, konupoBanue ¢aiina u3 nokansHoit Ul-mammnel Ha SE 8 WLCG u BritoueHue ero
umenn B LFN (Logical File Name)-popmare B LFC-karanor. O6s3aTenbHble TapaMeTpbl KOMaHIbI —
Ha3BaHHWE BUPTYalIbHOW opranu3anuu (Uit mpaBwibHOTO BbiOOpa LFC-kaTanora) u uMs JIOKaJIbHOTO
¢aiina B Ul-mammne. Octanbabie atpudythl ['pun-daiina (SE (Storage Element) u LEN-ums daiina)
yCTaHaBJIUBAIOTCA aBTOMATUYECKH (10 YMOJIYAHUIO) JTMOO MOTYT OBITh OIPEAEIECHB! I0Jb30BaTEIEM.
B mo6eix omepamusax ¢ LFC-katasioroM MODKHO OBITH YCTAHOBJICHO 3HAYCHHE IEPEeMEHHOM
LFC_HOST.

Download, xonupoBanue (aiina u3 xpanuwnuiia SE B nokanbhayio Ha Ul-MarimHe ¢aitioByro
cucTemy.

3. Apxutektypa GridCom

[Iporpammusiii maker GridCom coctout u3 AByx yacteil: xruenmckou yactu GridCom wu

ucnoanumenvrotl - Rex (Runtime Executor):
Kauent GridCom He TpeOyeT yCTaHOBKM Ha KOHEUHBIX ITOJIb30BATEIIBCKMX KOMITHIOTEPAX KaKUX-
n00 CrenuaabHBIX IMPOrpaMM, BBHIMONHSETCS B omepalMoHHBIX cuctemax Windows wmmu UNIX
CTaHIAPTHBIMH  CETEBBIMH  MPHJIOKCHUAMHU-Opay3epamu, o0ecrieunBaeT  MHTEPAKTUBHOE
B3aMMOJICHCTBHUE C MOJIb30BaTENIeM B Ipad)uIeCKOM PexXUME C IPUMEHEHHEM Java-TeXHOIOT Hi:

o Anmuer-ctpyktypa — makerta — oOecneunBaeT — WEB-uHTepdeiic  moam3oBatens K
WCTIONIHUTENBHON YacTu. DTUM olecmieunBaeTcs momyispHas B CeTH mapaaurma moHKo20
KIIMEHTA: MUHUMYM Harpy3Kd ¥ WHCTAJUISAIMNA 111 MAIlIiH TOTPEOUTENS.

o Jle wactm KiIMeHTCKON mporpamMmbl Job Management (Ympamienue 3amadamu) u Data
Management (YmpaBieHue AaHHBIMH) BBIIOJHAIOTCS B Pa3HBIX OKHax H paboTaioT
COBEpILIEHHO He3aBUCHMO. [Iporpamma opMupyeT 3anpockl MOIB30BATENS B BUJC 3alKCeil B
0a3y JMaHHBIX (cemagopvl U NAHHBIC), 3aIOMUHACT B OUEPEJHM M TEPUOJMUYECKH B PEKUME
polling ckanupyeT cocTosiHHE 3ampoca.

o CymectByet BapuaHT GridCom, BEIIOTHEHHBIH B BUJIE Java-TIPUIOKEHHUS.

CepBepHblii KOMNOHeHT Rex BBITOTHATCS TONBKO B CIEHUANBHBIX BBIYACIUTEIHHBIX
crucTeMax ¢ mporpaMMHBIM obecrieueHreM noctyma K WLCG — Ul-mammaax. Takum, Hampumep,
sprsercs LINUX-knactep [IUBK JIUT OUSIN. Rex monyvaer 3anpochl moib30Batens U GpopMupyer
13 HUX HaOopbl komaHa B popmate CLI 1yt paboThI ¢ JIoKaabHOH (HaHIOBOM CHCTEMOM U C 3aadyaMu
u naaaeiMa WLCG. g addexktuBHOrO (YHKIIMOHUPOBAHUS CEepBEpHAsl MPOTrpamMMa BBIMOJIHSIET
3aMpocCkl, HCIIOJIB3Ys HOMOKOGbIY MEXAHU3M pacliapajliIeIMBaHus MPOLIECCOB, TPYNIHPYS UX MO TUIIAM
(pabota ¢ 3aa4aMu, TaHHBIMU U JIP.).
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ba3za pannbix. B GridCom wucnomnb3yetcst 0a3a naHHBIX oOero mosb3oBanus MySQL u3
craHgapTHoro mnporpammHoro obecrnedenuss UNIX-kmacrepa JIUT OUAU. Ins MySQL JDBC-
JpaiiBephl CojaepKaTcs B CBOOOJHO paclpocTpaHseMoM IakeTe mysql-connector-java-3.1.12-
bin.jar.

4. Ynpasiaenue 3axayamu B GridCom
Kaxk yxe ymoMuHanoch Belre yrpasieHne 3anadamu B GridCom BBITOTHACTCS 3arpy’KaeMbIM

gepe3 UuTteprer Java-anmierom (WEB-unTepdetic) rpadpudeckuMu H300pa3uTeIbHBIMA CPEICTBAMH
1 MHTEPAaKTUBHBIMH 3ampocamu nojb3oBatens (Puc. 1). Bee onepamuu cBogstcs k BHIOOpY 00beKTa
(onepauus Select) B okHe (MBIIIBIO), MUHIUMAJIbHBIE JCHCTBUS C HUM (pelaKTUPOBAaHUE) U BHIOOpa
JIECTBUS ¢ HUM B popup-MeHIo. BpIOpaHHBIH MoONb30BaTENeM THN JEWCTBHS Hal 3amaveit
TpaHchopmupyetrcs B komaHnael gLlite, koTopble, mcnonb3ys MexaHu3Mm Runtime, BbIIONHSAIOTCS
cepBepHbIM KoMIOHeHTOM Rex B omepauumonHo# cucreme Ul-mammnbl. OCHOBHBIE ONEpanuu ¢
3a/1a4aMHu:

O TOATOTOBKA 33JIa4H,

o mepenaya 3agauv B WMS,

O MOJyYEeHHUE pe3yIbTAaTOB CueTa 3ajad.

B3 GridCom 3.2. Job Management g@@
Files Templ. Jobs C nd CEs Help
ID | _Jobname | EventTime |  Grid | Executable | JobStatus | JobID CE JDL
38 \MPI_job50  [15:59:21 |alLite |mpi-start-w...| Cleared hitps:icegibl 1 jinr.ru:90000... | sbgcel.in... Yafsfinr.ruf... |
49 - “MPLinhi0n 16741 aLite |mpi-startw..| Clearad hitpsiflcglb11.jinr.ru:90004.. | sbgcel.in, lrafsfiinr.ruf...
54 | Refresh 55217 |aLite |mpi-start-w...| Cleared \hitps:flcglibl 1 jinrru90004.. | shgeel.in... Jafsfinrrw... |
59 | Ne 549 |aLite |mpi-start-w...| Cleared hitps:Mceglbt 1 jinrru80006 .. | shacel.in... [afsfinrruf. . |
60 | w 549 |aLite |\mpi-startw...| Cleared \hitpsoilcalb11.jinr.ru:90004... | sbgcel.in... [afsijinr.ruf.. |
128 | Clone/Edit 4:48:10 |aLite |rpi-start-w._.| Cleared Ihttps:feglbl 1 jineu80004.. | ce0l.grid.... [fafsfinrr... |
156 | Submit 3006 |gLite "peritestpl” | Cleared hitps:fcglbt1 jinrru80004.. | gridgate.c... [fafsifinrruf... |
157 | Submit Al 148:32 |gLite "mpi-start-.. Cleared \hitps:Alcglbl1.jinr.ru:90004,.. | gridgate.c... [afsfinrrud... |
158 | [6:11 lgLite ["runJava.sh” | Cleared  |https:#calb1 jinr.ru:90007.. | gridgate.c... [afsiinrrul.. |
161 | Cancel [7:4 |gLite ["binfecho” | Cleared hitps:cglibl 1 jinr.ru:900047.. | ce-alice.sd... fafsiinr.ruf... |
183 | Match-list » 2:50:56 |aLite "mpi-start-.. Cleared \hitps:flcglbl1.jinr.ru:90004,.. | gridgate.c... [fafsfinrrud... |
184 | o 5:8:5 loLite ["'mpi-start-... | Done (Exit...|https:Mcalb11 jinr.ru:90007.. | gridgate.c... [fafsiinrrul.. |
185 | Logging-info ¥ g5 lgLite ['rundava.sh” | Oone (Su.. |hitps:ieglb11.jinr.ru:80004... | gridgate.c... [fafsfinr.rus... |
186 | JDL » 586 |aLite "peritestpl” | Done (Su. |hitpsiilcglbt1.jinrru90004.. | gridgate.c... [fafsijinrrul.,. |
187 = = i o la.sh® | Done (Su... |httpsiicgibl 1 jinr 90004 | gridgate.c... fafsdinrrw..
» » + t = = t = 1
1gs | OUTPUT GEtOUTPUNIoR) default dit |, op ' Oane (3u. |nitpslcglbl 1 jinr.r:90001... | gridgate.c... jatsfinr.iu... |
189 | View ¥ Get all output current dir Iart-... Done (Ext.. |hitpsifcglb11 jinr.ru:90004.. | gridgate.c... Jafsfinrod,.. |
191 | Show columns *| show output | _mpl-starl-w...l ERROR | Warsfinr.ruf. . |
192 ————— | "runJdava.sh® | Done iZu [hitpslcglb11 jinr 90004, | gridgate.c.. [fafsfjinrruf.. |
193 | Polling stdError | ['rundava.sh® | Done (Su. |hitpscglbl 1 jinr 80004, | gridgate.c... [fafsdinr.r..
Delete stdOutput
Delete All

Puc. 1: OxHo ynpaBneHus 3a1a4aMy U pOpUP-MEHIO

5. Ynpasienue nanabiMu B GridCom

Ymupasnenne manaeiMd B GridCom BeImonHsAeTCS B oTAcIbHOM okHe ‘Data management”
(Puc. 2) He3aBUCHMMO OT OKHa ympaBieHus 3aaadyaMy. OCHOBHBIC THIBI ONEpaldid C JaHHBIMU B
WLCG onwucans! Beie. Kak u B cimyuae okHa “Job Management”, B knneHTckoi yactu GridCom
rpadudecKue CpeACTBa HCIIONB3YIOTCS IS BBEIOOpa OOBEKTa, THIA OIEpalMk Haa HUM H
(hopMupOBaHUs 3arpoca B UCIIOTHUTEIBHYIO YacTh — LLeXor, B KOTOPOM 3TH 3alpockl (OPMHUPYIOTCS B
cucreMy gl.ite-komang u BeIONHsIOTCSA HAa Ul-Mamune.
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Puc. 2: OkHoO ynpaBieHus JaHHBIMHA

JlutepaTtypa
[1] ®docrep S., Keccensman K., Huk /1., Teioke C. Grid-cay»KOBI 151 HHTETpAITIN
pacrpeneneHHbIX cucTeM, “‘OTKpbIThIe cucTeMbl”, Ne 1, u3m-Bo “OTKpBITEIE
cucteMbsl’, Mockaa, 2003, c. 20.
[2] gLite 3.1 User Guide. https://edms.cern.ch/file/722398/1.3/gLite-3-UserGuide.html.
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O NPUMEHEHHMHU TEXHOJIOI'MM CUDA IS
OBPABOTKH W30BPAKEHUI U PACIIO3HABAHUSI
I'PAONYECKHUX OBPA3OB

N.M. I'ocTeB
Hayuonanvnuiii uccnedosamenvckuti uncmumym «Bvlcuwasn wikona IKOHOMUKU»
101000, Mockea Poccus
Jlabopamopus ungopmayuonnwvix mexnonrocuit OUAU, 141980, /lyona, Poccus

Pemenne 3amau mo o0OpaboTke W300pa)XeHWMIT M pacmo3HaBaHUIO Tpaduyeckux o0pa3oB
OOBIYHO OMHpAETCS] HAa HEKOTOPYIO TEXHOJOTHIO, 3aKIIOYAloIyl0 B ce0sl IIOCIIeq0BaTEIHHOCTh
HEKOTOPBIX omeparwii. OueBHUIAHO, YTO Ha BBHITIONHEHHE BCEX Omepaluii TpedyeTcs BpeMs, KOTOpoe
3aBUCHT OT UX KOJMYECTBA U TPYJOEMKOCTH, pa3MEPOB BXOHOT'O U300paKEHUS U CKOPOCTHU TIepeaadn
UHQOPMAITUH MEXTY OTAEIBHBIMU 3TallaMy 00pabOTKH.

Hcnonp3zyemass TexHomorus [1, 2] mocTpoeHa Tak, YTOOBI HCKIIOYHUTH 3aBUCHMOCTH
Pe3YJIBTaTOB OT KayecTBa M300paKCHUI M KOJMYECTBA I[BETOB, YKCIA U Pa3MEPOB PACIO3HABACMBIX
00BekToB. U 4TO camoe BakKHOE, OHAa 00ECTICUNBACT MHBAPHAHTHOCTh K a(OUHHBIM MTPeoOpa30OBaHUSIM
mpu pabore B peadpbHOM MacmTabe BpeMeHH. Kpome TOro mociesoBaTelbHOCTh O0pPabOTKH
n300pakeHUH TIOCTpPOEHA TaK, YTO TPeOYeT s MONYYCHUs pe3ybTara B KaXKIOW ONEpaiuyd TOJIbKO
OJIUH TIPOXOJ TO M300paKeHUI0. DTO JNaeT BO3MOXXHOCTh OpPraHM30BaTh KOHBEWEP METOMOB, MPH
KOTOPOM Ka)KJIbI TTOCTIEYIOMINKA METO HAYWHAET CBOIO pabOTy MOCIE TOMYUYSHHS OT MPEABIAYIIEero
METOJIa HEKOTOPOE KOIMYECTBO CTPOK, TOCTATOYHOE AJISl €T0 pabOTHI

Tem He MeHee, cOBpeMeHHbIe TpeOOBaHUs K 00pabOTKe M300paKCHUI BKIIIOYAIOT B Ce0s HE
TONBKO PalOTy CO CTAaTUYECKUMHU H300pKCHUSMH, a W paclio3HaBaHUE OOBEKTOB HAa BUJICO U
MOTOKOBBIX H300pakeHMsIX. Takue ycIoBuUs HaJararoT JOMOTHUTENbHbIE TPeOOBaHUS K UCTIONB3YeMOM
texHonoruu. Ilpu pasmepax uzoOpaxkenuii Oomee 640x350 mukcenedn m 30 kagpax B CEKyHAY
yKa3aHHas TEXHOJOTHS YK€ HE MOXET O0CCIeYuTh pPadOTy B pPEabHOM MAacIiTa0e BPEMEHU.
Heobxomumo WCHONIB30BaTh HEKOTOPYIO DPACIPENETICHHYIO Cpedy, B KOTOPOH Kakaas omnepanus
BBITIOTHSUIACH ObI HA HECKOJIBKUX MPOIIECCOPaX, YACIO KOTOPBIX ONMPEACISIIOCH ObI €€ CII0KHOCTBIO.

Takast TexHojorus Obuia mpemiokeHa B [3] m peanm3oBaHa. B Hell kakmas omepamnus
BBITIOJIHSAJIACHh HA OJIHOM WJIM HECKOJIbKMX OTIIENbHBIX y3Jax (mporueccopax). Kaxapiit y3en coaepxuT
cBoll Oydep (PUKCHPOBAHHOTO pa3Mepa, B KOTOPOM COXPAHSIOTCS pe3yNbTaThl ONMEPalud U W3
KOTOPOT0 MOCTYMAIOT Ha cieAyromui y3en. Cxema ogHOro ysia mokazana Ha puc.l. B takoi cxeme
KOHTPOJIJICp TIOTOKA WCIOJB3YETCS TOJBKO JUIsl CHUHXPOHHM3AIMH OTIEIBHBIX MPOIECCOB U HE
y4acTByeT B aKTax Mepelaud AaHHbIX. Pasmep OydepoB ompenensieTcs Ha JTare IUIAHWPOBAHUS
Mpoliecca U ONPEEISICTCS] BBIYUCIUTEIBHOM CII0XKHOCTBIO CaMOM OTIepalliu.

Controller of flow

Synchronisation sygnal

< Rezalt of
< operation
Video Flow A

swo —  Method 2 ==t

— 2t

Puc. 1: Cxema omHOTO y371a pacnpeacicHHON ceTr 1o 00padoTKe H300paKeHHUH 1
pacrno3HaBaHUIO 00pa30B
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UccnenoBanus OBICTpONEHCTBYSI Pa3pa0OTaHHOW CHCTEMBI TIOKa3ald, YTO OHAa HEIUIOXO
CITpaBJISIETCS C BUICO IMOTOKOM 110 pazmepoB 1024x760 mukceneit. Jlamee padboTta B pealbHOM BpEMEHHU
CTaHOBUTCS HEYCTOMYMBOW. HeEKoTOpble yCOBEpIIEHCTBOBAHHS apXUTEKTYpPhl W MEXaHHU3MOB
nepeayn JaHHBIX, NMPOBEJCHHBIC HAa OCHOBE aHallM3a 3aJIepiKEK, IMOKa3alld, YTO CaMbIM CIa0bIM
MECTOM TaKOH CHCTEMBI OcTaeTcs Iepeaada WHGOPMAIMKA OT OJHOM OIeparyyl K APYyroi (0T OJHOTO
MpoIeccopa K Apyromy).

PaccmoTpenune pa3nuyHBIX TEXHOJOTUN pealu3allii CHCTEeMbl U €€ MOJACIUPOBAHHUE B
Pa3IUYHBIX apXUTEKTYypax MOKa3alo, yTo:

1. Hcnonp3oBaHHE€ MacCHUBHO-MAPAUICABHBIX BBIYUCIUTEIBHBIX CHUCTEM MPUBOAUT K
HETPEACKa3yEeMbIM 3a/IepKKaM npu nepenaue nH(pOpMaIUu yepes
BBICOKOIIPOM3BOANTEIbHBIE ~ KOMMYTAaTOPHl C  KOMMYyTalMed  IaKeToB WU
KOHKYPEHIIMEH 3a I0oCTyn K MaccuBy obmiei mamaru (SMP). Otor addekr xoporio
M3BECTEH W OOBSACHSICTCS TEM, YTO NPU BO3PACTaHUM KOJMYECTBA IPOILECCOPOB
OJTHOBPEMEHHO HCHOJB3YEMBIX B OJHOM oOmNEpalud  HPUBOJUT K YBEIUUYCHUIO
KOHKYPEHIIUH 3a AOCTYI K pecypcaM M, CIIeOBaTEbHO, K BO3PACTAHUIO HAKIIAJIHBIX
pacxomoB BO BpEMEHH.

2. Hcnonp3oBaHHE KIACTEPOB C PA3HECEHHBIMHU MPOLIECCOPAMU MPUBOAUT K 3a7Ep>KKam
110 TPAHCHOPTHBIM W ceTeBBIM mpoTokoyaM. [lockompky cam ctanmapt TCP/IP He
rapaHTHPyeT BPEMEHHBIE MapaMeTpbl JOCTAaBKH CBOHMX ITaKETOB. MoOAeTupoBaHHE
MPOLIECCOB C JUIMHOW MaKeTa, ONpeeIsieMO CIOXKHOCTBIO U TPYAOEMKOCTBIO METOAa
00paboTKH M300paXEHUIA MMOKA3aJI0, XyAIITHE Pe3ybTaThl, YeM IpHU Iepeaade MaKkeToB
(dbuxcupoBanHO! miuHBL [IpruMeHeHne mpoTokoaoB Ha ocHoBe ATM mis mepemadu
nHGOPMAITUU MEKAY y3JIaMU TPUBOIUT K JOMOJHUTEIHLHBIM HAKIAIHBIM PacxojiaM Ha
KOJIUPOBAaHUE — ACKOAUPOBAHUE, YTO TOXKE HE JACT BHIUTPHILIA BO BPEMEHH.

3. B amanmormyHOM TIporiecce MojenMpoBaHus Ha SMP, OpHEHTHPOBAaHHOM Ha
WCIIOJIb30BAaHUU pa3MnyHOro BHma OydepoB (kdmied), B KOTOPBIX XPaHATCS
MIPOMEKYTOUHBIE PE3yNbTAaThl OT KaXKJIOW OMepaluu, IoKazano, YTO ONTHUMH3AIUS X
pa3MepoB CBOJUTCS HA HET, M3-32 KOHKYPEHIIMW TMPOIECCOB OOMeHa WHQpOpMaIen
MEX1y HIMHU.

4. Pa3paboTaHHBIC aITOPUTMBI MAapIIPYTHU3allMd HAa OCHOBE TEOpUH TrpadoB i
nepenayn MHPOpPMAIMKM OT OJHOTO y3Ja CETH K JPYroMy C PaBHOMEPHBIMH
CTAaTHYECKUM W JWHAMUYECKHM PACHpPEIeNIEHUSIMH MMOTOKOB HECKOIBKO YIYYIIaloT
CUTYallMIO, OJTHAKO, M3-3a BBIIICYKA3aHHBIX MPUYHUH, B PA3IUUYHBIX apXUTEKTypax He
MO3BOJSIOT s hekTHBHO KCIIOJIb30BaTh MOIIIHOCTH pacrpeaeneHHoM
BBIYHACIUTEIFHONU CUCTEMEL.

Bce 310 3acraBmio emie pas pacCMOTPETh TEXHOJIOTHIO 0OpabOTKM W300pakeHUH W
pacmo3HaBaHusi 00pa3oB H pa3paboTaTh CIEAYIOIIYIO CXEMY, IOCTPOCHHYIO Ha Teopuu rpagos [4].
Jns ommcaHUs KaXIO0TO W3 BHYTPEHHHX IOTOKOB OBLTAa HCIIONB30BaHA CXEMa, B OCHOBE KOTOPOH
nexuT Tpoiika <S, L, P>, roe S —HauanpHas ctpoka mepBoro ¢parmeHTa, L — AnuHa Kakaoro
(parmeHTa B cTpokax, P — mpoMekyToK OT KOHLA IpeabIayero (parMenTa 10 Havaja CIeqyIOLIero.
Taxkum obpazom, <S, L, P> 3a1aeT MOCJIEI0BATEIILHOCTD (hparMeHTOB

[S +(L+P)*i, S+(L+P)*i+ L] ie N,. /IBe cxeMbl OytyT cymedicHbimu, €CITA TIOTOK, TIONTYYEHHBIH
CIIUSIHUEM JIBYX ITOTOKOB (COCTOSIIMIA U3 BCEX (PparMeHTOB MEPBOTO M BTOPOTO ITOTOKA) TAK K€ MOYKET
OBITH 3alaH CXEMOH TIOTOKa (Takas cxeMa Ha3bIBaeTCs obwvedurennotl). llpuMmep cXeMbl co

CTaTUYECKUM paclpeielicHHEM MMOTOKOB, B KOTOPOM KOJIMYECTBO MPOIIECCOPOB HA OJHY OIMEPAIUI0
(uKcupoBaHO, IpUBEIEH Ha pHC. 2.
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Puc. 2: Cxema cTaTHYECKOI0 pacipee/ICHUs BUIECO MMOTOKOB IIpU 00paboTKe U300paKeHHUH 1
pacro3HaBaHUU rpadUIecKux 00pa3oB

Tenepsp ¢ ydeToM pa3pabOOTaHHOW CXeMy M OOHapy)KEHHBIX BPEMEHHBIX 3aIEPiKEK MOXKHO

chopMyIupoBaTh YTOUHEHHBIE TPeOOBaHUS K (DYHKIIMOHHPOBAHHWIO BBIYMCIHMTEILHOW CETH B BHIIE
CJIETYTOIINX TIPABUIL:

1.

Kaxnomy sneMeHTy moclnegoBaTebHOCTH METONOB (OHepaluu) COOTBETCTBYET OAMH HIIU
HECKOJIBKO Y3JIOB, SIBJISIOMIMXCS SK3EMIUIApaMH 3TOro Meroaa. COBOKYHMHOCTh STHX Y3JIOB
o0pasyer sipyc ceTH, COOTBETCTBYIOIINI TaHHOMY METO/AY IIETIOYKH ONepaInii.

Bce Bxoanple KaHanmel MJAHHOTO Y3714, COCAMHSIOT €ro TOJNBKO C y3JlIaMHu fpyca,
COOTBETCTBYIOILIETO TMpPEAbIAYIIEMY METOAY LIETOYKM. Bce BBIXOAHBIE KaHANBl Y3la
COEIUHSIOT €T0 TOJIBKO C Y3JIaMH SIpyca, COOTBETCTBYIOIIETO CIEAYIOIIEMY METOAY B IIETIOUKE.
[TepBeIit sipyc cOmEepKUT €AUHCTBEHHBINA y3€J, COOTBETCTBYIOIINI MEPBOMY METONY LEHOYKU
METOJIOB — METO/Y 3arpy3KH (CUUTHIBAHUS) H300PKCHUS U HE UMEET BXOJIHBIX KaHAJIOB.
ITocnenuuii apyc COAEPKUT €JUHCTBEHHBIN Y3€J, COOTBETCTBYIOUIMN MOCIEAHEMY METOIY
IEMOYKH — METOAY COXpaHeHHWs (BBIAAYM) Pe3yIbTUPYIOIIETO W300paKEeHUS U HE HMEeT
HCXOJAIINX KAaHAIOB.

Peanuzanms atux ITYHKTOB 00513aTeNBHO MPUBOAUT K PECIICHUIO 3aJa4u 110 IIEpeaade makE€ToB

JaHHBIX MEXIY Y31aMH HEKOTopoil cetu. IlpudeM OZHMM K3 OCHOBHBIX TpeOOBaHMH SBISETCS
KOHTPOJIMPYEMOCTb CKOPOCTH 00OMEHa. B pOTHBHOM cilydae CTaHOBUTCS HEBO3MOXHO PacCUUTaTh U
Ha3HAYNTh HEOOXOAMMOE YHCIIO Y3JIOB Ha KaXKIyIO0 ONepanus Ui 00eCHEeUYCHUs peKHMMa PeabHOTO
BpEeMEHH MpH 00paboTKe BUAEO MOTOKA.

Bce st HUCCICOAOBaHUA OaJli BO3MOXKXHOCTH C(l)OpMyJ'II/IpOBaTB Tpe6OBaHI/I$I K CHCTCMC IIO

00paboTKe H300pakeHUH U Paclo3HaBaHUIO IpauIECKUX 00pa30B OTHOCHTEIBHO HCIOIb3YEMBIX €O
BBIYHCITUTEIBHBIX PECYPCOB:

1.

OO0paboTka QparMeHTOB HM300pakeHUs (BHIIEO MOTOK MPU STOM Hape3aeTCs Ha HEOOJbIIHE
dbparmenter o 100-150 cTpok) MOMKHA TPOU3BOAWUTHCS HA OTHCIBHBIX IPOIEccopax C
JIOKAJTHLHOM MaMsIThI0, HE3aBUCUMOM OT JPYTHX ITOTOKOB — 00pasys sapyc o0paboTKH.
Pe3ynbraTel OTHENBHBIX OlEpaluid OT KaXIOTrO Yy3Jia B IOCIEIAOBATEIBHOCTH JIOJIKCH
COXPAHATHCS B HEKOTOPOU pa3eiiseMoil MaMsITH, U3 KOTOPOr HHQopMaIus Oy/IeT MOCTynarh Ha
CIeMYIONTHH sIpyc 00pabOTKH.

KonTpomnep moToka cieauT 3a TeM, 4YTOOBl TOCIEAYIOIUN sIpyc HE CMOT CUUTHIBATH
MHGOPMAITUIO U3 Pa3JeisIeMOl MaMsTH O COCTOSHUS €€ TOTOBHOCTH. T.e. OCYIIECTBISTH
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CUHXPOHU3AIUIO 3aIUCH PE3YIbTATOB OTEIBHBIX MPOIECCOB 00PA0OTKU B pa3iNyHbIC YIaCTKU
pazzaensieMoi aMsITH.

4. B0O3MOXHOCTH BBHITIOJTHEHHUS MMapalIeTbHBIX MTOTOKOB 00pa0OTKH KaKIOTO spyca Ha OOJIBIIOM
(anmpuopu HEONpPEAENTEHHOM) KOJIMYECTBE MPOIIECCOPOB.

5. JluHam#ugecKkoe BBIJCIICHHE W OCBOOOXIACHHE HEOOXOIUMOTO YHCJIA IPOIECCOPOB B XOJE
BBIYHCIUTEIHHOTO TIpoIiecca.

6. OtcyTcTBHE 3aJiepKEK Ha Tepeaady HHOOpMAaIUU MEXTy OTICIHHBIMU TIOTOKAMHU B MPOIIECCe U
MEXy IPOLECCaMu.

Ananm3 3Tux TpeboBaHMU U 3actaBui oOparuth BHMMaHue Ha TexHonoruto CUDA (Compute
Unified Device Architecture) [5-7]. Apxutextypa CUDA no knaccudukanuu OnuHTa COOTBETCTBYET
SIMD xkommbioTepaM. OJTO TOIpa3yMeBaeT HAIWYHE B apXUTCKType OIHOTO TIPOIEccopa,
nmapauieIbHO 00pabaTHIBAIOIIIETO MHOYKECTBO TIOTOKOB JAHHBIX KakK ITOKAa3aHO Ha pHC. 3.

GPU
Parallel
Kernel

GPU
Parallel
Kernel

Puc. 3: Cxema nocneoBaTeaIbHOCTH UCHIOTHEHHUS KoMaH B apxutektype CUDA

Peanbno apxutextypa CUDA peanusyercss Ha Oasze BHAeoaaanTepa, B KOTOpOM oOpaboTka
MHQOPMaIIMH OCYIIECTBISETCS MapajiieIbHO Ha MHOXKecTBe rpaduueckux mpoueccopos GPU. Ot
IPOLIECCOPBI B CBOIO OYEpElb CIPYNIUPOBAHbI B OJIOKH — BapIbl (warp), COCTOSILIUE U HEKOTOPOIo
guciaa TMOTOKOB (00br9HO 32). JlamHble 00pabaThIBalOTCS TOJNBKO BapriaMu. B Bapme wuMeercs
crienyanbHas paszaessieMasl maMsaTh o0beMoM 16 KUI00alT Ha KaXIblid IpoLEeccop, KOTOPYIO MOYKHO
MCIIOJIB30BaTh MPH OpraHr3aliid 0OMeHa MeXay HpoueccaMu sipyca. OTMETHM, YTO KaXIbIi Mporecc
BapIia BBIIOJHAIOTCS BCErJa Ha OJHOM IIpoliecce, T.e. OTCYTICTBYET Ieperpys3ka KOHTEHTa. B Toxxe
BpeMsi OOMEH dYepe3 pasfeiisieMylo MaMsTh MEXIy BaplmaMu He paspemaercs. Kaxkapli mporeccop
UMeeT BO3MOXHOCTh o0Opamatbcsi K BHICONAMATH, OAHAKO ObIcTpoAelcTBHEe o0OMeHa 37ech
3HAYHUTETHHO HIDKE. Kpome Toro KaXkIbIii mpoIieccop Bapiia MMEET eIlle CBOM 8 KMIOOaUTHBINA KAIIT JJIs
YCKOpEHUs1 0OMEHa U XpaHEHHs BPEMEHHbIX JaHHbIX.

Taxum obOpazoMm, npumenss apxurekrypy CUDA, nist pemenus 3amad mo o0paboTKe BHIIEO
IIOTOKA aBTOMaTHYECKU IOIy4aeM CIEIyIOLIHeE:

1. BblnoigHeHHE KaXA0ro sipyca CHUCTEMBbI MPOU3BOJMTCS Ha OTIEIbHOM Bapre. Ilpu
9TOM JpYIrHe BapIibl MOTYT BBINOJHSTH ONEpalud B IOpyrux sipycax. HawambHas
nopuuss MHGQOpMAIMK TOCTYIAaeT Ha TEpBBIM Bapm U oOpalaThIBaeTcs HY>KHBIM
KOJINYECTBOM IIPOLIECCOPOB. 3aTeM uepe3 IN00aNbHyI0 IaMATh IIepelacTcs Ha BTOPOi
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Bapm, KOTOPBIM OO0ECIeYnBAacT BBIMIOJHEHUE JPYroro spyca W Tak Jajnee B
KOHBEHEPHOM pEXUME.

2. OOMeH NaHHBIMH MEXIY OTIEIbHBIMH IPOIECCaMU Spyca MPOUCXOINUT HE3aBUCHMO
OT BCEX JPYrUX IMpPOLECCOB B CHUCTEME U, CJEIOBATEIbHO, KOHKYPEHIUS MpU
nepegavye MaHHBIX MO E€AWHOM IMWHE TPaKTHYEeCKH OTCYTCTBYET, IOCKOJBKY B
apxurektype CUDA wucmonp3yercsi MHOXKECTBEHHBIM MTOCTYNT K MaMSITH 3a CUET
pa3OucHus MaMsATH Ha He3aBUCUMBbIC OaHku. [Ipu 3TOM Kaxaplii OaHK MMEET CBOM
ajpec B IMKJIE€ OOpaOOTKH, TIMO3TOMY MaMATh TOJJICPKUBACT OJIHOBPEMEHHO
HECKOJIbKO TTapaJIeIbHBIX TIOTOKOB.

3. OOmeH uH(poOpMaIHel MEXIy IT00aIbHON MaMIThIO BHCOAIaNTepa U pa3aeiaeMon
MaMSAThIO Bapra OCYIIECTBISCTCS AaBTOMATHUYECKH, CHHXPOHHO C BBIIOJHEHHEM
MpoIIecCcOB 00PaOOTKM TaHHBIX B OJHOM sIpycCe.

4. Apxurektrypa CUDA aBTOMaTHYEeCKH OCYIIECTBISACT Ha3HAUCHHUE HY)KHOTO
KOJIMYECTBA TPOIECCOPOB [UIsl BBHIMOJIHCHUS ONepaluii Ha KaxaoMm spyce (s
00paboTKN M300pakeHUI MX XBATAET C U3OBITKOM).

@DaKkTUYeCKH JTH CBOMCTBA IIOJIHOCTHIO YAOBJIETBOPSIIOT TPeOOBaHUAM, TMPEIBIBISIEMBIM K
BBIUMCIUTEIBHON cucteMe. It OSKCIEpUMEHTOB OBII  MCHOJB30BaH HOYTOyK Sony Vaio
VPCF24M1R, wumeromuii  cienyromMe  TEXHUYECKHE  XapakTepucTuku:  I[IpomsBoaurens
Buneoamantepa: NVIDIA; cepus: GeForce GT 540M; rpadwudeckuii npomeccop: GF108. IToToxwu:
meiaepsl 96, TakToBas dacroTa sapa: 627MI T, gacrota meiaepos: 1344 MI'r , 9acToTa mamsTH:
1800 MTI'ny , pa3psigHOCTh HIMHBI aMsitu: 128 bur.
[Ipu wucnonszoBannn CUDA TeXHOJOTHH BBHIICH3IOKEHHBIM IPOIIECC MOYKHO 3aIucaTh B
BUJIE€ CTIEAYIOIINX 3TAIOB:
1. TlokagpoBoe komupoBaHHE HH(DOPMANMK W3 TIOOATBHOW MAMSATH XOCTa B Pa3JeiSIeMYyIO
MaMsTh YCTPOMUCTBa (IaMSATh BUJACOAIANITEPA).
2. Pazgenenne m3o0pakeHmsI Ha GparMEeHTH M HaIpaBJICHHE KaXIO0Tro (pparMeHTa Ha OIUH U3
MIPOLIECCOPOB MEPBOTO Bapa.
3. TlapamrenpHas 00pabOTKa KaXI0ro (pparMeHTa n300pakeHUs Ha CBOEM TPOIIeCcCope B BapIie
C COXpaHEHHEM pe3yJbTaTOB B pa3leNsieMOl MaMsATH U KOMUPOBaHHE OOIIEro pe3ynbrara B
TJI00aTBHYIO TTAMATh. DTall BRITTOIHACTCS IS KOKIOW OTepaIiiy B MOCIEA0BATEIIHOCTH.
Heo0xoquMo OTMETHUTH CHEIYIOIIUE TOJOKUTENbHbIe CTOpOHBI ucnonb3oBanus CUDA
TEXHOJIOTHH JUTsI 00pabOTKH N300payKEHUH U pacrio3HaBaHMsI rpadHIecKuX 00pa3oB:

1. B xaxgoM BapIie MOTYT BBITIOJNHATHCS 110 256 moToKOB. T.e. pacmapaieTuBaHue MpoIecca Ha
KKIOM 3Tare MOXET ObITh OYEHb OONBIIUM, a ATO O03HAYAET, YTO MOXKHO 00padaThIBATh
OonbIre H300pasKeHUs.

2. OrcyTcTBYyeT HEOOXOAMMOCTh MPHUHYAUTENHHO Ha3HAYaTh KOJIMYECTBO IPOIECCOPOB HAa OJUH
Tporiecc.

3. He tpeOyeTcs crienuaibHas CHHXPOHU3AIUS TIOTOKOB.

4. He HyXHO mepe3arpykaTh JIOKaJIbHbIE Oy(depsl mamsATH MPH IMOCIEIOBATEIHHOM IEPEXO/E C
OJTHOTO TIporiecca 00pabOTKH K APYTOMY.

Bce 3T0 m03BOAMIO MOBBICUTH CYMMapHYIO MPOU3BOAUTEIBHOCTh CUCTEMBI, IO CPABHEHUIO C
BhIUMCIeHussMHU 0e3 ucrionb3oBanus CUDA texHonoruu npuMetHo B 50 pas.
Tem He MeHee, 3Ta TEXHOJIOTHSI IMEET PsIIl HETOCTATKOB!
1. Jas e€ peammzaumu HeoOxomumbl Buaeoanantepsl ¢upmbl NVIDIA w3 cepum GeForce
BEpPCUU HE HUKE BOCEMOM.
2. Hekotopoe  ycloXXHEHHE  TEXHOJOTHH  TNPOTPaMMHPOBAaHUS W HEOOXOAMMOCTD
JIOTIOJTHUTENHHOTO MPOTrPAMMHOTO 00€CTIEYECHHUS.
3. llpm mmuee crpoku npesbimaromed 16000 mukceneli BO BXOJHOM IBETHOM H300paKCHHH
BO3HUKAIOT MIPOOJIEMBI C HEJOCTATKOM JIOKAJIBHOM MaMSITH.

Tem ne MCHCC, IMOJYUCHHBIC PC3YJIbTAThI [TO3BOJIAIOT CACIIATh 3aKJIFOYCHUC O TOM, YTO CUDA
TCXHOJIOTUS UMCCT MHOI'O IPCUMYIICCTB IIPpU 06pa6OTKC OOJNBIINX I/I306pa)KCHI/If/’I Hn BHUJCO IIOTOKOB U
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MO3BOJISICT YCTPAHUTH OOJBINYKD YacTh MPOOJEM, BO3HHUKAIOIIUX B JAPYTUX TEXHONOTHSIX U
KOMIIBIOTEPHBIX apXUTEKTypax. Bc€ 3TO MO3BONAET CUHUTATh ATy TEXHOJOTHIO IEPCIIEKTHBHON U
MPOAOJKUATE UCCIIETOBAHUS.
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METO/bI BBIJIEJEHUSI KJACTEPOB B BOJBIINX
CETSIX MEPEJAYU JAHHBIX

S1.P. Ipunbepr', L.W. Kypoukun', A.B. Kopx®

]l[enmp I'puo-mexnonoeuti u pacnpedenennvix evruucienuti MCA PAH,
Poccusa, 117312, 2. Mockea, npocnexm 60-remusi Oxmsops, 0.9
kurochkin@isa.ru
Mockosckuil Gusuxo-mexnuueckuu uncmumym, Poccus, 141700,
Mockoeckas obnacme, . /[oneonpyonuiii, Mucmumymckuti nepeyiox
artkorkh@ gmail.com

1. BBenenue

Jannas pabora SBISIETCS JIOTHYECKUM TIPOJOIKeHHEM paboT [1 - 2], B KOTOpPBIX periairach
3a/1a4ya MPOKJIAJKU IMOTOKOB B TEICKOMMYHUKAIMOHHBIX CETSX MPU IMOCICIOBATEIHHO MOCTYMAOIIIX
3asBKax. TeM He MEHee, CKOPOCTh Pa0OThI ATOPUTMOB, MPEAJTOKESHHBIX YIS 3allOJHEHUS TOTOKAMHU
CeTH OT IMIOCTYMAMIINX 3asABOK, 3HAYMTEIHFHO 3aMemsiiach Ha ceTax Oonpmux pasmeporB (>100
y3J0B), H3-32 HEOOXOJUMOCTH BBIYHCICHHUS MYyJIbTUPa3pe3oB TpadoB. s mpeomoseHus
BO3HUKAIONUX BBIYUCIUTEIBHBIX CIOXHOCTEH OBUIO TPEUIOKEHO HUCIOIb30BaTh JIBYXYPOBHEBYIO
MapmpyTu3anuio [3]. Ilenpro HacTosmielr pabOTHI SIBISIETCS pPEIICHWE 3aJadd HaXOXACHUS U
BBIJICJICHUS B TEJICKOMMYHUKAITHOHHBIX CETSAX Y3JIOB C JOMOJHUTENHHON ()YHKIIMOHAIBHOCTBIO, JIIS
OpraHM3alliY JByXyPOBHEBOW MapIIPyTU3AI[UH TIOTOKOB B 3TUX CeTsX. J[Jis TOro, 4TOOBI HAWTH TaKue
Y3J1bl, pEIIAloTCA 3aJa49H:

® BBefeHUS XapaKTEPUCTHK, IO KOTOPBHIM MOXHO MPOU3BECTH BBIOOPKY Y3JIOB CETH C

JIOTIOTHUTENBHOH (PYyHKIIMOHATHHOCTHIO;

® 00BCIUHCHHS BBIICICHHBIX Y3JIOB C JIOTOJIHUTENBHON (PYHKIIMOHAIHLHOCTHIO B CBS3HYIO

MOJICETh;

® MIPUCOCTUHCHHS OCTABIIMXCS Y3JI0B CETH K Y3JIaM C JIONOJHUTEIHHON (PYHKIIMOHAIBLHOCTHIO,

TO €CTh IPOBEICHUS KJIACTCPHU3AIMH y3JIOB CETH BOKPYT BBIICICHHBIX AJIEMEHTOB.

B pabote Oyner mpencTaBiieHa Takas XapakTepHUCTHKA y3ia, Kak €ro Mepa pasrpyKeHHOCTH,
JUTSL  BBIZICICHUSI Y3JIOB C JIOTIOJHHUTENBHON (YHKIMOHAIBLHOCTHIO. [IperncraBieHHBIE MeEpbl
pasrpyXeHHOCTeH OyIyT 3aBHCETh, KaK OT MPOITYCKHBIX CIIOCOOHOCTEH JYT CEeTH, TaK U OT CTEHCHH
y31a B ceTH. BrlaeneHune y3/moB ¢ NOMOJHUTEIBHON (PYHKIMOHAIBFHOCTBIO OYIET MPOW3BOIAUTHCA C
MOMOIIBIO METOAAa arperalii CETEeBBIX [aHHBIX, NPHUHIWI paboTel KOTOPOTO Takxke Oyner
npencTaBieH. [loMuMo 3TOro OyayT MPUBEACHBI AKCHEPUMEHTAIBHBIC PE3YIbTAaThl MO BBICICHHIO
TaKHX Y3JIOB.

2. [TocTanoBKa 3a1a4u
B ocHOBe wMmaTemMaTW4yecKOW MOJENH TEICKOMMYHUKAIIMOHHON CETH JICKHUT CBS3HBII
rpap G=(V,E), rne V - MHOXKECTBO y3J0B rpada, E - MHOXeCTBO pedep rpada, COeIUHSIIONIMX

y3ubl. Kaxnomy pebpy e, € E, {i,jleV rpada G nocraBneHo B COOTBETCTBHE HEOTPUIIATENHHOE
4ucio c; 20 - mpomyckHas crocoOHOCTh pebpa. MapupyTusanus NOTOKOB B CETH OCYLIECTBISETCS

4yepe3 HECKOJIBKO BBIJIEIEHHBIX Y3JI0B — CYNIEPIIUPOB Sp , ¥ AJs 1000H mapsl, {s,,t,} KaXKabli IPOCTOM
MOTOK MEXTy HUMU MPOXOIUT Yepe3 OAMH U 0oJiee CyNepIrpoB.

" Tomneprxxa LT «HccnenoBanus u pazpaboOTKH MO IPHOPUTETHIM HATPABICHHSM PA3BHTHS HAYUHO-
TexHoJoruaeckoro komruiekca Poccnn Ha 2007-2013 ronpr» (I'ockonTpakt Ne 11.519.11.4012), PODU rpant
Ne 12-07-00415-a, nmporpamma ¢pynnamenTansHbIX uccnenoBannii [IPAH Ne 14.
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Jlnst BBIZIENICHUS CYNEPITUPOB BBEIEM TaKyl KOJUYCCTBEHHYIO XapaKTCPUCTHKY y3Ja, Kak
pasrpyxeHHocTh U(p) — Mepa CIIOCOOHOCTH y3Jia p TPHUHATH, 00paboTaTh W TepenaTh MajbIiie

IIOTOK. HpeﬂnaraeMml‘/’I B Z[aHHOfI pa60Te nmoaxod BBIACIICHUSA CYHNCPHUPOB MHpEAnojgaracT TaKoeC
BBIACIICHUC Y3JIOB - CYIICPIIUPOB, YTO:

Benuumna pasrpyKeHHOCTH y37a HE MEHbIe ompeaesieHHoro mnopora U(p)=U 9TOOBI

Limit
UCKIIIOYUTH IONAJAHHUE 3arpy’KECHHBIX Y3JI0OB B YHCIIO CYNEPIUPOB, U TEM CaMBIM OCYIIECTBIISTH
MapLIpyTH3ALHIO TOTOKOB Yepe3 HETO.

CymMa pasrpyXKeHHOCTEN CyNepnupoB MaKCHMalbHa max Z U,(p).

ieSp

Hdns  ompenenenus camoil (yHKIMH pasrpyxkeHHoctd U(p) y37I0B paccMaTpUBAIUChH
CIIEIyIOIIE BAPUAHTHI, YYUTBHIBAIOIINE PANIMYHBIE MOAXOAB!I K IIOHUMAHHUIO CAMOM XapaKTEPUCTHKU
pasrpyKEHHOCTH:

ch’i _fﬂi
LU(p)=-

z Cpi

i
CIOCOOHOCTEH pedep MCXOIMANTUX/BXOIANINX/BCEX M3 y3Ja, a 3HAMCHATEIh CyMMY HCXOJIHBIX
MPOITYCKHBIX CITOCOOHOCTEN UCXOSIIUX/BXOIAIINX/BCeX pedep y3ia.

(2.1). YUncnurens mpencTaBisieT coOOH CyMMY OCTaTOYHBIX MPOIYCKHBIX

2.U(p)=exp| A * rescap(p) +exp| 4, « dp) (2.2).  rescap(p) - cymma
max(rescap(p)) max(d(p))
p p
OCTAaTOYHBIX TPOIMYCKHBIX CIIOCOOHOCTEH pebep WHIMAECHTHBIX BepuiuHe, d(p)- CTENCHb

paccMaTpuBaeMOM BepIIMHBI, 00€ 3TH BEIMYMHBI HOPMHPOBAHbl Ha MAaKCHMAaJIbHbIC 3HAUEHUS
3THX BEJMYMH, BCTpEYAIONMecs B ceTH. A4, U A, - HopMUpyromue Ko3)GUIHNESHTHI, ONPEACISIOT

pelIaromuil BKIIaJ CTENCHU WU OCTATOYHOW MPOMYCKHON CIIOCOOHOCTH AYT, MHIUIACHTHBIX
BEPIIHHBL.

Seu s
pi pi
3.U(p)=L——(2.3). Yucnurenb NpeacTaBisieT CO60M CyMMY OCTATOYHBIX TPOITYCKHBIX

2 paths(p)

crocoOHOCTEH pebep HCXOINAMIMX/BXOIAIIINX/BCEX W3 y37a, a 3HAMEHAaTeldb CyMMY IOTOKOB
(BBIpaXXEHHBIX Yepe3 MPOCThIC MyTH), IPOXOAIINX Yepe3 JaHHYIO BEPILUHY.

rescap(p) e cycle,(p)
max (rescap(p)) max(cycle,(p))
p p

4. U(p)=A4* (2.4). Tnme rescap(p) - cymma

OCTAaTOYHBIX MPOITYCKHBIX CIIOCOOHOCTEH pebep MHLUMAEHTHBIX BEpIIMHE, cycle,(p)- 4YuCiIo
TPEX3BEHHBIX [HKJIOB, HAYMHAIOIIMXCS U 3aKaHYMBAIOmMXcs B y3nep. A4 u A, -

HOpMHpYIOLIHE KO3 DUILIHESHTHI.

Bce ykazanHble (YHKIMU pa3rpyKEHHOCTH OBUIM MCIOJIB30BAHBI B MOCIEIYIOMNX YUCICHHBIX
9KCTIEPUMEHTAX Ul ONpe/IeNIeHHs] Hanbosiee MOAXOASAIIEH JUTs OCIeyIOIe pealn3aiy alropuTma
JIBYXYPOBHEBOI MapLIpyTH3AIIH.

3. Onucanue MeTO1a arperannu JaHHbIX
IlycTp KaxABIN y3€l ceTH MOAACP>KUBAET COOTBETCTBYIOUIUI BEKTOP NAHHBIX: KaXIbId BEKTOP
JAaHHBIX Y3Jla COCTOUT U3 cieayromux mapamerpoB: (TTL,n,minU,maxU,d), TTL - BpeMs >XU3HU
BekTOopa HHGOpMAIlMH, 7- IapaMeTp, ONpeAesAIoMiA pasMep cetd, minU,maxU - pacueT
MUHUMAJIbHON M MaKCUMalbHOW 3arpy3Kd Yy3JIOB B CE€TH, d - NOMOJHUTEIBHBIA BEKTOp U3 b -
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JJIEMEHTOB JUIS alIpOKCUMAIIMHM paclpeselieHus] 3arpy3kd B ceTh (HamojoOue CToNOIoBON
auarpammel). B camom Hawane ysen cosmaer Bektop: (TTL,1L,U(p),U(p),1,) (BTOpoii simemMeHT

BCKTOpa paBCH CAWHUILIC Ui OAHOIO y3Jia, a JJIS1 OCTAJIbHBIX €ro 3HAUYCHUC PABHO HyJ'IIO), rac Ip -

0 ecmu U(p)<minU +ixA

HavalbHas THCTOrpaMMa  paclpesieseHus, —onpenensemas /(i) = ) ) ,
1 ecmu U(p)2minU +ix A
) maxU —minU . .
0<i<b, A= T, b - cHCTEeMHBIN ImapamMeTp, Takoit uto b >1. Jlamee s JIFOOBIX IBYX

BCpHIIMH p U ¢ TPOU3SBOAUTCH o0MeH u MOI[I/I(i)I/IKaLII/IH HUX BCKTOPOB. HpI/I‘lCM MO,I[I/I(i)I/IKaLII/I}I

BEKTOPOB JTAHHBIX TIPOU3BOIUTCSI CIIE IYIOTITAM
TTLP+TTLq n +n d +dq

o0pazom: —1,-2 5 2 min(min U,,minU, ), max(maxU ,,maxU, ),”T

2

Haxouwnern,

1

B KOHIC Imponecca arperaiuvu, y3C€l p pacCUHUTBIBACT CHUCTCMHBIC XapPaKTCPUCTUKU: N=—,
n
p

minU =minU o max U = maxU , W Kakmoroie N, takoro 4ro 0<i<b mpom3BOIUTCS
A

n,

MOJTy4aeM pachpezielieHie 3arpyKeHHOCTH Y3JI0B IO CETH.

ITocrie HEkOTOPOTO YHCIA WTEpAlMid, KXl y3el OyaeT o0iagaTh JOCTATOYHO TOYHOM
uHpOpMAIUEH 0 MaKCUMAJIbHOW BEJIMYMHE 3arpy>KEHHOCTH y3/1a B CETH, MUHUMAJIBHON BEIMYMHE
3arpy’KeHHOCTH y3JIOB B CETH, YHCIE Y3JIOB B CETH W TUarpaMMe paclpenesieHds 3arpyKeHHOCTei
y3710B B ceTd. Takum 00pazom, HCXO U3 ITHX JaHHBIX, Y37 MOXKET OIMPENEIUTh CBOE MECTO Ha ATON
JuarpamMme pacripeiesiCHU 3arpyKEeHHOCTH, U €ro Pa3rpyKEeHHOCTh OOJIbIIIE HEKOTOPOTO TPAHUIHOTO
3HA4YEHUS, TO OH MOJIYYaeT CTaTyC CYNEPIHpa, O YeM 1 YBEIOMIISIET CBOMX COCEIEH.

brutn mpoBeeHbI cenyIoe YHCISCHHBIE SKCTIEPUMEHTHI:

1. HaxoxpmeHue oOIIero dYuciia CyNeprIUpOB Ha KaxJJAOM IlIare NpU MOCTYMHArOIIeH
YIOBJICTBOPCHHOH 3asBKE B CETH, a TAK)KE YHCIO CBS3HBIX MOATPadoB, 00pa3yeMbix
HaWJeHHBIMH cymneprnupamMu. [ BceX ceTeil cTaBWiIOCh TpeOOBaHHWE O HAXOXICHUS
CYIIEpPIHPOB, COCTaBISIOMUX TpeTh (0T 10 g0 15) ot obmiero uwcna y3moB. (IlepBbrit
SKCIEpUMEHT). Mcronp30Banuch ceTu ¢ KIACTEPHOU U CTOXACTUYECKON TOMOIOTHUSIMH,
gucio y3moB oT 30 mo 40.

2. Haxoxnmenue cBs3HOro moarpada CymeprnupoB, KiacTepH3alys Y3JI0B BOKPYT
ONMMKAWIUX CYNEePIHPOB, W aHAIW3 CTEICHU TOKPHITHS KIACTCPU30BAHHBIMHU
BepilMHamu Bcel ceT. (Bropoit skcniepumenT). Mcnonb30Baiuch CETH ¢ KIACTEPHOU U
CTOXaCTUYIECKOM TOITOJIOTHSIMH, 9UCiI0 y3710B oT 30 10 40.

3. HaxoxxnaeHue BBIIEISEMBIX CYNEPHUPOB B 3aBUCUMOCTH OT KOJUYECTBA IOYT B CETH.
(Tperuit skcnepument). Mcmonp30BajIuCh CETU CO CTOXACTHYECKOW TOMOJIOTHUSIMH,
9UCIIo y3710B paBHEIM 500.

, Tme D - nmarpamMma pacrpeneNieHusi KOJHMYECTBa Y3JI0B OT PasTPyKEHHOCTH. 1.€ MBI

4. Pe3yabTaTbl IKCIIEPUMEHTOB

B xozxe mpoBeneHHs MepBOr0 YHCICHHOTO SKCIIEPHMEHTA, OBUIO YCTaHOBJIEHO, YTO AJITOPUTM
MOCIIEIOBATENIbHON MapIIpyTHU3allii TIOTOKOB HAa BBIOPAHHBIX CETSIX HE WUTPAET CYIIECTBEHHOW POIHU
IpU OIpeJeSicHNH YKCia CYNepIUpOB Uil OJHOW M TOH ke (PyHKIMH pasrpykeHHOcTd. [loaTomy
MpPEJCTaBUM  pe3ylbTaThl (CpeJHEE UMCIO HAWJAEHHBIX CYNEpPIUpPOB) Mg MPOCTOr0 U
CyOONITHMATPHOTO MHUHHMAJIBHO Pa3pe3HOr0 ajrOpUTMOB MapUIpyTH3alUu MOTOKOB. (g TepmuHa
«pa3rpy’KEHHOCTh» BBeAeM aHrmiickuii aHanor «Utility», KoTopwlid OymeT HCHOIB30BaThCS Ha
rpadukax u Tabnuuax). Ha puc. 1 npuBeaeHbl TUIWYHBIE IS BCEX SKCIEPUMEHTOB PE3YNIbTaThl IO
HAXOXKJIEHUIO CpPEAHEro 4Ymcia cynepnupoB. Ha puc. 2 mokasaHbl BeNIWYHHBI pa30pOCOB dYHCIA
CYNEPIHUPOB IS CeTel O0OMX TOMONOrMH I BcexX (yHKIUi pasrpykeHHOCTH. Ilon BeIMYMHOMN
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p336p003 MMOHHUMACTCA PAa3HOCTb MCKAY MAKCUMAJIbHBIM W MHUHUMAJIBHBIM YHCIOM CYHNCPIHNPOB,

W pa3rpyKEeHHOCTH y3JIOB.

(hyHKIH

IMOJIy4a€MbIM JJIs1 OIHOM CEeTH IIPpU UCIIOJIb30BAHUHU PA3TIUYHBIX

—O— Utility 1

14

18179 Utility 2

—— Utility 3
1250 o Utility 4

godvudauAo ouonp

Homep cem

v

v

HUJICHHBIX CYNICPIIUPOB IJI cereii ¢ KIIAaCTCPHOU TOIIOJIOTUCH.

v

Puc. 1: Cpennee uncno Ha

IIpocToit anropuT™ 3anoJTHEHUSL.

MpocToin anroputv (Simple)

KnacTepHas Tononorus
CroxacTuuyeckas Tononorust H

@)
*

goduudauAo ewronh codgeed

20 30 50 60
Homep cem

10

EmpCut)

(

N MUHUMaIbHO paspes3Hbln anropnut™

Cy6ontMmarnbHbl

KnacTepHas Tononorus
CroxacTtuyeckas Tononorusi

O
*

goduudauAo ewronh codgeed

60

30
Homep cemm

20

10

v

1 C KITACTCPHOU U CTOXACTUUCCKOU TOIOJIOTUSAMMU.

v

v

Puc. 2: Pa36poc uncia cynepnupos Jist ceTe
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Tabnuua 1. [TokpeiTHe y3maMu Kilacte

OB B CCTAX C KHaCTepHOfI TOIIOJIOTUCH

Anroputm | MpocTtoin | AyroBoii | C.MunPa3 | A.MunPa3 | F'ubpuaHsii | C.[yroBoi
PasrpyxeHHoctb 1 |Pagnyc2 | 55% 1M1.7% | 48.3% 50% 51.7% 31.7%
(Utility 1) Pagnyc 3 | 95% 90% 95% 95% 95% 95%
PasrpyxeHHocTb 2 |Paguyc2 | 51.7% | 53.3% 51.7% 51.7% 51.7% 51.7%
(Utility 2) Pagnyc3 | 95% 95% 95% 95% 95% 95%
PasrpyxeHHocTb 3 |Paguyc2 | 3.3% 1.7% 3.3% 3.3% 3.3% 3.3%
(Utility 3) Pagunyc 3 | 53.3% 55% 53.3% 55% 55% 56.7%
PasrpyxeHHocTb 4 |Paguyc2 | 41.7% 40% 41.7% 41.7% 43.3% 41.7%
(Utility 4) Pagnyc 3| 93.3% | 93.3% 93.3% 93.3% 93.3% 93.3%
Ta6m/1ua 2. HOKpHTI/IC y3JIaMH KJIACTCPOB B CCTAX CO CTOXACTHYECKOM TOIOJIOTHEH
Anroputm | Mpocton | Oyrosoi | C.MunPa3 | A.MunPa3 |TuopugHbin | C.[lyroson
PasrpyxenHoctb 1 |Paguyc2 | 73.3% 66.7% 73.3% 75% 73.3% 63.3%
(Utility 1) Pagnyc3 | 98.3% | 98.3% 98.3% 98.3% 98.3% 98.3%
PasrpyxenHoctb 2 |Paguyc2 | 71.7% 76.7% 71.7% 71.7% 71.7% 73.3%
(Utility 2) Pagnyc3 | 98.3% | 98.3% 98.3% 98.3% 98.3% 98.3%
PasrpyxeHHocTb 3 |Paguyc2 | 53.3% 53.3% 51.7% 51.7% 55% 53.3%
(Utility 3) Pagnyc3 | 91.7% | 93.3% 91.7% 88.3% 95% 91.7%
PasrpyxeHHocTb 4 |Pagnyc2 | 68.3% 65% 68.3% 68.3% 68.3% 66.7%
(Utiltity 4) Pagnyc3 | 95% 95% 93.3% 95% 93.3% 93.3%

B TperbeM OKcliepUMEHTE OICHMBANACh paboTa alropuTMa Ha OOJBIIMX CETSIX CO
croxactrnueckoit Tomoiorueit (500 y3moB). IlnotHocTh Ayr komebamack ot 70% mo 30% nyr,
MPUCYTCTBYIOIIMX B TMONHOM Tpade. BBUMCISIIOCh KOMUYECTBO BBIIEISIEMBIX CYIECPITUPOB,
00pa3yIomnX CBSI3HYIO IMOJICETh. Pe3ylbTaThl MOJCIMPOBAHUS TOKA3aJH, YTO YHCIO BBIACISIEMBIX
CYTIEPITUPOB TPAKTHUYECKH HE KOPPENUpyeT ¢ IUIOTHOCTBIO Ayr B rpade, MOdTOMYy HUXE OyayT
MIPUBEJICHBI CPETHUE 3HAUCHHS PE3yIbTATOB.

Ta6mmma 3. CpenHee U AUCTIEPCHS KOJTUIESCTBA BBIICICHHBIX CYIIEPIIHPOB, 00Pa3yIOITIX
CBSI3HYIO TIOJICETh Ha CTOXACTHYCCKHX CETSIX.

Hons PasrpyxeHHocTb 1 | PasrpyxeHHocTb 2 | PasrpyxeHHOCTb 4
cynepnupos, % | (Utility 1) (Utility 2) (Utility 4)
CpegHee yncno 10 38.03 38.30 39.07
Oucnepcus 6.48 6.17 6.02
CpegHee yncno 30 125.79 124.78 125.53
Ovcnepcus 14.29 14.33 13.97
5. BeIBOABI

Pe3ynprathl mepBOro 3KCIEPUMEHTa, MOIYYCHHBIC C HCIIOJNB30BAHUEM BTOPOH (DYHKITUH
pasTpyKEHHOCTH Y3JIOB, YUUTHIBAIOIIEH CTEIIEHh BEPIIMHBI H OCTATOYHBIC MPOITYCKHBIE CIIOCOOHOCTH
WHIAJCHTHBIX JIYT, JA0T Pe3yabTaT CcO 3HAYMTENLHO MEHbBINEH aucriepcued (Mayas IucIepcust
03HAYaeT OTCYTCTBHE YACTOTO WM3MCHEHHUS MHOXECTBA CYIEPIIMPOB M M3MECHCHHUS MapIIpyTHU3AIUH
MOTOKOB 4Yepe3 HUX). Pe3ynbTaThl MEpPBOrO JIKCIIEPHUMEHTa C HCIIONh30BaHUEM TpPeThell (DYHKIIMU
pasTpyKEHHOCTH JAI0T BBICICHHE MAJIOTO YMCIIa CyrneprnupoB (3-4 cymeprvpa Ha CeTh), HO TaKKe C
Manoit gucnepcueit. llepBbie aBe GYHKIME pPa3TPyKEHHOCTH TOKAa3aJM OJMHAKOBOE YHCIIO
CYTIEPIHPOB, TPEThs (PYHKIHS Jajla MEHBIIEE CYNEpPIHpOB, Hexenn TpedoBanock. [lo pesymbpratam
MIPOBEICHHBIX PKCIIEPUMEHTOB ITOKa3aHo, 4To B 63% ceTeil ¢ kimacTepHoi Tomonorueii u 70% cereit
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CO CTOXaCTUYECKOH TOMOJIOTHUEH C TTOMOIIBIO QYHKIHHA pa3rpykeHHOCTH (2) U (4) yAanoch NOIYYHTh
cBsi3HBIC Toarpadsl cyneprnupoB. Oyukuuu pasrpykeHHoctd (1), (2) u (4) BbACHAIOT TpeOyemoe
YHCJIO CYNEPIUPOB, TO €CTh TPETh OT OOILEro Yuciia y3JI0B B CETH, OAMHAKOBO Ha CETAX C 000MMHU
TUIIAMU TONOJOTUH. Pe3ynbraTel B 00enx TaOMuIax MOKa3bIBalOT, YTO HAa CETSAX CO CTOXACTUYECKOU

TOITOJIOTHEH,

JO0JIA TOJHOCTBIO TTOKPBITBIX ceTeit Ki1aCTépaMn Yy3JIOB BbIIIEC, YEM Ha CETAX C

KJIACTEPHOM TOIOJIOTHEH.

Takxe OBLIO TIOKa3aHO, YTO PE3yNIbTaT, 3 UMCHHO, YUCIIO HAHJCHHBIX CYNIEPIIUPOB HE 3aBUCHT
OT TUIOTHOCTH 3aIlOJIHCHUS IyraMu rpada CeTH, HECMOTPS Ha TO, YTO JIBE METPUKH Pa3rpyKEHHOCTH
3aBHUCST OT TAKOTO IMOKA3aTesl, KaK CTENeHb BEPIIIHHBI.

JlntepaTtypa
(1]

(2]

(3]

SI.P. TI'punbepr, W.M. Kypoukun: HccriemoBaHue pe3yibTaTOB MaTeMaTHYECKOIO
MOJCITUPOBAHUS TTOCIICIOBATSIIBHOTO 3aIlOJHEHUS CeTel ¢ KJIAaCTepHOW TOIOJIOTHEH /
[Ipobnemsl BorunciieHni B pacnpeneneHHor cpene: Tpyast UCA PAH / Ilox pen.
C.B. EmenbsnoBa, A.I1. AdanaceeBa — T.46 - M.: KPACAH/I, 2009, ¢.198-232.

SL.P. T'punbepr, N.W. Kypoukun: MaremMatnueckoe MOICITHPOBAHUE ITUHAMHYECKOTO
MOCJIEJOBATENFHOTIO 3aMoIHeHUsl ceTeil moTokamu cBsi3u / [IpoGiemMbl BBIYHMCICHU B
pacnpenenennoit cpeme: Tpyasr UCA PAH / Tlon pea. C.B. EwmenbsHopa,
A.Il. AdanaceeBa — T.46 - M.: KPACAH/I, 2009, c.233-258.

SL.P. T'punbepr, .M. Kypoukun, A.B. Kopx: Brigenenne kimacTepoB B CETAX C
JUHAMHUYECKUM 3arosiHeHueM noTokamu cBa3u / Tpyael II Beepoccuiickoit HaydHOM
KOH(EpEeHIIN MOJIOJBIX YUSHBIX C MEXKIYHApOJHBIM ydacTHeM "TeopHs W MpakTHKa
cucreMHoro ananmza”, 2012, T. 1, ¢.116-126.
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AJITOPUTMbBI YBEJIMYEHUA CYMMAPHOI'O
TPA®HUKA B CETSIX IEPEJAYU JAHHBIX'

S.P. I'punbepr

Lenmp I puo-mexnonoeuii u pacnpeoenennvix evruucieruti UCA PAH, Poccus, 117312,
2.Mockea, npocnexm 60-1emust Oxmsops, 0.9 , men. (495) 718-96-31,
greenjak@isa.ru

[pensnoxxen oOUIMI TPUHIUI JUIS TOIYYCHUS aJITOPUTMOB, YBEINYHBAIONINX CYMMapHBIH Tpaduk
B CETAX Iepe/laun JaHHBIX B ClIydae, KOrja 3asBKH Ha OPraHW3alMIO CBSI3U MEXIy aOOHEHTaMH
MOCTYMAIOT B CETh IIOCIEI0BATEIbHO BO BpeMeHH. OH 3aKiIfoyaeTcst B pasJelicHuH pedep ceTH Ha
KJacchl JACOUIMTHOCTH W BHIOOpE OYEPEeIHOr0 MapIIpyTa Ha OCHOBAaHHH FHCIIOJB30BAHUS
HamMeHee Ne(UIMTHBIX pedep. OmcaHbl TaKUue aarOPUTMEI U IIPUBEICHBI HEKOTOPHIE pe3yIbTaThI
paHee OITyOIMKOBaHHBIX YHCICHHBIX SKCIIEPUMEHTOB.

1. BBenenne

Hacrosmiee nccnenoBanre ObUI0 HHAITMAPOBAHO CIEAYIOMECH OYCBUIHON MPAKTHIECKON 3a1aueH.
B TenexoMMyHHKAIIIOHHYIO CETh, COCTOSIIYIO M3 KOMMYTAIIMOHHBIX Y3JIOB M JIWHUHI CBS3H MEXIY
HUMH, OOBCIUHSIONIYI0 HEKOTOPOE MHOXECTBO a0OHEHTOB M HMCIONIYI0 OTPaHUYCHHUS Ha
MPOIMYCKHBIE CIIOCOOHOCTH JIMHUM CBSI3M, TMOCIEAOBATEIIEHO BO BPEMEHH TIOCTYIAIOT 3asBKH
(TpeboBaHMs) Ha Mepeaady CooOIeHNH MeX Ty mapamMu aboHeHTOB. Kak cieayer MapIipyTH3UpOBaTh
3TH COOOIIEHUs,, YTOOBI CYMMapHOE KOJHYECTBO BBITIOJHCHHBIX 3afBOK OBLIO MaKCHUMAaJbHBIM.
HecMoTtpst Ha KaxymIyrocs MPOCTOTY M OYEBUIAHOCTh TAKOH MOCTAaHOBKH, B JMTEpAaType HET pador,
MIPSIMO TIOCBAIIEHHBIX PEIIEHHUIO 3TOH MPOOIEMBI.

B neficTByrommx mpOTOKOIAaX MAapIIPyTH3aldKd COOOMIEHHH B TIOOAIBHBIX CETSIX Nepeladn
JIAaHHBIX, Takux, HanpuMmep, kak RIP unu OSPF, npuMeHsercss NpuHIUN NOKCKa MyTH MUHUMAIbHOU
cronmoctr. CTonMocTH (METPUKHM) KaKJOMY KaHaTy CBA3HM Ha3HA4aroTCs Mo-pazHoMmy. Hampumep, B
RIP-ipoTokOie KakmoW JMHWUHM CBS3M Ha3HA4aeTCs OIWHAKOBAas CTOWMMOCTh, TaKUM 00pa3oM,
ONTHMAJBHBIN MyTh B 3TOM MPOTOKOJIE — 3TO KpaTYaWIIMi MO YHUCITy JIMHUHM CBS3U (XOIOB) IMYTh.
Takoit anroput™ onpeAeaeHus ONTHMAIBLHOTO IyTH OYJIEM JIajiee Ha3bIBaTh «IIPOCTHIM» aITOPUTMOM.
OSPF-nipoTokon [momyckaeT Ha3Hau€HHE pa3HBIX METPHUK, HampuMep, Ha OCHOBAaHWU BEIHYUH
MPOIYCKHON CITOCOOHOCTH JIMHWUH CBsI3M, (0OpaTHas MPOMOPIMOHAIBHOCTH), BPEMEHH 3aJICPIKKHU,
HaJeKHOCTU U Np. Hu onlHa M3 MCHONB3YIOMMXCS B HACTOALIEE BpPEeMsl METPUK HE HMEEeT CBOEH
NpSIMOM  TENBI0 pEIIeHHE TIOCTaBICHHOW 3a7add, T.€. MaKCHMH3AIMI0 CYMMapHOTO MOTOKa.
Hacrosmast pabota npeacrasisier co00il MOMBITKY MPEATIOKUTh TAKHE METPUKH.

HawnGonee 6im3koii Kk COpMyITHPOBAHHON 3a/1ade sSBISETCS TaK Ha3bIBaeMasi MHOTOIIPOYKTOBas
po0JieMa, U3BECTHAS M3 TEOPUHU MOTOKOB B CETIX — CM., Harpumep [1, 2]. Ona dopmymupyeTcst kKak
3a/a4a JOMYCTUMOCTH JJII OpTaHHW3alfH MOTOKOB NMPOIYKTOB 3aJlaHHOW MHTEHCHBHOCTH B CETH C
3alaHHBIMA OTPAaHUYCHUSIMU Ha TPOMYCKHBIC CIIOCOOHOCTH JWHMU CBsi3u. [lpaBma, B Takoi
KIJIACCHYECKOM MOCTaHOBKE TPEOOBaHMS HA WHTCHCHBHOCTH IMOTOKOB MPOAYKTOB MEXIy aOOHEHTaAaMHU
3aal0Tcs cpa3y, OAHOMOMEHTHO. JTO OTIM4YHMEe, TeM HEe MeHee, OKa3bIBaeTCsl BeChMa M BeCchMa
CYIIIECTBEHHBIM. AJTOPUTMBI MapIIpyTH3aI[MH, PEIaloliie 3a1ady BbIOOpa OYepeqHOro MapuipyTa
MOCIIEIOBATEILHO  BO  BPEMEHH, TI0 Mepe IOCTYIUIGHWUS  3asiBOK, OyJeM  Ha3bIBaTh
«TIOCTIEZIOBATEIbHBIMI» ~QJITOPUTMAMH, B OTJIHYHE OT OJHOMOMEHTHBIX WIN «CHHXPOHHBIX»
anropuTMOB. MHOTONIPOTyKTOBAasA 3a/ada JAOMYCTUMOCTH MMEET OJHO3HAYHOE pelieHue (T.e. «aa» —
BO3MOXXEH TaKOW TOTOK» WJIM <«HET» - HEBO3MOXEH»), B TO BpEeMsS KaK BEIOOp COBOKYITHOCTH
MapIIpyToB, €€ pellallmX, HeoqHo3HaueH. CilenyeT OTMETHUTh, YTO CHEIHATbHBIX 3PPEKTUBHBIX

' Tlomnepska DL «MccnenoBanus u pa3paGOTKH 10 IPHOPUTETHBIM HATIPABICHHSAM PA3BUTHS HAYUHO-
TexHoJyoruueckoro kommiekca Poccuu Ha 2007-2013 rogs» (I'ockontpakT Ne 11.519.11.4012), PODU rpant
Ne 12-07-00415-a, nmporpamma ¢pynnamenTansHbIX uccnenoBannii [IPAH Ne 14.
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METOJIOB PpEIICHUS MHOTOIPOJYKTOBOH TMPOOJIEMbI HE CYIIECTBYEeT, HO OHa MOXET OBITh
chopMynupoBaHa Kak 3aJada JMHEHHOro mporpammupoBaHus. llociemoBarenbHBIE alTOPHUTMBI
BCET/la «ICHCTBYIOT» B paMKax HEOIPENEJICHHOCTH, KaKOBBI UMEHHO OYyIyT CIenyroIIne 3asBKH, HE
TOBOPS YK€ O BCEH COBOKYITHOCTH TpeOoBaHui B mesoM. CleayeT OXKHUIaTh, YTO TUIATOMH 3a 3TO OyaeT
TO, YTO OHU OyIyT BCErzaa «XyXe» CHHXPOHHOTO alTOpPUTMA. «XyXK€» O03HadaeT B JaHHOM CIIydae
cienyromee. Ecnu B mpoiecce AEMCTBUS KaKOTO-JIMOO ITOCIEAOBATENHHOTO alTOPHTMA CITYYHIICS
«OTKa3», T.e. HEBO3MOXHOCTh yJIOBJICTBOPUThH OUYEPEIHYIO 3asiBKY, TO peliasi 3aJady JOITyCTUMOCTH
JUTSL BCEW COBOKYITHOCTH 3asIBOK, BKJTIFOYAsl «OTKAa3HYIO», MBI, CKOPEE BCETO, MOTyYUM TOJIOKHUTEIHHBIN
pe3ynbTart.

OTMeTM Takke Hamu paboTel [3, 4], TMOCBAIIEHHBIE ATOW mpobieMe. MOXHO CKa3aTh, YTO
HACTOSAINEEC  WMCCICAOBAHUE  SBISCTCS  JOOCMBICIEHHEM U, YaCTUYHO, IEPEOCMBICICHUEM
MIPEACTABICHHBIX TaM Hled. Tem He MeHee, MOJENb 3allOJIHEHHS CETH OCTaJIach HEU3MEHHOU, a
WMEHHO, OHa 3aKII0YaeTcs B TOM, YTO B IEPBOHAYANBHO «ITYCTYIO» CETh MOCIEAOBATEIEHO BO
BPEMCHH TIOCTYTAIOT 3asBKU HA OPTaHU3aIUI0 KAaHAJIOB CBSI3U €UHUYHOW MPOMYCKHON CIIOCOOHOCTH
MEXJIy pa3HbIMUA NapaMu a0OHEHTOB. JTH KaHAIbI CBSA3U UMEIOT JTMOO OSCKOHEUHOE BPEeMs KU3HHU
(«CTaTUYeCcKuil» pexuM), THOO0 KOHEYHOE BpPEMS JKM3HH, 10 OKOHYAHHH KOTOPOTO 3aHSATHIA HMH
pecypc ocBoOOXIaeTcs («IUHAMHYECKUH» pexkuM). TakuM o0pa3oM, Ha KaXJIOM TaKTe 3ajjava
HAaXOKACHUS TMYTH pElIaeTcsi B «HOBOI» CeTH, KOTOpylo OylneM Ha3bplBaTh OCTAaTOYHOH. B Heit
MIPOITYCKHBIE CIIOCOOHOCTH pedep CYTh «OCTaTOUHBIC» HIIH «CBOOOIHBIC» MPOITYCKHBIE CITIOCOOHOCTH,
T.€. Te, KOTOPBIE HE 3aHATHI APYTUMH, paHee TPOIOKEHHBIMH Iy TsiMu. OTKa3 BO3HUKAET TOT/AA, KOT/Ia
B MOMCHT BO3HHKHOBEHHUS OYCPEIHOHN 3aiBKH «OCTATOYHBIA PECypc» CETH HE OOCCIeUMBACT ¢
CBSI3HOCTH, 1 HUKaKOW MapIIpyT, CBA3BIBAIONINI JaHHYIO Mapy aOOHEeHTOB, HeBO3MOKeH. CpaBHEHHE
3¢ (heKTUBHOCTH TOCIEeNOBATENBHBIX AJITOPUTMOB IPOMCXOIUT CIEMYIOMIUM O00pa3oM: SK3eMILIAPHI
OIHOM W TOW K€ «IIyCTOW» CETH 3alOJHSIOTCS IOCPEJCTBOM PAa3JIMYHBIX TOCICIOBATEIBHBIX
ITOPUTMOB TIpU OJHOM U TOM JK€ IOTOKE 3asJBOK W OJMHAKOBBIMA BPEMEHAMM >KH3HH TyTeH (B
JUHAMHYECKOM PEXuMe). AJITOPUTMBI CPaBHUBAIOTCS MO OOIIeMy MOTOKY IO TMEpPBOTO OTKa3a U IO
KOJIMYECTBY OTKA30B.

2. lIpuHIUN 3KOHOMMU 1eUIMTHOrO pecypca

«[lepBoHavanbHas» (WM «IIycTas») CTyleHYaTas CETh GO(AO, BO, VO, @DO) npencrasser
co00i1 ceMyrOINI MATeMaTHICCKU OO BEKT.

1) GO(AO, BO) — KOHEYHBIH, CBS3HBIA (HEOPUEHTUPOBAHHBIA) Trpad, B KOTOPOM AO —
MHO>XECTBO BEPIITHH, |A0|=N0 , BO — MHOXECTBO pebep rpada, KoTopple MBI OyaeM Ha3bIBaTh
CETEeBBLIMHU pedpaMH, |BO|=K0 :

2) C° ( B’ ) ={c?,...c% } - nonoxurensHas neficTBUTeNbHAS (BYHKIMA HA MHOKECTBE B’ 5ta
(byHKIUS onpesiensieT epBOHavYalbHbIC POITYCKHBIE CTOCOOHOCTH CETEBBIX pedep.

3) — MHOXECTBO pebep rpada, KOoTopele OymeM Ha3bIBaTh IOTOKOBBIMH peOpaMul WA
MPOAYKTaMH, |V0|= .

4) DO — ynopsimoueHHOE MHOKECTBO Hemepecekarommxcs  knaccoB D%, cereBbix pebep -

o D°
KJIACCOB JIE(UITUTHOCTH - |@0|= DO, D = U @Om s |@0m|: Kom, z Kom = KO, B KOTOPOM
m=l m=1

KJTACCHI PACTIONOKEHBI B OPSIKE YOBIBAHHS Je(UIIUTHOCTH.

BepuuHel, MHIUACHTHBIE MOTOKOBBIM peOpaM, OyaeM Ha3bIBaTh MOJTIOCAMH, TAKHM 0OpPa3oM,
KaKJIBI MPOITYKT — 3TO Napa MOJIOCOB. BepIIiHbI CeTH, He BXOMAIINE B YHCIO TIONFOCOB, SBIISIOTCS
YHCTO KOMMYTAIIOHHBIMH y3JIAMH CETH.

«ITepBoHaYaTbHAS» (MM «ITyCTasi») CETh GO(AO, BO, VO) — 3TO ceTh, 00Iamaromas BCEMH
NIPU3HAKAMU CTYMEHUYATOH CETH, 33 MCKIIOUEHHEM TOTO, YTO B HeEil He ONpEIeIeHO MHOXKECTBO

knaccos neduuuraoctn DY,
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R, - MHOXKECTBA MHMHMMAIBHBIX pa3pe30B KaKAOTO MHPOAyKTa V,,, R, — TIpomycKHbIe

CIIOCOOHOCTH 3TUX Pa3pe30B, paBHBIC, 110 TEOPEME O MAKCUMAaIBHOM MOTOKE U MHHUMAIILHOM pas3pese,
MaKCHUMAaJIbHO BO3MOXKHBIM IOTOKaM COOTBETCTBYIOIIUX MPOJYKTOB, JJIsi KaXJIOrO MPOAYyKTa B
OTJCILHOCTH.

OctaTouHas (110 OTHOLICHHIO K INepBOHAYanbHOM) crynenuatas ceth G GO,' A B 'V, D)n
octarounas cetb G( G’: A, B, V) onpenensiores cnemyrommm 06pazoMm.

1 G( GO; A, B) - xomeunblii (HeopHeHTHpOBaHHEIH) rpad, B KoTopoM A — MHOXKECTBO
Bepmme, A < A’ |A|= N_<N0, B - Muoxectso pebep rpada, B & BO, |B|= K< KO;
muoxkecTBa A u B onpenenens: Huke.

0y — . 0
2) C(B”) ={cy,...cx"} - meorpunarensnas neiicTBuTenbHAsS QYHKIMA Ha MHOXKeCTBE B,

c<ci=1,...K"
b, eB, Vici>0;a, € A Vk, a, vaumnentna b € B.
HvV|\Vi=M < M;v, eV ¥mR, > 0.

5) @D — ynopsmoYeHHOEe MHOXECTBO Hemepecekarommxcs  kimaccos Dy, ceTeBbIX pebep

D D
MHOkecTBa B - xnmaccos mepunurHocTH - |@|: D, D = U Dy, |@m|: K, Z K.=K, B

m=l m=1

KOTOPOM KJIACChI PACITIOJIOKCHBI B TOPAAKE y6I:;IBaHI/I$I ,Z[e(l)I/ILII/ITHOCTI/I.
I[J'ISI OCTAaTOYHBIX CCTCﬁ, B T.4. CTYIICHYAThIX, TC IOTOKOBLIC pe6pa Vi, 1A KOTOPBIX Rm > 0, T.C.

V€ V, Gynem Ha3pIBaTh OTKPHITBIMH, OCTATbHBIE HOTOKOBBIE pebpa V,, € VO \V — sakpeiteivn. Jlst
TIEPBOHAYATIFHBIX CETEH, M0 OTpeIeNIEeHHIO0, BCE MOTOKOBBIE pedpa — OTKPHITHIE.

M
ITyctb L - muoxectso myTel BceX MPOAYKTOB, L= U Lm , TIe Lm - MHOXXECTBO MyTeu

me=l

OponyKTa V. JIsl Kakaoro myTu teL, paccMaTpUBaeMOro Kak MHOXKECTBO pedep, oOpasyem

KopTex AnuHbl 1), a MMEHHO, YIOPAI0YEHHYIO T10C/IeJ0BATENBHOCTD YUCE f(k ) (= (f (1)~ A (D))
rae 4 (m)= |f N Dm| . BBeneM ynopsigoueHHOCTh MyTeil MO CAeayIoueMy MpaBUiy:

f] =~ 52 = (Jl <D Vk<i fj(k) = fg(k)/l f](i)< 52(1')), f], 52 e L. (1)

Onpenenenue. ONTUMATBHBIA IyTh TPOAYKTa V,, B OCTATOYHOW CTYNEHYATOW WM ITyCTOM
CTYNEHYATON CEeTH — 3TO MEPBBIN MyTh 3TOTO MPOJYKTA B CMBICIE yIopsinodeHHocTH (1).

VnopsgouenHocts (1) — 9370 Jekcukorpaduueckas —ymoOpsSIO4YeHHOCTh. B KOHTEKCTe
paccMaTpuBaeMoOi 3aladyd OIPEAETCHHYIO BBIIIE ONTUMAIBHOCTh OyIeM Ha3blBaTh MPUHITUIIOM
SKOHOMUH JIe(PUIIMTHOTO pecypca.

OmnpeneneHre ONTUMAIBHOTO MYTH HE M3MEHHUTCS, €CIM OOJacTh MOWCKA ONTHMAIBHOTO IYTH

6y,I[CT HE MHOXCCTBO ﬁm, a JII000e MHOXKECTBO HYTCf/’I.

CMBICIT BBEJICHHBIX TIOHSATHI CTAHOBUTCS COBEPIIECHHO MOHSATEH, €CIIM OOPATUTHCS K OMHCAHHOM
BO BBCJCHHWM MOJIENM 3aloJIHEHUs ceth. Kaxablii akT BBIOOpAa OdYepeNHOro MapiipyTa (Kpome
MIEPBOTO) MPECTABISIET COOOM IMMOMCK ONTHUMAIBHOTO ITyTH B OCTATOYHOM CTYIIEHYATOH CETH.

OnTuManpHBle IYTH MOXHO HAXOOWUTh KaK MyTH MHHUMANbHOM CTOMMOCTH, €CIH
COOTBETCTBYIOIIIUM O0pa30oM Ha3HAYUTh CTOMMOCTH pedpaM CETH — OJWHAKOBBIE CTOMMOCTH IS
pebep, MpuHAIJISKAIINX OJHOMY KIIACCY ASPUIIUTHOCTH.

ANTOPUTMBI TTOWCKA MyTH MUHUMAJIBHOW CTOMMOCTH, MPUBOMSIINE K ONTUMAIBHBIM ITyTAM IO
MPHUHIIUITY SKOHOMHUU JeUIIMTHOTO pecypca, OyeM Ha3bIBaTh KOHTPACTHBIMH aJlrOpuTMaMu. Bmecte
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C TeM, €CJIH CTOMMOCTH pedep MPeACTaBIAIOT co00M yOBIBalOUIYIO IO Mepe YObIBaHUS Ae(DUIIMTHOCTH
KJIACCOB I10CJIE0BATEIBHOCTD IOJOXKUTEIBHBIX UYUCET, TO COOTBETCTBYIOLIUE AJITOPUTMbI TAKXKE B
HEKOTOPOU CTEINEeHH, «IPUOIKEHHO» OYAYT YIOBIETBOPATH MPUHIUIY 3KOHOMHUHU JeDUIIMTHOTO
pecypca. Takue anroputMbl OyeM Ha3bIBaTh «MSTKHMU» aITOPHUTMaMH.

3. AJIFOpI/lTMbI MoCJaeaA0BATECJABHOI0 3aI10JTHCHUA

0,40 0 0
Iycts umeercs nepponauanshas G (A°, B, VO) wm ocratounas G(G'; A, B, V) cems.
ByneM cumrath, uTo TpeOOBaHHS HA OpPTaHM3AIMIO IOTOKOB IIPOAYKTOB MOTUHHSAIOTCS

BEPOSTHOCTHOMY 3aKOHY, & MMEHHO, CymecTByloT M — NONOKMTENbHBIX uucen P, M =

M
], 2,..., M, TakKuxX, 4TO me =1. DOru 4ucna pEaACTaBIIAIOT coboii BEPOATHOCTU TIOABIICHUA
m=1

TpeOOBaHMII Ha OPraHM3alMI0 KAaHAJIOB CBSI3M MEXIy IMOJIIOCAMH, OOPa3yIOIUMH MOTOKOBBIE

pe6pa Vin. Mu1 npearnojaracM TakKiKe, YTO YJAOBJIICTBOPCHUC 3asABKHW O3HAYACT OPraHU3alWIO IMOTOKa

€IMHUYHOW MHTEHCUBHOCTH.
M

IMycts R=— sz - cpenHee 3Ha4YeHHUE MPOIMYCKHBIX CIIOCOOHOCTEH MUHHMAIIBHBIX pa3pe3oB,
m=1
COOTBETCTBYIOIMX OTKPBITHIM IIOTOKOBBIM peOpam.
OmuimemM MHHUMAJIBHO-PA3pe3HBIl ITOPUTM ONpENeNICHNs KIacCoB AS(GHIUTHOCTH CETEBBIX
pebep u nBe ero MmoaupUKaIIH.

Illar 1. BymeMm cuutath MHOXeCTBA R, YIOPANOYEHHEIMH TI0 TIPH3HAKY HEyOBIBAHHS

BEJINYNH Rm.
IITar 2. BBegeM BeIUUYMUHEI BUAA

qm = (1/M)( R IR ) - py )
¥ TaK)Ke PACIHOJIOKHUM HX B HOpsiake HeyObiBaHus. O003HAYMM KIIaCChl PaBHBIX BEIUYMH (f,, Kak (),
i =1, .., M, M; < M, u 6ynem Takxe cuuTaTh MX YINOPAAOUEHHBIMH IO BO3PACTAHMIO
BeIMYMH (. Bynem Taxke 0603Ha4aTh Q = (Xq,- ).

Iar 3. ITycTs ceTeBoe pe6po D BXOANT B MHHMMAIBHBIE Pa3pe3bl OJHOTO MM HECKONBKHX
nposyktos. O603HauuM uepes ¢;(D) To kKonMUECTBO TPOLYKTOB, KOTOPOE BXOAMT B Kiacc Q U B
MHHHMAJIBHEIX pa3pe3ax KOTOpPBIX coepxkutcs pebpo b. O6pazyem koprex 1(b) nmammt M; + 1
T(b) = (qi(b), qxD),..., qu,(b), qu,+1(D)=0), tne nox wraccom Q p7, +; M1 MOHEMAEM
KI1acc pedep, He BXOJAIINX HU B OJMH MUHUMAJbHBIN paspes. (Takum obpaszom, eciu b € QM1 +1
0 T(b) = (0,...,0, gu, +1(b)=1).

Iar 4.1. Tiyets T (b;) = (1q9:), T(b2) = (2q:), i = 1,..., M; + 1. Ycranosum

YIOPSA0YEHHOCTh CETEBBIX pedep Mo CIeAYIONIeMY MPABUITY.

b]'{ b2 C>(51§M]'|‘]l7/k<l 19k = qu/llqi<2qi). 3)

M,
Ilar 4.2. Iycts d(b) = qu' (D) u, ecnun d(b) > 0, To penymmpopannsiii koprex 1 (b)
i=1

onpenenum kak 1 (b) = (0, ..., 0, gi(b)=d, O, ..., 0), tne i nomep osnemenTa
HepeTyIMpOBAHHOTO KopTexa pebpa b, mis xotoporo gi(b) = 0,k < i n qi(b) > 0. Ycranosum
YIIOPA/I0YEHHOCTh CETEeBBIX pebep no npasuiy (3) s peayuuposanHbix koprexeit 1 (D).
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Ilar 4.3. Iycts d(b) > 0. Torna ns pebpa b onpenenum ABakIsl pelylHPOBAHHbIH KOPTEK
T°(b) crenyroumm o6pasom: 17°(b) = (0,...,0, qi(b)=1,0,...,0), rne i uomep snemenra
koptexka pebpa b, s koroporo gi(b) = 0,k < i nqi(b) > 0.

Jns pedep ¢ d(b) > 0 ycranoBuM ynopsmodeHHOCTh ceTeBhIX pebep mo mpasmiy (3) i
JBaXKIBI peypoBaHHKIX Koprexei 1 (b).

Crnenaem HECKOJIBKO KOMMEHTAPHEB.

1. Bennuunsl (,, NpeACTaBIAIOT COOOH «Mepy OTHOCHTEIBHOM 3arpy’KEHHOCTH» CETH IOTOKOM
MEXy JaHHOM Mapoil MOJOCOB MPHU YCIOBHH, YTO MHTEHCHUBHOCTH MOTOKOB MEXKIy BCEMH TapamMu

THIOJIFOCOB  PACHpENENIEHbl B COOTBETCTBHU C BEIMYMHAMM BEPOSTHOCTEH P,. B coorBercTBUM C
BBEJICHHBIMU OTPEICICHUSIMU

M M . M

2.4, =U/M)Y (R,/R)=> p,=1-1=0

m=1 m=1 m=1
U, TaKuM 00pa3oM, MO0 BCe (j,, PaBHBI HYJIO, TMOO CPEIU DTHX BEIMYHH €CTh IHOJIOKUTEIBHBIE
OTpHULATCIIbHBIC. CMEICT BBCICHUSA I3THUX BCJIHWYUH - B PAHXKXUPOBAHUHA pe6ep CE€TH HC TOJIBKO IIO
BCIIMYMHaM HpOHyCKHOﬁ CITIOCOOHOCTH MMHHMAJILHEIX pa3pe3oB, HO U 1O OTHOCHUTEILHON
HHTCHCUBHOCTH 3asBOK. 3,Z[CCI> HCABHO Ipeamnojara€tcsa, 4YTO KaxXaoe p66p0 CCTU MOXKCT
«y4aCTBOBAaTh» B MUHUMAJIbHBIX Pa3pe3ax TOJIbKO OJHOTO ITPOAYKTA, YTO, KOHCUHO, IJId OOJIBIIMHCTBA
ceTel He BhITIOHAeTCS. Tem He MCHCC, MbI 6y):[eM HUCXOOUTh U3 TOI'0, UTO, ITYCTh U HC B ITOJIHOM MEpe,

HO 3TH BEJIMYMHBI COXPAHAIOT yKa3aHHbIA cMbicl. Hanuune oTpHIaTenbHBIX BEJIUYUH (f,; HE HECET
HUKAKON JIOTIOJHUTEIBHON CMBICIIOBOM HArpy3Kd, a SBISETCSA JIAIIL CJICACTBHEM BBIOpPAHHOMN
HOPMHUPOBKH BEJTMYHH.

2. B obmiem ciyuae mocneoBaTenbHoCTh ncen K, pacrosnokeHHBIX B MOPAIKE BO3PACTAHHS,

COBCEM HEOO3aTENbHO COBMNAAAET € IOCIEIOBATEIBHOCTBIO YHCEN (f;;. OOHAKO B TOM YacTHOM
ciIy4ae, KOTJa pacIpelesieHHe BEpOSTHOCTEH BO3HWKHOBEHHUS 3afBOK PABHOMEPHO OTHOCHUTEIHHO

BCEX TOTOKOBBIX pebep, T.e. P, = I/M, m = 1,..., M, Bo BBenenuu Benwuun ¢ HeT
HEOOXOIMMOCTH, U YHOPSAJOUYMBATE H arperupoBaTh CIEIyeT MHOKECTBO IPOLYKTOB II0 BETHUYHMHAM

TIPOIYCKHBIX CIIOCOOHOCTEH MUHMMAIBLHEIX paspe3os K.

3. Eciiu B OCTaTOUHYIO CeTh MOCTYIWJA 3asBKa HA OPTaHMU3AIMIO KaHaja CBSI3U IJISl 3aKPBITOTO
MIOTOKOBOTO pedpa, To (GUKCUPYETCs OTKa3, U MPOIIECC 3alOJHEHUS CETH MEPEXOIUT K CIEeIyIomeMy
miary.

Ecnu B KauecTBe OCHOBHI IS YIIOPSIOYUBAHYS peOep CETH MPUHSTH HE MPUHAIUICKHOCTh HX K
TOMY WJIM HHOMY MHHHMAaJIbHOMY pa3pesy, a 3HAUeHHUS WX MPOITyCKHOW CIIOCOOHOCTH, TO MOTydYeHHBIE
aNrOpUTMBI OyZIeM Ha3bIBaTh PeOECPHBIMU alITOPUTMAMHU.

4. Pe3yabTaThl HEKOTOPHIX IKCIIEPUMEHTOB

Ha Puc.1 nmpuBeneHbl HEKOTOpbIE Pe3yNbTaThl MPUMEHEHHUS MTOCIIEA0BATENBHBIX aJrOPUTMOB
JUIS 3allOJTHEHUSI TOTOKOBBIX CETe MOTOKAaMHU CBsI3H, B3AThIe M3 paboTsl [5]. Ha rucrorpammax
MIPEJICTaBJIEHbl PE3YyJbTAThl 3aloNHEHUs cepud K3 131 ceTH NOTOKaMM CBSI3W IO YETBIPEM
MOCJICIOBATEIFHBIM aJITOPUTMAM B «CTaTHUYECKOM» PEXHME, T.€. B cllydae, KOTJa BpeMs JKH3HU
KaHaJla CBsI3M OceckoHewHO. [lo ocn abcumce OTIIOKEHO OTHOCHTENBHOE (B IMPOIEHTAX) YBEIIMUCHHUE
(MM yMEHBIIIEHWE) TMPOBEIEHHOIO TIIOTOKa IO BCEM TNPOAYKTaM MOCPEACTBOM JAaHHOTO
MOCIIEIOBATENIEHOTO alITOPUTMA IO KPHUTEPHIO «JO TEPBOTO OTKa3a» IO CPaBHEHHIO C MPOCTHIM
anroput™MoM. [lo ocu opJuHAT — KOJUYECTBO CETEN M3 TaHHOW CEpUM, B KOTOPBIX 3TO MPEBBIIECHUE
umeno mecto. OxapakTepusyeM B TEPMHHAX HACTOSIIEH pabOThl MpUMEHSIBIIMECS B [S] alrOpUTMBEI.
Anroput™M ArC — KOHTPACTHBIH peOepHBI alrOpuT™, anroput™M SUbOPt — MITKHH MHUHHUMATbHO-

o o o 4
paspesHsrii anroput™m ¢ dynkimeii croumocreii pedep W(x) = N—1 + (D —x + 1), rne x-
HOMEp Kjacca JePHUIUTHOCTH, anroputM AddOpt — 3BpUCTHYECKHI aIrOPHTM, TMOJYYCHHBIH BHE
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PaMOK MPUHIAIIA SKOHOMHH JePUIMTHOTO pecypca, anroput™ Hybrid — KOHTpacTHBIH MUHHMAIBHO-
pa3pe3Hbli peAyLUpOBaHHBIN anropuT™ 1o tumy 4.3. OcTaBasch Ha Kau€CTBEHHOM YpPOBHE, MOXKHO
CKa3aTh, YTO BO MHOIMX CJIy4yasiX NPUMEHEHHE aJrOpUTMOB, MOJIYYEHHBIX W3 NPHHLUIA IKOHOMUU
JeQUIUTHOTO pecypca, MPHUBOAWUT K JIYUIIMM pe3yjibTaTaM, YeM MNpU HCHOJIBb30BAaHHU IMPOCTOTO
aNropuTMa, MpUYeM JUIsl HEKOTOPBIX CETEH 3TO yJIydlIeHHe MOKeT cocTaBiaTh 30 — 50 mpoLeHToB.
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S. baarogapaocTtn

B tcucHme Bcero BpCMCHU pa6OTBI s UCHBITBIBAJI MMOCTOAHHYIO IOMOIIbL U MOAACPIKKY CO

ctoponbl A.(p.-M.H. A.Il.AdanackeBa u k.p.-Mm.H. A.M.Pammnomnopra, KOTOPEIM s IPUHOIIY CBOIO
UCKPEHHIOI 0J1aro1apHOCTb.
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APXUTEKTYPA KOMMYHUKALIMOHHOMN CPEJbI
CYINEPKOMIIBIOTEPOB CJEIYIOIEIO MOKOJEHUSA
U TEOPUS IMPOCTPAHCTBEHHO-BJIOKEHHBIX
CJIO)KHBIX CETEM'

A1l I[eMI/I‘-IeBl’Z, B.A. Wisuu'?, AL Kp}OKOBl’Z, C.IL. Tonsikos”

'Hayuonanvnuii uccnedosamenscruii yenmp "Kypuamosckuii uncmumym”
Poccus, 123182 Mockea, ni. Axaoemurka Kypuamosa, 0. 1
2Hay1¢H0—ucwze()oeameﬂbcmtﬁ uncmumym s0eprou guzuxu umenu /1.B. Crobervyvina
Poccus, 119991, I'CII-1, Mockea, Jlenunckue eopwt, 0. 1, cmp. 2

B pabore mpemmaraercs moaxon K - pa3pabOTKe KOMMYHHKAIMOHHBIX — CETEH
CYHNEPKOMIBIOTEPOB CIEAYIOLIETO MOKOJICHHS. PacCMOTpEHBI anrOpUTMBI MMOCTPOEHUS CIIOXKHBIX
ceTeil co cBoiicTBaMHM "Majoro Mupa', a MMEHHO, MEUICHHBIM (JIOTapU(pMHUYECKUM) POCTOM
CPEIHEr0 PacCTOSHUS MEXAYy y3laMU IPHU YBEJIUYEHUH UX uucha. [Ipu 3ToM ceTH, moCTpOoeHHbIE
Ha OCHOBE OTHX aJTOPUTMOB, HMEIOT 0a30ByI0 CTPYKTypy PpETYIIpHOH pELIETKH C
JOTOJHUTENBbHBIMY MIEPEMbIYKAMH MEKAY Y3/1aMH, KOTOpbIe M 00ECIednBaroT CBOICTBA ""Maoro
mupa". IlockombKy BBIYMCIUTENBHBIE Y3JIBl PpAacloiaralorcsi B (PU3MYECKOM TpPEXMEPHOM
IPOCTPAHCTBE, W TOMOJOTMYECKHE AaCHEKThl CETH KOPPEIMPYIOT C IPOCTPAHCTBEHHBIMH
aCTIeKTaMu, JUI aHAJM3a UCIIONIB3YIOTCS METOIbI TEOPUH NPOCTPAHCTBEHHO-BIOKEHHBIX CIIOXKHBIX
cereil.

We propose an approach to the interconnection network design for the next generation
supercomputers. Algorithms of small-world complex networks construction with slow
(logarithmic) growth of average distance between nodes are considered. The constructed networks
have basic structure of the regular lattice with additional shortcuts which provide the small-world
properties. Since the computing nodes are arranged in real three-dimensional space and topological
aspects of the networks should correlate with spatial aspects, the methods of the theory of spatially
embedded complex networks are used.

1 Bsenenue

Iocne Toro xak 6bim gocturHyT neradmoncusiii (10" FLOPS) Gapbep IpoH3BOAUTEIBHOCTH
CYTIEPKOMIIBIOTEPOB, TIepea pa3padOTYMKaMH BBICOKOIIPOMU3BOIUTENHHBIX BBIUHCIUTENBHBIX CHCTEM
BCTAJ1 BOMNPOC O TPHUHIUNAX TOCTPOCHUS CHCTEM  CJIEAYIOIIEr0o TMOKOJNEHUS — C
POM3BOIMTENBHOCTRIO mHopsaaka odk3aduonca (10" FLOPS) [1]. XoTs MOSBIEHHE pealbHBIX
BBIYHMCIUTEIBHBIX CHUCTEM TAaKOro YpoBHS oxupaercs He paHee 2018-2020 roma, moaxodsl u
MIPUHLIMIIBI UX TIOCTPOCHUSI HAYMHAIOT MHTEHCUBHO pa3palaThIBaThCs yKe ceiidac, MOCKOIbKY Ha MyTH
K UX IMOCTPOCHUIO MPEACTOMT DPEIIUTh PSAA CIOKHBIX HAyYHO-TEXHHYECKHX 3aJad U BBIPaOOTaTh
MPUHLMIHAIBHO HOBBIE PELIEHUS ISl UX apXUTEKTYPBI U allllapaTHON peanu3alii.

OmHOlt W3  BWXHEHIIMX  COCTaBIAIOMIMX  JIOOOTO  CYNEpKOMIIbIOTEpa  SBISIETCA
KOMMYHHKAIIMOHHAS CETh, KOTOPas B MEPBYIO OYepeIb ONpeAesseT BOZMOXXHOCTh YBEITUUEHHUS YHCIIa
BBIYMCIIUTEIBHBIX Y3JI0B, YTO HEOOXOAMMO Ui AOCTIKEHHMS JKelaeMOW NpOM3BOAUTENbHOCTH. Kak
okuaaercs (cMm., Hampumep, [2]), CynepKOMITbIOTEPHI 3K3a(IONHOr0 YPOBHS OyAyT MMETh IMOpsIKa
100 000 m Gosee BHEIYUCIUTENBHBIX y3710B. TakuM oOpa3oM, OFHOW M3 BaKHEHINIHUX 3amad, KOTOPYIO
MPEICTOUT PEUINTh HAa MyTH K MOCTPOEHUIO CYNEPKOMIIBIOTEPOB CIEAYIOLIETO MOKOJIEHHUS, SIBIAETCS
pa3paboTKka KOMMYHHMKAalMOHHBIX CETEHl C XOpOIIMMH CBOHCTBaMH MAacCIITa0HUPYEeMOCTH H
BO3MOXKHOCTBIO 3(h(hEKTHBHO 0OCTYKMBATh OTPOMHOE YHCIIO BEIYUCITUTEIHHBIX Y3II0B.

TpemMss OCHOBHBIMU acleKTaMH MPOEKTUPOBAaHUS KOMMYHHMKAIlMOHHBIX CETEH, KOTOpPhIE B
HauOOJbIIEH CTETIEHH ONPENEIAIOT UX (YHKIMOHAIbHBIE CBOMCTBA, SABISIOTCS:

! PaGora yactruno dunancupyercs PODU, rpant 12-07-00408-a.
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e Tomnonorus cetu (network topology);

e wMmeron ynpaeineHuss mnorokamu (flow control); WHOTIAa HCHONB3YIOT TEPMHH — METOA
nepexitodeHus (switching method)";

® anropuT™M MapupyThzanuu (routing algorithm).

B nmanHoit paboTte 00cyxmaeTcs, B OCHOBHOM, IMEHHO TOTIOJIOTHS KOMMYHHUKAITMOHHOMW CETH (B
TOM CMBICIIE, B KOTOPOM TEPMHUH "TOMOJIOTHS"' HCIIOJIE3YETCSI B TEOPUH ceTeit). J[Ba Apyrux acmekra
OYCHb BaXKHBI, HO BBIXO[AT 32 paMKH TeKyliero oOcyxkieHusa. Bribop momxomsieidl Tomonoruu
JKU3HEHHO Ba)KEH ISl TPOEKTUPOBAHUS CETH, TIOCKOJIBKY MapIIpyTH3aHS U MEXaHU3MbI yIIPaBICHUS
MTOTOKOM B OOJIBIIION CTENEHN OCHOBAHBI HA €€ CBOMCTBaX.

B upeansHOM ciiyyac KOMMYHUKAIIMOHHAS CETh JIOJKHA ObLTa ObI OBITh IOJTHOCTHIO COSAMHCHA
(monHBIH Tpad), YTOOB! MO3BOIUTH OAHOBPEMEHHYIO HEIIOCPEICTBEHHYIO CBA3b MEXAY BCEMHU MapaMu
Y3JI0B, JIOCTHTas ONTHMAIbHOM IMPOITyCKHOW CIOCOOHOCTH M 3a[epPKKH. DTOT MOAXOA MOXKET OBITh
NPUMEHEH K CUCTeMaM C HEMHOTUMH Y3JIaMH, HO OH HE MacIITa0upyeTcs Ha OOJbIINE CETH, TaK KaK
YHCIO CBS3€d U1l KaXAoro ysia Obulo Obl PaBHO YHUCIY BCEX Y3JIOB CETH MHHYC EIMHUIA.
[IpomryckHasi cOCOOHOCTh CETH JODKHA MAacIITaOMpOBaTHCS C POCTOM UYHWCHA IPOILECCOPOB, UTO
obecrieunBaeTCs MPaBWILHONM KOMOWHAITMEH XOPOIIEro BHIOOpa TOMOJOTHH U aJITOPUTMOB
MapIIpyTH3AINH.

Cy1iecTByIoT Ba O0IUX THIA CETel:

e mpsmbie ceTu (direct networks), B KOTOPBIX KaXAbIH y3€J SBISETCS TEPMUHAIBHBIM, TEHCTBYS
M KaK WCTOYHHK, ¥ KaK MPUEMHHK IS COOOIIEHHH, a Takke M Kak pyTep U YIpaBICHHS
BXOISIIIUMH COOOIICHUSIMH;

e HenpsaMmele ceTH (indirect networks) comepkar "HeTepMHUHAIbHBIE" y3IIbl (PyTEpHI), KOTOPHIE
UCTIOJIB3YIOTCS TONBKO JIJISl MapIIPYTHU3AIUH.

Hempsimple ceTn MMEIOT CBOM JOCTOMHCTBA [UIsl OTPAHMYEHHOTO YHCHA Y3JI0B, HO IUIOXO
MaciTabupyrorcs. [loaTroMy MBI OyeM paccMaTpUBaTh TONBKO MPsSMBIE ceTH. boree To9HO, MBI OyzemM
paccMaTtpuBaTh 0000IIEHUS] PETYIAPHBIX PEIIETOK C Tomojorued D-mepHBIX TopoB. B mureparype,
TIOCBSIIIIEHHOW CETSIM, JJISl TaKOM TOIIOJIOTHH YacTO HCIONb3yeTcs TepMuH "k-ary n-cube" [3] (n —
pa3sMepHOCTh TOpa, B HAUX 0003Ha4YeHUSX 7 = D). IIpu 3TOM KaXIblid y3€l, Kak B JI000H IpsIMOi
ceTH, SsBIseTCS pyTepoM. M3BecTHO, 4YTO Takue CeTH MpHh OONBIIOM 4YHUCIE Y3JIO0B HMEIOT
MPEUMYINECTBA [0 CPaBHEHUIO C JPYTUMHU apXUTEKTypaMH, HaIpuUMep, TUNEpKyOaMu BBICOKHX
pasMepHoCTel (cM., HarpuMmep, [4]).

BaxxHbIM apryMEeHTOM B IOJIb3y MCIIOIB30BAHUS PETYISPHBIX PEIICTOK SBISCTCS TOT (PaKT, YTO
Ha Takyl0 CTPYKTYpy KOMMYHHKAIMOHHOH CETH €CTECTBEHHBIM OOpa3oM OTOOpakarloTcs
napajuleTIbHble BBIYMCIUTEIbHBIE 3a/laHUs, CBA3aHHBIE C YHCICHHBIM MOJEIHMPOBAHUEM D-MEpPHBIX
00bekTOB. B YacTHOCTH, KOMMYHHKAIIMOHHBIE CETH CO CTPYKTYPOW TPEXMEPHOU peIIeTKH
ONTHUMAJBHBI JIIS MOJICIHPOBAHUS TPEXMEPHBIX pEalbHBIX 00BEKTOB, 2 UMEHHO TaKOTO THIIA 3a/1a4H,
KaKk TpeamosiaraeTcsi, OyIyT COCTaBIATh 3HAYUTENBHYIO JOJIO 33734, pellaeMbIX Ha
CYTIEPKOMIIBIOTEpaX K3a(hIOMHOTO YPOBHSL.

OpHako Ipu OrPOMHOM YHCIIE Y3JI0B, XapaKTePHOM Il KOMITBIOTEPOB CIIEAYIOLIETO TTOKOJICHHS,
ApPXHUTEKTYpa PErysipHBIX PEHIETOK C TOMOJOrHed D-MEpHBIX TOPOB HMMEET W CYILIECTBEHHBIE
HEOCTaTku. B 4acTHOCTH, pemeTKH HEBBICOKOM pa3MepHOCTH WMEIOT BeChbMa OOJBIIYIO CPEIHION0
JUIMHY TyTH MEXIY y3JIaMH, a PEIICTKA BBICOKOH Pa3MEPHOCTH, CPaBHUMOM ¢ JIOTapudMOM YuCIia
y3JI0B, TPYAHO Peain30BaTh TEXHUYECCKU HM3-3a OONBIION IMHBI (PH3MUECKHX KOMMYHHUKAIMOHHBIX
kaHasoB. C Apyroi CTOPOHBI, M3BECTHO, YTO HAMIYUYIINMH CTPYKTYPAMH BBIYHCIHUTENBHBIX CUCTEM
M0 Pa3IUYHBIM  KPHUTEPHSIM  (YHKIMOHHPOBAHWS, HANpHUMEp, TMPOU3BOJUTECILHOCTH U
HaJIe)KHOCTH, MNPU OJAWMHAKOBOM YKCJIE BBIYUCIUTENBHBIX Y3JI0OB W KAaHAJIOB CBA3U SIBIISIIOTCS
CTPYKTYPBl ¢ MHUHUMAaJbHBIM CPEIHUM pACCTOSHUEM MEXay y3iaamu (cMm., Hampumep, [S]).
[ToaTOoMy OOBIUHBIE CETH C MPOCTON CTPYKTYPOU PEryasipHBIX PEIIETOK OKaXYyTCs HEAOCTATOUYHO
3G dEeKTUBHBIMHU JJISl pEIICHUs 3ajad Oojiee OOIIEro TUIA, HE CBSA3AHHBIX C TPUAHTYISIUCH
TPEXMEPHBIX OOBEKTOB.

B cB3m ¢ 3THM TpencTaBifeTCs TEPCIEKTUBHBIM — HCIIONB30BATh IS MTOCTPOEHUS
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KOMMYHHKATHUBHBIX CETEH I 9K3a()IONCHBIX KOMIIBIOTEPOB CETH CO CBOiicTBamu "Maiioro mupa’ [6],
OIJHUM U3 BAXKHEHIIMX CBOMCTB KOTOPBIX SIBJISETCS Majoe CPEIHEE PACCTOSHHUE MEXIY y3JIaMH U
MaJIblii MaMeTp ceTu. boree TouHOE BBIpaXKEHUE 3TOrO CBOMCTBA 3aKJIIOYAETCS B CIEAYIOILEM: IJIS
peryasipHOl D-MEpHOUM PEIETKH CpelHEEe pPacCTOAHUE d MEXAY y3JIaMU pacTeT Kak CTENEHb 4Yucliia
y3n0B: d~ N”P, a mmst cerm co CBOMCTBAMH MAloro MHpa CYIIECTBEHHO Memiennee: d ~ In N.
3aMeTHM, UYTO B HEKOTOPBIX CIIOXKHBIX CETSIX CPEIHEE PacCTOSHUE 3aBUCUT OT YHCIIA Y3JI0B CTEIIEHHBIM
00pa3oM, Kak U B Cllyyae peryJspHBIX PELIETOK, OHAKO MOKa3aTellb CTENIEHH CYIIECTBEHHO MEHbIIE:

d~ N7, y <« 1/D. 3adacTyio HCCIEIOBaHUS CBOMCTB CIIOKHBIX CETEH OCYIICCTBIAIOTCS C IOMOIIBIO
YHCIICHHOTO MOJICIIMPOBAHHS, ¥ OTIIMYUTH TAKOE CTETICHHOE TIOBEICHUE OT JIOrapu(QMHUIEeCKOro BeChMa
HerpocTo. C TOUKM 3pEHUS] MCTHOIB30BAaHUS TAaKMX CETEH B MPUKIATHBIX LENSIX MPU JOCTATOYHO
MaJIOM TTOKa3aTelle OTIINYHE TOXKE ABJSETCS HEeCYyIeCTBEHHBIM. [103TOMy MOXKHO CUHMTAaTh, YTO TaKue
CeTH Takke 00J1a/1al0T CBOHCTBAMH MaJIoro MUpa (B ITUPOKOM CMEICIIE).

B xnaccuueckoMm Bapuante [6] CIOXHBIE CETH CO CBOMCTBAMHU MallOro MHUpa IMOIYy4YaroTCs Ha
MPOMEKYTOUHOW CTaJMHM B TIPOIECCE CTOXACTUYECKON TpaHCOpMAIMU PETYISIPHBIX PEIICTOK B
MOJIHOCTBIO cliydaiinbie rpadel Dpaema-Pensu [7], [8]. Ilpu 3TOM CTPYKTypa peryaspHON peleTKH
HapyLIaeTCsl, 4YTO, KAaK OTMEYajoCh BHIIIEC, HEXEIATeNbHO I KOMMYHUKALMOHHBIX CeTel
9K3a(JIOTICHBIX ~ KOMIbBIOTEpOB. [loaToMy B gaHHOH paboTe TmpeiaracTcsi HCIOJIb30BaTh
Monu(uKaIuio crocoda MOCTPOCHHS CETeH C Majod CpemHed IITUHOW MyTH MEXKAY Y3JIaMHu, TpU
KOTOpOHM coxpaHseTcss 0a30Bas peMIETOYHAs CTPYKTypa, HO K HEHW OMNpeneNeHHBIM 00pa3om
JIOOABISIFOTCST  JTOTIOJIHUTENBHBIC CBS3M, HAa3bIBAGMbIC IEPEMBIYKAMH, KOTOPBIE M OOECIICUMBAIOT
cBoiicTBa Majoro mupa. CxemMaTH4ecKHil BHI TaKHX CETeH B OJHOMEPHOM M JIBYMEPHOM CIIydasx
npenctaBieH Ha puc.l. J[ms kpaTkocTw MBI B JajbHEiIIeM OymeM HCIONbh30BaTh IS TaKUX CETEH
TepMUH "perieTounslie ceTu ¢ nepembrukamu” (PCII).

Pucynok 1: CxemMaTuuecKuil BU PEIICTOYHBIX CETeH ¢ JOOABICHHBIMHI
MepeMbIUKaMH B OJTHOMEPHOM (CJIeBa) M IBYMEPHOM (CIIpaBa) Ciydasx

Heo6xoauMo OTMETHTh, YTO IOMUMO MAaJION CpeaHEH JUIMHBI ITyTH MEXKIY y3JIaMH, SIe OTHUM
OOIIUM OTIUYUTENBHBIM CBOHCTBOM CETEH CO CBOWCTBAMH MaJlOTO MUpA SIBISCTCS BBICOKAsI CTEICHBb
kimactepusanuu [6], [8]. Beicokas kmacrepuzanms 00eCleUWBACT JOKATBHYIO YCTOWYUBOCTH CETH:
CYIIIECTBOBAHHE JIOKATHHBIX OOXOMHBIX ITyTEH P BBIXOAE M3 CTPOS KaKOTO-TH00 y37a ceTu. OMHaKo B
HAIIEM CITyYae TaKylo JIOKATbHYI YCTOMUHUBOCTH (CYIIECTBOBAHHE JIOKATHHBIX OOXOMHBIX IMyTeH) s
D > ] obGecrieunBaeT penieToYHass OCHOBA, M TIOPTOMY MbI He OyzieM 00Cy»KIaTh 3TO CBOWCTBO MaJlOTo
MHpa B JaHHOU paboTe.

JlmHa myTH (pacCTOSTHHUE) MEXAY y3TaMH IMIOHUMAETCS B CETEBOM CMBICIIE: KaK MHHHMAJIBHOE
yuCIIo pedep, MO KOTOPEIM HaJI0 MPOUTH, YTOOKI MOMACTh U3 OJHOTO y37a B JApyroil. COOTBETCTBEHHO
CpeIHee PacCTOSHUE MEXKIY y3JaMH OINpEAesIeTCs Kak CcpeaHee 10 BCEM IapaM y3JI0B JaHHOW CETH.
Omnako mma  OoNBIIMX CeTel, KaKOW OXHUAAaeTCs KOMMYHHUKAIIMOHHAS CETh OK3a(IIONICHBIX
KOMITBIOTEPOB, OIPEEICHHAs TakuM OO0pa30oM JIMHA IyTH MEXIY y3JIaMd MOXET OKa3aThCs
HEaJICKBaTHOM XapaKTePUCTHKOM, TOCKOJIBKY JUTSI HAXOXICHUS KPATYAUIINX MapIIPYTOB HEOOXOMUMO
3HATh TJI00ATBHYIO CTPYKTYPY ceTH. COOTBETCTBEHHO MapIIPyTH3AIHS COOOIIECHUH, WCITONIB3YIOIIas
KpaTyaliliie TyTH, MOXET OKa3aThCs CIIMIIKOM CIIOKHOW W Hed()(EKTHBHOH, Tak Kak CBsi3aHa C
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XpaHeHHeM U o00paboTkoii Oombioro oObema wuHpopMmanmu. [lo3ToMy 0c00yr0 BaXKHOCTh
MPUOOPETAIOT AJITOPUTMBI MapIIPyTH3AINH, OCHOBAaHHBIC Ha JIOKanbHOI Hapuranuu [9], [10]. 3amada
JIOKAJIbHOW HAaBUTAIlMU B CETSX CTABHUTCA CIEAYIONINM 00pa3oM: COOOIIeHHE IepenaeTcs OT y3ia K
y311y TIo peOpaM (CBsI3sM); y3en "3HaeT" reorpaduyeckoe MmojioKeHue (IpyruMy CI0BaMH, MOJIOKEHHE
B 0a30BO¥ pelIeTKe) BCEX y3JI0B M CBOMX OIUNICALIUUUX CETEBBIX COCEACH C YIETOM MepeMBIUekK (MOXKET
3HaTh coceliell Ha TIyOMHYy OoJbllie eqUHUIBI; HO WH(opMamus 000 BCeX MEpeMBIYKaX B CETH HE
UCIIONIB3YeTCs); HEOOXOAMMO AOCTaBUTh COOOIECHHE B y3€JI Ha3HauYeHHsI M0 BO3MOXKHO KpaTdailmemy
nyTu. B npocTeiimem BapuaHTe 3Ty 3334y pellaeT Tak Ha3bIBAEMBbIH KaJHbIN anropuT™ (aHDI. greedy
algorithm; wHOrma Ha3pIBaeTCsA TaKXKe AJITOPUTMOM SKOHOMHOTO TPOABM)KEHHS): TEKYLIUH y3em
MepPeChIacT COOOIIEHNE TOMY W3 CBOHMX COCEIel, KOTOPHI reorpaduiecku (TO €CTh B CMBICIES
KOOpAMHAT Ha pelIeTke) OJmKe BCEro K 1enu (y3/y Ha3HaYeHUs).

Takum oOpa3zoMm, B maHHOW paboOTe MBI HCCIEAyeM CpPEIHIO TIOOATBEHYI0 M CPEIHIOIO
HABUTAIMOHHYIO JUTMHBI ITyTH MEXIY y3JIaMU CETH, KaK BaKHEHIITNE XapaKTePUCTUKH, OIPEIENSIONINe
KOMMYHHKalIMOHHBIE CBOiicTBa ceTH. OCHOBHOM LIENBI0 PaOOTHI SIBISICTCA pa3paboTKa ONTHMAIbHOTO
aNrOpUTMa TIOCTPOCHUSI CETH C OONBLIMM YHCIOM Y3JIOB, HO Majod cpeaHedl mio0adbHOM WU
HABUTAIMOHHOMN JUITMHOW MyTH MeXIy y3namu. OOmas uaes COCTOMT B OOABICHHH K PEIIeTOYHOMN
OCHOBE JIOIIOJHUTENIBHBIX MEPEMBIYCK IO CIICHHAIbLHOMY aJTOPUTMY (MIIM aJITOpUTMaM), TakK, YTOOBI
ONTUMM3HUPOBATh COOTHOILICHWE 'LeHb' W "KauecTBa' AJS MONydyaeMoOl TakuM oOpaszom cetu. B
KadecTBE "TIEHBI' BBICTYMAET VyAedbHAS JUIMHA JOMOJHUTEIBHBIX IepeMbIuek (0O0Imiasi aIrHa
MepEeMBIUEK B AMHHUIIAX 0a30BOM PEIICTKH, NEICHHAs Ha YHCIIO Y3JIOB CETH), a "KadecTBO'"' — 3TO
m100aIbHAas WM HAaBUTALMOHHAS CPEAHSS IJIMHA IyTH MEXIY Y3IaMu.

2 OnTtuMu3anus NapaMeTpoB KOMMYHHMKAIIMOHHOM CeTH

Kak yxe ynoMmuHanoch, OpUrHMHAJIbHBINA aNTOPUTM IOTYUYEHHs CIOKHOM CETH CO CBOWCTBAMHU
MaJIoro Mupa [6] sBIsieTCsl CTOXaCTUYECKHM: Ha KaXIOM IIare airoputma pebpa rpada MEHSIOT cBOe
MOJIOKEHHE C HEKOTOPOW BEPOSTHOCTHIO. B pesynprare MHOTOKPAaTHOTO TPUMEHEHHS TaKoro
aJropuT™Ma BO3HUKaeT aHcamOnb rpadoB ¢ HEKOTOPHIM paclpeieleHHeM HX XapaKTepPUCTHK, B
YaCTHOCTH, C HEKOTOPHIM paclpeieiecHUeM CpelHeH AIMHBI MyTH MEXIY Y3/1aMHu dK3eMIurIpa rpada.
Jns MHOTHX peaybHBIX CeTel CTOXaCTHYECKHH IPOLecC WX 0Opa30BaHMS OKas3bIBAETCS BHYTPEHHE
MpHUCYIIUM (Tak, 3TO CIIPaBEUINBO I ceT VIHTepHeT; npyrue MpuMephl CTOXaCTHYECKUX CeTel CM.,
Hanpumep, B [8]). IIpoekTnpoBaHnEe KOMMYHHKAIIMOHHONW CETH CYNEPKOMIIBIOTEpPA HAXOAUTCS MO
KOHTPOJIEM pa3pabOT4MKa, U CTOXaCTHYHOCTh HE SIBISICTCS BHYTPEHHE MPUCYIIMM B3JIEMEHTOM 3TOTO
nporecca. CymectByet psig padot [11] — [15], B KOTOPBIX MPEIOKEHBI IETCPMUHUCTCKHAE aJTOPHTMBI
MOCTPOEHMSI CETEeH COo CBoMcTBaMH Mayioro mupa. [IpenBapurenbHOE HCCIEAOBaHHE 3THUX  CeTeil
MOKAa3bIBACT, UTO MO COOTHOIICHUIO "LIEHBI" U "Ka4ecTBa" OHU MPOUTPHIBAIOT CTOXACTUUYECKUM CETSM,
OCOOEHHO €CIIM IoKa3aTejieM KadecTBa ABJSETCS HaBHTAI[MOHHAs JiMuHa. B mobom cirydae cBoWcTBa
ceTell, TOITYYeHHBIX C TOMOIIBI0 JETEPMUHUCTCKUX AJITOPUTMOB, JOIDKHBI OBITH COIIOCTABIICHBI C
JYYIIAMH 3K3EMIUISIpAMU CETEH, KOTOPBIE MOKHO MOJTYYHUTh C TIOMOIIBIO CTOXaCTUYECKUX aJITOPUTMOB
M KOMIBIOTEPHOTO MOJENHpOoBaHUs. B maHHOHW paboTe MBI OrpaHUYUMCS HCCICAOBAHHUEM
CTOXaCTHYECKHX AJITOPUTMOB M Pa3pabOTKON METONOJOTHH CpaBHEHHS pa3inyHBIX ceTteid. Kpome
TOTO, XOTS 4aCTh MOJYYEHHBIX PE3yJAbTaTOB CIIPABEUINBA AJIS PEUIETOK PON3BOJIBHON Pa3MEPHOCTH, B
JaHHOW paboTe paccMmaTpuBaeTcs MPOCTCHIIMKA Ciydail OJHOMEPHOHW pEIIETKH C TOIOJIOTHEN
OKpPY>KHOCTH Kak Ha puc. 1 cineBa. OCHOBHBIMH TPUYNHAMH IS 3TOTO SIBIISFOTCS:

® ynoOCTBO OTPAaOOTKM PA3TUYHBIX AITOPUTMOB M CPABHEHHS CBOWCTB TONYYAIOIIUXCA CETeH
(cokpallieHue BpeMEHHU YUCIEHHOTO MOJIETUPOBAHNA);
® JCCIENOBaHUS CBOMCTB OZHOMEPHBIX CETEH MOTYT NPEACTaBIATh HEMOCPEICTBEHHBIN
NPUKJIAJHON MHTEpEeC: HalmpHMep, IMpH HUCHOJb30BaHMM Tak Ha3biBaemMod DOR-
mapmpytim3amma  (Dimension Ordered Routing; cm., Hampumep, [16]), mpu KoTopom
COOOIIEeHNs ABUTAIOTCS BJOJHh KKIOT0 M3MEPEHHs] HE3aBUCHUMO OT JPYTUX M3MEpPEHUi, U 3TO
JIBUKCHUE OTIPEIIEISICTCS CBOWCTBAMU OTHOMEPHOU (MOAU(DUIIMPOBAHHON) PEIICTKH.
O0600uieHnst Ha peueTku 0ojiee BBICOKUX Pa3MEPHOCTE M pe3yabTaTbl CPAaBHEHHUS C CETSIMH,
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MOJTy4aeMbIMH C TIOMOIIBIO JAETEPMHUHUCTCKUX aJTOPUTMOB, OYIyT NMPENCTaBICHBI B MOCIETYIOUTHX
paborax.

CTOXacTHYECKHIA aJITOPUTM TTOCTPOCHHS CETEH Majloro MHpa ¢ COXpaHCHHEM 0a30BOH PEIIETKH
MPEUIOKEH B psjie paboT, B YaCTHOCTH, B paborax [17] (cMm. Takxke 0030p [18] u cchbuiku B HeM).
B onHOMepHOM citydae oH GpopMyIupyeTcst cleIyonmM 00pa3oM.

Aaroput™m S1: (1) ucXogHBIM OOBEKTOM SIBISIETCS ONHOMEpPHAS peIeTka ¢ L y3IaMu u
TOIOJIOTHEH OKPY)KHOCTH; (2) MOCIe0BaTeIbHO epeOrpatoTcst BCe Y3JIbl PEHIETKH U C BEPOATHOCTHIO
0 < p <1 K KaxA0MY Y31y I IOACOEINHSAIOT IEPBBIM KOHELl EPEMBIUKH; (3) BTOPOH KOHEI] IEPEMBIYKI
(TO ecTb, y3el PENMIEeTKH j, B KOTOPBIA OHA BXOAWT) HE MOXKET COBIIAAATh C COCEISIMI HCXOTHOTO y3J/Ia B
cMBIcTie 0a30BOH pemIeTKH W TPUBOIAUTH K AYOIMPOBAHHIO yXKe CYIIECTBYIOIIEH TMEPEMBIYKH, a B
OCTalbHOM BBIOHPAETCS CIyY4afHO C BEPOATHOCTBIO P(r)~r” KoTOpas SBISICTCS CTEHCHHOM
(byHKIMEl PemeToYHOTO PACCTOSHUS I'=r; M&XIY y3TaMH.

3aBUCHMOCTh BEPOATHOCTH MEPEMBIUYKH OT PACCTOSHUS MEXIY y3JIaMH OTPa)kaeT KOPPEISIHio
MEXy TOTOJOTHYECKUMHU U IPOCTPAHCTBEHHBIMU CBoMcTBamMu cetu [18].

IIpn ucnonpzoBanuu airoput™ma S1 moctpoenus PCII ympasndromumu mapameTpamMu Wiy,
JIpPYTHMH CIIOBaMH, MapaMeTpaMH, XapaKTepU3YIOIIUMH aHcaMOnp (aHaJor TeMIlepaTypsl s
OOBIYHOTO KaHOHMYECKOro aHcamOlisl B CTaTHCTHUUYECKOH (H3HKe), SBISIOTCS mapaMmeTpel L, p, o.
COOTBETCTBEHHO, 3TH MapaMeTPbl JOKHBI OBITH ONITUMHU3UPOBAHBI MIPH MIOCTPOCHUH CETH Ha OCHOBE
3TOTO AJITOPUTMA.

IIpu uccinenoBaHUM BO3MOKHOW apXWUTEKTYPhl KOMMYHUKAIIMOHHOW CETH (KOTOPOl BHYTpPEHHE
HE TMPHUCYIIa CTOXaCTUYHOCTb TIOSIBICHHUSI IMEPEMBIYEK) MOXKET OBITh YIOOHO HCIOJIB30BAThH
CIIEAYIONIYI0 ModuKaruio anropurMa S1.

Aaroputv Slm: (1) HUCXOTHBIM OOBEKTOM SIBISETCS OTHOMEpHAs pemeTka ¢ L y3laMud u
TOIOJIOTHEH OKPY>KHOCTH (Kak B S1); (2) pUKCHpyeTCs YHCIO MEePEMBIUEK f, KOTOPbIE JOJKHBI OBITh
no0aBneHbl K pemeTke; (3) U3 Bcex L y370B peLIeTKH CilydyailHBIM 00pa3oM BBIOWMPAIOTCS ¢ Y3JI0B, K
KOTOPBIM TIOACOCIUHSIOTCS TIEPBBIC KOHIIBI MepeMBIueK; (4) BTOPOM KOHEIl KaKION W3 ¢ TIEPEMBIUCK
BEIOMpACTCS CIIYYaiHO M MOJHOCTHIO HACHTUYHO Tiary 3 anroputma S1.

IIpn wucnons3oBanum anroputMa Slm mnoctpoenus PCII ynpasmsromuMu mapameTpamMu
SBIISIIOTCS TapaMeTpsl L, £, o. OTimgue ot 6a30Boro anroputMa S1 3akiio4aercs B TOM, YTO B €CIH B
0a30BOM aJITOPUTME CIyYaHBIM SBISIETCA KaK PACIIONOXKEHHE, TaK M YUCIIO TIEPEMbIUEK, B allTOPUTME
SIm ciydallHBIM SBJISE€TCS TOJBKO TIONOXKEHUE TepeMblueKk. JIpyruMu clIoBaMH, CTEIEHb
CTOXaCTUYHOCTH JITOPUTMA YMEHBIIAETCS 33 CUET CY)KEHHUSI BEPOATHOCTHOTO TPOCTPAHCTBA COOBITHI
(xoukpetHbIx peanmzarnuii PCII). C apyroil CTOpoHBI, 00BEAMHEHHE BEPOSATHOCTHBIX MPOCTPAHCTB
aNTOpUTMa MPU BCEX JOMYyCTUMBIX 3HAYCHUSAX ! IKBUBAJCHTHO OOBEAWHEHHIO MPOCTPAHCTB COOBITHI
0a30BOr0 aNropuTMa IpH JOMYCTHUMBIX 3HAUYCHHAX mapamerpa p. [loatomy mouck ontumansHoi PCII,
MOCTPOCHHON To amropuTMaM S1 m S1m, mpu AOCTaTOYHO PENPE3CHTATHBHON BHIOOPKE MTOIDKEH
MIPUBOIUTE K OJMHAKOBBIM PE3yJbTaTaM.

MOoXHO NONBITaThCA €IE YMEHBIINTh CTENEHb CTOXaCTMYHOCTU anroputma nocrpoeHus PCII
CIICMYIONTUM 00pa3oM.

Aaroputm S2: (1) HMCXOIHBIM OOBEKTOM SBJISETCS OZHOMEpHas pemeTka ¢ L y3imamMu u
TOIOJNIOTHEH OKpYXHOCTHU (Kak B S1 u S1m); (2) ¢puxcupyercs oblee YUCIO MEPEMBIUEK f, KOTOphIC
JOJDKHBI OBITH J00aBlEeHBI K pemerke (kak B anroputMe Slm) u ¢ukcupyercs 4ucio c <t
MepEeMBIUEK, KOTOpBIC OyIyT JO0aBICHBI CIIENHAIBLHBIM oOpa3oM; (3) u3 Bcex L Y3IIOB PEIIeTKH
ciydailHbIM 00pa3oM BBIOMPAIOTCS f-C y37I0B, K KOTOPHIM TIOACOCAMHSIOTCS TMEpPBbIE KOHIIBI
nepemMbluek; (4) BTOpOH KOHEL KaKIOHW M3 f-C¢ TEepeMBIYEK BBIOMpAETCS CIy4allHO U TOJHOCTBIO
UACHTHYHO mary 3 amroputMa S1; (5) ¢ mepemMbluek JOOABISIOTCS CIICIHAIBHBIM  00pa3oM;
MIEPEMBIYKH JOOABISFOTCS MOCIIEA0BAaTENFHO OTHA 34 APYTOH, MpH 100aBICHUH KaXI0H MEePEeMBIUKH:
COCTABIIIETCSl CIHUCOK Y3JIOB, K KOTOPBIM YX€ IPUCOEIUHEHBI MEPEMBIUKH (KaK IEpEeMBIUKH,
MOCTPOCHHBIE Ha MPEBIAYIIMX Imarax 2 —4, Tak W HOBBIE, y)K€ TIOCTPOCHHBIE Ha DTOM IIIare
MIEPEMBIUKH); U3 3TOTO CIMCKA Y3JI0B CIy4YailHBIM PaBHOBEPOSITHBIM 00pa3oM BBEIOMpAaeTCs OAMH U K
HEMY TIOJICOCIMHSCTCS] HOBasl IEPEMbIUKa; BTOPOH KOHEI JOIMOJHHUTENBLHBIX MEPEMBIYEK BHIOMPAETCS
TaK ke Kak Ha mare 4 (mpu 3TOM HOBas MEpPEeMbIYKa HE JOJDKHA COBMAAATh C MPEABITYLIMMU U C
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pebpom 6a30BOIl peleTK).

Ilpu ucnonmb3oBanmm anroputma S2 moctpoerust PCII ympamisirormumu mapaMeTpaMu WilH,
JIPYTHMH CIIOBaMH, ITapaMeTPaMH, XapaKTepU3YIOMUME aHCaMOIb, SBIAIOTCA TapameTpsl L, £, ¢, a. B
ajaroputMe S2 HE TOJBKO YHUCIIO TMEPEMBIYCK JACTEPMHHUPOBAHO, HO TIOJIOKCHUE WX HE BITOJHE
CIy4ailHO, a TIOAYMHSETCS HEKOTOPHIM JOMOJHHUTEIBHBIM I[paBHiaM, NPUYEM CTEMeHb JTOH
PETYIIIPHOCTH OIpeaessieTcs mapamerpoM ¢ (mpu ¢ = 0 anroputMm S2 cosmamaer ¢ Slm). Kaxk
MOKa3bIBACT YUCIICHHOE MOJCIUPOBAHUE, CpefHee paccTosHue Mexay y3namu PCII S2 B mmpokom
JMara3oHe 3HAYCHHWI TapaMeTpa ¢ MEHbIe, yeMm cpenHee paccrosaue B PCII, mocTpoeHHBIX 1O
anroput™Mam S1 u S1m.

CpenHee ceTeBoe paccTosHUE d MEXAY y3JaMH MOIy4aeTcs Mociie JBOWHOTO yCPETHEHUS: MO
CTOXaCTUYECKOMY TIPOIECCY CO3MaHUsl TEPEeMBIUCK (IPYyrUMU CJIOBaMH, [0 CTaTHCTHYCCKOMY
aHcaMOITIo CiTydaiiHbIX rpad)oB, MOTYYCHHOMY B PE3YJbTaTe CTOXaCTHUYECKOTO Tpoliecca 00pa3oBaHus
niepeMbIveK) U 10 BceM Mapam y3uioB rpada. XapakTepHoe MOBEJCHUE CPETHEH JUTMHBI B 3aBUCUMOCTH
ot napameTpoB ancam0ist u3 1000 PCII, moctpoeHHOTo ¢ moMoIIplo anropurMa Slm, momydeHHOe
HaMU C MOMOILBIO YUCICHHOTO MOAECIUPOBAHUS sl ceTH, cocTosue u3 L = 10000 y310B, mokazaHo
Ha puc. 2.

Ilpy a>2 cpemHsas JuIMHA  NEpPEMbIUYEK
OKa3bIBACTCS CIIMITKOM MaJloi W OHHM HE OKa3bIBAIOT
CYIIECTBEHHOTO BJIMSIHAA Ha CBOWCTBA CETH, TaK 4YTO
cBoiicTBa Masioro Mupa ucue3aroT [17]. Ilpu HauBHOM
PacCMOTPEHUU PE3yabTaTOB, MPEACTABICHHBIX HA PUC. 2
(mmst  amroputMa S1 W mapamMeTrpa p 3aBHCHMOCTD
aHaJIOTUYHA), MOKHO NMPUWATH K 3aKJIIOUEHMIO, YTO IS
MONMYyYCHHsI CETH C HAWIYYIIeH XapaKTePUCTHKOM
paccTOsSHUS MEXAy Y3JaMH HaJIo IPOCTO BEIOMPATh
HauOoJNbIIICE 3HAYCHHE MmapameTpa ! (WM p) W
HauMeHbIllee 3HadeHHe o. OIHAKO, KaK OTMEYaloCh
BBIIIE, KaXXJO€ pELICHWE WMEET CBOIO 'LieHy' |
s HEOOXOIMMO ONTHUMH3HUPOBATH COOTHOIICHUE "TICHBI" U

4682 "kagecTBa" IS TOIy9aeMOW ceTH (WMHA4Ye OYCBUIHBIM

Pucynok 2: Cpelssst UTMHA B 3aBUCHMOCTH pelIeHuEeM SBISETCS MPOCTO MOJHBIN rpad, B KOTOPOM

ot mapametpoB ancam6Ois PCIT BCE€ Y3JIbl COEJMHEHBI MPSIMBIMU CBA3sIMH). [T0CKONBKY B

(anroput™ S1m) JlaHHOHM paboTe B KadecTBe "IICHBI" BBICTYIIACT yIaSIbHAsS

JUIMHA  JIOTIOIHUTENIEHBIX ~TEPEeMbIUeK, HE0OXOAMMO

paccMarpuBaTh 3aBHUCHMOCTH CPEIHETO PACCTOSIHUS OT 3TOW BEIMYHMHBI. XapaKTEPHBIC PE3yJabTaThl
YUCIIEHHOTO MOAETUPOBAHMS IS TAKOW 3aBUCHMOCTH IIPUBEICHBI Ha pHC. 3.

d Kaxngass Touka C  COOTBETCTBYIOIIEH

400 rpajanMeld  ceporo  IBeTa  Ha  pHC. 3

cootBercTByeT dK3emIursipy PCII B ancamOie co

sgagenuamu 0=0, 0.2, 04, 0.6, 0.8, 1.0 (uem

Oonpllle 3HAYCHHWE 0, TEM CBETICE OTTCHOK

ceporo nsera) u t = 100, 300, 1000, ocs opauHar

COOTBETCTBYET CPEIHEMY PACCTOSHHUIO MEXIY

L, Rl y3/1aMH, a TI0 OCH aOCIHCC OTIOXKEHa peaibHast

Wouigy. yaenbHas anuHa nepembraek C/L (C — oOmas

JUIMHA TIEpeMbIUYeK B eOWHHMIAX 0a30BOU

peleTku; L — 4Yuciio y3J0B CETH), NMOJydeHHas

B pe3yAbTaTe YHCICHHOTO MOJICIUPOBAHUS IS

0 T 60 GL JAHHOTO PK3eMIUIIpa aHcaMmOs (1o 06enM ocsiM

Pucynox 3: 3aBUCUMOCTD pactpejiefieHuit cpennux mo  HCII0JIb30BaH norapumMuyeckuit Maciutad). s

SK3EMIUIAPAM PACCTOSHUM d MEKLY y3TIaMH OT anroputMa Sl MONyYeHBI  aHAJIOTHYHBIC

YIENLHOM JUTAHBI TIEPEMBIYEK pe3ynbTaTel, HO C OoJiee IIUPOKUM, KaKk |
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OXKHUANIOCh, PACIPECIICHUEM PACCTOSHUHN M0 aHcamOmto. M3 mpencTaBieHHBIX JaHHBIX BHIHO, YTO
MIpH OMMHAKOBOW IICHE ISl YMCHBIICHHS CPEIHCH IIWHBI HAJAO BRIOMpaTh aHCAMOIb C BO3MOXKHO
00JIBIIMM 3HAUYEHUEM ! (WK p), U, OAHOBPEMEHHO, ¢ HanOOJIBIINM BO3MOXHBIM 3Haue€HUEM « (TIOKa
3TO BO3MOXKHO ISl JAHHOHW YACIBbHOW JJIMHBI IEpeMbIueK). IpyruMu ciioBaMu, OOJBIIOE KOJMYECTBO
HE CJIMIIKOM JTUHHBIX TEPEMBIUCK SBISICTCS OoJiee IEMICBBIM pEIICHHEM. JTO KOHTPACTHPYET C
pe3yapTaTaMu Il MPOCTON 3aBUCHUMOCTH CpPETHEH MJIMHBI OT IapaMeTpPOB p U @, KOTOPHIE TpH
"HauBHOM" PaCCMOTPEHHH MOTYT MPUBECTH K 3aKITFOYCHHIO, YTO HAJI0 MMPOCTO BHIOMPATh HAMMECHBIIICE
3HAYCHHUE 0.

! Kax ormeueno Bo BBemenmn, ¢ TOUYKH
3peHus ONTUMU3ALUU napameTpoB
croxactrmueckux PCII mpencraBiseT WHTEpec
BBUSICHEHHE  3aBHCHMOCTH  HaBHTAI[HOHHOU
JUIMHBL OT mapameTpoB ainroputmoB. Ha puc. 4
MOKa3aHbl  pacmpeAesicHuss  cpegHed (1o

400 1
] t=300 JK3EMIULIpaM) HAaBUTAllMOHHOW [UIMHBI [ B
3aBHCHMOCTH OT YJCJIBHOM JJIMHBI TIEPEMBIUCK H
7 napaMmerpa ¢ TpU Pa3IUYHBIX 3HAYCHUSAX ! IS
t=1000 anroputma Slm. B cnyuae amropurma Sl
160 MOBEJICHUE OKAa3bIBACTCS AHAJNOTHYHBIM MPU
] ‘ 3aMEHE ! Ha COOTBETCTBYIOIICE 3HAYCHUC
T 00 e mapamerpa p. BugHo, 9To npu pUKCHPOBAHHOM
PHCYHOK 4: 3aBHCHMOCTD PacIpe/ie/cHuii cpeHux o  YMCIIC MEPEMBIYCK [ CYIIECTBYET MHHHUMYM I,
9K3EMIUIIpaM HaBUTAIIMOHHBIX UTHH [ OT yIeabpHOM JIOCTHIaeMblii [IPU  PasIMYHBIX 3HAYEHHAX q,
JUTMHBI TIEPEMBIYEK 3aBHCANUX OT . Kak u MOXXHO OBUIO OXHIIATh,

gyeM OOoJIblllee YUCIIO NepeMblUYeK N00aBiseTcs K
pelieTke, TeM MEHbLIas CpeaHAs JUIMHA IOoIy4YaeTcs B MUHUMYME 1O o. BuaHo Takke, 4Tto 1id
3aJaHHOM "IeHBl" MOXKHO MOoxo0paTh mapaMeTpsl adroputMa Slm ¢ HauMEHbIIeH HaBHTalMOHHOW
JUIMHOW, WM, HAao0OpOT, Ui 3aJIaHHON HABUTAI[MOHHOM JUIMHBI MOXKHO TOXOOpaTh MapamMeTphl
anroput™Ma Slm ¢ HaWMEHBIIEH YACIHPHOW JIMHON Tepembrdek. 11o3ToMy m B 3TOM ciydae Hazo
pelarbh ONTUMU3ALMOHHYIO 3a/1a4y "[IeHa — KaueCTBO".

IIpencraBneHHbIe AeTalbHBIE JAHHBIE MTOKA3BIBAIOT, YTO WCIIOIH30BAHNE TOJNBKO 3aBHCHMOCTE
Ka4ecTBa OT LEHBI (CPeOHEH NIUHBI OT YIEIBbHON JUIMHBI IEPEMBIYEK) HE IMO3BOJSECT OJHO3HAYHO
BHIOpaTh ONTHMAJBHYIO CEThb, TO €CTh, B cliyyae anroputMoB S1 winu Slm, BBIOpaTh oNTHMalIbHBIE
napaMmeTpsl p, t, a. [lo3ToMy Hajo MCHOIB30BATH METOABI TaK HA3bIBAEMON MHOTOKPUTEPHUATBHOMN
ONTHMU3ALINH.

JlocTaToyHO 9acTo B peaslbHBIX CUTYalUAX Ka4eCTBO HKCILTyaTallid UCCIeTyeMOro 00BhEeKTa HiTH
CUCTEMBI OLIEHUBAETCA HE €IUHCTBEHHBIM KPUTEPUEM MIIHM MOKA3aTelleM KayecTBa, & COBOKYITHOCTBHIO
TaKuX KpuTepueB. Takas mocTaHOBKA 3a7a4¥l MPUBOIUT K 3aa4e ONTUMHU3AIIUN C BEKTOPHOW IIEeJIeBON
(byHKIUEH, KOTOpasi JOJDKHA TPAKTOBATHCS HEKWM OIpeZeleHHbIM 00pa3oM. B Hamiem cirydae Mbl
OyneM y4yHWTBHIBaTh JBa IOKa3aTells: CPEAHIOI UIMHY IMYyTH MEXAY y3naMu (mio0anbHyO d WU
HaBUTALMOHHYIO [), uTo BbIpaxkaeT "kadecTBo' PCII, m yaenpHyro mnHy nepemeruek C/L, 41O
orpaxaet "tieHy" nocrpoernnsi PCII. O4eBuAHO, 9TO 3TH IBE BEIMYUHBI B3aUMOCBS3AHBI: YBEITUIHBASL
nerny C/L MOXHO YAyYIIMTh Ka4eCTBO (YMEHBIUUTH d Wind [), U, Ha00OpOT, yIIydllIeHHE KadecTBa
3a4acTyl0 CBA3aHO C yBEIMYEHHUEM LieHBbl. CyIIeCTBYET psiJl MOAXOI0B U METOIOB JUIsSl PELICHUS 3a1a4d
TaKOH MHOTOKPUTEPHAIBHON ONTUMHU3AINH (CM., Harpumep, [19]). MBI OyzmeM MCHoIh30BaTh ONUH U3
MPOCTEHIINX ¥ HATTISAHBIX METOAOB, 3 UMEHHO, METOJI B3BEIIEHHBIX CyMM (B OoJiee 00IIeM KOHTEKCTE
TaKkoW MOAXOA Ha3bIBAETCA CKaJsIpU3allMeil MHOTOKpUTEPUATbHON ONTUMM3alMK). [l 3Toro BBeneM
ciemyionue CKaysipHble 1eneBble  pynkmmu G, =wd+ (I-w)C/L u G\, =wl+ (I-w) C/L.
MuHuMU3aIMsSs 3THX [ENEeBbIX (QYHKIUA O3HA4YaeT, 4TO MOJ00paHbl ONTHUMANbHbIC 3HAYCHUS
NapaMeTpoB aJTOPUTMOB C TOYKU 3pEHMs KayecTBa (Majod JJIMHBI NMyTH MEXAY y3J1aMH) M ILIEHBI
(mamoit anmuHBl nepeMmbluek). [lpum stom mapamerp O<w <1 XapakTepu3yeT OTHOCHUTEIbHYIO
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3HAYMMOCTh KaXJO0Tr0 U3 KPUTEPHEB (Ka4eCTBO W IIeHA). J[pyrumu clioBamu, TMpeajiaraeMblii criocod
ONTHMU3ALIMU TIPENIoaraeT, 4ro UId KaKJOTO 3HAYCHHSA TapaMeTpa 3HAYMMOCTH KpPUTEPUEB W
JIOJLKHBI OBITH ITOI00paHbI 3HAYCHHMS [1aPaMETPOB aJITOPUTMOB (Hampumep, p/t v o aiis S1/S1m; ¢, c u
o ana S2; pazmep cetu L cuntaem 3aJaHHbIM), KOTOpble MUHUMM3UPYIOT G, uiu G',,.

Hns PCII, moctpoeHHBIX 10 anroputMaM S1m ¢ umcmoMm y3moB L=10000, gucieHHO HaWIEHBI
napaMeTpsl aHcamMOIIel ¢ U o, IPY KOTOPBIX JOCTUTAIOTCS MUHIMAaIIbHBIC 3HAYEHHUS [ENEeBBIX QYHKIUI
MIPH PA3JIMYHBIX 3HAUCHUSX 3HAYUMOCTH KadecTBa w. Ha puc. 5 3Tu JaHHBIC MIPEACTABICHBI B Clydac
G, u1d mapaMerpa o, a Ha puc. 6 — I mapamerpa t.

“ o
2 e e—— —
15 =
14
05
e 0.2 0.4 0.6 0.3 1w
PucyHOK 5: 3aBHCHMOCTH ONITUMAJILHOTO 3HAYCHUS 0 PucyHOK 6: 3aBHCHMOCTB ONITUMAIBHOTO 3HAYEHUS t
(MuHEMEI3HpYOomEero Gw) oT mapameTpa 3HaYUMOCTU (MuHEMEU3BUpYomero Gy) OT mapaMeTpa 3HauUMOCTH
KauecTBa W KayecTBa W

W3 3TuX pe3ynsTaroB CIEAyeT, YTO KOrja 3HAYMMOCTh KauecTBa w MpeBbIIaeT 3HaueHue ~ 0.35,
YUCIIO TIEPEMBIUEK JODKHO OBITh MaKCHMAaJBHO BO3MOXKHBIM (PaBHBIM YHCIY VY3JI0B CETH); TpU
MEHBININX 3HAYCHHUSX DJTOTO IapaMeTpa BaXHOCTh MHUHHMH3AIMU JIHHBI TIEPEMBIUEK IPHBOIUT K
YMEHBIIICHUIO YHCIIa TIepeMbIueK (3HaueHus f). HanpoTus, 3HaueHus mapaMeTpa o oimu3kue K 2 (To ecTh
K KpUTUYECKOMY 3HAUCHHUIO C TOUKH 3pPEHUS COXPAHEHHUs CBOMCTB Majnoro mupa [17]) sBusercs
OTITUMAJIHHBIM TIPH 3HAYCHUAX TTapaMeTpa w MEHBINX 3HaueHus ~ 0.5, TO €CTh KOTIa JOMUHHUPYET IICHA.

Kak ormeuanioch BbIlIe, TpU JIOKAJIBHON HAaBUTAIIMA MOXXHO WCIIONB30BaTh WH(OPMAIHIO O
CETEBBIX COCEISIX Ha TIyOWHY OOJbIlIe EAWHUIBL. B YacTHOCTH, MOXXHO PacCMOTPETh BapUaHT
G,, JIOKAJIBHOW HaBUTAITMH, KOTJAa TIPOCMATPHBAIOTCSA HE
TOJIBKO ONMKaiiimme cocemu, HO M cocenu coceneit. Ilpu
3TOM COOOIICHUE Ha CJICAYIONIEM Iare MepechuIaeTcs B
TOT COCEIHHUU y3€J, OOUH U3 cOocelell KOTOpOro Omxke
BCETO K Yy3JIy HAa3HAUCHHS B CMBICIIC PEIICTOYHOU
METpUKU. XOTs MPHU TAKOH ABYXypOBHEBON HAaBUTallUW HA
KaKIOM  Iare O00beM  BBIUMCIEHHH  HECKOJILKO
YBEJIMYHUBACTCS TI0 CPABHEHUIO C OOBIYHBIM JKaTHBIM
aJTOPUTMOM, HO aJTOPHTM OCTAeTCs JIOKAJIbHBIM (HE
BEIUMCISIETCS BECh IyTh JO ajapecara, W 00beM HE
3aBUCUT OT pa3MepoB cucTeMbl). [I0aTOMy 3TOT anroputm
SIBIIIETCSI XOPOIIIO MACIITA0UPYEMBIM W TIPHUEMIIEM IS

70
601
50
10
301

20/7

10§

0 0z 0.4 06 08 iw  CBepXOONBLIMX KOMMYHHKAILIMOHHBIX ceTei. J[isi Takoif
Pucynok 7: 3aBUCHMOCTh MUHUMAJIbHBIX HaBuTallud ~ MOXHO  ONPCACINTH  COOTBCTCTBYIOMIYIO
3HAYCHUH [eJIeBbIX (PYHKIUH OT mapameTpa LIENIEBYIO (DYyHKLIMIO G, =w 1? + (1-w)C/L, e 1?
3HAUMMOCTH W JUI anropuT™Ma S1lm: kpuBas ~ —  HAaBHTaIlMOHHAas JJIMHA TpH  JABYXYPOBHEBOM

1 - min Gy; kpuBas 2 - min G"\, ; kpuBas 3 - HaBUTALIUH.
min Gy, Ha  puc.7 NPEACTABIEHBl  PE3yJIBTaThI

BBIYMCIICHUS] MHHUMAJIbHBIX 3HAYCHUH  IIEJIEBBIX
¢ynkumii G,,, G, u G",, nnsa ceref ¢ uncaom y3noB L = 10000, TOCTPOCHHBIX MO aNTOPUTMY
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S1m (ycpemnenue mo ancamOnsM, coctosiiuMm u3 100 — 1000 »sx3emmisipoB). Kaxnmas Touka
KPUBBIX Ha pHC. 7 COOTBETCTBYET aHCAMOIIO CeTed ¢ mapameTpamu f, ¢, 00eCIedHBAIONIUMU
MuHuMyMm G, , G', unu G'",, Ipu 1aHHOM 3HAYE€HUM MapaMeTpa 3HAYUMOCTHU KPUTEPHUS KauyecTBa
w. BumgHo, YTO BO BCEM aMana3oHe W HaWUMEHbBIIME 3HaUYeHUs wumMmeeT ¢QyHKIUI G,
("6eckoneynas" mryOmHA MPOCMOTpa MPHW HABUTANWH), MUHUMalIbHBIC 3HadeHUs G, (TmyOnHA
MpocMOTpa — ABa) NpeBemanT G, a 3HadeHus G', (EAUHWYHAS TIIyOHMHA TPOCMOTPA) SIBISIFOTCS
CaMUMH OOJBIIUMHU. DTOT PE3YNIBTAT SIBISETCS WHTYUTHUBHO MOHSTHBIM: 4eM Oosbinas wH(opMaIms
UCTIOJB3YETCS O CTPYKType ceTH (Ooiblasi IIyOMHAa MPOCMOTpa), TeM MEHbINE B3BEIICHHAS CyMMa
COOTBETCTBYIOIIEN CpeTHEeN JITUHBI IyTH U YJIETbHOM JIJTUHBI TIEPEMBbIUEK.

Bornee BaxkHO, 4TO TIeTeBbIe (DYHKIMH
G, , G\, u G", MO3BONSIOT CpaBHUBATh
pasnuuabie anroputMbl moctpoenus PCII, B
TOM 4YHCIIE C pa3IUYHBIM  HabopoM
nmapameTrpoB. B 4acTHOCTH, pe3ynbTaThl
CpaBHEHHs i aiaroputMoB SIm u S2
MIPEICTABIICHEBI Ha puC. 8.

Pesynwraths CpaBHCHUS
MUHUMAITbHBIX 3HAYCHUHT TIEJIeBBIX
¢byHKIHN MOKa3bIBAIOT, 9TO npu
WCTIOJIb30BaHUN MapIIpyTH3AMHN
COOOIICHUH, OCHOBaHHOMU Kak  Ha
JIOKQJIbHOM HaBUTalluM C JIBYXYpPOBHEBOM
DIyOWHOM  TpocMoTpa, Tak W Ha

PucyHok 8: 3aBHCHMOCTh MUHUMATBHBIX 3HAYCHHH

HeIEeBBIX (PYHKIUHI OT ITapaMeTpa 3HAYMMOCTH W: 1 - ONHOYPOBHCBOM JKaJJHOM QJITOPUTMC, A

min G"w mis anroputMma S2; 2 - min G"w A1 anroputma IMOCTPOCHUSA cerelt bonee

S1m; 3 - min G'w aiis anroputMa S2; 2 - min G'w ans NPEAIIOYTUTEIIBHBIM ~ SABIISIETCS  AJITOPUTM
angroputMa S1m S2.

3 3akiaouyeHue

B pabore mpemyioxkeH momxon K pa3pab0oTKe KOMMYHHUKAIIMOHHBIX CETEH CYNEepPKOMIBIOTEPOB
CIIEYIOIIETr0 MOKOJCHUS, KOTOPhIE OOJIAaf0T CBOMCTBaMHU "Mayioro Mupa', a UMEHHO, MEIJICHHBIM
(JTorapupMHYECKIM) POCTOM CPEITHETO PACCTOSHUS MEXKAY Y3JIaMH TPH YBEIUYEHUH WX dncna. [Ipu
3TOM PacCMOTPEHHBIC CETH MMEIOT 0a30BYIO CTPYKTYPY PETYISIPHON PEIICTKH, YTO SIBISETCS BaXKHBIM
JUTSL pacTiapajuieInBaHusl BRIYUCIIUTEBHBIX 3aJJaHHi, CBI3aHHBIX C YUCIICHHBIM MOJCIIMPOBaHUEM D-
MEpPHBIX 00BEKTOB. JTa 0a30Basi CTPYKTypa AOIMOIHAETCS MePEMBIYKaMU MEXIY Y3JIaMH, KOTOpPbIe U
obecnieunBaloT cBoicTBa "Mayioro mupa”. [IpenokeHsl METOBI ONITUMH3AITUN COOTHOIIICHUS "TIeHBI "
1 "KadecTBa" AJIS TIOJy4aeMoOi TakuM 00pa3oM CEeTH, MPUUEM B Ka4ecTBE "LIEHBI" BBICTYHAET yIeIbHas
JUTMHA JIOTIOIHUTENLHBIX TIepeMbIueK (0OIasi IJIMHA IMEePEMBIYeK B EIMHUIAX 0a30BOM PEINETKH,
JIeJICHHAs Ha YMCJI0 y3JI0B CETH), a "Ka4eCTBO' — 3TO II00aibHas WIIM HAaBUTAITMOHHAS CPEIHSS JJTHHA
MyTH MEKIY y3JIaMHU. DTH METOJbI TAKKE IMO3BOJISIOT KOJIMYECTBEHHO CPABHHUBAThH CETH, MOTYUYCHHBIC
C TIOMOIILIO PA3IMYHBIX AJTOPUTMOB UX MTOCTPOCHUS.

B mocnenyromux myOnukanusx OymyT HCCIEOBaHBI CETH CO CBOMCTBAMH MAaJloro MEpa,
MOCTPOCHHBIE HA OCHOBE ACTEPMHHHCTCKHX AallTOPUTMOB, a TaKKe IPOAOIDKEHO PAacCMOTpPEHHE
CBOWCTB MPENJIOKCHHBIX B JTaHHOW paboOTe CeTel, Kak C TOYKH 3PCHUS JIPYTUX XapaKTePUCTHK (B
YaCTHOCTH, HAarpy3kd Ha Y3JIbl, YCTOHYHMBOCTH M T.II.), TaK M 0000mIeHHss Ha Ooyiee BBICOKHE
pa3MepHOCTH 0a30BOM PEIIeTKH.
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MAPAJUIEJIBHBIE TEXHOJIOT WU B 3AJJAUE
MAKCHUMM3ALIUU MTPABJIOINOIOBUS

A.B. Epmuiios
Hayuonanvnulii uccneoosamenvckutl uncmumym «Bvicuias wkona IKoOHOMUKU »,
Poccus, 101000, 2. Mocksa, yn. Macnuykas, 0.20.
alvalerm@mail.ru

B ZlaHHOfI CTaTbC HUCCICAYCTCS NPUMCHCHUC MapaJlJICIIbHBIX BBIUHCIICHUI JJIs TIOJTyYCHU L
OLCHOK MAaKCHUMAaJIbHOI'O HpaB,HOHO,HO6I/I${ napaMeTpoB paclipeacjacHus FpaM-H_[apm,e. I[aHHOC
PpacrnpeaAcCcHUC NPUMCHACTCA NJI OIIMCAaHUA AIM MPU3HAKOB, KOTOPLIC UCIIOJIB3YIOTCA B KA4Y€CTBC
BXOJHBIX MapaMeTPOB B CUCTCMAX aBTOMATUYCCKOT'0 paClio3HaBaHUs peUu.

1 Beenenue

Hccnenoparenbckue ycwus B chepe PeUCBBIX TEXHOIOTHIA TIPUBEIH K TTOSIBICHUIO OOJIBIIIOTO
yHuclla KOMMEPYECKMX CUCTEM pacro3HaBaHMs peuu. Takue kommanuu kak Nuance, IBM, ScanSoft
MpeIararoT O0NbIION HA0Op MPOTPaMMHBIX PEIICHUH KakK ISl CEPBEPHBIX, TaK W IS AECKTOMHBIX
MPUJIOKECHUN. BONBITMHCTBO 3TUX CUCTEM MTOCTPOCSHO Ha CIEAYIOIIEM MpHUHIUIE. BekTopa npu3HakoB
W3BJICKAIOTCS M3 BXOMSIIETO COOOIIEHUS W TIOAAIOTCS HAa BXOJ PACIIO3HABATENIO, MOCTPOCHHOMY Ha
CkpriThix MapkoBckux Mopmensx (Hidden Markovs Models, HMM [1]). B kadecTBe BXOIHBIX
MIPHU3HAKOB OOBIYHO HUCHONB3YIOTCA Men-uacToTHbie Kencrpanbhbie Koadguiuents: [2].

K coxxanenuro, Takoi moaxon o61aamaeT CICAYIONUM HEJJOCTATKOM. B 3aBUCHMOCTH OT JJIMHBI
pedeBoro TpakTa (ciemayeT OTMETUTh, YTO JJIMHA PEUEBOrO TPaKTa 3aBUCUT KakK OT TI0JIa YeloBeKa, TaK
U OT JPYrux (U3HOJIOTHYECKUX MapaMeTpoB, HANPUMEP, POCTA, U MOXKET U3MEHIThCA OT 13 cM y
JKEHIIUH 10 18 ¢M y B3pOCIBIX MYXUHH), TPOUCXOAUT CABUT YaCTOT IEHTPAILHBIX (hopMaHT. Pa3Huia
B 3THX YaCTOTaX MOXET JOXOAUTH 10 25%. M3-3a 3TOoro pa3znuyus NepBOHAYAILHO 00yUCHHAS MOJICITb
MOXKET TUIOXO pacrlo3HaBaTh COOOIIEHHS HOBOTO MJHKTOpPa, TO €CTh CHCTeMa CTaHOBHUTCS
JIUKTOPO3aBUCHUMOM.

OnuH U3 crmoco00B pelIeHus 3TOH MPoOIeMbl — MPUMEHEHNE TaK Ha3bIBAEMOW HOpMaTH3aIHH
IuHBI pedeBoro Tpakrta (Voice Tract Length Normalization, VTLN [3]), B Xome KOTOpO# TPOUCXOANUT
nmpeoOpa30BaHUE KMCXOMHOTO 3BYKOBOTO CHTHAaja TaKUM 00pa3oM, 4TOOBI ICHTpajbHBIC (DOPMAHTHI
HAXOJWIIUCh Ha OfHOHN dYacToTe. CIIOKHOCTH 3TOrO MOAXOAA 3aKJIIYAcTCs B TOM, YTO HEOOXOIUMO
MIPEIBAPUTEIIFHO OI[CHUBAThH IMApaMETPhI ATOTO MPEOOpPaA30BAHUS JIJIS KAKIOTO KOHKPETHOTO JAMKTODA,
YTO HE BCErJa MPEACTaBIsIeTCS BO3MOXHBIM, B Cilydae, Korga OOBEM pedeBOro MaTepualia
HEJIOCTAaTOYHO BEJIHK.

Jpyroii coco® — UCIOIh30BaHUE MPU3HAKOB, KOTOPBIE HE MEHSIOTCS OT JUKTOPA K JUKTOPY.
B kadecTBe Takux MPU3HAKOB MOYKHO MCIIOIB30BaTh Mpu3Haky u3 Auditory Image Model (AIM)[4].

2 Auditory Image Model

Auditory Image Models Oputm paspaboransl B naboparopum Pos Ilerepcona wu3
KeMOpumKkcKOTO yHHMBEpCHUTETA C IICIBI0 MOMICITHUPOBAHUS UYETOBCUECKON ICHXOaKycTHKUA. AIM —
(yHKUIMOHANbHAS MOJAETbh YEJIOBEYECKOM CIIyXOBOH CHUCTEMBI, KOTOpas NPUHMMAaeT BO BHUMAaHHE
Ononoruueckyro nHpopMaluoo. Moaens COCTOUT U3 TPEX MOCIECAOBATEIbHBIX MOIYICH:

1. baHk (GUIBTPOB, COCTOSIIMX W3 FaMMATOHBIX (UIBTPOB, PACIIONIOKEHHBIX COITIACHO
ERB macmtaby. BeixogHoe 3HadeHue 3Toro 0aHka (QMIBTPOB NMPUMEPHO COOTBETCTBYET ABHKECHHUIO
0a3anpHON MEMOpPaHbI YIUTKH BHYTPEHHETO yXa.

2. JIByMepHbIil afanTUBHBIA MOPOroBbIi MexaHu3M. Ha 3ToM 3Tare curHall, moixyyeHHbIN
Ha BbIXOJle 0aHKa (PHUIBTPOB, MPOITYCKAETCS Yepe3 OJHOTOIYIICPHOTHBIN BIIPSIMUTENh U MPOXOIUT
yepe3 COKUMAIOIIUi TorapuMUIECKIi HelMnHeHbI kaHal. [locie 3Toro mpumeHsieTcsi AByMEpHBIN
(0 BpeMEHW W YacTOTEe) aJaNTHBHBIA MOPOTOBBIM MEXaHU3M. BpeMeHHOW MOpOr BKIIOYAET B ceOs
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KPaTKOCPOYHYH0 TaMATh MPOILIOW AaKTHMBHOCTH: €CIM HENABHAS AaKTHUBHOCTh ObLIa HU3KOWH, TO
OorpITIas 4acTh NMBIDKEHUS 0a3albHON MeMOpaHBI IpoIycKaeTcs depe3 mopor. CIeKTpaabHBIN mopor
OCHOBaH Ha B3aWMOJEHCTBHM OJIM3KMX YACTOTHBIX KaHAJOB: BBHICOKAs aKTHMBHOCTh B KaHaje Oymer
YaCTHYHO TOJIABIIATH AKTUBHOCTh B MEHEE aKTUBHOM KaHasie. BBIXOIHOI cUTHAIT Ha 3TOM 3Tare CXOX C
HelipoHHON Momenpio nestenbHocT (Neural Activity Pattern - NAP) ciyxoBoro HepBa, KOTODBIi
COCMHSCT YINTKY BHYTPEHHETO yXa C sIpaMHu CTBOJIa Mo3ra. B mampHelmem Mbl pabotaecm ¢ NAP
MPU3HAKAMH.

3. Crpobupyewmsrii uaterparop. CtpoOupyemsbiii uHTETpatop mnpumensiercsi k NAP
MIPEICTABICHUIO ISl CHHXPOHH3AINH [TEPHOIOB MKy Makcumymamu NAP.

J1a ToMy4eHns MPU3HAKOB MBI HCIIONB3YEM CIIEAYIONINA MOAXOA. AKTHBHOCTH B KaXKIOM
kaHaine NAP crmaxuBanach ¢ MOMOIIBIO (PIIIBTPA BBICOKUX 4acTOT ¢ yactotor cpe3a 100 I'm, mocie
storo NAP Hapesancs Ha dpeiiMbl qiuHoi 10 Mmc 1 NAP npoduis monyyancs myTeM CyMMHPOBaHHUS
aKTHUBHOCTH BHYTpH (peiiMa. Jlanee monydeHHBIH MPOGUIE HOPMAITU30BAJICS TaKUM 00pa3oM, 4TOObBI
C HMM MOXHO OBUIO pa0oTaTh Kak IUIOTHOCTBIO pacrpeneneHus. JJis omucaHus TOTYYCHHOM

IJIOTHOCTH OBLIO UCIIONBE30BaHO pacmupenws [ pam-1lapise.

3 Paciiupenue I'pam — Llapase
Ecnu ncTrHHAS MI0THOCTH pacIpeieeHns CIIy9aiiHOW BETMYNHBI 7 HEWU3BECTHO, TO Pa3yMHO
MPENCTaBUTH €€ B BUJIE:
glz)=p,lz)olz),

rac ¢(Z) — INIOTHOCTb CTAaHAAPTHOI'O HOPMAJIbHOI'O PACIpCACIICHUA, a p, (Z) BI:I6paHa TaKuM

O6p330M, YTOOBI g (Z) nMeia 1€ )K€ MOMCHTBI, YTO U UICTHHHAs IIJIOTHOCTh Z . Taxkast aImnpoOKCUMaIsa

HOCHT Ha3BaHue pacimpenus [ pam-Illapine

[TommaOMBI  DpMHTa 00pa3ylOT OPTOTOHANBHBIM 0a3WC OTHOCHTEIHRHO CKAJISIPHOTO
NPOU3BEICHHS, TTOPOXKJICHHOTO MAaTEMATUYECKUM OXKHJIAHWEM, B3STBIM IO TUIOTHOCTH CTaHIapTHOTO
HOPMAJIEHOTO pacHpeiesicHuss. JTO CBOWCTBO IO3BOJIACT HWCIOJIh30BaTh MHOTOWICHBI ODPMHTA B

byHKIIMU P, (z) :

pol2)=14Y ¢ H,(2)

i=1
K coxanenuto, monmydeHHass (DYHKIUS HE SBISCTCS B CTPOTOM CMBICIE TUIOTHOCTBIO: JUIS
HEKOTOPBIX 3HAauCHHWU TapaMeTpoB (YHKIUS MOXET NPUHHMATh OTpUIATENbHBbIC 3HAa4eHUs. Jlis
pelIeHUs 3TOH MPOOIIEMBI MTPEIOKEHO UCTIONH30BATh MOJIOKUTEIBHYIO TUIOTHOCTH [S]:

elal=ple) (143 e ()

n
e k= 1+ZCI,21'/ .
i=1
[TomoOHAst MJIOTHOCTH yNOOHA HE TONBKO C TOYKM TEOPETHUCCKOM TOUKHM 3PCHHsS, HO C
NPAaKTHYECKOH — TIpU  OLEHKE [apaMeTpPOB  METOAOM  MAaKCHMAJIBHOIO  IIPaBIOHOOOUS
norapudmudeckas QyHKIHUS HPABIONONOOHS MOIY4aeTCs PasNeIsieMON U CONEPHKUT JIOrapH(pMBbI
IIOJIOKHTENBHBIX BBIPAKCHHUH, YTO YIPOIIAET YHCICHHYIO ONITUMH3ALHIO:

I=lng(z)+n (1+Y ¢, H (z)) —In1+> &i!

i=1 i=1

4 JKcnepuMeHThI

B cratee [6] Obputo mpemnokeHo MomenupoBath NAP mpodwis ¢ momompio cmecu
HOpPMaJIbHBIX pacnpenesieHuil. B 1aHHON craThbe MBI IpelyiaraeM HCIOIb30BaTh 0ojiee TOYHOE
pacnpenencuue a1 moaeaupoanus NAP npoduist, a uMeHHO cMmech 3 paciupenuid [pam-1apibe.
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JI5is OTBICKaHUS OIEHOK BECOB CMECH U MapaMEeTPOB pacipeeSicHHi ObLIO MPEIIOKEHO HCIOIh30BaTh
JBe MoAM(UKAMH aITOpUTMa CHMYJSAIUM OTXKHra JUIs pEHICHUS 3aJaqd MaKCHMH3AIUN
npasiononobus. B mepBoit MopgudUKauy MbI CTApTyeM U3 HECKOIBKUX CIIyYailHO ONpeieisieMbIx
HAYaJIbHBIX TOUEK, a 3aTeM W3 TMOJYYCHHBIX pPE3yJIbTaTOB MBI BBIOMpAcM TOT, KOTODPBIA JaéT
HauOoJIbIIee 3HaYCHHE DYHKIMK MpaBaonoaoous. Bo Bropoi MogubuKalui Mbl CIIy4aliHO BEIOHMpAEM
HECKOJIbKO TOUEK, 3aTe€M CpaBHUBAcM 3HaueHWe (QYHKIMH IMPaBIONONOOWS M CTapTyeM aJIrOpHTM
CHUMY/ISIIMK OT)KWUTAa W3 Jydlied TOoukd. Mbl CpaBHHBacM JBa JaHHBIX IOAXOAa 10 BPEMEHH
BBITTOJTHCHUS HA PA3HOM KOJIMUECTBE MPOIIECCOPOB U KAYESCTBY MOATOHKH PacIpe/CCHHUS.

Ha puc.l moka3aHa TuUNMYHAs KapTUHKA MOATOHKH PpACHpeNeNieHHs] CMEChlo U3
3 pacripenenenuit pacmupennii [pam-1llapase. MBI BUIUM, 9TO CTEIICHD MMOATOHKH PACIIPEICTICHUS

SABJIACTCS ITOYTH HHCaHBHOﬁ.

008

\
\ —MogorHakHoe pacnpegenehue
== =NAP npotune

006

=

=

=
T

004

FHAYEHWE NAOTHOCTH

=

=

=
T

002-

Puc.1: [Toaronka NAP npoduiis cmecsio u3 3 pacnpenenenuii pacimpenuii ['pam-Ilapibe

Tabnuna 1. BpeMs BBIONTHEHHSI aJITOPUTMOB

KoJMUeCTBO MPOIECCOpoB Bpewms paGoThl miepBoro Bpewms paGoTel BTOpOTO
QITOPUTMA, C AITOPHUTMA, C
1 9756 15
3 4465 13
6 2463 11

B Tabnume 1 nprBeneHbI pe3ynbTaThl CPABHEHUS BPEMEHH BBITIOJTHEHHS JBYX alTOPUTMOB IO
BPEMCHHU BBINOJHEHUSI HA Pa3HOM KOJIMYECTBE MporeccopoB. Kak u ciemoBano oXugath, NEpBHIN
aJTOPUTM SBIIAETCS OoJiee BBIYUCIUTENBHO CIOKHBIM. M3 TaONHIbl BUAHO, YTO BPEMS BBHITOTHEHHS
MaJaeT MOYTH JIMHEHHO ¢ POCTOM KOJIMYECTBA MPOIECCOPOB. Takum 00pazoM, MOXKHO C/IETATh BBIBOJ O
TOM, YTO TIPU PEAJTU3alliy JIaXKe MMEePBOTO aIrOpUTMa Ha TPadUIeCKOM YCKOPHUTENE, CUCTEMa BIIOJTHE
MOXeET paboTaTh B pPealbHOM BpPEeMEHH. Takke WHTEPECHO CPaBHUTH CTEICHH IMOITOHKH B TIEPBOM

CJlyyae U BO BTOPOM Cllydae.
Tabnuna 2. CTeneHp MOATOHKU paclpeeleHHs
Pesynwrar Broporo
Mepa noarosku PesynbraT nepBoro aaropurma
AIrOpUTMa
Pacrosamne Kynn6aka-Jleiibmepa 0.117 0.140
Jlor-npaBnononodue -32935 -34289
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W3 Tabmuiel 2 BUAHO, YTO CTEMEHb MOATOHKA OKAa3aJOCh B IIEPBOM Cclydae JIydIle:
paccrostane KynmpOaka-JleiiOnepa MexXay MCXOIHBIM M MOJOTHAHHBIM OKa3aJIOCh MEHBIIE W 3HAYCHHE
¢byHkIME npaBaononoOus okazanack OonbmuM. ClieyeT OTMETHTh, YTO TPEHMYIIECTBO MOXHO
HA3BaTh HE CIIMIITKOM OOJIBIIIHIM.

3akiiroueHue

B nanHOl cTaThe MBI TpEANIOKWIM Hapamerpudeckoe pachpeneneHusi npopuns NAP,
nonyyeHHoe 1o AIM Mopmenu. IlapameTpsl HaHHOTO pacHpeAeneHHsT MOTYT HCIIOIb30BaTbCsi B
cUcTeMax aBTOMAaTHUYECKOTO paclO3HaBaHUS PeUM KakK JUKTOPOHE3aBUCUMBbIE Ipu3Haku. Kpome 3toro
MBI NPEUIOKWIN [Ba QJITOPUTMa UYHUCICHHOTO pEIIeHMs 3aJaud MAaKCHMM3alUM IpPaBaononolust ¢
UCIIOJIb30BaHUEM HapaJlUIeTbHbBIX BBIUMCIEHUNA. MBI cpaBHMIN paboTy 3TUX alJTOPHUTMOB IO CKOPOCTH
U Ka4eCTBY IOATOHKH.

B kadgecTBe mampHeHIEH pabOTBI MOXHO TPEIIOKHUTH peanu3aliio anroputMoB Ha GPU.
Kpome TOro, MHTEpECHO MOCTPOUTH TECT KauyecTBa IOATOHKU pacHpeAcieHUH, IOTyYEeHHBIX C
MOMOIIBIO MPETIOKEHHBIX AJITOPUTMOB.

C mpaxkThyeckod TOYKH 3pEHUS IPEICTaBIAETCS UHTEPECHBIM CPABHUTH KaueCTBO PabOTHI
CUCTEMBI aBTOMAaTHUYECKOIO pPAaclO3HaBaHMs pEYH, MOCTPOEHHOM Ha MpH3HAKaX M3 MPEASIOKEHHON
MOJETH, ¥ KJIACCHYECKOH CHCTEMBI Ha KeTICTPaIbHBIX KO3 UIIEeHTaX.
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B nmanHO# paboTe mpepcTaBieH HOBBIM MOAXOA K METaKOMITBIOTHHTY, TO3BOJISIONIAN
pemath MmapajieNbHbIE 3aJa4d ¢ TPOU3BOJIBHBIM KOMMYHHUKAITMOHHBIM —TIpoduiaeM B
pacrpeieleHHbIX BHIYUCIUTENbHBIX CpeliaX.

Henbto paHHON pabOTHI SBISETCS CO3JaHHMC WHCTPYMCHTApWs I TOCTPOCHUS
pacrpelieleHHbIX BBIYMCIUTENIBHBIX Cpell, TMO3BOJIONIMX pellaTh MapajiesbHble 3aJadyd, B
KOTOPBIX BO3MOXKHBI OOMCHBI JTaHHBIX MEXKIY JIOOBIMH MapaulebHBIMA PAa0OTAIONMIMMU Ha
Pa3UYHBIX y3JaX MpoLEeccamHu.

Beenenue

CymiecTByOIIMEe paclpeesieHHbIE BBIYUCIUTENBHBIE CpPeAbl MOXKHO MOAPa3AeiuTh Ha
HECKOJIBKO TPYIII, OCHOBBIBAsACH HAa CIIOCO0E OpraHU3ally BBIYUCICHUH U 00J1aCTH MPUMEHEHHS.

IlepBas rpymma — o9to TpamunmoHHble GRID-cucTeMbl, CTposIIHecs ¢ TOMOIIBIO
nHcTpyMmeHTapus tuna glite wiu Globus Toolkit [1], KoTopble 0OBETUHIIOT CYNEPKOMIBIOTEPHI B
eAMHYI0 UH(PaCTPYKTYpYy, MO3BOJIOIIYI0O CTaBUTh HA peEIIEHHE NapajuleibHBIe 3a/JadH, KOTOPBIE
MOTYT OBITH PEIIEHBI HAa OJJHOM U3 HECKOJIbKUX BKIIIOYEHHBIX B HHPPACTPYKTYPY CYHEPKOMIBIOTEPOB,
YYUTBIBasI IPY 3TOM TPeOOBaHMUS 33/1a4d K yCTAaHOBJIEHHBIM MPHUKIATHBIM ONOINOTEKAaM, alllapaTHOMY
oOecrieyeHuto 1 T.4. Pa3BepTbiBaHre MOJOOHBIX CHCTEM OOBIYHO TPEACTABISET COOOH TpymOoeMKUi
NpOIIeCC, BKIIOYAIOIIUN B ce0s HEe TOJBKO YCTAHOBKY M HACTPOWKY HHTEp(EHCHBIX KOMIIOHEHT
MEHEDKEpOB OYepelel Ha BBIUMCIMTENBHBIX KJacTepaX, HO M TOHKYK HACTpOWKY Bceu
MHQPACTPYKTYpBl, BKIIOYAs ONpEACICHHE TMOJUTUK O€30MacHOCTH, paclpelesieHusl 3agad II0
pecypcam u T.1.

Bropas rpynmna — sto tpaaunmonnsie Desktop GRID cuctemsl, Takne kak BOINC[2] u X-
Com [3]. B Takux cucremax TpeOyeTcs HalW4HWe IEHTPAILHOTO (CepBEPHOr0) KOMITOHEHTA,
OTBEYAIOIIETO 32 YNPAaBJICHHE XOJO0M PEUICHHUS 3alad, BKIIOYCHHUE W OTKIIOUCHHE B PAacyeT HOBBIX
y310B. Ha KIMEHTCKOM ypOBHE B TaKMX CHUCTEMax HAaXOHIATCS BBIUMCIHTENBHBIE Y3JIbI, KOTOpHIE
MONTy4alOT OT CEPBEPHOM YacTH BBIYMCIUTEIHHBIE TMOPLIHH HCXOIHOW 3aJa4d, 00pabaThIBAIOT HX H
OTIPABISIIOT OOPaTHO pe3yibTaThl BHIYMCIECHUH. C MOMOILIBIO TAKUX CHCTEM MOXHO OOBEIWHSTH B
BBIUMCIUTEIBHYIO Cpely HEOIHOPOAHBIE PECypChl, MpPUYEM 53TO MOTYT OBITh KOMIIBIOTEPHI
COBEPILEHHO IOOOTO THMA: OT JOMAIHUX TEePCOHATBHBIX KOMIIBIOTEPOB U O(MUCHBIX PadOUHX
CTaHLUH, [0 Y3JIOB BBIUYMCIUTENBHBIX KiacTepoB. KimeHT-cepBepHas opraHuzanus BBIYMCICHUI
HaKJIaJbIBaeT OINpeJe/ICHHbIE OTPaHMUYCHHS Ha Kjacc 3aJad, peliaeMbIX B TaKUX CHCTEMax: 3agada
JIOJKHA OBITH pa30MTa HA MHOXKECTBO ITOCIIEOBATENbHBIX MOA3a1a4, MPH 3TOM MEX]y M0J3aJa4aMu
HE TMpeAyCcMaTpUBAETCSI BO3MOXKHOCTH OOMEHa NaHHBIMH, T.€. MCXOJHAs 3aJaya JOJDKHA OBITh W3
knacca EP (Embarassinly Parallel). Kpome Toro, Hanuuue LEHTPaJbHOIO CEPBEPHOTO KOMIIOHEHTA
NOJpa3yMeBaeT BBICOKHE TpeOOBaHUS K MPOM3BOAMTENBHOCTH M HAJEKHOCTH CEpBepa M KaHAJIOB
CBS3M C HUM, T.K. OTKa3 B pa0oTe IEHTPAIBHOTO KOMIIOHEHTa OYyJeT O3Ha4yaTh I TaKUX CHCTEM
MOJHYIO OCTaHOBKY PEIICHUS 3a]1auu.

Tpetbsa rpynmna — 310 P2P Desktop GRID cucrtemsl.

! PaGora BBIMONHSETCS npu noanaepsxke rpanta [Ipesuaenta Poccuiickoit @eaepanuu s MOJIOIBIX POCCUHUCKUX
yueHbIX-KaHauaaToB Hayk MK-5104.2011.9.
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CucteMbl 5TOH TPYNIBI C TOMOIIBIO TEXHOJOTHH Ha 0a3e peer-to-peer (p2p) [4] MO3BOISIOT
OpPIaHU30BbIBATH PACHPEACICHHBIEC BHIYUCICHUS 0€3 YyJacTus LIEHTPaIbHBIX KOMIIOHEHT, TaK KaK BCE
y3JIBl, yYaCTBYIOIINE B HOZOOHBIX CHCTEMAax, OJHOBPEMEHHO UTPAIOT POJIM CEPBEPa M KIINCHTA.

Opranusanust pacnpeaejieHabix Bbrunciennii B P2P Desktop GRID
TexHomorun peer-to-peer ceTei Mo3BONIIOT CTPOUTH HA OCHOBE CYLIECTBYIOIINX (PHU3MUECKUX
ceTeil BUPTyaJbHBIE CETH, epeada JaHHBIX M aJIpecaliisi MOKET ObITh OJJHOPOAHA U HE3aBHCHMA OT

(hM3MUYECKO TOTIONOTHH U MOICPKUBAEMBIX TIPOTOKOJIOB MEPEAayH TAaHHBIX.
_peerID— -
D peerID
eerID

- \]JOO
==

‘-: ]
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Virtual Network  PeerID——
Physical Network e
Peer Peerg Peer “—\——.QPeer'
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Puc. 1: Opranmzamnus peer-to-peer ceTei

OCHOBHBIMY JJOCTOMHCTBaMH BBIYUCIIUTEIIBHBIX Cpefl Ha ocHOBe P2P ceteii siBnstoTes:
JETIeHTPATN30BaHHOCTH,
cOamaHCHpOBaHHAS Harpy3Ka Ha KaHaJbl CBSI3H,
MOJIeP’KKa KOMMYHHKAITUH MEXKY JTFOOBIMU y3IIaMH CETH,
HE3aBHCHUMOCTD OT TOTIOJIOTUN (PU3NIECKON CETH U MPUCYTCTBYIOINX B HEH Oaphepos,
HAJIGKHOCTh (OTKIIIOUCHHE HECKONBKHX (PH3MUYECKHUX Y3JI0B WM KaHAJIOB CBS3U HE MPHUBEIET K
HapyIIeHUSM B pabOTe CETH).
IIpu 3TOM WUMEIOT MECTO HEIOCTATKH, CBS3aHHBIC CO CIIOCOOOM TIOCTPOCHHMS U OTPaHUYCHUSIMHU
(hmM3MUYECKUX CeTeH, IekKAIUX B OCHOBE BUPTYAIBHOM, 2 UMCHHO:
® BBICOKAs JIATEHTHOCTh NPU Iepenade JaHHBIX (YaCTUYHO OOYCIABIMBAETCS KOJIMYECTBOM
Y3JI0B-TIOCPETHUKOB, TIEPEAAIONINX JaHHbBIE Yepe3 pa3InyHble aIMIHUCTPATUBHBIE Oaphephl),
®  CJOXHOCTH B YIIPaBJI€HUH (IIOJKIIOYCHUN U OTKIIOYCHUH Y3JIOB),
®  HaKJAJHBIC PacXO0/bl Ha IOJICPKKY PabOTHI CEeTH.
CyliecTByeT MHOXECTBO pacHpe/eICHHBIX BBIYHACIHTEIBHBIX CHCTEM Ha OCHOBE p2p-
TEXHOJIOTHH, KOTOPBIE pCANM3YIOT pa3lIMYHbIC CTPATETMM OpPTaHHM3alMd  PACIPEICICHHBIX
BBIYNCIICHUM:
® pacrnpeaelieHHbIN nuHaMHIHBIHA My 3aaa4d (Cohesion Orbweb [5]),
® pacrpeeNeHHBIE CHCTEMBI TIOCTAHOBKHM MHOXKECTBA ITOCIIEIOBAaTENbHBIX 3a1au (bag of tasks)
JUTSL PEIlIeHHsI Ha JIOOBIX yYacTBYIONIMX B CHCTEME BBIUMCIHTENBHBIX y3nax (Jalapeno, JINGI,
OurGird, Triana, Xeerkat) [6],

® pacrpesieneHHAs BBIYMCIUTENbHAS Cpeia Ui PEIIeHUs MapauieNbHbIX 33a4 C MOIIePKKOH
nepexaun coobmennii (P2P-MPI [7]).

Bapuantr Cohesion Orbweb opraHn3oBBEIBaeT BBEIYHCICHUS TaKMM OOpa3oM, 4YTO JIFOOOW y3em
CpeIbl MOXKET TOTOJHATH MyJ IMOCJICI0BATEIbHBIX 33/a4, 100 OpaTh W3 Iyja 3ajady, Ha OCHOBE
KOTOPOU MOPOXKIIATh U PEIIaTh HOBBIE MMO/33/Ia4H, KOTOPHIC HEMEJICHHO CTAHOBSITCS JIOCTYITHBI BCEM
OCTAJIBHBIM  y3j7aM BbIMHCIATENbHOW cpenbl. Orpanwmdenus Cohesion Orbweb cBsi3anbl  co
CJIO’)KHOCTBIO Pa3BEPTHIBAHMS CHCTEMBI (HEOOXOIMMO yCTaHABIHMBATHL Ha BcexX y3nax XMPP-cepsep
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OpenFire), u 3aBUCUMOCTH OT (PU3UYECKOH TOIMOJIOTUM CETH (MCIIOJNB3yeMbIe TEXHOJIOTHH Tepeaadn
cooOmeHnit Ha ocHOBe mpotokoia XMPP He mopmepxkuBaioT paboTy B CETAX C HUCKYCCTBEHHBIMHU
aJIMUHHACTPATUBHBIMH OaphepamMu).

CucremMbl M3 BTOPOW TPYMIBI MO3BOJSIOT Pa3feiisATh BMECTe C OOJBIIONW TPYNION BiaJleibIICB
KOMIIBIOTEPOB CBOM BBIYHCIUTEIBHBIE PECYPCHI, 1aBas BOZMOKHOCTH pelIaTh COOCTBEHHBIE 3aja4X Ha
Yy)XKUX KOMIBIOTEpax W MPUHUMATh y4acTHE B PEIICHWH CTOPOHHHX 3a1ad. YacTo B TaKMX CHCTeMax
MIPUMEHSICTCS PEHTHHIOBas CHCTEMA, IMO3BOJISIONIAS OMNPEACIUTh MPUOPUTETHOCTh PEIICHUS 3a1ad
OJIHOTO TOJIb30BATENIl HA OCHOBE KOJMUYECTBE PEIICHHBIX C MOMOIIBIO €r0 PEeCypCcoB UyXHUX 3ajad,
aHAJIOTUIHO PEHTHHTOBOM CHCTEMe, MPUMEHSIONEeHcs B (pailitooOMEeHHBIX ceTsax. [lomoOHbIe CHCTEMBI,
KaK TIPaBUJIO, HE TIPEeJHA3HAUEHBI U PEIIeHNs OOJNBIINX 33a7a4, HO MOTYT OBITh MCTIOIB30BAHbI, €CITH
UCXOJHYIO 3a7ady 3apaHee pa3OuTh Ha (DUKCHPOBAHHOE MHOXKECTBO HCIOJHSAEMBIX IMOA3a/ay, 4To,
moTpeOyeT BXOXKICHUS IPUKIIATHON 3a1a4uu B kKiacc EP.

Bapuant P2P-MPI npencrasnser coboii peanuzanuo MPJ (mommuaoxecteo MPI 1.1 mus Java),
MO3BOJISIONIYI0 CTABHUTH HA CUET IMOJIHOIICHHBIC MApaJIICIIbHBIC 3a/1a4 B MOJISNN ITPOTPaMMHUPOBAHUS
MPI ¢ ¢uxkcupoBaHHEIM HaOOpOM MPOLECCOB B pPaMKax OJHOM JIOKAIBHOW CETH, peau3ys
IyOnupyroliee BBITIOTHEHNE apajlIeIbHBIX MPOIIECCOB 33a4H C HETbI0 00eCIeYeHnsT YCTOWIHMBOCTH
K cO0SM KaHAJOB CBS3M W/WIM BBIYUCIUTEIBHBIX Y3II0B. Peer-to-peer TEXHOJIOTUU 3/€Ch
UCTIOJB3YIOTCS B PyJIUMEHTAPHOM BapHaHTe, He 00eCTieunBas HUKAKOUM MOAJIEPKKHA PabOTHI Cpebl B
CeTSAX C HAJTMIMEM MCKYCCTBEHHBIX aJIMHHHCTPATHUBHBIX OapbepoB (tuma Firewall, NAT u T.1.). [Ipu
STOM TOJAEPKUBAIOTCA TONBKO Java-mporpamMebl, a MPHUKIagHbIe OMOIHOTEKH HY)XHO CTaBUTH Ha
y3/1ax 3a0JIarOBPEMEHHO.

B pannoii pabote Takke mpeayaraeTcsl MOIXOJ OPTaHM3AlWK pacHpefeNICHHBIX BBIYUCIICHUS,
OCHOBaHHBIN Ha MCIIOF30BAaHIH TEXHOIOTHH P2p.

TpeOoBanusi M MoAeIb MPOTPAMMHPOBAHUS
Omnpenenum obmue TpeboBaHUS K pa3pabaThIBa€MOM CHUCTEME W pEIIaeMbIM C €€ MOMOILIBIO
3amagam:
e PacnpeneneHHOCTb:
O 3a7aya MOKEeT OBITh ITOCTaBlIeHa Ha PEIICHHUE U3 JII0O0ro y3I1a CPebl,
O B cCpeae MOXKET IapajulelbHO pemarbes Ooiee 0OIHOMN 3a1aH,
O HWCXOHBIE JAaHHBIE 33/a4M W Pe3yJbTaThl BBIYUCIICHUI, XpaHALIMecs B (Qaifnax,
JTOJDKHBI OBITH TOCTYITHEI C JIF000TO y3J1a CPEbl,
O HE3aBHCHMOCTH OT TOTIOJOTHH (PU3UIECKON CEeTH.
¢ J[MHAMHUYIHOCTbD:
O 3ajaya JOJDKHA OBITh pelieHa HEe3aBHUCHMO OT KOJIMYECTBAa WM3HAYAIIBHO JTOCTYITHBIX

Y3JIOB,

o mobas 3ajada MOXET OBITh pEIIcHa Ha OJHOM Y3JI€ HE3aBHCHMO OT KOJIMYECTBA
MPOLIECCOB,

O PpelIcHHUE 3a/Ia4H HE JIOJDKHO MPEephIBAThCS MPU U3MEHEHUH COCTABA BHIYHCITHTEILHBIX
Y3II0B:

® Mpouecchl 3aJaydl MOTYT MHUTPHPOBAaTh C y3Jia Ha y3eld MO JOCTIKECHHU
KOHTPOJIbHBIX TOUCK,

= JUIs KaXJOro Ipolecca MOXET ObITh HECKOJIBKO paboTaroIlMX Ha Pa3HbIX
y351ax 9K3eMIUIIPOB;

®  HE3aBHCHUMOCTH OT MIPOrpaMMHO-aINapaTHOH 1aT(OPMEI,

® JIETKOCTH B Pa3BEpPTHIBAHMH,

® TOACepKKA paObOThHI ¢ BHEITHUMHA MPUKIATHBIMA OUOTHOTEKAMH.

Hcxomst w3 TpebOBaHWA © OTpaHWYEHWH, CBS3aHHBIX C YepTaMH  PACIPEICIICHHBIX
BBIYMCIIUTENIBHBIX CpPell, MOJEb IPOrpaMMHUPOBAHUs Ul pa3pabaThiBaeMOIl CUCTEMbI OIPEAEISIeTCs
CIIEIYIOIINM 00pa3oM:

o [lpukiagHas 3agaya — HAOOp B3aUMOACHCTBYIOIIMX MapajiebHBIX poueccoB (Job).
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e [lpoueccsl MOryT 00WATBCS OPYT C APYTOM IMOCPEICTBOM COOOLICHUH M Pa3feiisTh MEXKAY
co0oli JaHHBIE TOCPEICTBOM (paiiiioB.

e lcrnomusieMBbId KOA Tpolecca pa3OMBaeTCsi KOHTPOJIBHBIMH TOYKAMH Ha HE3aBHCHUMBIE OT
JPYTUX TPOIIECCOB (PparMeHTEHI.

e KoOMMyHHKAallMOHHBIE OTEpAIMH BBITIONHSIIOTCS B KOHTPOJBHBIX ONPEACNEHHBIX TOYKaX
mporiecca.

e [lpoueccsl He WMEIOT HHUKAaKUX CBEIEHHUsI O HHU3JIEKalled TOmoJoruu (pu3nveckoil cetu u
aJpecyloT apyr apyra mo Homepam (rank).

[Ipumep B3anMOAEHUCTBUS Y3JIOB PH TAKUX TPEOOBAHUAX M MOAEIH MPOTPaMMHPOBAHNUS TOKa3aH

Ha AuarpamMMme Toce0BaTeIbHOCTH (pHC. 2).

peerd
Hpeeﬂ } HpeerQ] (faulty)
TSt == T
\Bo ] NBo ] [=]w] ]
Job 1 Job 2 Job 3
o L1 0
compute compute compute

save save save
[ ] current state [ ] current state [ ] current state

migrate o JC'lIlJ &

message

o0 D

compute compute ) compute

compute

save save save
[] current state [] current state [] current state

Puc. 2: IIpumep B3auMoIeHCTBUS IPU TUHAMUYHOM COCTaBE Y3JI0B

Peamuzanus

PaspabaTriBaemast B pamkax ganHoW pa0boThl cucteMa X-P2P[8] crpoutcst Ha ocHOBe peer-to-peer
texHonorun JXTA[9], koTopas mpencrasisier coOol HAOOp MPOTOKOJIOB IJsl MOAJCPKKH PabOTHI
peer-to-peer ceTd, U ONpeAessIIoNiasl Takue OOBEKTbl Kak peer’bl (Y3Jbl CETH C YHUKAJIbHBIMU
uaeHTH(pUKaToOpamMu), TPyHIbl Y3JI0B (MEXaHU3M aOCTpaKLUM ONPEAEICHHOIO MHOXECTBA Y3JIOB B
TpyMIly MO ONpeaeisieMbIX MPHUIIOKEHUEM TpeOoBaHusIM), advertisement (yOJIMKaLUM - BPEMECHHBIC
00BEKTbI, IOCTYIHbIE BCEM YYaCTHMKAaM CETH WIM TpYyNNe Y3JI0B, COJIEp)Kallue MeTaJaHHbIe
CYIIECTBYIOIUX B CETH OOBEKTOB), pipe’bl (KaHAIBI - OOBEKTHI, OTBEYAIOIINE 32 Tepeaady JaHHBIX
MEXIY y37IaMu) u content (¢ailyiel WM Kakue-1mdo Ipyrue pasaessieMble B TPYIIIE y3JI0B JaHHBIE).

B nannoif pabore wucmonb3yercs Java-peanmzamus mpotokonoB JXTA JXTA SE 2.6, kak
HanOonee crabwibHas W 3(PQGEKTHBHO MMOAJCPKUBAIONIAscS OnOMMoTeKa paboThl ¢ peer-to-peer
CETSIMU.

Ha puc. 3 npeacrasneHa B o01ieM BUe apXUTEKTypa MPHIOKEHHS, OTBEUAIOIIETO 32 BKIIOUCHHE
B paclpeieIeHHYIO BBIUUCIUTENBHYIO cpelly, paboTaroLIero Ha BBIYUCIUTENbHOM y3iie. I e mporecc
job — Java-mporiecc TpUKIAAHON 3aadd, CBSI3BIBAIOIIMICS C IPYTUMH TPOIECCaMHU IMOCPEICTBOM
MHQPACTPYKTypHOTO KOMIIOHEHTa M COXPAaHSIOIIWI B KOHTPOJBHBIX TOUYKaX CBOE COCTOSHHE M
JaHHBIE 33aJaydl B JIOKAJbHOW (pailoBON cHcTeme, KOTOphIE B AajbHEHIIEM CTAaHOBSTCS JOCTYITHBI
IPYTHM  y3JlaM CeTH TIIOCPEICTBOM HH(PACTPYKTypHOTO KOMIIOHEHTa (BEpXHHMH ypOBEHb
ApXHUTEKTYPBHI), OTBEYAIOLIECTO 32 BKIIOUEHHE B Cpedy, MOMCK M aApEecalyio MOAKIIOYEHHBIX K cpele
Y3J10B.

IIpu sTOM TIpUKIagHAS 3a7a49a MPEACTABIIIECT COOOM:
1. HaGop daitioB OMOIMOTEK U UCXOAHBIX JaHHBIX 3aa4u.
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2. HcnonnsieMblii KOJ 3arpy3kd M HHUNMAIA3ALUM BHEIIHUX OHONMHMOTEK M NPOrpaMMHBIX
MOJYJIEH.
3. Kox nopoxaeHus HCXOJHOTO Habopa MPOIECcCOoB.

network

JXTA peer group

messaging discovery file transfer
service services service
job and messages

tracking and migration . :
file service

messaging service

: —_—
job process
—

Puc. 3: ApxutekTypa npuinoxxenus yzna X-P2P

IIpu 3anmycke 3anayu:
1. Ha nayanmpHOM y37e co3maeTrcsl rpymma y3J0B M IMyONHMKyeTCs ONMCaHHWe 3aJadd BMECTE C
HUJACHTUPHUKATOPOM TPYIIIIHL.
HavanbHbii y3e1 nprcoeANHsIETCs K TPyHIE Y3JI0B TEKYIIEH 3a1a4u.
BrrmonHseTcst vHUIMan3aus OUOIMOTEK U MOPOXKICHHIE MTPOIECCOB.
CocTosiHHIEe TTOPOXKICHHBIX MIPOLIECCOB COXpaHseTcs B BUAe (HailyioB U MyOIUKYETCsI B TPYIIIIE.
Bxox B 0cCHOBHOI MK pabOTHI € MPOLIECCaMU 33/1a4H.
Hpn BKJIFOYEHUH HOBOT'O Y3/1a B pacyer:
1. VY3en 3ampammBaeT OnycaHKE 3a1a4H U IPUCOCTUHICTCS K COOTBETCTBYIOIICH IpyIIIe Y3JIOB.
2. 3arpykaroTcs (aiiel 331291 U HHUIHATH3HPYIOTCS] HEOOXOIUMbIe OMOITHOTEKH.
3. Bxoj B OCHOBHO# UK pPabOTHI C MpOIecCaMy 3ajIaduH.
OcHoBHO# LUK paboTHI y3ia:
1. TlomyuuTs (JOKaIbHO WIIM M3 CETH) KOIHIO CBOOOAHOTO 3a0JIOKMPOBAHHOTO Mpoliecca 3a1a4H.
2. Tlomy4uTh BCE MOCIAHHBIE paHEe MPOIECCY COOOIICHMS.
3. IIpomomkuTh BBIIOIHEHHE NpoLecca 0 KOHTPOJIBLHON TOUKH.
4. CoxpaHUTh COCTOSIHUE MPOLecca M MPUOCTAHOBUTH €0 BHITIOIHEHHE.
5. OnyOnuKoBaTh TaHHBIE O HOBOM COCTOSIHWH IIpoIiecca.

SRR

3aki04eHHe

B manHO#t paboTe ObUT MpeAcTaBiIeH MOAXOA U MPEIIOKEHB OCHOBHBIC HJICH IS OpTaHU3aIlN
pacIpe/ielleHHbIX BBIYMCICHUH, OTBEHUAIOMMH TPeOOBaHMSAM HAJEKHOCTH W JHHAMHYHOCTH U
MO3BOJISIIOIIMI pelaTh MOJHOLIGHHBIE MapajuleNbHBIe 3aJadd 3a paMkamMu kinacca EP Ha mioObIx
JIOCTYTIHBIX BBIYMCIUTENBHBIX peCypcax ¢ MOMOIIBbIO TEXHOJOTUH peer-to-peer. Ha ocHoBe naHHOTO
MOJIX0/1a pa3padaThiBaeTCsl CUCTEMa METaKOMIbIOTHHTa X-P2P, KOoTOpas B MepcreKTHBEe HE TOJBKO
MO3BOJIMT pelIaTh MapajieNbHble 33Ja4d C MPOW3BOJBHBIM KOMMYHHUKAlMOHHBIM TpoduieM, HO
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CMOXKET OOBEIMHHUTH OOJBIIOC KOJIMYECTBO BBIYUCIUTEIBHBIX PECYpCOB B OJIHY MAaCHITa0HYIO
pacnpeneneHHyI0 BEIUMCIUTENBHYIO CPEAy, B KOTOPOI CMOTYT MPHUHATH y4acTHE BCE JKeJIaroIIne.
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Beenenue

Hacroammii goknmaa mpefcTaBisieT pa3BUTHE PE3yIbTaTOB HAMIMX paboT, JONOKEHHBIX Ha
npeapiaymeii  kodepenmmu GRID2010 [1]. Torma ™Mbl paccMaTpuBald TOJBKO BOIIPOCHI
CTaHIAPTH3AIMMN U «IIpobJieMy HHTeporepadbensHOCTH» TpUMEHUTENbHO K GRID-BhancieHUIM.
Opnnaxo, KaKk M3BECTHO, 32 MCTEKIIME [BA T0/]a BECbMa aKTHBHO Pa3BUBAJINCH OOIaYHBIC BHIYMCICHUS
(«o0maka»), MPUTOM TPAKTHUUECKas padoTa OINepekana CO3/aHUEe HAayYHBIX OCHOB. B CBS3u ¢ 3THM
TEMaTHKa OOJIAaYHBIX BHIYHMCIICHUI B HaIlleH CTpaHe Oblia BKIIOYCHA B TeMaTHKy Poccuiickoro donma
(dbyHnaMmeHTanbHbIx HcciaenoBanuii u Ilporpammy Ilpesmaumyma PAH Nel4. Crano COBEpIICHHO
OYCBHUIHBIM, YTO TIOCKOJIbKY 00JaKa B 00IIeM cirydae TpecTaBistoT co0oil, kak u GRID-cuctemsl,
TETePOTEHHYI0 Cpely, TO W i1 OOJaKOB JIOJDKHA BO3HHKHYTh IMpOOJieMa B3aMMOJCHCTBUS
pPa3HOPONHBIX DJIEMEHTOB, TOJYYHBINAsS Ha3BaHUE MPoOIEeMBI HHTEporepabenpbHOCTH. Bo3Hnkaer
©CTECTBEHHBIN BOIIPOC: €CTh JIM pPa3HUIlA B crocobax pemrenus 3toi mpodnemsl B GRID-cuctemax u B
oOnaKkax M €Clii eCTh, TO B YeM OHa 3akirodaetcs? JlJis 3Toro clieayeT MOHATh Pa3HUILY B CYITHOCTSIX
GRID-TexHOJOTHI ¥ TeXHOJOTUH 00JaYHBIX BHIYMCICHUH. 3a/jaya 3Ta BeChbMa HEMpOCTasi, XOTsS Obl
MOTOMY, YTO B O00OMX CIydasX HET OOIIENPHUHATHIX OIHO3HAYHBIX OmpeaeneHuid. Bompocam
COTIOCTABIICHUSA 3TUX TEXHOJOTUH MOCBAIICH LENbli psig cTaTteit [2, 3]. B HacTosmem nokiange KpaTKo
OIIHMCHIBACTCS Pa3pa0OTaHHBIH HAMH E€AMHBIA MOAXO0J] K OOCCIICUCHHIO HWHTEPONEepPaOeTbHOCTH IS
CUCTEM IIMPOKOro Kiacca, opopmiiennsiii B Bugae ['OCT P, u Ha ocHOBe 3TOro moaxozia u o03opa
3apy0eXHOTO M OTEYECTBEHHOTO OIBITAa JENAeTCs MOIBITKA BBISIBUTH OOIINE YEePTHl U 0COOEHHOCTH
npu obecrieueHnn uHTeporiepabenbHOCTH Uit GRID-TEXHONOTMM ©  TEXHOJIOTHH OOJaYyHBIX
BBIYUCIICHUM.

Enuneliii moaxox k obecrne4eHHI0 HHTepONepadeJbHOCTH CHCTeM IHMPOKOIro Kjacca
WnteponepabenbHOCTE, cOrflacHO ompeneneHuo, nanaomy B ISO/IEC 24765:2009, Systems
and Software Engineering — Vocabulary ecTh «CHocoOHOCTh JBYX HIM Ooliee CHUCTEM WIIH
KOMIIOHEHTOB K 00MeHy MH(OpManuel U K UCIIOIL30BaHUI0 WH(OPMAIIVH, ITOJTyISHHON B PE3yJIbTaTe
oOmeHa». CBOICTBO HHTEPONIEPaOETLHOCTH, HAPSAY CO CBOMCTBOM IMEPEHOCHUMOCTH, COCTABIACT OJHO
M BaXHEHIINX CBOWCTB OTKPBITBIX CHCTEM, JOCTHTAETCS 3a CYET WCIIOIB30BAaHUS METOJOB
(OYHKIIMOHAIBHON CTaHmapTu3aluu (MOCTpoeHue mnpoduiacii CTaHIapTOB), W aBTOpaMH IOJIYyYCH
3HAYUTENLHBIA OMBIT B 3TOM obOnactu [4]. B Hacrosiee BpeMs Bc€ Ooiblliee BHUMAaHHUE YJCISACTCS
HMEHHO BOIIpOcaM 00ecCIieYeHnusT HMHTeporepadenbHocTh I uHpopMaruonHeix cuctem (HMC)
pasnugHOro MacmTaba (0T HAHOCHCTEM IO CBEPXCIOXKHBIX cucteM — Systems of Systems) u UC
Pa3IUYHOTO HAa3HAUSHUS, B TOM YUCIIC JUIS HAYKU 1 00pa3oBaHus. Bo3pacTanue uHtepeca k mpodieme
UHTEepONepabeTbHOCTH OOYCIOBICHO TEM, YTO €CIIM paHbIle 3aHUMAJIUCh BONPOCAMH T.H.
TEXHHYECKOW  WHTepomnepabenbHOCTH, TO B  IIOCIEAHEE BpeMs BO3pOC  HWHTEpEC K
UHTeponepabeTbHOCTH 0oJiee BBICOKHMX YPOBHEH (CEMaHTHYECKOW, OPraHM3allMOHHON), TpeOyromeit

! PaGota Bimonaena npu moaaepxkke PODU (mpoext 12-07-00261a) u ITporpammsr ITpesummyma PAH Ne 14).
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cBoux crannaptos [5]. B [6] aBropamu omyOnrkoBaH 0030p O COBPEMEHHOMY COCTOSTHHIO TPOOJIEMBI
MHTEpOrepabeTbHOCTH C pPAacCMOTPEHHEM OCHOBHBIX €€ acleKTOB, HadWHasi OT BOIPOCOB
TEPMHUHOJIOTHH ¥ 3aKaHYWBas IOJIO)KEHHEM O HEOOXOTUMOCTH pa3pabOoTKH EIUMHOTO TOAXOna K
obOecnieuenuto uHTepornepadenpbHocT C BO3MOXKHO Oojiee MIMPOKOTo Kiacca. Takoi moaxoxd ObLT
HaMu paspaboran u odpopmieH B Buae npoekra [OCT P [7], KoTophIil TOJDKEH BOHTH B ACHCTBUE B
2012 r. Hecmorps Ha TO, YTO B Ha3BaHHM OTOr0 CTaHAAPTa (QUIYPHUPYIOT MPOMBIILICHHBIC
OpeAnpHsITUs, OH HUMeeT Topaszfno Oonee mmpokoe 3HaueHume. Ha Puc.l mokaszana Onok-cxema,
OTpa’KaroIasi OCHOBHBIE STAlbl JOCTHKEHHS HHTEPONEepadeTbHOCTH.

v Konnenmus ¥
[Tnan pa3paboTKu ] Tepmuns! 1
CTaH/IapTOB OIIpEICJICHUS
‘ Apxurtekrtypa D
Pa3zpaboTka crangapToB R
[IpobaemHo- )

OpPUEHTHPOBAHHAS MOJIENb

¥

[Tpodwmib
HWHTEPOIIepadeIIbHOCTH

Peanmuzanms

v

ATTecTallioHHOE
TECTUPOBAHUE

v
a

a

-~

Puc.1: OcHOBHBIE 3TaIBl JOCTHKEHUS HHTEPOTIEpaOeTbHOCTH

OcHOBHas TEXHOJIOTWYECKas IEMOYKa BKIIOYAET 3Talbl, HAYMHas OT TOCTPOCHUSI KOHLECIIHH
Y 3aKaHYMBas TalloM TECTHPOBAHMS C MOCTECTIEHHOHN NeTanu3anueil. ABTOPEI HaMEpeHbl IPUMEHUTh
OTMCAHHBIA MOAXOA K JOCTHKEHHUIO HHTeporepadbenbHocTH B obmactu GRID-cucteM m B ob6nactu
00JIaKOB, YTO M MO3BOJIUT BBISIBUTH OOIIME MECTa U OCOOCHHOCTH. Jl0 HACTOSIIEro BpeMEHU PabOThHI
no unreponepadensHocTi B GRID-cuctemax B 001akax HOCWIH (parMeHTapHBIN XapakTep

CpaBnenue GRID-cuctem u o6/1akoB

Besikas GRID-cuctema ecTh Hekas cHUCTeMa, OOpa30BaHHAs C IIOMOIIbI0 HHTETPAIUH,
BUPTYaJM3allMi U YNPaBICHUS CEPBUCAMU M PECypcaMH B pacHpelenEHHOM, TE€TEepOTeHHON cpene.
Cucrema TOAIEpKUBAET OOBETUHCHUE IIONB30BATEICH W PECypcoB (BHPTYAIBHBIX OpTaHU3AIIHIA)
MapauieIbHO TPATUIIMOHHBIM aJMHUHHCTPATUBHEIM M OPTaHU3allMOHHBIM O0JIACTSAM (JIOMCHaM —
peansHBIM opranuzanusiM). KiroueBsie TpeOoBaHUs K yCeHON peanu3aunu U ynpasienus: GRID -
CHUCTEMOH BKIIOYAIOT CTAaHAAPTH3AIMIO MHTEP(EHCOB BXOISAMINX KOMIIOHEHTOB W HCIOJB30BaHHE
CTaHIAPTU30BAaHHON WH(OPMAIIMOHHON MOJICITN B MOACIICH JaHHBIX [§].

OO6nayHoe BBIYMCIEHHE - 3TO MOJENb CETEBOr0 JAOCTYyMa, YAOOHOTO W pa3peliéHHOrO M3
M000r0 MecTa MO 3ampocy K pasfenseMoMy Iyiny, KOTOPBI MOXXHO CKOH(UTYpUPOBATH W3
BBIUMCIIUTEIBHBIX PECYPCOB (CETH, CEpBEpHI, XPAHIIWINA [AHHBIX, MPHIOKEHUS W CEPBUCH]) U
KOTOPBIA MOXET OBITh OBICTPO COOpaH W TMpemocTaBleH s paboThl MPU  MUHHUMAIBHBIX
OpPraHU3ALMOHHBIX YCUIUAX IPU OpPraHU3ally B3aUMOICHCTBUM C IPOBANIEpPOM CEpBHCA.
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KnroueBbie TpeOOBaHMS K YCIEITHON peann3aliyl U YIpaBIeHUs] 00Ja4HBIMU BBIYUCICHUSIMH,
takke kak 1 GRID — cucTem, BKIIOYAIOT CTAaHAAPTU3ANNI0 UHTEPPEHCOB BXOIAIINUX KOMIIOHEHTOB U
WCITOJIP30BaHUE CTAHIAPTHU30BAHHOW HH(POPMAITMOHHONW MOJENTHW M MoJeie maHHbIX. TpeboBaHume
CTaHIapTH3aUUU MHTEP(HECOB U HCIOIB30BaHUE CTAHAAPTHONW MH(POPMAIIMOHHON MOJAENH SBISETCS
MpSIMBIM  CIIeZICTBHEM oOecrmiedeHusi yciaoBud ¢yHkiuonupoBanus MC, a WMEHHO COOTBETCTBHS
TpeOOBaHMSIM  OTKPBITOCTH: MEPEeHOCUMOCTH  TPWIOXKECHWH,  WHTeponepabelnbHOCTH |
MacmrabupoBanus [4].

Cyns no onpeneneHuto o0naynbix BeranciaeHni, nannomy NIST [9], rnaBHo# npoGiiemoit ipu
peasnmzanyy OOJAYHBIX BBIUMCIICHUN SBISETCS MpobOiIeMa OpraHM3aluy Ipolecca MPeAOCTaBICHUS
yCIyT KIHEHTY C OOeCIleYeHHEM peXuMa HaumOoIbIIero OyaronpusaTcTBoBaHus. (OCHOBHYIO
TPYAHOCTb, KOTOPYIO BHIST CTOPOHHMKM M WHHLIMATOPHl OONAaYHBIX BBIYMCICHUH, COCTABISET
B3aUMOJICHCTBUE  MEXJy IpoBaiijiepamMu, T.e. OOEClEYeHUEe  HMHTEPOIepadenbHOCTH  Ha
OpTraHU3aIlMOHHOM YPOBHE.

[Ipobnema B3ammopeiicTBus Mexay nposaiizepamu B GRID-cuctemax pemiaercss Ha dTarme
CO3lIaHHMA BHUPTYaJbHOH OpraHW3alWy, MPEACTABIIONIYI0 CcOOOW HHTErpalHio TOJIb30BaTeNeld Hu
BIIAJICNTBIICB — TpoBakiepoB yciryT Oyaymeit GRID-cuctemsl.

MO03KHO OTMETHUTH, YTO OOIIIMMHU B TOW U APYTOH TEXHOJOTUSIX SBJISTFOTCS TAK)KE BHUJIBI
uHTeponepadensHocTH (Puc.2) (cMm. monens unTepornepadensHocty Ha (Puc.1.).

OpranuszanuoHnas 8. OxoHoMMuecKast/perniamenTHas noautuka (Ilonmurnyeckue
(mparmaTuyeckas) ¥ DKOHOMUYECKHE LI, JeKJIapupyeMble B MOJIUTHUKE U
periaamMeHTax)

7. llenu 6usneca (CtpaTrernyeckre U TAKTHYECKUE TSN
pacnpeneéHHbIe MeXKy ydacTHUKaM On3Heca)

6. I[Tponienypsr 6u3Heca (Y CTaHOBIIEHHE COOTBETCTBUS
nporeayp AeHCTBUSIM OM3HEC - TTpoliecca)
Nudopmaunonnas 5. KonTeker 6usneca (CyliecTBeHHbIE 3HAaHUS O OU3HECe,
(ceManTHYeCKas) OTIpeNIeNAIONINEe CEMAHTHUKY B IOKyMEHTO000pOTE)

4. Cemantuueckue yciaoBus (Y CIOBUS KOHIEIHI
MOMEIIEHHBIX B TIOCTAHUH O CTPYKTYPE AHHBIX)
Texnuveckas 3. [loHnMaHue CTPYKTYPHI JAaHHBIX B TIOCIAHUH IIPH OOMEHE
(cHHTaKcH4YecKas) MEX]ly CUCTEMaMHU

2. CereBast unTepornepaldenbHOCTb (Ha MHOXKECTBE CeTeil)

1. ®usnyeckue U JOrMYECKUE COETUHEHNS

Puc.2: Bunsl uaTeponepabenbHOCTH

OOmuM Tt 00euX cpesi CIyKUT Takxke To, uTo GRID-TexHOMOTMY M 00JIaYHBIC BEIYHCICHUS
UCIIONIB3YIOT TpaHCHOpTHYIO cpeny cetd Uutepuer. Onnako, GRID - BeIuMCICHUS ONUPAIOTCS Ha
ucToap30BaHne Web — cityx0, B TO BpeMs Kak OOJIadHbIe BBHIYHCICHUS TPEATIONaraloT NCIOIb30BaTh
ceteByto ¢aiioByro cucremy (NFS — Network File System) [2]. B wactHOCcTH, B 00Omakax
ucnons3yerca npotokon RPC-Bei3oB ynanénnoil mnponenypbl (Puc.3), KOTOpbIi MO3BOISET
UCTIONIb30BaTh (aiiibl, cofepkaliie MpoIeayphl YIpPaBICHUS BHEITHHNM KOMIIBIOTEPOM U €ro
nepudepueii. Tem cambiMm, npodunu Grid-cucreM u 00JaKOB OyayT OTIMYATHCSA YK€ Ha CETEBOM
ypoBHe (cM. Puc.2).

Ha puc.4 mpuBeneHa T.H. KOMOMHHPOBAHHAS KOHIENITyalbHasl clipaBodHas auarpamma NIST
(National Institute Standards and Technology USA) TexHonorum 00Ja9HBIX BEIYUCICHHH.
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IIpoToxoJibl

OSI
[Ipuxmnaguoit
| IIpeacraBienus :‘
= NFS
I HTTP
Ccacinnl SMTP| |FTP| | DNS | |SNMP TFTP || www) |
| CeaHcoBblii RPC :‘
TpancnopTHbIi
P P UDP TCP

Ceresoii | yp IIpoToxoss! MapIIpyTH3aUH

RIP, OSPF, BPG

|ICMP | |IGMP |

S | Ethernet | | Token Ring | | PPP | |FDDI |
JTAHHBIX
[TpoToKOIBI OIPENENAIOTCSI OCHOBHBIMU
TEXHOJIOTHUSMH CeTeH
Dusnyeckuii PDH |RARP | | SDH| |ATM |

Puc.3: IIpotokonel RPC u HTTP B creke nporokonos UutepHer (http://ru.wikipedia.org/wiki/TCP/IP)

Puc.4: KomOuHHpOBaHHAs KOHIICTITYyalbHAsl CIIPaBOYHAs TUArpaMMa
(The Combined Conceptual Reference Diagram) [9]
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Ha pwuc.5 mokazaHa cCBs3p pa3iMuYHBIX PEHICHHN, CBS3aHHBIX C cucTeMaMHu. CHCTEMBI
o0pa3oBaHbl CITy>)KOaMH, C IOMOIIBIO KOTOPHIX OOECIEUUBACTCS IOCTYI K pecypcam. MHTepdeicht
obecreunBaOT CUCTeMaM JOCTyN U npuMeHenue. [Ipukmamaeie mporpamMmMubie uHTEpdeiice (API) B
CBOIO OYepeb 00ecIeYnBaeT MPUIOKEHHSIM JTOCTYT K HHTepdeticam.

IMPHIOAEEHHE

Hurepdeiic npux.ranpoii nperpanmst (HITII)

I

L

I

L

l

Hurepdeiic k cHcTeMe
e

Huarepdeiic
Cmoywba BY

Huarepdeiic

Hurepdeiic

Cmyba BY

Cayxba BY

HITII

HII

HITII

e

r__p-l"
Hurepheiic

Hurepdeiic

Coaywcda HY

Coyxba HY

MIOI

HITI

"

~

Hurepdeiic

Hurepdeiic

Hurepdeiic

BP

XI

KP

BP -Brr4ucimTebHEIA pecypc

X -xpamumime JaHHBIX
EY¥- pepxyoni ypoeeHs
HY- mirsandi ypoeess

CHCTEMA

KP - xonvyHME aLMOHHEL pecypc

AP

Interface

Puc.5: Wmmoctpaniys uaen NpUMEHEHHUS MPUKIaIHBIX IPOrPaMMHBIX HHTEPHEHCOB (B 4aCTHOCTH

API) mns ocymiecTBiaeHUS 00Ia9HBIX BeIIUCIeHHH [10]

[ox ciyx00i moxpasymeBaeTcsi HEKUH y3€J1, KOTOPBIH MPeJOCTaBIseT BO3MOXHOCTH pecypca
WIIY BHITTOJTHEHHE HEKOTOPBIX AeHCTBHUIT Ha pecypce. CiyKObI B CBOIO 0OYepelb MOTYT OBITh CITy>KOaMH
HHU3KOTO YpOBHS, KOTOPBIE PEalN30BaHbI MPEUMYIIECTBEHHO Ha (PM3HYECKUX Pecypcax, M CIIyKOaMu
BBICOKOT'O YPOBHS, PEajlM30BaHHBIMH B BHJE BHUPTYaJIbHBIX PECYpPCOB (T.e. Ha APYTHUX CIyx0ax).
Cayx0b1 00HapYXKHBaIOT CBOM BO3MOKHOCTH C IIOMOIIBIO HHTEP(EHCOB CITyKO.

Cucrema mpencTaBiseT CO0OH yNMOpsIOYEeHHOE MHOXECTBO CIY)KO M pecypcoB, KOTOpBIE
00pa3yloT Hekoe eanHoe 1esnoe (cM. Puc.6). 3aMbicen cucTeMbl IO CBOEH MPHUPOJE HepAPXUUECKHIA, TO
€CTb MOTYT CYyIIECTBOBATh CUCTEMBI U3 cUCTeM. CHCTEMBI BBICOKOTO YPOBHS SIBISIOTCSI CHCTEMaMH,
HOCTPOCHHBIMH Ha MPUMEHEHUH JPYTHX CHCTEM (IIOACHUCTEM — CHCTEM HHU3KOTO YPOBHS) IIyT€M HX

arpernpoBaHusl.

Puc.6: CmpiciioBoe ynopsaounBanue adCTpakTHOrO IpeacTaBieHus y3aoB puc.4 [10]
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CMBICIIOBasl CIOXHOCTH Y3JIOB YMEHBIIACTCS B HANpPAaBICHUU BEPXHHUX YPOBHEW; yI0OCTBO
INPUMEHEHHUS] Y3JI0B C TOYKHM 3PEHUS] KOHEYHOI'O II0JIb30BaTeNs PacTéT II0 MEpe YMEHBIIECHUs
CMBICIIOBOH CIIOKHOCTH.

B Hacrosimee Bpemsi mo mpobieme oOecriedeHus: uHTeponepadensHocTn B obnactu GRID-
TeXHONOTHH MexayHapoxHas opraamsamus Open Grid Forum  (http://www.gridforum.org/)
onyonmukoBaiga moutd 200 MTOKYMEHTOB, W3 HHX IO OOJIAYHBIM BBIYHCICHHSM II0Ka TOJBKO 5
(GFD 150, GFD 162, GFD 183, GFD 184, GFD 185), nocneguue 4 u3 KOTOPBIX MOATOTOBIIECHBI
paboueii rpynmoii Open Cloud Computing Interface.

3a pybOexxoM mpoOiieMoii oOecredeHUsI HMHTEPONepadeIbHOCTH B 00JacTH  OOJIAYHBIX
BBIUMCIICHUN 3aHuMaeTca Takxke opranuzamnus Cloud Computing Interoperability Forum (http://www
cloudforum.org) u IEEE (http://standards.ieee.org/news/2011/cloud.html). B wacTHOCTH, 00CYXIaeTcs
npemioxerne B pamkax OSGI — Open Service Gateway Initiative Mconp30BaTh B Ka4ecTBE S3bIKA
obecrieueHuss MHTEPOIIepabeTbHOCTH 00TaUYHbBIX BEIYHCIeHui Java [11].

B 2010 romy craproBan mnpoekT StratusLab umeromui 1ens HCCICAOBAHUE BIMSHUS
napaaurMbl 001a4HOTO BEIYMCIIEHHS Ha COOPKY cepBHCOB BhrunciuTenbHoit GRID-cuctemsr [11].

B cBsa3u ¢ 00JIbINON T'e€TEPOreHHOCThIO Cpelbl pa3aeiasieMoll MH(PACTPYKTYPbI, B MPOEKTE
StratusLab BaxHyro ponp urpaeT mHTEeponepadenbHOCTh. B HacTosiiiee Bpems OCHOBOWM peHIeHUs
BUANTCS obecrieueHne uHTepdeiicoB laaS, mocTtym Kk ycrTpoiicTBaM BHPTyalbHOW MAaIIWHBI M
6e3omacHocTh. OcoOcHHO BaKHBIM B StratusLab BuamTcss oOecnedeHWE HHTEPONEpadeITHbHOCTH
unTepdeiica mexay GRID - middleware u cepBucoM agMUHUCTpUpOBaHUSA obOjaka. B TakoMm cimydae
BOIIPOCHI aBTOPHU3ALUN U MOHUTOPHHTA CTaJIM MIEPBOCTEIICHHBIMU AJIS1 HCCIEA0BAHHUS.

Anpom muctpubytmBa StratusLab sensercs OpenNebula, yxe mpunstas OGF OCCI B
KayecTBE CTaHAapTa, a BOIPOCHI aBTOpU3ALMM M O€30IIaCHOCTU MPUHATO obecneduBaTh
ceprudurkarom X509. VYmpaBineHne BUPTyalbHOW OpraHM3alyedl W aBTOpU3AlMs IOJIb30BATENS
ocymectiseTcs cepsucoM VOMS (Virtual Organization Management Service).

BosmoxxaocTu nndpactpykrypbl GRID nokaszaHs! Ha puc.7.

Puc.7: Bo3amoxxnoct nadpactpykrypst GRID[12]

Pabouas rpymma OGSA o6o3HadaeT IJOTHMYECKWA CPEIHUHA YPOBEHH pPHUC.7 TEPMHHOM
«CepBUCH». MHTepdeichl 3THX CEPBUCOB JIEMOHCTPHUPYIOT WHIUBUAYAIBHOE U KOJUICKTUBHOE
COCTOSTHHE PECypCOB, MPUHAICKAIINX JAHHBIM CEPBUCAM, U B3aUMOJICHCTBUE ITUX CEPBUCOB MEXKITY
co00l TO TPHHIWIIAM CEPBUC-OPUCHTHPOBAHHON apxutekTyphl (SOA). Ha pwmc.8 mnpuBemena
CTPYKTypa CepBUCOB, TnpencTaBieHHbIXx rpynmod OGSA. 3pech nunuHIpamMu 0003HAYCHBI
WH/IMBHU]IyaJIbHBIC CEPBHUCHL. OJTH CEPBUCHI CO3AAaBAUCh IO CTaHAapramMm Web CepBHCOB C
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CEMaHTHKAMH, JIOTIOJHCHUSMH, PACIIUPCHUSIMU W MOAH(UKAIMSIMH, pEICBaHTHbIMUA [ pun-
CTPYKTypam.

Yupasienue v Jdaunbie
MPaBJICHUEC XPAHCHUEM
be3zonacHocth HCIOJIHEHHEM ’ Tpaﬂcnng
AyTenTudukanus IImanupoBaHue HCHONHEHUS YupapieHue permKanueit
ApTopH3aums JlokymeHT0000pOT
Tonutuka VYupasnenue paboToit
HCIIOJTHEHNUS
Pecypcnl
Bupryamsanus Hunumanuzanus
Yrnpasiierue Kougurypuposanue
Onrumuzanus 3amyck
Onrumuzanus

BupryajibHble
obaacTu
Cepsuc rpynn
Buptyansusie

OpraHu3alMu

dDu3uyeckas cpeaa

Duznueckas cpeia \_/

ArnmaparHsle cpeJcTBa
Certu Hpoduab uuGpacTpyKTYpbI

CeHcopsl 3anporeHHbIe HHTepEiiCH,
MOJUICPKaHHbBIC BCEMHU CEPBHCAMHU

Puc.8 CtpykTypa cepBucoB, mpeacraBiennas rpymmoit OGSA [12]

B cooTtBercTBUU ¢ Prc. 1 HaMu mipemiioskeHa Moaeb nHTeporepabensHOCTH OTKpeIToit GRID-
cpens (cm. Puc. 9).
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Puc. 9: Mogens untepornepadensHocTr oTKpbIToii GRID-cpenst
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Orta mognens Oyner 3adukcupoBana B ['OCT P, paspaborka KOTOpOro momkHa OBITH
3aBepireHa aBropamu B 2013 1.

CrnemyrommM  sTanoM  cormacHo Puc. 1 pgomxHa crath  paspaborka  mpodmiis
uHTeponepadenbHocTH. OH AOMKEH COCTOSITh M3 MHOTHX 4YacTed M MOCTPOEH Ha 0a3e JOKYMEHTOB
OGF, mpusenennsix B Tabmure 1.

Tabmmna 1
NoNe | HammenoBaHue (TIepeBOI HA PYCCKHUH) Hoxyment OGF
ILIL.
1 Br13oB ynan€uHoro mporecca u uHTEpdeiica A GridRPC Model and API for End-
MIPHUKJIATHBIX TPOTPaMM ISl IPUIIOKEHUH KOHETHOTO User Applications GFD.52 Rec.
TIOJI30BATEIIA
2 Apxurektypa cepBucoB oTKpBITEIX GRID. ba3oBsrii OGSAWSREF Basic Profile.01 GFD.72-
npodus: KOHIEeNTyalbHass ocHOBa pecypcoB WEB P- Rec
cepBucoB (Bepcus 1.0)
3 Criennukarys 6aiiTHOro BBOIa/BbIBOIA, Bepcus 1.0 BytelO Specification 1.0 GFD. 87 P -
Rec.

4 Crneundukanus cepBruca NpoCTPaHCTBA UMEH PECYPCOB Resource Namespace Service
Specification GFD. 101 P -Rec.

5 ba3oBrlii cepBHUC NCTIOTHEHUS Basic Execution Service V. 1.0 GFD.108
Rec.

6 Crneundukanus MpUKIaTHOTO IPOrPaMMHOTO Distributed Resource Management
nHTepdeiica I ynpaBieHUS pacipeaeIéHHbIM Application API Specification 2.0
pecypcom GFD.194 Rec. (6511 133)

7 BazoBsrii npoduis 6ezomacHoCTH, Bepens 2.0 OGSA® Basic Security Profile 2.0

GFD.138 P- Rec.

8 Crneunduxanus s3bIKa ONMCaHus NpeAcTaBiIeHus 3aqa4d, | Job Submission Description Language

Bepcus 1.0 (JSDL) Specification, Version 1.0
GFD.136 Rec.

Kpome Ttoro, corimacuo Puc.l momken ObiThb co3maH «[lmaH pa3pabOTKM CTaHIApTOB» Ha
ocaoBe nokymenta GFD-1.123 Defining the Grid: A Roadmap for OGSA® Standards Version 1.1, a
Takke riaoccapuil Ha ocHoBe JokyMeHTa GFD-1.120 Open Grid Services Architecture Glossary of
Terms Version 1.6.

Cnenyer oTMeTuThb, uro paspaboranHbii aBropamMu ['OCT P «Choernudukaius s3bika
ONMCaHus NpeAcTaBieHus 3aaad, Bepcus 1.0» [1] BcTymuT B nmelictBue c sHBaps 2013 r. OTtoT
CTaHIApT 10 HAIlIEMY MHEHHIO, MOXET OBITh UCIIOJIb30BaH U IS 00IaYHbBIX BBIYHCICHUH.

3aki0ueHue
T.o0., MOXHO ClIeNaTh CICIYIONINE BBIBOABI U MPEIIOKCHHUS:
1. TIpoGiema mHTepomepabenbHOCTH cyiiecTByeT kak B GRID-cucremax, Tak M B 00Jilakax H
uMeeT 00IIUe YePThl U CBOU OCOOCHHOCTH.
2 Pemenue npoOiieMbl MHTEPONEPaOEILHOCTH Ha OCHOBE HUCHojib3oBanus WT-craHmapToB B
000HX CITydasiX MOKET OBITh JOCTUTHYTO Ha OCHOBE €JIMHOTO MOJIX0/1a, 3aQUKCUPOBAHHOTO B
319



3

pazpaboranrnoM aBtopamu ['OCT P  «MuadopmanmonHele TexHonorud. CHCTEMBI
MPOMBITIUICHHON aBTOMAaTH3aIllil MW WX uWHTerpamusa. MateponepadensHocTh.  OOImme
MIOJIO’KEHUS», M aBTOPHI pabOTarOT B 5TOM HalpaBJICHUU.

B nepBoMm mpuHOIMKEHUH MOXKHO YTBEPXKIaTh, YTO MPOQUIL HHTEPONEPAOCITHHOCTH IS
GRID-cucrem u 0071aK0B AOKEH OBITH OJIMH U TOT XK€, M TIEPBBIM M3 CTAHIAPTOB, BXOISIINX
B Mpoduiib, MOKET HCIOJIb30BaThcs paspaboraHHbiii aBTopamu ['OCT P «Crneuudukanms
SI3bIKA OTIMCAHUS TPEICTaBICHUS 3a1a4, Bepcus 1.0»

Jlutreparypa

(1]

(2]
(3]
(4]
(5]

(6]

(7]

(8]
[9]

Kypasnes E.E., Kopamenko B.H., OumnelinukoB A.fJ. Bompochl craHmapTu3anuu H
obecrieuenust uaTeponepadbensHocTH B GRID-cucremax. //PactpeneneHHbIe BEIYUCICHUS U
I'pua-TexHoyioruu B Hayke U oOpa3oBanuu: Tpyabl 4-it MmexxayHap. koHd. ([IyOHa, 28 UioHI —
3 wmtona, 2010 r.).- Ayona: OUAN, A-11-2010-140, 2010.- c. 364-272 ISBN 978-5-9530-
0269-1

Ian Foster, Yong Zhao, Ioan Raicu, Shiyong Lu Cloud Cpmputing and Grid Computing 360-
Degree Compared. URL: http://arxiv.org/ftp/arxiv/papers/0901/0901.0131.pdf

Judith Myerson Cloud computing Versus grid computing URL:
http://www.ibm.com/developerworks/web/library/wa-cloudgrid/
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BOIIPOCHI UHTEPOIEPABEJILHOCTHU B OBJAYHBIX
BBIYNCJEHUSX!

C.B. lBanoB
Poccutickuti Hosovuii Ynusepcumem (PocHOY)
105005, Mocksa, yn. Paouo, 22

Beengenne

Cpena oOmauynbix BeraucieHuii Cloud Computing, cocrtosinas U3 pa3HOPOIHBIX HPOTPAMMHO-
anmapaTHbIX IIaTGopM, 3aBEIOMO MPEACTABIACT COOOH TeTEPOreHHYIO Cpey, B KOTOPOi HEn30eKHO
BO3HMKAET NPOo0JIeMa B3aUMOACHCTBYS BXOAALIMX B HEE CUCTEM, IOIyUYHUBIIAsl Ha3BaHUE «IIPOOJIEMbI
uHTeponepadenbHocTH» [1]. IIpobiemMa HHTEponEepaOEIbHOCTH HUMEEeT pPsaa (QyHIaMEHTAJIbHBIX H
NPUKJIAJHBIX ACMEKTOB M, COIVIACHO MHUPOBOM TMpPAaKTHKH, [JODKHA pElIaTbcsl Ha OCHOBE
HCIIOIb30BAHMUS COTJIACOBAHHBIX HAOOPOB CTAaHIAPTOB HH(POPMAIMOHHBIX TEXHOIOTHH — Mpoduiiei.

B nanHo#l paloTe paccMaTpuUBArOTCs CYIIECTBYIOIIME IIOAXOIbl K PELICHUI0 IPOOIEeMBbI
MHTEeponepabeIbHOCTH B cpejie 00JIauHbIX BBIYHCICHUH, peanu3yeMsbie 3a pyoesxoM. K coxanenuto, B
Poccun, rae oOnaynble BHIYMCICHHUS TAaKXKE aKTUBHO Pa3BHUBAIOTCS M MPUMEHSIOTCS, 10 HACTOSIIETO
BPEMEHH CTpaTerusi OOecTeyeHuss HMHTEpONnepadelbHOCTH W CTaHAapTH3aIlMd OTCYTCTBYyeT. B
3aKJII0YEHUE aBTOPBl HA OCHOBE MEXKIYHAPOJHOTO M COOCTBEHHOT'O OTMbITa AAIOT PEKOMEHIALUU O
MEPBOOYEPEIHBIX IIarax B 3TOM HAIPABICHHUH.

Oo01auHbIe BBIYMCIEHUS

Ha paHHBII MOMEHT CYIIECTBYET MHOXECTBO TPAaKTOBOK TEPMHHA «OOJIAYHBIC BBIYMCICHUS».
HauGonee agekBaTHbIM, 10 Hamemy MHeHHto, sBisiercs onpeneneane NIST (The NIST Definition of
Cloud Computing) [2]:

OOnavHbIe BBIYMCICHHUS - MOJIENb TPEJOCTABICHUS TOBCEMECTHOTO M YJO0OHOTO CETEBOTO
JIOCTyNa TI0 Mepe HEOOXOMUMOCTH K O0IeMy Myly KOH(PUIYpUPYEMBIX BBIYACITHTEIHHBIX
pecypcoB (HampuMep, CETel, CEepBEpOB, CHUCTEM XpPaHEHUS, MPWIOKEHUHA U CEPBUCOB),
KOTOpBIE MOTYT OBITH OBICTPO MIPEIOCTABICHBI M OCBOOOKIEHBI C MUHUMAIBHBIMH YCHUITHSIMHA
M0 YIPaBJICHUI0O W HEOOXOJWMOCTBIO B3aWMOJCHCTBHS C IPOBaIepoOM YCIyr (cepBHUC-
MpoBaiiepoM).

OO0mauHble BBIYMCIICHUS OCHOBAaHBI Ha TPATUITMOHHBIX TEXHOJIOTHAX, HO A0 cepeauunl 2000-x
roJloB cdepa NPUMEHEHUS 53TUX TEXHOJOTHHM OCTaBaJiaCh OTPAaHMYCHHOH, a TMOTCHIHAN —
HEPACKPHITEIM. B HacTosIee BpeMs 3aBEpIacTCs PaHHUM 3Tall pa3BUTHS OOJAYHBIX TEXHOJIOTHH,
KOTOPBIA ~ XapakTepU3yeTcs HOBATOPCKUMH JKCIEpUMEHTAMH U HEYCTOHYMBOCTBHIO OW3HEc-
Moaeiewn [3].

HNuteponepadeabHocTh. CTaHaapTU3AIUA 001aKOB

Opnnoli u3 (yHIaMEHTAIbHBIX OCOOCHHOCTEH pPa3BUTHS M IMPHUMEHEHUs coBpeMeHHbIx MKT
BeicTymaer QopmupoBanue rereporeHHoil MKT-cpenpl. B Takoil cpeme Bo3HHMKaeT mpoOieMa
B3aMMOJICWCTBUS Pa3HOPOAHBIX KOMIIOHEHTOB (CHCTEM), TONy4HMBINAs Ha3BaHUE «MpobdiIemMa
HHTEpONepadeIbHOCTH.

CormnacHo OTIPECIICHUIO MexayHapoaHoit OpTaHu3alnruu o CTaHAApTH3ALUH:
«HTeponepabenabHOCTE» — CHOCOOHOCTH IBYX HIM Oojee CHUCTEM WM JJIEMEHTOB K OOMEHY
uHbOpMaIMel U K MCIOJIb30BAaHUK HHPOpPMAIMU, MOJydeHHOW B pe3yiabTare oomeHa. (ISO/IEC
FCD24765-Systems and Software Engineering-Vocabulary). CrnocoOHOCTP K HCIOIB30BAHUIO
O3HaYyaeT MHTEPONepadeTbHOCTh Ha 00JIee BBICOKHX YPOBHSX, YEM TEXHHUYECKHM.

OCHOBHBIM MHCTPYMEHTOM peIIeHus MpoOaeMbl HHTEpOrepadeTbHOCTH CIYKUT IJIaHOMEPHOE U
MOCIIEIOBATENIbHOE HCIIONB30BAHUE MMPHHIUIIOB OTKPBITBIX CHCTEM, B OCHOBE KOTODPBIX JIEKHUT

' PaboTa BeIMONHEeHa npu noazepxkke PODU (mpoext 12-07-00261a) u Iporpammst IIpesumyma PAH Ne 14,
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UCTIOJB30BaHUE METOAO0B (YHKIIMOHAILHOW CTaHJAPTU3allMd W COTJIacOBaHHBIX HabopoB WKT-
CTaHIapToB — mpoduei [4].

[Mpobnema uHTEpOTIEpaOEIEHOCTH MPHCYTCTBYET W B OOJIAYHBIX BBIYHCICHUSX. [IpHimoxeHus,
pa3pabaTeiBacMbIe Ha OHOM 00IauyHON TIaT)opMe, YacTO OKa3bIBAIOTCS HECOBMECTUMBIMU C APYTOM.
3a4acTyro NMPUIOKEHUIO TPEOYIOTCSI CTPOTO OIpe/IelICHHbIC HACTPONKHU cepBepa, (aiaoBoi CHCTEMBI
U CETH, KOTOpbIE APYyrHe 00JIauHbIe MPOBaiiiepbl NPEIOCTaBUTh HE MOTYT JIHOO 3aMpamiuBaroT 3a 3TO
CJIMIITKOM BBICOKYIO I[EHY

Pemenue 3akimouaeTcst B pa3pabOTKe OTKPBITHIX CTAHAAPTOB O0AYHBIX MPUIIOKEHUH U CSPBUCOB.

CraHmapTu3aiis II03BOJISIET HE TOJIBKO JIOTOBOPHUTHCS 00 0Omeld TepMHUHOJOTHHA, HO |
OTIPEJICIIUTh T€ TEXHOJOTHH, HCIIONB30BAHUE KOTOPBIX O00S3aTEIBHO JUISl CO3JAHHS COBMECTHMBIX
pelIeHN.

Iensrit psin opranmu3aiiii BeAET pa3padoTKy 00JadHBIX CTaHAapTOB cM. Tadmwmiy 1 [5].

Tabauma 1

Opranuszanus

O0J1acTh 1eATeJILHOCTH

ISO/IEC JTC 1/SC 27 www.iso.org

Crannaptsl B cdepe 00maqHoi Oe30macHoCTH

Open Grid Forum
http://www.gridforum.org/

Pa3zpaboTka craHmapTOB 1151 CETEH U CO3AaHUs
CETEBBIX COOOIIECTB

Cloud Security Alliance
http://cloudsecurityalliance.org

Cranaaptsl B chepe 001auHoM O€30MacHOCTH

Cloud Standards Customer Council

www.cloudstandardscustomercouncil.org

Distributed Management Task Force
(DTMF) www.dmtf.org/standards/cloud

PazpaboTrka 001auHBIX CTAHAAPTOB, OTPAXKAIOIIUX
WHTEPECHI TTOJIb30BaTeNIeH 00JaTHBIX BEIYUCIICHHIA

CraHzapTsl yrpaBiIeHNAs KOPIIOPATUBHBIMU U
00JIaYHBIMH BBEIYHCITHTEIHHBIMHU PECYPCaMU

IEEE http://standards.ieee.org

CTaHZ[apTI:I B o0acTu I/IHTepOHCpa6eHBHOCTI/I n
IMPAKTHYCCKOTI0 BHEAPCHUA 00JIAYHBIX CUCTEM

National Institute of Standards and
Technology (NIST)
www.nist.gow/itl/cloud

Ormpexaenenne 00JaYHBIX BEIYHCIICHHH;
TpeOOBaHUS K HCITOJIb30BAHUIO O0TaYHBIX
BEIUHCIIeHHH B roccekTope CIIIA

OASIS www.0asis-open.org

AxTtyanuzamus crangapToB WS*, SAML,
XACML u KMIP B cBs13u ¢ pacipocTpaHEHHEM
00J1aYHBIX BBIYMCICHUI

Open Cloud Consortium (OCC)
http://opencloudconsortium.org/

Pa3paboTka cTaHmapToB B cdhepe 00IauHbIX
BBIYMCIICHUH M UX COBMECTUMOCTH

Storage Networking Industry Assotiation
(SNIA) www.snia.org/cloud

Crenuukanus no ynpasieHHIO 00Ta4yHBIMH
cuctemamu Cloud Data Management Interface
(CDMI)

Pabouast rpymma mo o01agHbIM
BbIUnciIeHUsM B coctase Open Group
WWWw.opengroup.org/

CrannapTU3npOoBaHHBIC MOJICITH, TIO3BOJISIOIIHE
n30€eKaTh 3aBUCUMOCTH OT [OCTABIIMKA

Xorenoch OBl OTMETUTHh Psii MHULMATUB IO pa3pabOTKe CTAaHAApTOB, HAlpaBJICHHBIX Ha
o0ecrieyeHne HHTEPONEePadeIbHOCTH B 00JIACTH 00JauHbIX BhIUMCIIeHHH. JTo 2 crangapTa Open Grid
Forum:

e GFD-P-R183 «Open Cloud Computing Interface - COREx»;

e GFD-P-R184 «Open Cloud Computing Interface - Infrastructure»;

u 2 craagapra Macturyra IEEE:
¢ [EEE P2301, Draft Guide for Cloud Portability and Interoperability Profiles;
e [EEE P2302, Draft Standard for Intercloud Interoperability and Federation;
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ITepeoie nBa BxoasaT B umcio 200 moxkymentoB OGF, maioT BBICOKOYpOBHEBOE OIpEICICHUE
IIpotokoma u APIL. Bropele aBa OymyT comepkaTh IEPEYHH CTAaHAAPTOB W CHEIMPUKAIIHA,
HEOOXOIMMBIX JUISI CO3JaHHWA COBMECTHMBIX OOJauHBIX CHCTEM, a Takke O0a30BbIe CBENEHUS U
PEKOMEH/IAINY 110 00CCIICUCHUIO HHTEPOINEPa0deIbHOCTH U IIEPEHOCUMOCTH B «00IaKaX».

Yrto e kacaercsi Poccum, TO u3BeCTHO, uTO0 MuUHKOMCBS3b P® peanuzyer denepanibHyro
nporpammy  «MHpopmalrionHoe o00mecTBo». B pamkax moamporpammbl  «MHGOpMalmoHHOE
rocy/iapcTBO» paspabarbiBacTcs «HaruoHanpHas mmatdopMa IS paclpeesieHHOW 00paboTKu
JAaHHBIX». Tarkke M3BECTHO, YTO OBUI OpPraHW30BaH KOHCOPLUYM JUIS Pa3pa0OTKU CTaHAApPTOB [6],
OJTHAaKO, HACKOJIFKO HaM M3BECTHO, KOHKPETHBIX PE3yIbTATOB MIOKA HE TOJTYYICHO.

Ennnblii noaxoa k odecneyeHnI0 HHTEPonepadeIbHOCTH

Ha ocHoBanmm o0000meHus coOctBeHHOTO ombiTa [4] w MupoBoro ombita (NIST -
http://www.nist.gov/index.html, NEHTA - http://www.nehta.gov.au/, OGSA -
http://www.globus.org/ogsa/) B [7] MPEJI0KEH €QUHBIA  moaXxod K 00€eCIIEYUEeHHIO
UHTEpONepabeTbHOCTH HMH(OPMAIMOHHBIX CHCTEM pa3HBIX KJIACCOB, B TOM YHCIIE OOJIaYHBIX
BBIYHCIICHUNA. ETO MOKHO TIpE/ICTaBUTh B BHJIC PsIa IMTOCIIEIOBATEIHHBIX 3TAIIOB CM. pHC. 1.

GCHOBHbIe I'IOHO)KeH@
( ApxutekTypa

4

STanoHHas mogenk
MHTeponepadenbHOCTH

4

Mpodune

4

TecTupoBaHue

1)

Puc.1: Equnetii moaxox k 00eCTICUeHUI0O HHTEPOTIEPa0eIbHOCTH CUCTEM IIIUPOKOTO Kilacca

EIN
\&_/

YN ()
o/

PaccMoTpum copepikaHue v CMBICIT YKa3aHHBIX JTAIloB.

Ocnosnvie nonoscenus (anen. Framework) — conepaT OCHOBHBIE TOJNOXKEHHS 10 AOCTHKCHUIO
uHTepornepadbensHocTH. Tepmua Framework, BooOrie ToBops, IMEeT MHOTO 3HAYCHHM: HAYMHASI OT
OYKBaJgBbHOTO CMBICHa (Kapkac, paMKa), IIMPOKOTO CMbBIcia (KOHIETITyaJIbHAasi OCHOBA, KOHTEKCT,
OCHOBHBIC TIPUHITUIIBI, OITUCAHUE OCHOBHBIX MPOOJIEM MPEIMETHOM 001acTH 1 000OIICHHEIC MTPaBHiia
JUTSE UX PEHIeHHs] W Y3KOTO CMBICNIA, MMOHMMAaeMOTO IMPOrPaMMHUCTAMH — CTPYKTypa IpOTrpaMMHON
CHCTEMBI;, TporpaMMHOE obecreueHne, oonerdaromiee pa3paboTKy W OOBEIWHCHHWE pPAa3HBIX
KOMIIOHEHTOB OOJIBIIIOTO MPOTPAMMHOTO MPOSKTA.

Apxumexmypa (anen. Arhitecture) — OJHO3HAYHOE OMPEICICHUE JIEMEHTOB CUCTEMBI U CBA3CH
MEXly HUMU U C OKPYXaIoIle cpesion.

Omanonnas modenv umumeponepabenvrnocmu (amnen. Interoperability Reference model ) —
MIPEJICTABISICT COOON Pa3BUTHE W3BECTHOW ATAJIOHHOM 7-ypPOBHEBOUW MOJEIU B3aUMOCBSI3H OTKPBITHIX
cucteM ( 'OCT P 7498-1-99).
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Ilpogpune unmeponepabenvnocmu (anen. Interoperability Profile) — coriiacoBaHHBI HaOOp
CTaHapPTOB, CTPYKTYPUPOBAHHOW B TEPMUHAX STAIIOHHON MOZEITN HHTEPOIEpadeTbHOCTH.

Tecmuposanue (amen. Testing) — OlleHKa COOTBETCTBUA pealiv3alldy CTaHJapTaM, yKa3aHHbIM B
npoduie HHTepornepadbeTbHOCTH

Peanuzayus  (anen.  Solution) —  TporpaMMHO-amNmapaTHas peanu3anus  KOHKPETHOM
WHTEpOIIepabeIbHON CUCTEMBI B COOTBETCTBHH C MMPOQHIEM HHTEPOIIEPAOESIIEHOCTH.

OmHMM W3 KITIOYEBBIX JTAlOB OOIIETO IUKJIA OOCCIeUeHUs] WHTEPONepadenbHOCTH CITYKUT
MOCTPOCHUE JTAJIOHHOM MOJeNHu HHTeponepadensHocTH. Ha puc.2 mpuBeneHa MHOTOYpOBHEBas
STaJIOHHAsT MoJienb HHTeporepadenpHOCTH. [8] KaxaoMy ypoBHIO MOIEIH COOTBETCTBYIOT CBOH
cTaHmapThl. J{Js KOHKPETHBIX pelIeHUil 3TaJOHHAS MOJETh MOXET YTOuHAThCS. ClelyeT OTMETHTH,
YTO JI0 HACTOSIIETO0 BPEMEHU ASTAJIOHHAS MOJCIh MHTEPONEepaOeIbHOCTH HE 3aUKCHpOBaHA HHU B
OJHOM CTaHJapTe, KaK 3TO CJEJIaHO C 7-ypOBHEBON MOJIENBIO.

UHTeponepabensHOCTL
< OusHec-npoueccoB
CemaHTU4ecKan

MHTeponepabenbHOCTb

Cucrema 1 TexHnueckas Cucrema 2
WHTeponepabenbLHOCTb

< >

WHTeponepabenbHOCTL
OTCyTCTBYET
0

(==

Puc.2: MuoroypoBHeBast aTajJoHHasE MOJEIb HHTEPOIIEPaOeTEHOCTH

PocT ypoBHsi

UHTeponepabenbLHOCTU >

B Hacrosimee BpeMst OITMCaHHBIN MTOIXO0]] B MOJICPHHU3UPOBAHHOM BH/IE 3a(UKCUPOBAH B
paspaboranHOM B MHCTUTYTE paaroTeXHUKH U 37eKTpoHUKH ['OCT P, KOTOPBIN H0KeH OBITh BBEICH
B neiictBue B 2013 1.

CocTosinne padoT no nHTEponepadeILHOCTH

PaccmoTpum coctostHue paboT 1Mo HMHTEpornepabedbHOCTH B O0JIACTH OONAYHBIX BBIYHMCICHUH
COIVIACHO NPHMBEJICHHBIM BBIIIE TariaM oOLIero IoAxXoa.

W3Becten mpoekt, Haxoxsammiics B craguu paspabotke: A Cloud Interoperability Framework
And Platform For User-Centric, Semantically-Enhanced Service-Oriented Applications Design,
Deployment And Distributed Execution (Cloud4soa) [9]. lanHb1i TpoeKT QoKycupyeTcs Ha:

1. pelIeHUH BOIPOCOB CEMaHTUUECKOH MHTEPOIEPadeIbHOCTH, KOTOPBIE CYIIECTBYIOT B
COBpPEMEHHBIX IIaTGopmMax 00JIaKOB;
2. BHEIPEHUH MOJIX0/1a, OPUCHTUPOBAHHOTO Ha MOJIB30BATEIS.

JlocTyneH 1enblil psii HOKYMEHTOB, pa3pabOTaHHbIX pa3HbIMU aBTOPUTETHHIMH OpraHU3aLUSIMU
(DMTF - The Distributed Management Task Force, NIST - National Institute of Standards and
Technology, etc.) B KOTOPBIX OMHUCHIBAECTCS APXUTEKTYpa O0JIaKOB cM. puc. 3. MoxHO yOemuThcs,
YTO €IMHOTO ONHUCAHUS APXUTEKTYPhl HET, YTO U €CTECTBEHHO, IIOCKOJIBKY U €IMHOTO OIpPEICICHUS
00JIaKOB TOXK€E, KaK U3BECTHO.
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Cloud Provider

Cloud
Cloud _ Broker
Consumer Service Layer
SaaS Cloud Service
Management Service
PaaS Intermediation
Cloud Business
Auditor Iaa$ ] Support 2 ) Servi
/) j= eIvice
. 8| = Aggregation
Security i ot 8| ;
o Resource Abstraction and Provisioning/ wn £
Control Layer Configuration
Service
Privacy . Physil:al Resource I.ayu Arbitmge
Impact Audit Portability/
Performance -
Audit Sy ]

Cloud Carrier
Puc. 3: Dranonnas mogens o6aauHoi apxutekrypsl NIST

Uto kacaercs mMoaejei, TO €IUHOW MOMENH, KaK M apXHUTEKTyphl He uMeeTcsa. B pazpaboTke
MOJIeJIeH TaKkXKe YIacTBYeT MHOKECTBO M3BECTHBIX OpPTraHU3aIHi.

W3BecTeH JOKYMEHT, KOTOPBIA B KOTOPOM JAIOTCSl PEKOMEHAALNH IO MPO(HISIM IEpEHOCUMOCTH
u unTeponepadbensHocTH: P2301 - Guide for Cloud Portability and Interoperability Profiles (CPIP).
Jannbliii TokyMeHT siBisierca npoektoM IEEE.

3aki0ueHue

006001125 BhIIIECKa3aHHOE, MOYKHO CJIENIATH CIIEAYIONINE BHIBOIBL:

e o0nauHble BBIYHMCIICHHS — CYry0O TeTeporeHHas cpela, B KOTOPOH BO3HHKAeT mpoOdiiema
B3aMMOJCHCTBUS ~ BXOAAIIMX B HEe  CUCTEM,  M3BeCTHas  Kak  «Ipobiema
HMHTEPONepabeTbHOCTH»;

®  OCHOBBIBasCh Ha €IMHOM IIOJXOZE, HpeIoKeHHOM Hamu U 3adukcupoBanHoMm B ['OCT P,
HE00XO0INMO:

o co3math W yTrBepauTh OOmue mnonokenus (KoHuenmuo) 1o o0ecmeueHHIo
MHTEPONepabebHOCTH B O0JIAYHBIX BEIYMCIICHUSX;

O BBIOpATh aPXUTEKTYPY ¥ MOJEIb;

O B TEpMHUHAX BBEIOPAHHOW MOJIEIH MOCTPOUTH MPODUIIb CTAHIAPTOB;

®  HEoOXOAWMO TaKXke co3narh [LmaH pa3pa0OTKU HAIMOHAIBHBIX CTAaHAAPTOB JUIS OOJIAYHBIX
BeIuUcieHnit 1 [ moccapuii mo oGmakam.
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Poccus, 185910 2. Ilemposzasoock, ya. Ihwkunckas, 0. 11 HTIMHU
{ivashko,golovin} @krc.karelia.ru

Beenenue

[Ipu mpuHSATHN pelIeHUi B pa3iMYHBIX cdepax YeTOBEUYEeCKOH NesATeIbHOCTH, KaK MpaBHIIo,
HEOOXOOUMO BBHIMOJIHUTG aHANM3 JAaHHBIX [UIsI TOoNydeHus HOBoW wuHpopmauuu. C pasBUTHEM
BBIUMCIIUTEIHHON TEXHUKH BCE OOJBIIYIO POJIb MPHOOpPETAET aBTOMATU3MPOBAHHBINA aHAJIN3 OOJBIINX
00beMOB MaHHBIX. g 1enmell WHTEIUIEKTyalbHOW O0OpabOTKM JaHHBIX OBUTH  pa3paboTaHbI
CIelUalbHBIE allTOPUTMBI U IOAX0bI, 00beTUHEHHBIE TepMUHOM Data Mining.

CornacHo ompenenenuto [1], Data mining — 3To mpotiecc 0OHapy>KeHUs B CHIPBIX AaHHBIX (1)
paHee HEW3BECTHBIX, (2) HETPUBHANBHBIX, (3) WPAKTHYCCKH TMONE3HBIX H (4) ITOCTYITHBIX
MHTEpIIPETANH 3HAHUH, HEOOXOAUMBIX JAJISl IPUHATHS PEIICHUN B Pa3NUYHBIX cepax ueIOBeYECKOH
JeSITebHOCTH.

B coepy mpumenenunss Data Mining BXOST Bce 00JacTH, B KOTOPHIX COOMPAIOTCS OOJBIIHE
00BbEMBI TaHHBIX JUIS TIOJyYeHHs M3 HHUX MOJE3HbIX 3HaHUM. OgHuM u3 Hampasinenuid Data Mining
ABJISICTCS. TIOMCK ACCOLMATHBHBIX MPaBWI, OTPAXKAIOIIUX HETPUBHAIBHBIE B3aUMOCBA3H MEXIY
HabopaMu JaHHBIX.

Poct oO0bemMoB coOupaeMoil MHGOPMAMK ¥ Pa3BUTHE CPEICTB W METONOB €€ HaIACKHOTO
XpaHEeHHUs IPUBEIN K TOBBILICHUIO aKTYalbHOCTH pa3padO0TKH HOBBIX METOAOB M aJTOPUTMOB aHAIN3a
OOMBIINX M CBEPXOOIbLINX HA0OOPOB AaHHBIX. Tak, HampuMmep, B padote «The Fourth Paradigm: Data-
Intensive Scientific Discovery» [2] aBTOpoM BBICKa3aHO YTBEp)KICHHE, UYTO BBISBICHUE
3aKOHOMEPHOCTE B OONBIIMX MAacCHBaX OaHHBIX CTAHOBHUTCS OCHOBHBIM HHCTPYMEHTOM JJISt
WCCIICIOBAHUSl M TOJYYEHUS HOBBIX 3HAHMH B TEPENOBBIX OONACTSIX Haykd. JleHCTBHUTENBHO,
CTPEMUTENBHBIH pOCT O00BEMOB MAHHBIX, MPEJHA3HAYEHHBIX I 00paOOTKH, XapakTepusyeT He
tonbko IT-kommannu (Hanmpumep, Google [3]) u Hayunyto cdepy (cM., Harrpumep, [4]), HO ¥ MUPOKHUN
CHEKTp OpraHM3aliii B caMbIX pazauyHbIX obmacTax ([5]). B coBpeMeHHOM Hayke M TEXHUKE
BO3HHUKJIO OT/IENIbHOE HAIPaBJICHWE, CBI3aHHOE C aHAJIN30M OOJBIIMX M CBEPXOOJBIIMX HAOOpPOB
naHHbIX, Big Data [6]. AHanu3 Takux 00beMOB JaHHBIX TPEOyeT MPHUBICYCHUS TEXHOIOTHIA U CPENICTB
peanu3anyy BBICOKONPOU3BOAUTENLHBIX BEIYUCIICHUH.

BOINC-rpun

Kaxk npaBuno, nis o0paOboTKku OONBIINX MAaCCUBOB JAHHBIX HUCTIOIB3YIOTCS CYIEPKOMITBIOTEPHI
WM BBIYMCITUTENBHBIC KIACTephl. [ TOCTHX)EHMsI OOJBIEeH MPOU3BOIUTEILHOCTH BEIYUCITUTEIHHBIC
KJIaCTEePhl OOBEIUHSIOTCS BBICOKOCKOPOCTHBIMH KaHajJaMH CBS3M B CIEIIHATN3UPOBAHHBIC TPHII-
cucrteMbl. OTHAKO ¢ pa3BUTHEM ceTh VHTEpHET MOSBWICS W APYTOW IMOAXOA B IOCTPOCHUU TPHII-
CUCTEM, TO3BOJISIFOINIUN OOBEAMHHUTH 3HAYUTEIIEHOE YMCIIO MCTOYHUKOB CPABHHUTEIBHO HEOOBIINX
BBEIYHCIIUTEIBHBIX PECYPCOB ISl PEIICHHS BEIYUCIUTEILHOCMKHX 3a7a9 U 3a7a49 00paOOTKU TaHHBIX.
B OonpmmHCTBE CclydaeB TaKWe CHCTEMBI IIOCTPOCHBI HA HCIOJIB30BAHMHM  CBOOOJHBIX
BBIUMCITMTEIBHBIX PECYPCOB YaCTHBIX JIUI] M OPraHU3aIfii, T0OPOBOIBHO MPUCOCTUHSIONINXCS K 3TUM
cuctemam (volunteer computing). OJHaKO CYIIECTBYIOT B IPUMEPHI IOCTPOCHUS MOAO0HBIX YaCTHBIX
(B MacmrTabax OpraHu3alldd WA TPYIIBl OpPraHu3aIfii) pPacHpeNeICHHBIX CHUCTEM  (CM.,
Hanpumep, [7]). Haubonee 3(QQekTUBHO HCMONB30BAHME TAKUX PACIPEIEICHHBIX CHCTEM JUIS
MIPOBEICHUS CEPUI HE3aBUCUMBIX BBIYUCIUTEIBHBIX SKCIIEPUMEHTOB (CM., Harpumep, [8]).

"Padora noanepsxkana rpantoM POOU 12-07-31147 mon_a
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BOINC (Berkeley Open Infrastructure for Network Computing) — 3T0 OTKpbITasi IporpaMMHasi
wiatdopma Ui OpraHU3aIMN TPUI-CUCTEM M CHCTEM PACIpEIeNICHHBIX BBIYUCICHUH, pa3paboTaHHAas
B yHHBepcuteTe bepkiu [9]. Oto mporpammuoe obecrieuenne (I10) cranmo ocHOBOM it OOJBIIOTO
yuciaa MHPOBBIX HaydHbIX mpoekToB [10, 11]. ITmatdpopma BOINC otnmuaercs mpocToTol B
YCTAHOBKE, HACTPOIKe M aJIMHUHUCTPUPOBAHUH, a TAKoKe 00JalaeT XOPOIIMMH BO3MOXHOCTSIMHU IIO
MacIITa0OUpyeMOCTH, IPOCTOTE€  IMOAKIIOYEHUS  BBIUUCIUTEIbHBIX  Y3JIOB,  HCIIOJIb30BAHUIO
nJononHuTeNnbHOro 10, MHTErpanuy ¢ JpyruMu TPUA-CUCTEMAMU | JIp.

[Inarpopma BOINC nmeer apXuTEKTypy «KIHEHT-CEPBEP», IPH ITOM KIMEHTCKAs 4aCTh MOXKET
paboTaTh Ha KOMIIBIOTEpAxX C Pa3jIMYHbIMU aNNapaTHHIMH U IPOIPAaMMHBIMHM XapaKTEPHUCTUKaMHU.
KiroueBbIM 0OBEKTOM CHCTEMBI SBISIETCS NPOEKT — AaBTOHOMHAs CYILHOCTb, B paMKaX KOTOPOH
Mpou3BOAATCA pacnpeaeneHHble BbelunciaeHus. BOINC-cepBep noaaepKuBacT OJHOBPEMEHHYIO
paboTy OOJIBIIOTO YHMCJIA HE3aBUCUMBIX IIPOEKTOB; KaXIbli BBIYUCIUTENbHBIN y3€1 MOXKET
OJITHOBPEMEHHO IIPOU3BOJAUTH BbluuciaeHus i Heckoinbkux BOINC-mpoekToB. Ilpoexkt onHO3HaYHO
uaentuduuupyercs ceoum URL-anpecom. BOINC npenocTaBisieT BO3MOKHOCTh THOKOI HAaCTPOHKH
KJIMEHTCKON YacTd, peryiaupysd MakCHMalbHBIA pa3Mep 3arpyxaeMbix (pailioB, BpeMs BBIOJTHEHUS
pabounx 3amanmii, 3arpy3ky CPU wmm GPU, wucnons3yeMblii 00beM OICpaTHBHOW IMaMSITH H
JTUCKOBOTO ITPOCTPAHCTBA.

CepBepras yacte BOINC ocHOBaHa Ha TMOCIEIOBATENbHOM BBIIONHEHHH psila CIIYkKO,
HanOoyiee BaKHBIE M3 KOTOPBIX — O3TO CIyK0a IUIAHMPOBAHMS, BBINONHAIONMIAS paclpe/ecHUe
3aJaHUi  MEeXIy BBIUMCIMTEIbHBIMU  y31aMu, U cioyx0a ocBoeHus, oOpabaTbiBaromas
MIPOMEKYTOYHBIE PE3YJIbTAThI, IOJYYEHHBIE OT BBIYMCIUTENEH.

AccounaTuMBHbIE IPABUJIA

OpauMm u3 Hambosee MOmymApHBIX MeTonoB Data Mining oOHapy:KeHUsl 3HAHWH SIBIISIOTCS
pa3uyHble METOABl IOWCKA AaCCOLMATHBHBIX MpaBWI. ACCOIMATHBHBIC IpaBWiIa IO3BOJSIOT
OTIHMCHIBATh 3aKOHOMEPHOCTH MEXy CBA3aHHBIMH COOBITHAMHU.

Hyers I = {i}, i, . . ., iy} — 3TO HaOOpP U3 1 PA3NTUUHBIX MpeAMETOB. D — HaOOp TpaH3aKIMHA
paznuunoit mumHEl Haj [. Kaxnas tpanzakius T w3 D copepkut HAOOp MPEIMETOB i, iy, ..., i U3 I.
ACCOIMaTHBHBIM TIPABUIIOM HasbiBaeTcs uMIumkaiust X => Y, e X c T, Yc Tu X NY = 3. X
Ha3bIBaeTCSd YCIOBHEM, a Y — cieAcTBueM mpaBwia. Kaxaplii TpeaMETHBI Ha0Op MMeeT Mepy
CTaTUCTUYECKOM 3HAYMMOCTH, HA3bIBAEMYIO MOAAEPKKOH (support). ITonmepxkkoil onpeneseHHOro
Ha0Opa AIEMEHTOB Ha3bIBACTCS KOJMYSCTBO TPAH3AKIIHIA, COJIEpkKAIIUX 3TOT Habop. Habop snemeHTOB
SIBJISICTCSI 4acTO BCTPEUAIOIIMMCS, €CJIM €ro MOJJEp:KKa MPEeBBIMIACT 3aJaHHbIC TOPOT, KOTOPBIM
Ha3bIBaeTCI MUHUMAJIBLHOW Mojaepkkoi (minsupp). [IpaBumo X => Y umeer nogaepxky s, eciau s%
TpaH3akuii u3 D cogepxar 3To npasuio. JlocroBepHocTh (confidence) mpaBuiia MOKa3bIBAET KaKOBa
(cTatucTHYECKas)) BEPOSATHOCTH Toro, urto u3 X cieayer Y. T.e. mpaBmwio X => Y copaBeniuBo C
JIOCTOBEPHOCTBIO ¢, eclin ¢% TpaH3akmuii u3 D, comepkanux X, Takxke comepkar u Y. JloctoBepHOCTH
omnpeenseTcs Kak oTHoueHue support(X UY )/support(X).

3amaga MOMCKA aCCOLMATHBHBIX MPABWJI 3aKIIOYaeTCs] B HAXOXKICHHH BCEX MPaBWJ, YbU
MoJJepKKa © JOCTOBEPHOCTh, OOJBIIE UYEeM HEKOTOpble 3aJaHHBIE II0JIb30BAaTENIeM TOPOT
MUHUMAJBEHON NOJACPKKH U JOCTOBEPHOCTH COOTBETCTBEHHO.

BnepBeie 3amaua TOWCKAa acCOIMATHUBHBIX MPaBHJ ObUIa TPEANIOKEHA ISl HaXOXKIEHUS
TUMTUYHBIX MA0JIOHOB MOKYTIOK, COBEPIIAeMbIX B CyIIepMapKeTax, IO3TOMY MHOT/A €€ eIIe Ha3bIBaloT
AHAJTN30M PHIHOYHOMN KOP3UHBI.

Ha Puc. 1 mpexacraBnena cxema peanu3anuu anroputma Partition, mpegHa3HauYe€HHOTO JIs
MOKCKA aCCOIMATUBHBIX MPaBU. DTOT AJITOPUTM OB aIallTUPOBAH JIJIs1 BRITIOJIHEHHS B T€TEPOT€HHOM
rpug Ha Oaze BOINC. BrimonHeHue aiaropurMa COCTOMT M3 TpeX STamloB, ABa M3 KOTOPBIX
BBITIOJIHAIOTCSL TapajuleIbHO Ha BBIUMCIUTENBHBIX Y3JaX Tpua-ceTd. Ha 3aBepmiaromeM stame
MIPOUCXOANUT O0BETNHEHHE MTPOMEKYTOUHBIX PE3yIIbTATOB.

Paccmotpum paboty anropurma Partition 8 BOINC moapo6Hee:

e [Iporpamma reHepanuu 3amaHuil (pa3paOOTaHHAs CIENUATBHO JUIS TPOCKTA) CO37acT
MoJ33J]auv ¥ HEOOXOMUMBIC IS WX pacyeTa BXOJHBIC (ailyibl. YKa3aHHas IMporpaMma
MOJIy4aeT Ha BXOJ MCXOIHBIN (hailil ¢ TpaH3aKI[MOHHOW 0a30¥ TaHHBIX U s IapaMETPOR:
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3HAUCHUE MUHUMABHBIX TOJIEPKKU U JOCTOBEPHOCTH, a TAKXKe MapaMeTp, OTBEUAIOIIUN
3a pa3buenune 0a3bl JaHHBIX Ha 9acTu. [locmeanuii mapaMeTp MOXET OTPaHUYHUTH pa3Mep
KKIOM JacTh B OalTax WM 3a7aTh KOJWYECTBO ATHX dacTeil. [Io okoHuaHWU pabOTHI
mporpamma coxpaHset pabouue 3aaHus B 0a3e JaHHBIX ITPOCKTA.

Puc. 1: Cxema peanuzanuu anroputma Partition B rpun Ha 6a3e BOINC

BOINC co3paer and Kaxaoro M3 MOA3aJaHUM OJIWH WM HECKOJBKO OJMHAKOBBIX
3K3EMILISAPOB (B 3aBUCUMOCTH OT HACTPOCK MPOEKTA).
IInanupopmuk  BOINC  pacnpegenser Tom3amaHdus — Pa3iUdHBIM  KIHCHTCKUAM
porpaMmmam.
Kaxnprit BOINC-kIueHT 3arpyaeTr ¢ cepBepa BXOMHBIC (DaiiTbl, SBIISIONIAECS YaCTIMU
HCXOJTHOM TpaH3aKIMOHHON 0a3pl JMaHHBIX. Jlajmee KIHMEHT 3amycKaeT MPHIIOKEHHE,
KOTOpPO€ Ha TIEPBOM 3Tale BBIYKCISACT JIOKAIBHBIE YacTO BCTPEUArOIIHecs HaOOphI It
3arpyKeHHON YacTH, a Ha BTOPOM — TMOJJCPKKY TIIOOATBHBIX KaHIUAATOB JJIS CBOCH
YaCTH TPAH3aKI[MOHHOW 0a3bl JaHHBIX.
[ocne pacuera moxzaganus BOINC-knueHT 3arpysaet BRIXOJAHbIC (haiiyibl Ha cepBep.
KimenTckas mporpaMma OTYHTHIBACTCS O BBINOJHCHUM TMOJ33JaHUS (BO3MOXKHO, ITOCIIS
HEOONBIIOW 3aJICPXKKU, HEOOXOMMMOW JJIi CHIDKCHUS HArpy3KH Ha TIpOTrpamMMy-
TUTAHUPOBIIUK CEPBEpa).
Cnyx0a TIpoBepKH pe3yNbTaTOB TPOBEPSIET BHIXOJHBIC (aliiibl U ONMpeeNseT HAINIHEe
KaHOHHYECKOTO pe3yNbTaTa.
Korna HalimeHo KaHOHUYIECKOE PEIICHHE, CITy>k0a 0cBoeHHs (pa3paboTaHHAs CIEITHAIBHO
JUIS TIpOeKTa) oOpabaThIBAacT pe3ysIbTAaThl, HAIIPUMEP, MOMEIIasi UX B OTACIBHYIO 0azy
JIAHHBIX WJIM OTCHUIAs HA 3JICKTPOHHYIO MOYTy. B X0/e BHIMONHEHUS OOIIeH MporpamMmbl
MOWCKAa AaCCOIMAaTHBHBIX TpaBWJI CIy)k0a oOcBoeHHs 3amyckaerca 2 pasza. I[locne
BBITIOJTHEHHUS TIEPBOTO dTama Ciy)k0a ocBoeHHUs (HOpMHUPYET U3 MOJYYCHHBIX JOKAITBHBIX
4acTO BCTPEYAIONUXCS HAOOPOB MHOXKECTBO BCEX INIOOaIbHBIX KaHAUIaToB. Kpome Toro
ciyx0a ocBoeHuUs, HOPMHUPYET HOBYIO TIOPIMIO PaboUYnX 3aJaHUi U COXPAHSIET UX B Oase
JMAHHBIX TpoekTa. [lociie BBIMONHEHUS BTOPOTO 3Tama CiIy)0a OCBOSHHUS 3aIlyCKaeTcs
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nmoBTOpHO. Ha 3TOT pa3 nmanHas ciy:)k0a CyMMUpPYET MOIYYCHHBIC TMOINCPKKH IS
KaXJIOT0 KaHJUIATa, yJAISET T€, YbM TOJJICPKKA MEHbIIE 3aJaHHOr0 MHHHMAIBLHOTO
MOpOTa U BBIYUCIISICT ACCOIMATHBHBIEC TPABHIIA.

e Korga Bce SK3EMIUISPHI MOA33/IaHUS 3aBEPIICHBI, CIy:k0a ymaneHus (ainoB ynmamsier
HEHYXXHBIE OOJIBIIIC BXOJHBIC W BBIXOJHBIC (hailiibl, a Takke OUYHUINaeT 0azy NaHHBIX OT
UHQOPMAITUH O KaXKJIOM T0JI33/IaHUH U €T0 K3EMILISpax.

Eme pa3 oOpatum BHHMaHHE Ha TO, YTO HEKOTOPBIE CIYKOBI SBISIFOTCS CTaHJAPTHBIMH M HE
3aBUCIT OT KOHKPETHOTO MpOEKTa M ero peamusanuu. OAHAKO JApyrue CiaykObl HE00XOIMMO
pa3pabaTeiBaTh OTACITHHO JUIS KaXA0TO MpoekTa. B paMkax qaHHOM pabOTHI, KpoMe MPHIIOKEHUS IS
kinueHTa BOINC, Obu1 pa3paboTanbl TeHepaTop pabounx 3alaHuil U Ci1yk0a OCBOCHHSI.

Pe3ynbTaThl 3KCIEPHMEHTOB

Jlis OUeHKH TPOM3BOAMTENHLHOCTH pa3padoranHoro [1O ObLT mpoBemeH psill SKCIICPUMEHTOB.
Beruucienuss mnpoBoauiivch ¢ ucnonb3oBaHueM Tpua-cermeHta L[KIT KapHII PAH «Ilentp
BBICOKOIIPOU3BOIUTENIFHON 00paboTKM naHHBIX» [12]. Ha MOMEHT mHpoBeIeHHUS 3KCIIEPUMEHTOB B
COCTaB TpHUI-CETMEHTa BXOAWIN &4 BBIUMCIUTENBHBIX Yy37a C pa3jINYHBIMU aNNapaTHBIMH U
MPOrPaMMHBIMU XapaKTEPUCTHUKAMH, a TaK)K€ Pa3HBIMH HACTPOHWKaMH, CBSI3aHHBIMHU C OpTaHW3alneit
BbluncieHnid. CyMmMmapHas NHMKOBas IpPOM3BOAUTENBHOCTh Tpup coctaBuia 1,04 TFLOPS. [ns
MIPOBEJEHNS SKCIIEPUMEHTOB UCIIOIB30BAJIOCH OT 1 10 32 BEIYUCIUTENBHBIX Y3JI0B.

B kadecTBe HCXOIHBIX NAHHBIX NPH BepHUKAIMH pa3pabOTAHHOTO KOMILIEKCA MPOTrpamMm
WCTIONB30BAIMCh TecToBble HaOopel Frequent Itemset Mining Dataset Repository [13].
XapakTepucTHKH HaOOPOB AaHHBIX MIPEJCTABICHBI B Ta0II. 1.

Tabnuna. 1. XapakTepuCTHKU HCIIONB3yEeMBIX HA0OOPOB JaHHBIX

Daiia KouuuecTBo Cpennss nyimna |~ MuHuMajJdbHas
TpaH3aKkuui TPaH3aKIHUU NOJJIePKKa
| T1014D100K.dat 100000 10 1%
II T25120D100K.dat 100000 25 1,5%
I T40I110D100K.dat 100000 40 5%

Pe3ynpTaThl IpPOBEAEHHBIX HKCIIEPUMEHTOB IIOKA3alIM, YTO BpEMs IIOMCKa AaCCOIMATHBHBIX
NpaBUJI Ha UCTIOJB3YEMBIX HaOOpax JaHHBIX JOCTHUTAaeT MUHUMAIBHOTO 3HAUEHHS [TPU UCTIOJIb30BaHUU
28-30 BBIYMCIUTENBHBIX Y3JI0B ¢ yCKOpeHHEM B 6-9 pa3 (cM. Puc. 2).
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Puc. 2: Bpemst BeITIOTHEHHS aHAINM3a JAHHBIX B 3aBHCHMOCTH OT YHCIa
WCTIOJIb3YEMBIX BBIYMCIUTENBHBIX Y3JI0B (Bepu(UKaIiust)
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Ha ocHoBe pa3zpaboTaHHO# porpamMMbl ObLTH TTPOBEACHEI BEIYUCITUTEIBHBIC YKCIICPUMEHTHI 110
OTICHKE TTPOM3BOJIUTEIHLHOCTH ITOMCKA aCCOIMATUBHBIX MPaBWI B 0azax maHHBIX pazmepom B 100 I'0.
PesynbTarhl 9KCIIEpUMEHTOB TNpeacTaBieHbl Ha Puc. 3. U3 prcyHKa BHIHO, YTO YCKOPEHHUE aHAIIN3a
0onBIIMX HAOOPOB JaHHKBIX Ha 32 y3/1aX COCTABHIIO MOPS/IKa 6 pas.

25000 C
20000

o \ Puc. 3: Bpems BeinonHeHus
« 15000 aHaJIM3a JAaHHBIX B 3aBHCHMOCTHU OT
g o E YHCIla UCTIOJIb3YEMBIX
Q. .
@ 5000 BBIUMCIIUTEIBHBIX Y3I10B
0 : : . (3KCTIEPUMEHTHI)
1 8 16 24 32
4mncsIo Y3108
3akiouenne

B crathe mpencraBieHbl pe3ynbTaThl MCCIENOBaHHM, CBA3aHHBIX ¢ peanusanueil Ha BOINC-
Ipuj aIrOpUTMOB IIOMCKA aCCOLMATUBHBIX IIPABUII B OOJIBIIMX HaOOpax MCXOMHBIX JaHHBIX. OnucaHa
peanuszanys ajJropuTMa, NpeAHa3HAueHHOI'o s paOoThl B pacIpelesieHHOM cpele, MpeicTaBiIeHb
pe3yabTaThl BepupHUKAIMK PEaTM30BaHHOTO KOMIUIEKCA MPOrpaMM M Pe3yiIbTaThl SKCIIEPUMEHTOB 10
OIICHKE TTPOM3BOAUTEILHOCTH pa3padoranHoro [10 Ha TecToBBIX 0a3ax JaHHBIX.
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I'PUJHHC: COCTOSSHUE U NMEPCIEKTHUBBI'

B.A. Wneun'”, B.B. Kopenbkos®, A.IT. Kproxos' '~

1 . .
Mocxosckuii cocyoapcmeennwiii yHusepcumem umenu M.B. Jlomonocoasa,
2 y
Jlabopamopus ungopmayuonuwvix mexuonoeuii OUAU, /[yona
3 .
HUI] «Kypuamoeckuui uncmumym»

IIpoekr Tpua-unppacTpykTypsl Hammonanpaol HaHoTexHONOrMYeckoit cetu (IpunHHC)
BeImoHsuIcs ¢ 2008 mo 2011 roma. OcHOBHAS 3a/1a4a MPOEKTa — ATO CO3AaTh poMexkyTouroe 10
U pa3BepHYTh MHOPACTPYKTYPY, KOTOpas OOBEAWHUT CYNEPKOMIIBIOTEPHBIE HEHTPHI POCCHHCKUX
HAyJHO-UCCIICIOBATEIFCKUX HMHCTHUTYTOB ¥ TPOM3BOACTBEHHBIX IIEHTPOB, BXOMIIIUX B
Hauunonansno#t nanorexnonoruueckoit cetu (HHC). UTo mo3BOAUT MpenocTaBUTh Y4acCTHHUKAM
HHC yaudunupoBaHHBIH ynaldeHHBIH TOCTYN K CYHNEPKOMIBIOTEPHBIM pPEcypcaM ¥ TIOBBICHUT
3(h(EeKTHBHOCTh HAYYHBIX pa3pabOTOK B OONACTH HAHOHAYK, MATCPHUATIOBEACHUS H JAPYTHX
WHHOBAIIMOHHBIX 00JIACTSAX.

B Hacrosimeii pabore npezncrasieH Tekyiuii cratyc npoekra ['pugtHHC u ero nepcrieKTHBEIL

1 BBenenue

I'pua, xak TexHOMOTHUS TOOATBHBIX PACHIPEACICHHBIX BHICOKOIPOU3BOAUTEIBHBI BEIYUCICHUH
osuta npemnoxena S.Mocrepom u K.Keccensmanom [1] B kone 1990-x rogoB. B ee ocHOBe nexar
MPECTaBIEHHE O pecypcax Kak CepBHCaX, KOTOpPBIE COTIACOBAHHBIM 00pPa3oM MPEIOCTaBISIOTCS
TTOJIB30BATEIISIM BUPTYAIBHBIX OpTaHu3aIuii [2].

[To mepe pa3Butus rpuga, 6a30Bas KOHIEIHS OCTajJach NPEKHEH, OHAKO TEXHOJIOTHYeCKas
OCHOBa IpeTeprenia CyIIeCTBEHHbIE M3MEHEHHUS. Tak eciii B MEepBBIX pealu3alisaX T'PUI-CEPBUCOB
MCTIOJIH30BANIMCh HECTAHAAPTHBIE MMPOTOKOJBI M (hopMaThl OOMEHA TaHHBIMU, TO COBPEMEHHBIE TPHIBI
OCHOBAaHBI Ha BeO-CEpBHCAX.

B 2006 romy 6bu1 mpunAT crek cranaaproB WSRF [3] npennazHadeHHBIH IS TOCTPOCHHUS
rpugoB. OTO OBUT BaXXHBIA MIAr K MX CTAaHAAPTH3AIMM HAa OCHOBE BeO-CEpBHUCHBIX TeXHONOTHi. B
KauecTBe OOpa3LOBOM peanu3ald 3TOTO CTEKa craHzaproB MoxHO ykazate GlobusTookit
Bepcuu 4 [4].

WS-* cTek cTaHmapToB — 3TO HA0Op CTAaHIAPTOB, MPETHASHAYCHHBIX IS TOCTPOCHUS
YHHUBEPCATBHBIX OTKPBITHIX TprAoB. OMHAKO OMBIT AKCILUTyaTallid TPUIOB, MOCTPOSHHBIX Ha OCHOBE
WSREF, nokazan, uto WS-* cTek oueHb TSXKENbIA B peanu3alud U ucnoiab3oBaHuu u aaxe GT4 ne
SIBIIIETCSI €T0 TIOJTHOW M KOPPEKTHOH peanmm3anuei. K ToMy ke CKOpOCTh paOOTHl MPOMEKYTOIHOTO
I1O (I1II10) na 6a3e GT4 xemaet OCTaBIATH JIYUILETO.

B 2000 rogy P.®OunauHr npeanoxun APYroi crnocod MOCTpoeHHs: BeO-CEpPBUCOB Ha OCHOBE
Monenu Representational state transfer (REST) [5]. B aroit momenu Bce mpezacTaBisieTcss B BUIC
pecypca. Omrako B ormumu oTr WSRE, omepamum ¢ 3THMH pecypcamMu CTPOTO OTPaHHYCHBI H
ctanaaptu3oBansl [6]. bonsmuMm qocronnctBoM RESTful-cepBucoB sABIseTCS TO, UTO B HUX HMPOTOKOIM
HTTP ucnone3yercst B cBOEM NPsSMOM Ha3HAYCHUH KaK MPOTOKOJI OOMEeHa COOOIIEHHUSIMU, B TO BpeMs
kak WSRF-cepBHUCHI HCIONB3YIOT €r0 TOJBKO B Ka4e€CTBE TPAHCIIOPTHOTO IMPOTOKOJIA, a B Ka4eCTBE
MPOTOKONa OOMeHa CcooOmeHusIMH ucToiab3yeTcss SOAP. DT cBoiicTBa IENalOT HMCHOJIL30BAHUE
apxurektypHoro ctuist REST ouens npusnekarensHeM ai1st paspadotku [1I10 rpuna.

B 2000-x B Mupe yke OBbLIO CO37aHO0 HECKOIBKO OONBINMX TPUAOB. B mepByro odepenb — 310
esponeiickuil npoekt EDG/EGEE/EGI [7] 1 uHTErpupoBaHHbII ¢ HUM IPOEKT Tpuaa s 00paboTKH
W aHanu3a AaHHBIX ¢ bombmoro amponnoro komaiinepa — WLCG [8]. [lanHas uH(pacTpyKTypa
pasBuBaercs ¢ 2003 roma u B Hacrosllee BpeMs BKIIIOYaeT Mo BceMy Mupy Oomee 140 caiitos, B
KOoTOpBIX cocpenoroucHo 250 teicsy IIITY u 150 II6aiiT nuckoB. OCHOBHO#M THN 3amad, Ha KOTOPHIH
pacCUMTaH JaHHBIA TPUI — 3TO 00paboTKa OrPOMHOIO IOTOKAa OTHOCHUTEIHHO HEOONBIIHX 3amad,

! TIpu nmopnepsxke PODU (rpant 11-07-00434-a) u rpanra [pesugenra PO HII-3920.2012.2
T E-mail: kryukov@theory.sinp.msu.ru
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NpeAHa3HAaYeHHBIX s paborel ¢ OompumimM oObemMoMm paHHBIX. WLCG mpomeMoHCTpupoBaia
BBICOKYIO 3(p(hEeKTUBHOCTD /ISl pEIICHUS TAKOTO POJIa MPOOIIEM.

BaxxHpIM citydaeM BBICOKOIPOM3BOAUTEIHHBIX BBIUMCICHUHN SBISIOTCS CYNEPKOMITBIOTEPHBIC
Beruncnenus. Cynepkommnbtorepsl (CK) - goporue BBIYHMCIHMTENBHBIE YCTAHOBKM M BONPOC HX
3¢ PEKTUBHOTO WCIIONB30BAHUS SIBISCTCS KIIOYEBBIM. [ 3TOTO0 K KaXIOMY CYIEPKOMITBIOTEPY
OpPraHu30BaH yJaJIeHHbIA JOCTYHN ToJib3oBaTesel. Kak mpaBuio Takoi IOCTYyN OCYIIECTBISETCS TIO
npotokony ssh. Takum o6pazom Bokpyr kaxaoro CK ¢opmupyercsi coobuiecTBo monb3oBarenei, a
yIpaBieHUE YYETHBIMH 3allUCSIMH M paclpelelieHHe KOMIIBIOTEPHBIX PECypCOB OCYIIECTBISETCS
agmuauAcTparopamu CK. DTo mpuBoAUT K TOMY, YTO HAOIONAETCsl 3HAUMTENbHAs HEPaBHOMEPHOCTH
3arpy3ku CK, a wucmonp3oBaHrne CBOOOIHBIX PECYpPCOB Ha APYTHX BBIYHCIUTEIBHBIX YCTAHOBKAax
OKa3bIBaCTCs HEBO3MOKHBIM.

[Ipoext I'punHHC 6511 mpr3BaH pemuTs 3TH podieMbl myTeM oobeauHeHuss CK ygacTHUKOB
HHC B enmunyro rpua-uHdpacTpykTypy. BaKHBIM JOCTOMHCTBOM TaKOTO TIOIXOAS SIBIISICTCS
yHA(UKAIHS Tpolecca 3amycka 3a1ad nojp3oBarenei Ha mooom CK, BxomsiieM B rpu HE3aBUCUMO
ot ucnonbzyemoid Ha CK crcremsl ynpaBineHus 3aJaHUIMHU, 0COOCHHOCTSAMHU YCTaHOBKH MPHUKIAJIHBIX
MakeToB W Tak jganee. Kpome Ttoro, rpua oOecmeyuBaeT ayTEHTU(UKALWIO W aBTOPH3AIHIO
none3oBarened B pamkax mopenu SSO (Single Sign-On), 4To CyIIECTBEHHO CHI)KAeT HAarpy3Ky Ha
apmuHEcTpaTtopoB CK Mo ynpaBieHHIO YUETHBIMH 3aIIMCSMU MTOJIb30BaTEICH.

2 IIpoext I'pugrHHC

[Ipoext [puasHHC Hawan BemomHSATbCS B paMmkax (QeaepanbHON I[EJIeBOM MpPOrpaMMBbI
«Pa3Butne nHbpacTpykTypbl HaHOMHIYCTpUH B Poccmiickoit @eneparun Ha 2008-2010 roxer». Lenn
npoekTa — obecredyeHne yueHbIM U WH)KeHepaM, 00beTUHEHHBIX B HEOOBIINE KOJUIEKTHUBEI, TOCTYIa
K CYNEePKOMITBIOTEPHBIM pecypcaM opranuzanuii-ygyactHukoB HHC. Takum o0pazoM, B caMmoM Havalie
NpOEKTa OBUIO TOHATHO, YTO pemeHus, npumeHeHHble a1 EGI/WLCG He MoryT OBbITh IPUMEHEHBI
BIIPSIMYIO M BCTaJ BOIIPOC O pa3pabotku coocTBeHHOTO I1I10. OCHOBHBIME 3aa9aMH MPOEKTa CTAJIO
paspabotka [1I10 ['pugHHC u pa3BepThiBanre HHOPACTPYKTYpHI Ha €r0 OCHOBE.

VY4uTBIBas OMBIT YYaCTHsI B €BPOINCHCKUX TPUA-MIPOEKTaX U MPEIMETHYIO 00IacTh YYaCTHUKOB
HHC 0but0 IpHHATO pelieHue MO-BO3MOXKHOCTH OTKa3aThCs OT Mcnoib3oBanus WSRF cepBucos u
paspabarpIBaTh KJIIOUEBBIE CEPBHUCHI HCIONB3YS apXUTeKTypHBIM momxom REST. Omnako, s
YCKOPEHHSI MOATOTOBKU AUCTPUOYTHBa OBLIO MPHUHSITO PEIICHHE HCIOIb30BaTh B KaueCTBE TIPUA-
mumio3a Kk CK pecypcam II1O Ha 6a3e GT4, a B kauecTBe cucTeMbl XpaHeHUs AaHHbIX — gridFTP-
cepsepsl, ucnonbiytomme gsiFTP mporoxon. Cucrema Ge3omacHOoCTH ObUTa MOCTPOEHA HAa OCHOBE
uHQpacTpykTypsl OTKphITHIX Kimoueld (PKI) um uudposeix cepruduxaror X.509. Ilpu stom B
I'pugHHC npusnatores xak cobctBeHHblld ceprudukarel [punHHC, Tak u ceprudukarsr PAUT —
poccwutiickoii yactu npoekra EGI/WLCG.

Oomas crpykrypa ['pugHHC n300paxena Ha pucyHke 1.

K cnoro obuix cepBrCOB OTHOCSTCS:

- CEpBUC PpETUCTpaIl, KOTOPBIA TMpeJHa3Ha4YeH [UIsl PErucTpalud BCEX CEPBUCOB

MOAKITIOYEHHBIX K UHPpaCTPYKTypE;

- YAOCTOBEPSIOIINI LIEHTP, IPeIHA3HAYCHHBIHN I BBIOAYH CEPTH(PHUKATOB;

- ceppuc MoHuTopuHra [10], npenHasHaYeHHBIA SIS KOHTPOJSI TEKYIIETO COCTOSIHUS

HH(PPACTPYKTYPHI;

- CEPBHUC YIPABJICHHUS BUPTYaJIbHBIMH OPTaHU3ANIMHY;

- CEPBHUC pacTpeeieH s Harpy3Ku;

- HH(OPMAITUOHHBIH CEPBHUC;

- CepBHC yUeTa, MpeAHa3HAYECHHBIN 711 cOopa HH(pOpMAITIH O TTOTPEOICHHBIX pecypcax.

Yacts cepBucoB peanm3oBana kak RESTful-cepBucel. B mepByro odepens 3T0 OTHOCHUTCS K
cepBucy pacmpeneneHuss Harpy3ku — Pilot [11] n wabOpMammonHo#t cucreme [12], koTtopas
o0ecrieunBaeT Jpyrue CepBUCH MH(OpMAIMEHd O TEKYIIEM COCTOSHHU PECypCcOB, HX Harpyske,
KOH(UTypaluu.
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3aHyCK Ba,I[aHI/If/’I IMOJB30BaTCJIb MOXCT BBIIIOJHATE KaK C HCIIOJIB30BAHHUEM HHTCp(l)Cﬁca

Puc. 1: O6mas crpykrypa I'punHHC

KOMaHOHOH CTpPOKM, Tak u uepe3 BeO-uHTepdeiic. B mocrnegnem ciywyae moJIB30BaTENIO
MPEeIOCTaBIsAeTCS TpapUUecKhe CpencTBa CO3JaHHMS KOMIIO3WTHBIX 3amanmil. CaMmu 3amaHus
MIPEACTABIIAIOT c000i HAOOp OMMCAaHUU 3aj1ad, JJOTMYCCKU CBS3aHHBIX MEXIy COOOW M 00pa3yroImux
AIMKJIMYECKUN HanpaBleHHbIN rpad, Ha s3bike JSION [13].

Xors B ['punHHC monp3oBarens MOXET 3aIlyCTUTh MPOU3BOJIBHYIO 3aady, JOTIOTHUTEIHHO
€My NpPEIOCTaBIACTCS IIMPOKUH Ha0Op makeToB npukiagHbix nporpamm (ITIII) wu3 oGmactu
MOJICTTUPOBAaHUS HAHOMATEpUAJIOB, a’po- U TUApoauHAMUKHU. CIUCOK TaKUX MaKeTOB MPEJCTaBICH B
tabnuue 1. Bokpyr kaxkmoro makera oOpa3oBaHO COOOIIECTBO TIOJIL30BATENCH, OpraHU30BaHHBIX B
BUPTYaJIbHYIO OpPTraHU3aIHIo.

Tabnuna 1: Ciucok MakeToB MPUKIAIHBIX IPOTPAMM YCTAaHOBJICHHBIX Ha

CK nentpax I'punHHC
FDTD-II GAMESS
Firefly MOLPRO
FlowVision NAMD
ABAQUS Gromacs
TecPlot OpenMX
ABINIT LAMMPS
VASP OpenFOAM
GAUSSIAN ANSYS
GaussView5
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Baxueim  komnonentamu [pugHHC saBusiorcss Habop mpoOiIeMHO-OPHEHTHPOBAaHHBIX
unatepdetico mig dtux I, borpmMHCTBO M3 HUX MOCTPOCHO Ha 0a3e IOJIb30BaTEIHCKOTO BEO-
uHTepdelica u ABIAIOTCA MOAYAsIME pacmupenns (plug-in) ans wero [14, 15]. Ha pucynke 2 nokasan

Puc. 2: ITpumep mpobiieMHO-OpHEHTHPOBAaHHOTO HHTEpdetica st maketa LAMMPS

IpUMep TaKoro MpoOJIeMHO-OPHEHTUPOBaHHOTO HHTepdeiica ans naketa LAMMPS.

B nacrosmee Bpems k uHdpactpykrype [pusHHC noakmoueno 6onee 10 CK, ¢ Tom uncne
takue KpynHele CK ycraHoBku kak CK HUIl «KypuatoBckoro HHCTUTYTa» U «YeObIIIeB»
MocKOBCKOTO rocyapcTBeHHOTO YHUBepcuTeTa. Obmiee noctynnoe yucio saep LIITY oxono 16 000.

3 3axai04ueHue

[Ipoext I'pugHHC siBisieTCst IEPBBIM POCCHICKUM TPHA-TIPOCKTOM, B paMKaX KOTOPOTO ObLia
co3/laHa TMOJHO(YHKIMOHATbHAS TpUA-UHGpAcTpykTypa. B Hem, B mepBble B MHpE, OBLIH
paspaboTaHbI TPUA-CEPBHUCH HAa OCHOBE apxuTekTypHOro cTruis REST. JlaHHBIH 1T01X0/ TTOKa3al CBOIO
3¢ ($EKTUBHOCTD U YI0OCTBO B UCIIOJIb30BAHHH.

Hecmotpss Ha TO, uTo (uHaHcHMpoBanue mpoekra no juHud DLII mpekpamieHo, BOKpYT
I'pugHHC Bo3HUKIO cooOmiecTBO pPa3pabOTYMKOB M TOJNB30BATENICH, KOTOpOE MPOAOIIKAET
coseprreHcTBOBaTh 1110 1 u3bICKMBaeT BOZMOXHOCTD pacCIIHpPEHHs] HHQPACTPYKTYPHI.

B Hacrosmee Bpems 3aBeplIacTCsl TECTUPOBAHHME HOBOTO TPUA-LIUIIO3a, NMOCTPOEHHOIO Ha
ocHoBe apxutekrypHoro ctuins REST. C BBogoM 3TOro KOMHOHEHTa OyAET MOJTHOCTHIO 3aBEpILeH
nepexon Ha RESTful-cepBucsr.

JpyruM BaXKHBIM HampaBI€HHEM pPa0OT SABISETCS pACIIMpPEHHE THUIIOB 00pabaThIBaeMBbIX
napaienbHbIX 3a1ad Ha coBpeMeHHbIX CK, B KOTOpBIX Bce 0OJbIE MCHONB3YIOTCS MHOTOSIACPHBIC U
rpa¢uueckue npoueccopsl. Obecneuenne 3PpPeKTUBHOTO 3amycka TaKUX THOPUAHBIX 3a/1a4 SABJSETCS
aKTyaJbHON TpoOIeMOii, B TOM YHCIE U TPUA-TEXHOJIOTHH.
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Puc. 3: CK nenrpsl, oobenuaennsie B [ pugHHC na xonerr 2011t
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CUCTEMA MACCOBOM UHTEI'PALIMU BA3 JTAHHBIX:
®YHKUUOHAJBHBIE BO3MOKHOCTHU U CIIOCOB
PEAJIM3ALIMN"

B.H. KoBanenko, E.N. KoBanenko, A.}O. Kynukon

Hnuemumym npuxnaouoii mamemamuru um. M.B.Kenovuuua PAH
125047, Mockea, Poccus

BBenenne

B crarbe [1] npencraBneHa mocTaHOBKA 3aa9d MacCOBOM MHTETPAIIUN — O0OBEIMHECHUS OOJIBIIIOTO
Yucia aBTOHOMHBIX 0a3 maHHbIX (BJ]) B mHpOpManmnoHHY0 HHPPACTPYKTYpPy, MOCTYI K KOTOPOI
obOecnieunBaeT npomexyrounoe [0 — mmatdopma umaTerpanuu. OMuH W3 BO3MOXHBIX BapHUaHTOB
takoi tiarpopmer — cuctema MQ-DAI (Massive Queries - Data Access and Integration) —
paspabatsiBaercs B MIIM mm. M.B. Kenasima PAH.

Hasnauenne cuctempl — peanu3anus ONEpaliil TIOMCKA W W3BICYCHUS WHGOPMAIH, KOTOPBIC
SKBHUBAJICHTHBI TIOJIZICP)KUBACMBIM TPAJUIIMOHHBIMHI CHCTEMaMU yripaBiieHus 6a3amu naHHbx (CYB/),
HO JUIS YCJIOBHH, Koraa uHpOpMalys pacipe/eieHa o MuorouncieHdsiM BJ[. MaccoBsle onepariyu
MOWMCKa Jal0T BO3MOXKHOCTHh TOJyYaTh JaHHBIE W3 TPOM3BoibHOro umciaa bJl B omHOM 3ampoce.
Cucrema MQ-DAI opuentupoBana Ha wuHTerpauuto bJ[ pensmuoHHOro THMHA, OJHAKO, HE
HakJIageiBaeTcs orpanndeHnid Ha Tim CYDBJI, cxempl mHTETpHpyeMbIX BJ[ — mocTaTouHO HaIH4IUS
JpaiiBepa yAaaéHHOro A0CTyIa, yaoBieTBopstoiero cnenudukammu JDBC [2].

M3BecTHO MHOTO MHTETPAIMOHHBIX MOAXO0J0B, HO MaccoBas WHTErpanus ACCSITKOB U coTeH BJ[
CTaBUT HOBBIC 33/1aud. B maHHO# paboTe ONMHMCHIBAIOTCS (PYHKIIMOHAIBHBIC BO3MOXKHOCTH CHCTEMBI
MQ-DAI 1 cioco0BI UX peaan3alyy B yCIOBUSIX MAaCCOBOW MHTETPAITHH.

TpeOoBanus k matgopme MaccoBOi HHTErpaluu

[TocTanoBka paccMaTpuBaeMoOl 3ajmadyd 3aKiaodacTcsl B ciaeAyromem. Mmeercs Oombimoe
JUHAMHYECKOEC MHOXKECTBO PENSIIUOHHBIX B/], THIT KOTOPBIX B CXeMBI MOTYT pa3nndatbes. bl BemyTes
Pa3TUYHBIMH OpraHU3alMsIMH, KOTOPBbIC HANONHSIOT WX HHpopMmamwmed. Ilmatdopma wHTErpanuu
JTOJDKHA:

- TpeInCcTaBisATh MHOXECTBO B/l B BUE eMHOTO HH()OPMAIIMOHHOTO MPOCTPAHCTBA, YTO N30aBUT
KOHEYHOTO TIOJIh30BaTels (MM MPUIOKECHHE) OT HEOOXOAWMOCTH 3HATh ajpeca KOHKpeTHBIX B/l u
crienuuky cxem 3Tux bJI;

- TIO3BOJIATH BBHITIONHATH TIOMCKOBBIE 3aIPOCHI, OJHOBPEMEHHO BBIOMPAIONINE JaHHBIE W3
MIPOU3BOJIBHOTO TIOJIMHOKECTBA MHTETPUPOBAaHHBIX b/I;

- TO3BOJIATH OpraHu3anusM-Baagenpnam bJ[ B 11000l MOMEHT BBINOJHATH — OMEPALUU
MOAKITIOUEHHsT 0a3bl JaHHBIX K TuiarGopMme WHTErpaluud W ux orkiodeHus. [loakmouenne BJl He
JIOTDKHO TpeOOBaTh YCTAHOBKH JIOTIOHUTEIIBHOTO POTPaMMHOT0 obecnieucHus wiu moaudukaryu bJ1;

- obecrneunBaTh KOHTPOJIb JJOCTYTIA MOJIL30BaTENIeH K MHTETpupoBaHHbIM b/l 1 copepxareiicsa B
HUX HH(POPMAIIUH.

B cootBercTBuM ¢ 3TMMH TpeboBaHusMu cuctemMa MQ-DAI comepxuT (QpyHKOHHM WHTETpanuu
JIAHHBIX, WHTCPIPETAlIMA W BBITOJHEHUS MAaCCOBBIX 3aIpOCOB, YIpPAaBICHUS WHPPACTPYKTypO
00pabOTKH 3aIIPOCOB, KOHTPOJISA JOCTYIIA K JaHHBIM HHPPACTPYKTYpPhl. DTH QYHKIIUH, OIHUCHIBAIOTCS B
CIIETYIOIINX pa3zenax.

Oo6me#t xapakTepuctukoir MQ-DAI sBisieTcss To, 4TO B HEH MCIOJIB30BaH MOAXOJ BUPTYAIBHOM
WHTerpanuy. BupTyallbHas MHTETpalus OTINYAETCS OT (PU3NIECKON TEM, YTO JAHHBIC UHTETPUPYEMBIX
0a3 He TepeMenIarTcs B o0Iee XpaHWIHINES, HO, TEM HE MEHEee, CUCTeMa HMHTETPAINH O00eCIIeUnBacT

' PaGora BemONHeHa mpu moamepxkke rpanta PO®U  11-07-00147, nporpamMmsl (yHIAMEHTAIBHBIX

uccnenosanuit [lpesnauyma PAH, rpanTa Ilpesunenta PO mis Benymux Hayunsix mxkon HI-8129.2010.9
337



JIOCTYIl KO BCEed HX COBOKymHOCTH. IIpeumymecTBa 3TOro moaxoda Ui YCIOBHM MaccoBOi
WHTETPaId MBI BUJUM B CJIEIYIOIIEM.

- B ciyuae ¢usmueckoll MHTErpalMy aKTyalbHOCTh MH(POPMAIMH B IIEHTPAILHOM XPaHUIIHIIEC
JIOJIKHA 00eCIIeYnBaThCs YacThIM orpocoM B/ 1t onpeaeneHus mpon3BeICHHBIX U3MeHEeHMH. B 3ToM
CMBICTIE, BHPTyaJbHas WHTETpalys NpPEANOYTHTEIbHEE, TaK Kak pe3ylbTaT 3ampoca Bceraa
BO3BpalllacT aKTyalbHYI0 HHPOPMALIHIO U3 UCX0aHOoH B/I.

- Yacro HeoOXoauMo ompenensTh, U3 kakoil bJ] moiaydeHa Ta wiu WHas 4acTh pe3yibTara
3ampoca, MO3TOMY IMPHU MPOCKTHUPOBAHUU CXEMBI XPAaHWIHINA, HEOOXOIUMBI JOMOJHUTEIbHBIC OIS,
onpezesonre cBsa3b nHGopmaruu ¢ bJ[-ucTouHnkoM.

- Jlns opranuzanuu, Biazaewrouied bJl, komupoBaHWe [aHHBIX B UEHTPaIbHOE XPaHWIIHUIIE
(pu3udeckass WHTErpamus) W MPEIOCTAaBICHUE JOCTya K JJaHHBIM (BHPTyaJbHas WHTETPAIVs)
CYIIECTBEHHO Pa3INYalOTCS C MPABOBOW TOUKH 3PCHHUS.

I/IHTeraHl/Iﬁ JAHHBIX U A3BIK MAaCCOBbIX 3aIIPpOCOB

Lenp wHTETpanmMy NaHHBIX — 0O0pa3oBaHHE €AMHOTO MO0 BCEM BKJIIOYEHHBIM B HH(PPACTPYKTYPY
BJl, Tak dYro omepanmMuM J0CTyma K JaHHBIM HE 3aBUCIT OT HX PACIOJIOXKEHUS U Crocoda
npexacraBineHud. g unTerpamuu nanHeix B MQ-DAI ucnonb3yercs pa3BUTHII B MHOTOYMCICHHBIX
UCCIIEIOBAHUAX TIOJIXO0Jl, OCHOBAHHBIN Ha MIOOALHON cxeMe, KoTopas YHHQUIUPYET MpeICTaBICHUS
CEMaHTHUYECKH YKBUBAJICHTHBIX JAHHBIX B MHTETpUpYyeMbIX bJl. YHUUKaNUs ocyIecTBIsieTcs myTéM
3a/laHusl OTOOPAKECHUI AIIEMEHTOB TJI00ALHONW CXeMblI (TaOJIHIl) HA CXEMBl UCTOYHHKOB — PEATbHBIX
BJI (metox GAV — Global as View) [3].

[Ipennoxennoe B [1] pazBurue Mmetoga GAV pemaeT npooiieMy onpeaeIeHAs TI100aTbHOW CXEMBI
B (opme, HE 3aBUCHIIEH OT KOHKpeTHoro coctaBa bJl. J[is 3Toro momHOe MPOCTPaHCTBO JaHHBIX
MIPEJICTABISICTCS B BUAC 00BbeAUHEHUS pa3zienioB. Kakablil pa3ien conep:KuT JaHHbIE W3 ogHOU BJI,
KOTOpPBIE OTOOPaKarOTCS B HEKOTOPYIO TaOMWIly Ti00ambHON cXeMmbl. OTOOpa)X€HUs pa3eioB
33/1aI0TCSl HE3aBUCUMO APYT OT ApyTra.

SI3BIK  MAacCOBBIX TOHMCKOBBIX 3alpoOCOB MpPEACTaBIACT co00il pacmmpenue s3pika SQL-92
(omrepatop SELECT), npuuém 3ampockl GopMyTHUPYIOTCS B TEPMHUHAX TII00aIbHOM CXeMbl. biaromaps
9TOMY €CTh BO3MOXKHOCTh TIOJNyYeHHs JaHHBIX W3 BceX b/l mHpacTpykryphl. Kpome TOro si3bik
MO3BOJISICT BBIACIATh IPOCTPAHCTBO IOUCKA 3amlpoca Kak oOmnpefenéHHOE moaMHOkecTBO bJI.
BaxxHOCTh BaphbHpOBaHUS MPOCTPAHCTBA IMOWCKA MOXXHO MOSCHUTH TE€M, YTO XOTS BHUPTyaJbHas
WHTETpanus TOTeHIHAJIbHO [O3BOMsAET WHTerpupoBatb bJ[ B macmrabax cTpaHbl, [JOJDKHA
COXPAHATHCS BO3MOXXHOCTh TOJYYaTh JIaHHBIC, HAIPUMEP, N0 KOHKPETHOMY PETHOHY WIIA TOPOIY.
Otmmune maccoBoro orneparopa SELECT oT craHAapTHOTO COCTOUT B TOM, YTO TNIOOATBHBIC TAOIUIIBI
anpecytorcs B popme: ms_I'pyrmer. imsi_Tabmutiel, ¥ cocTaB TpyMImGl 3a1aéT 00IacTh MOUCKA.

Ot6op b/l B rpynmy mnpow3BOAUTCS HA OCHOBE pacIIUpsIeMOro HaOopa MeTaaTpuOyToB,
collepkaTeNlbHO  xapaktepusyromux bJl. MeraarpuOyramMmu MoryT OBITh, HalpuMep, Ha3BaHHC
MECTOIONIOKEeHNe, W Tun opranm3anuu-Buagensina bJ[. CoctaB rpynmbl 3amaéTcst JTOTHYECKHM
YCIIOBHEM Ha 3HAa4YeHHWs MeTaaTpuOyToB (Hampumep, pernoH = «MockBa»). MQ-DAI mo3Bomser
(hopMHpOBAaTh TPYIIBI KaK MEPE/T BEITIOIHEHUEM 3aIpoca, TaK ¥ HEMOCPEACTBEHHO B HEM CaMOM:

SELECT avg(MSK.person.salary) FROM MSK.person WHERE MSK.region="Mocksa”

3nece MSK — uMs rpynmsl, person — UMs TaOIHIbI, region — UMs MeTaaTpuOyra. MetaaTpuOyTs
MOJKHO HCITOJIb30BaTh aHAJIOTUYHO OOBIYHEIM ITOJISIM TaOJUI]: BBIOUPATh MX 3HAYCHUS, IPOU3BOIUTH 110
HuM onepanuto JOIN u T.1.

[TockonmbKy HCIONB3yeTCSl BUPTYalIbHAS WHTETpanus, Ha (PU3MUECKOM YpOBHE HET TII00albHBIX
TaONHIl M €AMHOTO WH(POPMAIMOHHOTO MPOCTPAHCTBA, & ecTh oTneNbHble b/l 1 ux cxemsl. [ToaTomy
MQ-DALI BEIIONHSIET HHTEPIIPETALNIO MACCOBBIX 3aPOCOB, YTOOBI CHOPMHUPOBATH 3aIIPOC B TEPMUHAX
unrerpupyemuix bJI. IlpuBegeM OCHOBHBIE ATaIlbl AITOPUTMA UHTEPIIPETAIIUH.

1. CuHTakCcHYeCKMi aHaJIN3 MacCOBOTO 3aIpoca.

2. Bolgenenue UMeH TPYIIT U ONPE/CIICHUE HX COCTaBa.

3. Brigenenue oOpaleHuid K T00aIbHBIM TaOIuLaM TpyTIIL.
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4. Nns xaxpod BbJl, momuMo 3HaueHW MeTaaTpuOYTOB, 3aJaHO MHOXKECTBO OTOOpaKEHUH
TaOauI TI00aThHOW cxXeMbl Ha Tabmuibl 3Toit BJl (cormacHo pasButuio Mmeroma GAV).
[TosTomy miis mo60it rpymsl G, cocrosmedt w3 b/ {DB1, ...DBn}, o6pamenne k riao0aapHOM
tabmune G.table MOXXHO TIPENICTABUTh B BUJE O0BEAUHEHUS COOTBETCTBYIOIIMX OTOOPaKCHUM:
G.table =S1 U ... U Sn, rae Sk — npencrasnset coboit SELECT-3anpoc k 6aze manapix DBK,
KOTOPBIN BEIOMpaeT u3 He€ MHPOPMAIIHIO, COOTBETCTBYIONIYIO MI00ANBHON Tabuile table.

5. Bce oOpamenuss k 1100ambHBIM — TaOJWIIaM TPYII MEHSIOTCS Ha  OOBEIUHCHHE
COOTBETCTBYIOIINX 0TOOpaskeHUH 0a3 JaHHBIX, BXOISIIUX B COCTAB TPYIIIL.

6. ITlomyueHHsIit 3anpoc chopMynHpoBaH B TepMuHaX nHTErpupyeMbix CYB/I.

AJNTOpYUTM HWHTEPHpPETAI PEANn30BaH Ha S3bIKE Java ¢ HCMOJIB30BaHMEM CHHTAKCHYECKOTO

ananm3atopa ANTLR[4].

Oo6padaTbiBawmas HHPPACTPYKTYPA U BHINOJTHEHHE 3aIPOCOB

MQ-DAI npezacraBnser coboil pacrpenenéHHyI0 CUCTEMY, KOTOpas COCTOUT W3 LEHTPaJLHOTO
ceprepa (LIC) u HeCKOIbKHUX cepBepOB BEIMOMHEHUS 3arpocoB (CB3) (puc. 1).

Knuent | cC

Pucynox 1: CoctaB u BzaumogeiictBue koMmnoneHToB MQ-DAI

HC nmpuHMMaeT MaccoBBIE 3alpoChl OT KIWEHTOB W HWHTEPIPETHPYET WX OINMCAHHBIM BEIIIIE
oOpa3om. Jlanmee 3anmpochl ONTUMU3UPYIOTCS U pa30OMBAIOTCSA HA YACTHYHBIC IMOJ3AMPOCHI, MOCIE Yero
KXKIBIH OJ3aMPOC OTHPABIACTCS Ha BBIMOJIHEHUE HazHaueHHOMY eMy CB3. Hasznauenwe Toro wim
nHoro CB3 ocymecTBiaseTcss HCXOA M3 €ro TEKYIIECH 3arpy3KH.

CB3 BrImoiHAET YacTH4HBIE 3ampockl, obOpamasick K B/l mo mporokony JDBC, u mepenmaér
pe3yabtaThl BeiecrosmemMy CB3 umu L[C. Kpome Toro, CB3 BeIMONHSAET onepaiuu Haj JaHHBIMU U3
Heckonbkux bJl, Hampumep, oObemumHenue copepkumoro Ttadmum aByx bJl. Bce CB3 smustorcs
paBHOIIPaBHBIMH M Kakas-Tubo wuepapxusi orcyrcTByer. Jlepeo CB3 mosBisiercs B pe3yibTare
MOCTPOCHUS TIJIaHA BBITIOJHEHHS 3a1POCca, U ONpeeIIIeTCs MOTOKaMu JaHHBIX Mex 1y CB3.

B ciygae, ecniu CB3 He MOXeT MOy4InTh HHGOPMAIHIO U3 HEKOTOpoi b/l (BRIKITIOUCHA, CETEBBIC
mpoOJeMBI U T.I.), OTBETOM OT d3To BJl cumTaeTcs mycToe MHOMXECTBO CTPOK, a ITOJIH30BATEINIO,
OTIIPaBUBIIEMY 3aMpoOcC, epeaaéTcs JUATHOCTUKA O TOM, YTO PE3yJIbTaT HE TIOTHBIH.

Ynpagsienne nHQPACTPYKTYPOil

VYnopaenenue — WHGOOPMAIMOHHOW  WHPPACTPYKTYpOH  MOMKHO  OBITh ~ MaKCHMajbHO
nmereHTpanm3oBano. J[ims storo B cocrae MQ-DAI peanm3oBanbl (YHKIUHA JTHCTAaHIIMOHHOTO
BBITIOJTHCHUS oriepartuii nmoakmrodeHus/otkmodeHns b/l m CB3. Ynpasnenue b/l Bo3naraercs Ha ux
aJMUHHACTPATOpOB, a ympaeneHne CB3 — Ha aamuHucTpaTtopa wuHGPaAcTPYKTYyphl. BreImomHeHme
omepanyii ynpaBlIcHHs HE MPHOCTAHABIWBACT pA0OTy CUCTEMBl HWHTETPAlMd W HE IpephIBacT
00paboTKy 3ampoCoB.

IIpu noaxmouenuu, bJl He U3MeHsieTCA, U Ha HEE€ HE CTaBUTCS JOMOJHUTEIBHOE MPOTrpaMMHOE
obecnieuenre. C MOMOINBIO ONEPaIliy TOKIFOUYCHUS CUCTEME WHTETPAIiY MepeaaéTcs: CeTeBOH apec
nmoctymna k bJl, BeiOpaHHbIe s He€ 3HAYCHUS METAaTPHUOYTOB, a TaKKE MHOXKECTBO OTOOpakKeHMI
TabIUII TI100aTbHOM CXEeMBI Ha TaOJHIIBI TOIKIIF0YaeMoit b/1.
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[Ipu BBITONTHEHUY OTEpanuu Mo KI0YeHUss HoBoro CB3 OH aBTOMAaTWYeCKH KOH(PUTYpUPYETCS,
nmosrydast goctyn k bJl madpactpykTypsl. Ilpu m3menenun coctaBa b/l mHa Bcex CB3 3amyckaetcs
nporiecc pekoHpurypuposanus. [IpoTrBononoxkHas onepanus — otkimoueHne CB3 ocymecTpnsiercs
HE Cpa3sy, a MOoCJe TOTO KaK 3aBEPIIATCs BCE 3alPOChI, KOTOPBIC UCTIONB3YIOT JaHHKIN cepBep.

IMomMumo omepanuii 1Mo YIMpaBICHHUIO CEPBEPaMH, aIMUHHCTPATOPY MHPPACTPYKTYPHI JOCTYITHBI
oTiepaIy 0 U3MEHEHHUIO TI100anbHoi cxeMbl. HeoOX0quMO yUHTHIBaTh, YTO N3MEHEHHE MMEIOIINXCS
TJIOOATBEHBIX TAaOJHUI] MOXKET TIPUBECTH K TOMY, YTO MpaBwia HHTErpanuu b/l cTaHyT HEKOPPEKTHHIMHU.
Omnepanuu 1o J00aBICHUIO U YAAJICHHUIO TI00ATBLHBIX TA0JIHUI] C 3TOM TOYKU 3PCHUS OC30TIaCHBI.

Best nHopManus, omuceiBaromias cocrosaue uHppactpykrype, MQ-DAI xpanurcs B Peectpe,
KOTOPBIX peann3oBaH ¢ ucrnonb3oBanneM CYBJl MySQL.

KonTpoJs nocryna

Bezonacnocts manHbIX obecneunBaercs B MQ-DAI nBymst Mexannzmamu: ayTeHTH(pUKaLUEH u
aBTOopH3anueil. MexaHu3M ayTeHTH(HUKAIMM OCHOBAaH Ha apXUTEKType OTKpPHIThIX Kimtoueil PKI
(Public Key Infrastructure) [5], koTopast IIMPOKO UCTIOIB3YETCS BO MHOTUX BBIYMCIUTEIBHBIX TPHIAX.
Kaxapiii  3aperucTpupoBaHHBIM  MOJBb30BATENb, MMEIONIMHA MpaBO  BBIMNOJHATH 3alpPOChl K
WHPOPMAITMOHHOW UH(PPACTPYKTYypE, HMEET 3aKpPBITBIA KIIOY, KOTOPBIM HCIONB3YETCS  JUIS
mPOBAHSI HITH TTOJIITHCH COOOIICHUH, M OTKPBITHIN KITFOY, KOTOPBIH TIO3BOJISIET paciiupoBaTh UK
MPOBEPUTH TIOUTMHHOCTL COOOMIeHUI. OTKPBITHIA KITI0Y W YHUKaIbHOE UM monb3oBaterns (M]])
XPaHATCS B MOJIH30BATEIHLCKOM CepTH(HKATE.

Jia menedt aBTopu3alyu cepTH(UKAT pacHIMpeH e TpeMs aTpuOyTaMu, XapaKTepH3YIOIUMHI
nosib3oBatenst: cdepa aesrensHoctd (CDJ), cnernuansHocts (CIIEL]) u pons (POJIB). INomutuka
JIOCTYTIa OTIMCHIBACTCS HAOOPOM TPaBUII BHJIA!

A, Col, CIIEL, POJIb = (bA...) ((Tabnuma (Cronber...) (Ctpoka)) ...)

B neBoif wactu mpaswmia (0 CHMBOJIA =) MEPEUUCIISIOTCS 3HAYCHUS aTpUOYTOB, JUISI KOTOPHIX
OHO mpuMeHHMO. IlpaBas wYacTh ompeaenseT MOCTYIHBIE JaHHBIE, NPHYEM OOECIICUNBACTCS
JISTaIN3alisl TpaB C TOYHOCTBIO JIO CTOJOIIOB M OTACIBHBIX CTPOK TaOJHUIl TI00ATBHON CXEMBI.
Cmucok 6a3 mamueix (B/l...) 3amaercs aHAJIOTMYHO TPYIIE TMOMCKOBOTO 3alpoca — YCIOBHEM Ha
MeTaaTpuOyTsl (Hampumep, region="MockBa”). OnemeHT (Crombem...) TEpPEeYUCIIeT CIHUCOK
JIOCTYITHBIX CTOJIOIIOB HEKOTOPOU TaOmuIbl rio0anbHON cxembl. DneMmeHT (CTpoka) IMpencTaBiisieT
co00i1 BBRIYHCIISIEMOE OTpaHHYEHHE, KOTOPOE OMpEeNseT JOCTYIMHbIE CTPOKH. PaccraHOBKa CKOOOK
COOTHOCHUT CTOJIOIBI M CTPOKH COOTBETCTBYIOIIUM III00ATEHBIM TaOIHIIaM.

CocTaB aTpuOyTOB IIOJIB30BaTENs BHIOpaH TakuM 00pa3oM, YTOOBI YMEHBIIUTH KOJIHYECTBO
MPaBWI, COCTABIISAIONIUX TOJUTHKY JOCTYyNa, M CHUCTEMATH3MPOBATh WX MyTéM (DaKTOPHU3AIIUY.
DakTopHu3aIysl 3aKII0YaeTCss B TOM, YTO BBOJAATCS YAaCTHYHBIE MPaBUiIa, B KOTOPBIX MpaBa JOCTyIa
OTIPEICIISAIOTCS Ha HEMOJIHOM Habope aTpuOyToB. BoaMokHOCTH (pakTopu3ammu o0ycIoBiIeHa TEM, Y4TO
MBI CBSI3bIBACM aTPUOYTHI C Pa3IMYHBIMUA YPOBHSAMH JACTaIU3aIlMH MPAB JOCTYIMa, KOTOPhIE MOTYT
ompenenaThcss HezaBucuMoO. Tak arpubyr CdJ] mpemHasHawaercs I CHEITUGUKAINK CIIFICKA
noctymHbIX B/I. [Tapa atpubdyros CIIELL, POJIb onpexaenser HabOp JOCTYIHBIX TI100ATHHBIX TAOJIHII,
ux cTojbuoB U cTpok. B sroii mape atpubyr CIIEL] 3amaér makcumanbHBIA HAOOp TaOMUI M HX
JJIEMEHTOB, KOTOPBIM JIOCTYICH IOJIB30BATEISIM, paOOTAOIIUM [0 TEMaTUKEe HEKOTOPOH
crienuanbHOCTH, a aTpudyT POJIb maét BO3MOXXHOCTH COKPATHTH CITMCOK JTOCTYITHBIX JJIsT He€ TaOJIHII,
CTONOMOB U cTpOoK. CKa3aHHOE BHIPAKAETCS B YACTHYHBIX ITPABUIIAX:

Col = (bA...)

CIIEL, POJIb = ((Tabmuma (Cronberr...) (Ctpoka))...)

YacTtuyHple TpaBwia CIyXar s MOPOXKICHHs TOJMHBIX TpaBwWi. B mporecce aBTOpU3aliuu
KOMOWHHUPYIOTCS YaCTUYHBIC MIPABHJIIA, JICBBIE YACTH KOTOPBIX COOTBETCTBYIOT 3HAYCHUSM aTPUOYTOB
TIOJTE30BATENIS, & UX KOMITO3UITHS TAET HaOop aTpuOyTOB MOJTHOTO MPABHJIA.

KonTponps noctyna ocymecTBisieTcs: 1o MHOYKECTBY SIBHO 3aIaHHBIX WIIH TIOPOKIEHHBIX TTOTHBIX
MIPABIJI HA ATarle MHTEPIIPETAIINY 3aIpoca:

- Bce HemocTymHbIe b]l yaansioTcst U3 coctaBa rpyI, 3aJIaHHBIX B 3a11pOCe;
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- eClIH B 3ampoce ecTh O0palleHHe K TII00ATBHOW TaONHIle WU €€ IMOJII0, K KOTOPOMY HET
JIOCTYyTIa, BBHITIOJHEHHWE 3alpoca MpPeKpallaeTcs, a IMOJb30BATENI0 BO3BpaIaerca HWHGOPMHUpYIOIIee
CcOO0IIIeHHE;

- KOHTPOJIb JIOCTyIa K CTpOKaM TaONUI] peaqu3yercs IOJACTaHOBKOW OrpaHUYUBAOIIETO
ycinoBus B 610k WHERE 3anpoca.

[Ipu BBIMONHEHUH 3aMPOCOB U UX 4acTel B B/I, oHM aBTOPH3YIOTCSA B (QPUKCHUPOBAHHYIO YUETHYIO
3aInch, KOTOPAas MPEI0CTaBIsgeTCsS afMIUHICTpaTopaMu b/l mpu moxkitoueHnn K HHGPACTPYKTYpE.

I[Iporpammuasn apxurextypa cucremsl MQ-DAI

Cuctema MQ-DAI copepxxut uHTepQeiichl IBYyX THIIOB: IMOJIB30BATENbCKANA M MPOrPaMMHBIH.
[onp3oBarenbckuii uHTEPQEIic MO3BOMNSICT:
®  KOHEYHBIM I10JIb30BATEIISIM — COCTAaBJIATh U BBIIOJIHATH [IOUCKOBBIE 3aIIPOCHI, IOJTy4asl JaHHbIE U3

UHQPACTPYKTYPHI;
= agMmuHHUcTpaTtopaMm bJl — IMCTaHIMOHHO BKIIOYATH/OTKIIOYATH CBOU 0a3bl B/U3 MHPOPMALUOHHON

UHGPACTPYKTYPHI;

"  QIMHHHCTpATOpaM HH(POPMANNOHHOM HH(PACTPYKTYpHl — AUCTAHIMOHHO BKJIIOYATH/OTKIIOYATh
cepBepbl, 00padaTeIBalONIHEe 3aPOChl, MOAU(DUIIUPOBATE II00ATBHYIO CXEMY JaHHBIX.

[IporpamMmubIii  mHTEp(dEHc OTpakaeT HMHCTPYMECHTAIBHOCTh CHCTEMBI: BCe  (DYHKIIHH
peann30BaHbl B BUIEC OMOIMOTEKH KiTaccoB si3bIka Java. B aTom kagectBe MQ-DAI cimykuT cpencTBoM
pa3paboTKu MPUIIOKEHNH, padoTaromuX ¢ MHPOPMALIMOHHONH HHQPACTPYKTYPOil.

Nmeromasics Bepcus cucremsl MQ-DAI onupaercs Ha xommiueke OGSA-DAI/DQP [6]. [lepsas
coctapisromass  »toro kommuiekca — OGSA-DAI, spusiomascs peanu3anuell  CTaHAapTOB
MHQOPMAIIMOHHOTO TpHa [7], monAepKUBaeT BBHIIOIHEHHUE 3aIpOcOB K HecKombkuM BJl. f3pik Takux
3alpocoB MMEET NPOLEIypHBIM XapakTep: onepauuu ¢ ornensHbeIMH B/ 3amarorca sBHO. Bropas
coctapiromas — OGSA-DQP mnpencrasnser coboit HaacTpoiiky Ham OGSA-DAI, B koTopoit
peanu3oBaHa MOJJEPXKKAa [EKJIApPaTUBHBIX paclpelesIEHHBIX 3allpOCOB Ha PACLIMPEHHOM S3BIKE
SQL-92, ognako B 3ToM pacmmpenuu bJl anpecyrorcs siBHBIM oOpazom. MQ-DAI B cBoto ouepens
passuBacT Bo3MokHOCTH OGSA-DQP B HanpaBiIeHUIX:

- TOAJEPXKHU MAaCCOBBIX 3aIIPOCOB U aJpecaluy ¢ IoMouibo rpymnn bJI;

- HMHTETpauyy JaHHBIX Ha OCHOBE TI00aJIbHOM CXEMBI;

- JAMHAMHYecKOro popMUpOBaHUS U yNpaBleHHUs HHPPaCTPYKTYpoOi;

- OamaHCUpOBKH Harpy3ku Mexay CB3;

- KOHTpOJIA JOCTYIA K JAHHBIM.

[IporpamMmHas apxurektypa cepBepHoii yactu MQ-DAI npencraBnena Ha pucyHke 2.

Kiuent
A A
Ynpaenenue Buinonnenue
ungpacmpykmypou MACCOBbIX 3ANPOCO8
v HenTpanbhblii ceppep MQ-DAI v

Monaynps aBTOpU3alI

v v

Monyns ynpasnennss | | Jucneruep Monyib BBITIOTHEHUS
)l Ll
nHdpacTpykTYpOH Harpys3Ku MacCOBBIX 3aITPOCOB
N—_
A 4
1 1
L CYB[ < »( | CepBepbl BHIIOIHEHUS
L 3aIpOCOB

Pucynox 2: [IporpamMmMHuas apxutekTypa cepBepHoit vactu MQ-DAI
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CB3 peanuszyercs komiuiekcom OGSA-DAI 6e3 xakux-1mbo nsmenenuii. MTatepec npencrasisier
IIC, Ha xoTOpPHBIA ycTaHaBiHBaeTcs pacmupeHHas Bepcus OGSA-DQP, nomonHeHHas 4 MOIyISIMH
cucreMbl MQ-DAIL Monynp aBTOpH3aliid Ha OCHOBAHHWH TPABHJI JOCTYIA CTaBUT B COOTBETCTBHE
KaKAOMY TIOJB30BAaTENI0 MHOXKECTBO JOCTYIIHBIX €My pecypcoB. Jlucmerdep Harpy3kd XpaHUT
TeKyliMe 3HaueHus 3arpyxkeHHoctu CB3 u pacnpenenser 3ampocsl Mexay HUMHU. Monyib
BBITMIOJIHEHUST 3allpOCOB: MpeoOpasyeT MmaccoBele 3ampockl B ¢dopmy OGSA-DQP, BbIHOCUT
AaBTOPU3ALMOHHOE pEIeHHe, ONTHUMU3HpyeT u nepemaet CB3 wacTHuyHBlE MOA3AIpPOCHI,
chopmynupoBansbie Ha s3pike OGSA-DQP. Moayne ynpasieHus: HHQpacTpyKTypoil OCyIIeCTBIIsSET
BBINIOJIHEHUE OIepaluii, ONMCAaHHBIX B COOTBETCTBYIOLIEM pa3Jielie.

3akiaouenue

Paspaborannass Bepcus cuctembl MQ-DAI  peanusyer omnucaHHble (YHKIMOHAJIBHbIC
BO3MOXKHOCTU: TIOAJEPKKY MAacCOBBIX IOHCKOBBIX 3alpOCOB, MHTErpalMi0 AaHHBIX, YIpPaBICHUE
MHQPACTPYKTypOl, KOHTPOJb JOCTyNa K HMCTOYHHKAM M COIACpKAUIMMCA B HUX JaHHBIM.
[IpoBenéHHbIe Ha MOJENBHON MHQPACTPYKTYpE IKCIEPUMEHTHI I1OKA3aJid, YTO BPEMs BBIIIOJHEHUS
MAacCOBBIX 3aIIPOCOB IIPAKTUUECKU TaKOE€ K€, KaK M IPH UX MOAEIMPOBAHUM CpeACTBaMHU 0a30BOIrO
komiuiekca OGSA-DAI/DQP. [lns maccoBoro 3ampoca k 100 B/] ono cocrasnser 800 - 1000 Mc npu
BeI0OpKE 1000 cTpOK CyMMapHO.

MQ-DAI ompobGoBaHa Ha MpaKTHKE: OHA CTaja OCHOBOW IS pa3pabOTKH CHCTEMBI OCTYIIa K
pacnpenenéHHBIM apXuBaM MEAUIMHCKUX n300paxennil — PACS-cepBepaM. Pa3paboTka BbimonHeHa
B coTpyaHudecTBe ¢ MHCcTUTYyTOM Helipoxupyprun nMenu akagemuka H.H.Bypnenko. IlepcriekTrBbl
pasButus cucteMbl MQ-DAI Mbl CBsi3pIBaeM B IEPBYIO OuYe€pelb C YIyYLIEHHEM TEXHUYECKUX
XapaKTepUCTUK (yCTOWYMBOCTH, OBICTPOACHCTBUS), PAa3BUTUEM CPEACTB YIPABICHUS KOHTPOJIS
JOCTYyIa, a TAKXKe C OMPOOOBAHUEM CUCTEMBI B PA3IMYHBIX MPAKTHYECKUX MPHIIOKCHUSX.
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MOIEJIUPOBAHUE I'PUJ CUCTEMbI OFF-LINE
OBPABOTKM JTAHHBIX JIJISI SKCIIEPUMEHTA NICA'

B.B Kopenskos, A.B. Heuaesckuii, B.B. Tpodumos
Jlabopamopust unghopmayuorHbIX MmexHoso2ull,
Obveounennwiti uncmumym soepHoix ucciedoganuti, 141980, /[youa, Poccus

B pabore 000cHOBaHa HEOOXOJUMOCTh CO3JAHUSI UMUTALIMOHHOM MOJIENN TP CUCTEMBI
XpaHeHHs 1 00paboTKM JaHHBIX yckopurenbHoro komruiekca NICA. Ha nannom stame pabot B
KavecTBe IarhopMbl Ui co3aaHus MozenH Beiopana GridSim. J{ist MoaenMpoBaHus IpeIUIoKeH
psan 3amau. B pabore mpuBeneHBI pe3yibTaThl pabOTHl MOAENH, a TaKkKe CPOPMYIHPOBAHEI
napaMeTpsl OHEeHKH OS¢ ¢ekTHBHOCTH Mozenu. IlpeacraBnensl MHTepdeWcs IS PabOTHI
MOJIL30BaTEN S M TpapuIecKoro 0TOOpaKEHUS PE3yIbTAaTOB.

Beenenue

B macrosmee Bpems B OOBeIMHEHHOM WHCTHTYTE SIEPHBIX WCCIICAOBAaHUN CO3MaéTes
yckoputenbHbiid kKomiuieke NICA. Kommmieke NICA npencTaBiseT coO60i YCKOPUTENh TSHKETBIX HOHOB
NICA u ycranoBky MPD, 00beAMHSIONIYIO AETEKTOPHI IS M3YUCHUS SICPHON MAaTepHH B TOPSIEM U
TUIOTHOM COCTOSIHUM, KOTOPOE BO3HHMKAET TPH CTOJKHOBEHHHM YCKOPEHHBIX TSHKENBIX MOHOB. MPD
SIBTISICTCS. HCTOYHUKOM MH(OPMAIIUU C MHTEHCHBHOCTBIO TIOTOKA JISCATKH METa0alT B TOJI.

OsxumaeMasi HHTCHCUBHOCTD MOTOKA MH(GOPMAIIMH HACTOJILKO BEIIMKA, YTO MACCHBBI JJAHHBIX
XapaKTepU3ylTCa Kak cBepxOombinue. J[ns o0paboTKu TaKMX MOTOKOB WH(OPMAIMH HCIIOIB3YIOTCS
pacnpeneéHHbIe CUCTEMbI KOJUIEKTUBHOTO MTOJI30BaHUs, IOCTPOCHHBIC HA TP TEXHOJIOTHSX.

JIs onTEME3AIIN CTPYKTYPHI OYIAyIIero KOMIUIeKca 00paboTku nHbOopMaImy HeoOX0IuMO
OTIpEeAEeNTUTh €r0 OCHOBHBIE ITapaMeTphl, CTPYKTYPY H MPOBEPHTH MpeiaraeMple TEXHHYECKUE
PEIICHHUS C TIOMOIIBIO MOJICIIMPOBAHUSI.

Cucrema 00padoTkn HH(POPMAIMHN YCKOPUTEIbHOr0 KoMmmiaekca NICA

XpaHeHHe W HCIOJIb30BaHUE IKCIIEPUMEHTAIBHBIX JAHHBIX B COBPEMEHHBIX IKCIIEPUMEHTAX
(u3MKN  BBICOKMX DHEPrUd sBJISIETCS  akTyanbHOW mpobnemoil. OO0beM MOMy4aeMbIX |
00pabaThiBaeMBIX JIAHHBIX HMCKIIOYAET BO3MOXXHOCTh XPAHEHWS W WCIOJB30BaHHUS WHQOpPMAIUH HE
TOJIBKO Ha OJHOM KJjacTepe, HO M B Mpelenax OJHOW OpraHM3alyd, T03TOMY Ha TEpBBIN IUIaH
BBIXOJHUT CO3JJaHHE pacTIpeleIEHHON CUCTEMbI XpaHEHHUS 1 00paOOTKH JaHHBIX ISl DKCIIEPUMEHTA.

B ciygae komrmiekca NICA MOTOK TaHHBIX HMEET CIICAYIOIINE TTapaMeTphI:

®  BBICOKAasi CKOPOCTh Habopa cobbITHi (110 6 KI'm),

® B IIEHTPaATbHOM cTONKHOBeHHH Au-Au npu sHeprusix NICA obpazyercs mo 1000 3apspkeHHBIX
YacTHII,

® pasmep ¢aiina ¢ nepBoHaYaNLHON Moxenupyemoil mHpopmanueii ¢ gerekropoB ais 100000
coOBITHIi 3aHMMaeT ceituac mopsiaka S5 Th.

Cxema monydeHust 1 00paOOTKH JaHHBIX MpeAcTaBieHa Ha pucyHke 1. JlaHHble, HoymIKE OT
MEPCOHANILHBIX KOMITBIOTEPOB  MOAJETeKTOpoB yctaHoBkn MPD (Multi Purpose Detector),
HAKaITUBAIOTCS CHENHANBHO MpeIHa3sHaYeHHBIMU 51 cOopku coOwituii mporpammamu EB (Event
Builder) B kommbloTepHON (epMe B OHJIAMH pEKUME M 3alHCHIBAIOTCA Ha TUCK B OQuIaifH pexuMe
mociie (opMHpPOBaHUA COOBITHS depe3 CIEIHaIbHO TpemaHa3HadYeHHYIO0 s dToi 1enm 10 1'6/c

! PaGora BeimonHena B pamkax OII «MccnenoBanus u pa3paboTKH 110 IPHOPUTETHBIM HATPABICHHSIM
Pa3BHUTHA HAyYHO-TEXHOJOrHIeckoro komruiekca Poccuu Ha 2007-2013 roabr» (I'oc.KOHTpakT
Ne07.514.12.40006).
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BOJIOKOHHO-ONITHYECKYIO JUHUIO cBsa3u. Kaxknmas EB 3amuceiBaer ommH pabouunii (aiin  KaxIyro
MUHYTY cOOpa JaHHBIX.

CoOpITHS, 0TOOpaHHBIE MOCJE TPUTTEpPa BHICOKOTO YPOBHS, 3amUCHIBaIOTCI B RAW daiinbl
(ckopocTs 3amucu - oAuH (aiiin B 1 MEUHYTY cOOpa JaHHBIX) M 3aT€M TOJHOCTHIO BOCCTAHABIMBAIOTCS.

Pucynok 1: Cxema 00paboTKH pu3nIecKUX JaHHBIX YCKOpHUTENbHOTo Komiiekca NICA

[IporHo3zupyemoe KOJUIECTBO 00pabdaThIBACMBIX COOBITHH TPH HOTOM TMPHUOIHUZUTEIHHO
19 munmappoB. IlpuHHMas cKOpoCcTh mepedadd NaHHbIX oT AatuukoB 4.7 GB/s, oOmmii o0beM
UCXOJHBIX JaHHBIX MOXeT ObITh oneHeH B 30 PB exeromno, umu 8.4 PB mocne oOpaboTku. Ot
OIIGHKH OCHOBaHBI Ha o0coOeHHocTAXx DAQ, mnpeaplayieM ONbITeé W IMOJOOHBIX OICHKAX,
BBITIONTHEHHBIX Juts dkcniepuMenta ALICE [1].

B kauectBe cuctemsl o0paboTkmu (uznveckoil MHGOpMALMU YCKOPUTENBHOTO KOMILICKCa
NICA mnanmpyercs Tpua-cTpykrypa. CyIIecTBYIOIIHME pemIeHHs IO CO3JaHHUI0 PacIpelelIeHHBIX
cucteM I cOopa, mepemaun U 00pabOTKH CBEPXOOJBITNX 00beMOB WH(MOpPMaMK 0a3MpyIOTCS Ha
OOIMX TPUHIUIAX TOCTPOCHHUS TPUA-UHPPACPYKTYp. Tak KOMITBIOTEpHAsS WHQPPACTPYKTypa s
skcnepumenta ALICE mpencraBnsier coOol  HepapXH4ecKylo CTPYKTYpy € KOMIBIOTEPHBIMU
nmenTpamu kiacca Tier 0/1/2. Jlns xpaneHus m oOpabOTKM MaHHBIX ¢ dKcrmepuMeHTa PANDA
MIPEJINoJIaraeTcsl UCMOMb30BaHNe WH(PACTPYKTYPhI, TOCTPOSHHOW Ha MPHUHIUIAX TPUA MO0 00pasIly H
nogoburo ALICE.

[Ipu cozmanmm pacmpeneneHHONH CHCTeMbl TpeOyeTcs MPHUHATH PEIIeHUS 10 apXUTEKType
UHQPACTPYKTYpHI, KOIHYECTBY PECYPCHBIX IIEHTPOB, 00beMy TpeOyeMbix pecypcoB. Kpome Toro,
HEOOXOIUMO 00ECTIEUHTh AOCTATOYHYIO MPOIYCKHYIO CIOCOOHOCTD, PEIIUTh MPOOJIEMBI COXPAaHHOCTH
JIAHHBIX (YCTOHYHMBOCTH K MOBPEKIACHHUAM M YAAJICHHUSIM) HA MPOTSHKESHUH BCETO JKU3HEHHOTO ITMKIIA
MPOEeKTa, OOECIEYNTh pACIpeIe]IeHne PEeCypcoB MeEXIy pa3lNWYHBIMU TPYIIaMH IOJb30BaTENEH,
BHIOpaTh anropuTMbl 00pabOTKU M 3amycKa 3afad U MHOroe JIpyroe. [l pemenns 3THX BOIPOCOB, a
TaKke 00OCHOBaHMs peElIeHHH, TpeOyeTcsl co3laHHe MMUTAIMOHHOW MOAENH OOpabOTKH JaHHBIX,
YIOBJIETBOPSIONICH BCEM TPeOOBAHUSAM IKCIIEPIMEHTA.
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AKTyanbHOCTb T€MBI OOYCNABIMBAeTCS TEM, YTO HAa OCHOBE ITOH MOJENH B JalbHEHmem
MOXET OBbITh Cc(hOPMYIHPOBAHO KOHKPETHOE TEXHHMUYECKOEe 3aJaHMe Ha pa3paboTKy TpHi-
UH(PACTPYKTYPBI.

Hcxons n3 BBILIEU3II0KEHHOT0, Ul IPOEKTUPOBAHUS TPUJ CTPYKTYPhI LIEHTPOB 00pabOTKU U
napameTpoB cuctemsl off-line 00paboTku maHHBIX yckopuTenbHoro xomiuiekca NICA HeoOxomumo
co3l1aTh MMHUTALMOHHYI0 Mojenb. CornacHo IUIaHHUPYEeMOH NpoUeAype HCIOIb30BaHMs, MOJEIb
JIOJDKHA BKJIIOYATh B ce0st mHTepdeiic momp3oBaTens, COOCTBEHHO AP0 MOJACIUPOBAHMSA, KOTOPOE
oOpabaTheIBacT ONMHUCAHUA CTPYKTYphl OOpaOOTKM M TIOTOKA 3aJaHUN W OIpEIeisieT IapameTphl
NPOXOKACHUS 3aIaHHH, CUCTEMY BU3yaJH3ally PE3yIbTaTOB MOJECIUPOBaHUs. Sipo MoaenupoBaHus
OyzeT BKJIIOYATh HMMHUTATOPBl OrpaHUYEHHOrO HaOopa (YHKUUMH TpHO, KOTOpble Hanboiee
CYLIECTBECHHO BIIMSIOT Ha IIPOXO’KICHUE 3aJaHUM.

Inardgopma mogenupoBanus GridSim

M3yuuB mnpemsiaraeMplii Ha CETONHSIIHUN J€Hb HWHCTPYMEHTApUA MOAECIUPOBAHUS TPUIL
cucteM [2], MBI penmmim pa3pabaTeiBaTh CUCTEMY MoaeiaupoBaHus off-line o0paboOTKM JaHHBIX
yckopurenbHoro komiiekca NICA na 6a3ze muiatgopmbl GridSim.

IIpoexr GridSim [3] pa3pabaThIBacTCs TPYIMIIONH HCCIeIOBaTEIC B J1abOpaTopuul 10
U3y4YCHUIO OOJauyHBIX W PACHPE/CIICHHBIX BBIYHCICHUN OT/IENa WHPOPMATHKH M KOMIBIOTEPHBIX
BBIYHMCIICHUH B YHUBepcuTeTe MennOypHa, ABCTpasusL.

GridSim sTo HabOp OMOAMOTEK, MpeAHA3HAYEHHBIX AJISI IIOCTPOSHHUSI MOJEIIN TPHI-CUCTEMBI.
Ona B CBOIO OYepeab MOCTpPOEHa Ha CTaHAApTHOW Onbimoreke java SimJava, ¢ TOMOIIBIO KOTOPO
MOYXHO MOJEIHPOBaTh IOTOK JAHUCKPETHBIX COOBITMH BO BpeMmeHH. [lpunoxenue cozgaéres
pacuupenueM knacco GridSim ¥ 00beJMHEHHEM UX B IIPOrpaMMy, KOTOpasi MOACIUPYeT 00paboTKy
MOTOKA 3aJaHWi TPUA-CTPYKTYpOH, oOmamaromeil ompemenEéHHBIME pecypcaMu M C 3aJaHHOU
JTUCIUIUTNHON WX PEe3epBUPOBAHUS M UCTONH30BaHNUA. OCHOBHBIE ITPUHIIUIIBI, HA KOTOPHIX TIOCTPOCHO
OTMCaHKE PECYPCOB U UX HCIIOIB30BAHUE, CIEAYIOIINE:

a. MOJEJIMPOBAHHE T€TEPOTCHHBIX THIIOB PECYPCOB;

0. BO3MOYXHOCTH MOJICITMPOBAHUS IPHUIIOKEHHUH C PA3TNIHBIMU MTapAJUIETEHBIMA
MIPUKJIATHBIMU MOJICIISIMU;

B. OTCYTCTBUE OrpaHMYCHMH Ha KOJMYECTBO 3aJady, KOTOpbIE MOTYT OBITh
OTIIPaBJICHBI HA OTIPENIEIICHHBIN pecypc;

I. BO3MOXKHOCTH 3a/IaHHsI TPOITYyCKHOH CITIOCOOHOCTH CETH MEXIY pecypcamu;

I. TOAAEpKa MOJCTUPOBAHUS CTATUCTUYECKUX M TUHAMHUYECKUX IIAHUPOBIIUKOB
3a1aHUI;

€. BO3MOYXHOCTH PETHUCTPAIIH CTATUCTUKH BCEX MJIM BHIOPAHHBIX OTEpaInii.

Takum o0Opa3oM, MuaTopMa IMO3BOJSIET MOJB30BATEISIM MOJCIUPOBATh PadOTy TpUl-
CHCTEMBI C BO3MOKHOCTBIO CUMYJIMPOBAHUS XapaKTEPHUCTUK PECYPCOB U BRIYUCIHUTENBHBIX CETEH IpU
pasnuuabplx  KoHpurypammsx. C momompio GridSim MOXHO TIPOBOIUTH BOCIPOHM3BOJIMMBIC
9KCIEPUMEHTHI, KOTOPBIE CIIOKHO PEaju30BaThb B HACTOSILEM OKPYKEHHHM ITUHAMHUYECKUX TPHI-
cucteM. B [4] nokazano, uro miatdpopma GridSim HemoctaToyHO 3(PpeKkTUBHA 1T MOAETUPOBAHUS
OOJBITUX CHCTEM, HO B HAIllEM CITydae KOJIMYECTBO MCHTPOB 00paboTku He TpeBBICHT 20).

3agaum MoeJIMPOBAHHUS

B pamkax BbinonHseMOW paOOThl MBI paccMaTpuBaeM psii 3a7ad, KOTOPBIE MOXKHO
MO/JICJIUPOBATh.

[lepBas 3amaua moapasyMeBaeT MOJEIMPOBAHME pACHpPEICIICHUS JAHHBIX Ha ‘“HyJIEBOM™
ypoBue (Tier0) oOpaboTku AaHHBIX yckoputenbHoro komiuiekca NICA. 3Has xapakTepUCTHKU
COOBITMH W mpearnojaraeMplii 00beM IaHHBIX, HEOOXOOUMO OTBETHTh Ha CIIEAYIOIIHE BOIPOCHI:
CKOJIBKO TIOHaJOOMTCSl YCTPOMCTB [Is 3aUCH/UTeHUs JaHHBIX; YTO MPOU30HUIET, €CIIN MOJIb30BaTeNh
3arpocHT (aii ¢ JeHTHl; Kak OyneT padoTaTh IPHU ITOM BCS CHCTEMa U T.1I.
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Ha panHpli MOMEHT mpeamonaraeTcs, 4YTO pachpefenéHHas o0paboTka W aHaIU3
MOJICJIUPOBAHHBIX JAaHHBIX C ycTaHOBKM MIIJ[ 0 COOBITHAX CTONKHOBEHMS TSKEIBIX HOHOB Ha
xostaiinepe NICA Oyzner BO3MOXKHA Ha BBIYUCIUTENIBHBIX PECYPCaxX CICIYIOUIMX HayYHbIX LIEHTPOB:

a) OObeIMHEHHBI MHCTUTYT SAEPHBIX HccaenoBanuii, Jlyona, Poccust.

6) Uuctutyt ISS (Institute of Space Sciences), Pymbraus, ropoa byxapecr.

B) Keitnraynckuil yHuBepcuteT (YHuepcuteT KelnrayHa) — OJHO M3 BEIYUIMX BBICIIHUX

yuebOHbIx 3aBeneHuil B FOAP, pacnonoxenHoe B ropoae Keitnrays.

r) Cankr-IleTepOyprckuii TocyqapcTBeHHBI YHHUBEPCHTET — BBICIIEE y4eOHOE 3aBelCHHE

ropoga Cankr-IletepOypr, BXOmsMii B TIpyNIy HaIMOHAJIBHBIX HCCIIEI0BATENbCKUX

yYHUBEpCUTETOB Poccuu.

B nmanpHeiimem cnucok OyneT CYIIECTBEHHO PACIIMPSITHCS KaK 3a CUET POCCHUCKHUX, TaK H
MEXIYHapOIHbIX NapTHEPOB. M3 3TOro ciemyer BTOpas 3ajada — pa3paboTKa MHCTPYMEHTA s
MOJEIUPOBaHUs TIpUI cucTeMbl. Ha OCHOBaHUMM KOHIENUUHM IW3alH-IPOEKTa YCKOPUTEIBHOI'O
kommiekca NICA [5] MOXHO MOCTPOMTH MOJENb, OTPAKAIOIIYIO OOILIME NPUHLIUIBI HOCTPOCHUS
CHCTEM B I'PHJ apXHUTEKTYpe, C BO3MOXKHO 0oJiee MHUPOKOH BO3MOXKHOCTBIO BapHalllU MapaMeTPOB U
BO3MOXKHOCTBIO JaJIbHEHINEr0 UX YTOUHEHHUS.

CrpykTypa Monesn

NmuTtanmonHass MoOAENs MOZENUPYET MPOXOXxAeHWe Habopa 3aJaHuil  3aJaHHBIMH
MOJTE30BATENIEM TapaMeTpaMH, 4epe3 TPHUA CTPYKTYPY C 3alaHHOW TOJB30BATENEM TOMOJOTHEH U
napaMeTpaMH IEHTPOB 00paboTKu. Mojeib MO3BOJISECT MOJIYYHTh OIICHKY BPEMEHHBIX MapaMeTpOB
00pabOTKM TOTOKa 33/JlaHU TPW 3aJaHHOW TOJB30BATENEM AWCIUILUIMHE PACIpeeNeHus] PecypcoB
MeXTy 3a/IaHUSMHU U CTPYKTYpOl ouepeieit K IIeHTpaM 00paboTKy.

MonenupoBanue 1aéT OTBETHI Ha BOTIPOCHI:

a) KaKue BBIYUCIUTEIEHBIC PECypChl TPEOYIOTCS i 00paOOTKU NaHHBIX, YTOOBI TMOTYYHUTH
pe3yabTaT B 3aJaHHOE BPEMS;

0) KaK JOJDKHBI OBITH CBS3aHBI MEKAY cOOO0M HEHTPHI 00pabOTKH;

B) KaKoe JIOJDKHO OBITh pasJielicHue QYHKINN MEXTy IEHTPaMU;

T') KaKasi cTpaTerus 3amycka 3aJaHuid JOKHA TIPUMEHSTHCS

1) CKOJIBKO TaMsITH HEOOXOIUMO BBIJICITUTH JJIsl XpaHSHHsT HH()OpMAIHH.

Mopnenb paccUMTHIBACT 8 IMMapaMEeTpPOB, OIPEACISICMBIX Kak IMPOICHT, WM aOCOJIIOTHOE
3HAaYCHHE:

a) CpemHss 3arpy3Ka CeTH Mo JHsIM [%],

0) KOJIMYECTBO aKTHBHEIX /OKUJAIOIINX 3aJaHUH,

B) KOJMYECTBO 3aMPOIICHHBIX U UcTionb3yeMbix LIV,

T') HCTIOIh30BaHUE TPUI-CTPYKTYPHI 110 Yacam [%] B IeHB,

1) KCTIOIB30BAaHNE PECYPCOB XPAHECHMS TaHHBIX [%],

e) npoueHT otkazaBuux LITY mo nusm [%],

) 00beM MepeTaHHbIX TaHHBIX B Yac,

3) UCIIOJIh30BaHHUE KIacTepoB [%].

Jlanubrit HAOOp MapaMeTpoB JOCTATOUYCH JIJIS OLICHKH d()(EKTHBHOCTH TOTIOJIOTHH CTPYKTYPHI,
OIICHKH €€ TeXHUYECKOTO OCHAIICHUS, 3(PPEKTUBHOCTH aNTOpPUTMOB pacHpeaesieHHs 3a/1ad 1Mo y3aam
00paboTKM.

C TEeXHHYECKOW TOYKH 3PEHHS CHCTEMa MOJICIIMPOBAHUSI COCTOHUT U3 TPeX (YYHKIIMOHAITBHBIX
KOMIIOHEHTOB:

a) BeO-ceprep,
0) BeO-KJIMEHT,
') KOMIUIEKC MOJICTUPOBAHHUSI TPUJ] CTPYKTYPEI.

BxonHpie naHHBIE IS UMUTAIMHM XPaHATCS B KaTtayore ¢aillioB, U W3MEHSIOTCS 4epe3 Bed
unaTepdeiic (pucyHok 2). OT10 ma€T TOIB30BATENI0O BO3MOXKHOCTH ONKCHIBATH K MEHSTH
MOJICTTHPYEMYIO TPUA-CTPYKTYPY U MMapaMeTphl e€ 3arpy3KHu 3aJaHUSIMU, XPAaHUTh BAPHAHTHI CTPYKTYP,
BEIOUpATh BAPUAHT CTPYKTYPHIL.

346



Pucynok 2: Beb nnTepdeiic cucTeMbl MOICTHPOBAHUS

I'paduueckoe mpescTaBICHHE PE3yIbTATOB MOACIUPOBAHUS (PHCYHOK 3) YCKOPSICT MPOIEce
aHamM3a ¥ TPHUHATHS PEHICHUS B XOAC TEXHHUYECKOTO MPOCKTUPOBAHHS CHCTEMBI 00OPabOTKH
UHGOPMAIIH.

PI/ICYHOK 3: FpaqmquKoe MMpeACTAaBJICHUC PC3YJIbTATOB MOJACIUPOBAHUA

Ha manHOM 3Tame BBHINOIHEHHI ClIeAYIOIUe paboThl: co31aH BeO-uHTepdEeic peaaKTHpOBaHHS
MOZEIH C OJHMM TECTOBBIM CIICHApHEM paOOTHI TPHI, BBIICICHBI KIIOYEBBIE MapaMeTpPhl OLEHKH
MOJIEJH, CO3/IaHbl CPEACTBA BU3YaJIN3alUH PE3yIbTaTOB, HMHTAIIMOHHAS MOJENb MPOIIIA OTJIAAKY U
BepUPUKALHIO.
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3aki0ueHue
Co3nanHas B paMKax JaHHOTO MPOEKTa CHCTEMa MOJAETHPOBAHUS, IMO3BOJIUT OICHHWBATH
HECKOJIbKO BapHaHTOB apXUTEKTYpHl (IIapaMeTpoB) CHUCTEMBI O0paOOTKH WHGOpMAIH H3IMEHSS
TOJILKO BXOJHBIC JaHHBIC, a HE HporpamMmy. MeTonWka TPHUMEHEHUS CHCTEMBl MOJCIMPOBaHUS
TIO3BOJIUT OIPEJCIUTh MapaMeTphl CUCTEMBl 00pabOTKH HH(MOpPMAIUN YCKOPUTEIHHOTO KOMILIEKCA
NICA ©Ha sTame TEXHHYECKOTO IPOCKTHUPOBAHUSA. XPaHEHHE HECKOJBKHX CIIEHApPHEB 00paboTKH
UHPOPMAIUK, CTPYKTYp M TApaMeTpPOB CUCTEMBI OOpaOOTKH, MO3BOJIMT CPaBHUBATH Pa3IUYHEIC
TEXHUYECKUE PEIICHUS W BHEIOMpaTh ONTUMAJBHOE B COOTBETCTBHM C KPUTEPUSMHU, KOTOPBIMHU
PYKOBOJICTBYETCS MPOEKTUPOBIIIHIK.
JlanpHeiiee pa3BUTHE CUCTEMbI MOAETUPOBAHS MIPEATIONIATACT:
®  pa3paboOTKy MOIB30BATEILCKOTO UHTEp(DETica,
®  OTIAJKYy 3aIlycKa MMUTAIIHOHHOW MOJICIH B KITUCHT-CEPBEPHON apXUTEKTYPE,
®  pa3paboTky Habopa CIieHapHeB PabOTHI TPUJ CUCTEMEI,
®  BO3MOXKHOCTH J00aBJICHUS TI0IH30BATEIIEM CBOUX CIICHAPUEB U TPUJ] APXUTEKTYP.
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CO3JJAHUE OBJIAYHOH IJAT®OPMbI YPOBHS Tier3
B I'PUA-UHOPACTPYKTYPE 3KCIIEPUMEHTOB HA
LHC JJI1 PASPABOTKHU NPUJIOKEHUI
PAJNOJOKAIIMOHHOI'O KOCMHUYECKOI'O
MOHHUTOPHUHI'A

B.B. Kopenbkos, B.M. Kotos, H.A. Pycakosuu, A.B. SIkoBnes

Obveounennwlii unHcmumym soepHuix ucciedosanutl, 141980, {yona, Poccus

B craThe paccMOTpEHBI TEXHOJOTMYECKHE DPEIICHHWS WHTETPAlM{ MPOTPaMMHOTO OOecTedeHHs
ynaizeHHoro MoHuTopuHra 3xcnepuMeHTa ATLAS LHC u MHCTpyMEHTalbHOTO NMPOrpaMMHOIO
xomiurekca NEST ESA, a taxxe co3manust Ha nx ocHoBe oOnauHoi matdopmsl yposHs Tier 3
obmeil cuctemsl rpua-oopadotku. IlpencTaBiaeHsl pe3ysibTaThl HCCIEIOBAHUN apXUTEKTYpPHl H
aNTOPUTMOB yIPaBIECHUS HHTETPUPOBAHHBIM KOMILIEKCOM. IIpeanaraemsle peleHns: OCHOBaHbI Ha
MPOTPaMMHOM 0OECIIEYEHNH C OTKPHITHIM KOJIOM M OOIINX CTaHAapTaX, BKJIIOYask IPOMEKYTOYHOE
MporpaMMHOE OOecTieueHrne U HHCTPYMEHTaNbHbIE mporpammHbie komiuiekchl NEXT , BEAM,
BEST Esponeiickoro kocmudeckoro areHTcTBa (ESA).

Beengenne

COop, mpenBapuTelbHass 00pabOTKa M aHANM3 JAHHBIX, MOJYYCHHBIX MPH AUCTAHIIMOHHOM
3oHmupoBaHun 3emiu (/[33) ¢ TOMONIBI0O KOCMHYECKHX PaTHOIOKATOPOB C CHHTE3UPOBAHHOM
aneptypoit (PCA), cBsi3aHbl ¢ HaKOIUIEHHEM M 00pa0oTKOM MH(pOpMaIH, 00bEMBI KOTOPOH B COTHU
TBHICSTY pa3 MPEBHIIMIAIOT CPEAHUN YPOBEHD MOTPEOHOCTEH M TOCTUTAIOT ecaTkoB Th B ro.

EBpomneiickoe Kocmuueckoe ArentctBo (European Space Agency (ESA)) maumnas ¢ 90-x
TOJIOB MPOLLIOTO CTOJIETHS MOCTABISACT MOJIB30BATENSAIM JaHHBIE KOCMHUUECKUX allapaToB, HMEIOIIUX
PCA (Envisat, Radarsat, TerraSar, Cosmo-Skymed), u yxe coOpaH OOJBIIONH apXUB pagapHBIX
JaHHBIX [1].

B nacrosmee Bpems u B Poccun B pamkax ®denepanbHOi KOCMUYECKOH MPOrpaMMBbl BelleTCS
pazpaboTka KocMuueckmx — ammapatoB  («Meteop-M  Ne3»,  «ApkoH-2M»),  OCHaIICHHBIX
MHOTO(yHKIIMOHATRHOW PCA C akTHBHOW (ha3MpOBaHHON AHTEHHOM PEMICTKOW, XapaKTEPUCTHKH
KOTOPO¥ COOTBETCTBYIOT XapaKTepruCTHKaM coBpeMeHHBIX PCA [2].

TpaguuuoHHBIE MOAXOABI K pa3paboTKe HHPPacTPyKTypbl U 00pabOTKM TakuXx OOBEMOB
JaHHBIX (MOMYyYMBIIMX Ha3BaHue «bosblme gaHHbBIe») HE TOAATCA, HEOOXOAMMBI HOBBIE TOAXOABI K
00paboTKe W aHAIN3y JAaHHBIX 11 COBpeMeHHBIX PCA, B TOM 4YHCIIe U peaau3aliis HHTEPaKTHBHOTO
B3aUMOJICHCTBUSI B pEXUME YIaJCHHOTO JAOCTyNa IJjisi MHOTOYPOBHEBOH, TeorpaduuecKku
pacnpeniesieHHON BBIYMCIUTENBHON ccTeMe 00pa0OTKH JaHHBIX OOJBIINX 00HEMOB.

AHanornyHas mpobjieMa CTosuTa ¥ B 00JJaCTH SKCIIEPUMEHTATBHON (DPM3UKH BBICOKUX IHEPTHUI
eme B 90-¢ rompl MPONUIOTO CTOJCTHS TPH CO3MaHWHM CHCTEMBI cOopa W 00pabOTKM JaHHBIX
JKcrepuMeHTOB Ha bosbmioMm agponHoM komnanzaepe (BAK) [3]. Ha ceromns He cymiecTByer
TEXHOJIOTMH, 00eCICUMBAOIIECH HEOOXOAMMYI0 (DYHKIMOHAIBHOCTh U A(PGHEKTUBHOCTH 00pabOTKH
TaKHUX MMOTOKOB U 00BbEMOB IKCIIEPUMEHTAIBHBIX TaHHBIX B OJHON cucteme. [loaToMy cuctema cbopa
u o0paborku skcnepumenta ATLAS na BAK Obina pa3zmenena Ha aBa ypoBHs: online - cOop u
npeaBapuTenbHas oopadortka u offline - monanas o6padoTka u ananms [4].

OmeIT pa3pabOTKH M peanu3aIlii CHCTEMBI cOopa M 00pabOTKH JaHHBIX SKCIEPUMEHTOB Ha
BAK MoxeT OBITh HCITONB30BaH MPU CO3IaHWUU CHCTeM 00pabOTKH JaHHBIX B cuctemax /133, u B
YaCTHOCTH Ul JaHHBIX, IIOJIyYCHHBIX C [OMOIIBI0 KOCMHYECKHX PaJHOJIOKATOPOB C
CHUHTE3WPOBAHHOM anepTypoil.
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Konnenmus

CoBpeMeHHast apXUTEKTypa Ha3eMHOMN reorpad@UyecKy pacipeaeeHHON CUCTEMbI 00pabOTKH
maHHbeIXx SAR (Synthetic Aperture Radar), npemmaraemas EBpomneiickiM KOCMHYECKHM areHTCTBOM,
UMEET YPOBEHB MPEIBAPUTEIBHON 00paOOTKH BXOMHBIX JAHHBIX ITEPE]l BHITIOTHEHUEM TIOJTHOTO UK
00paboTku uHPOopManuy ¢ SAR B MakeTHOM pexxXuMeE.

HeoOxomumocTs mepBUYHONW 0OpabOTKH PaJMOIIOKAIIMOHHBIX IaHHBIX B WHTEPAKTUBHOM
pexxuMme ompenensieTcsi O0COOCHHOCThIO (QopMaToB M CTpyKTypoil nanHeix SAR. Kpome Toro,
CTPYKTypa paJapHbIX JaHHBIX MO3BOJISIET IPOBOIUTH 3PPEKTUBHYIO MPEABAPUTEIHLHYIO 00pabOTKy Ha
YpPOBHE TIEPBHYHON OOpaOOTKH pagUOJIOKAIIMOHHBIX H300paKCHHM, OINMEpUpys H300paKeHHUEM B
IIeJI0M Kak 00pa3oM, IJist OBICTPOTO OMO3HAHUS U aHAIN3a O0BEKTOB M MIX XapaKTEPUCTHUK.

PagapHple naHHBIE HMMEIOT LEJBII psAA  OCOOCHHOCTEH: CIOXKHOCTH OOPabOTKH H3-3a
TeOMETPHUECKIX HCKKEHHUH, a TakKe Hempocrtas uHTeprperanus uzoopaxenuit. CocraB QyHKIUH
MIpEeABAPUTEILHON  00pabOTKM  BKJIIOYACT  CIIEMYIONIME BO3MOXKHOCTH OOpaOOTKH  JaHHBIX:
(hoKkycHpOBKa, KOPETUCTpAIUs, YAAJICHUE CIEKI-IIyMOB, W3BJICUCHUE XapaKTEPUCTHK (BKIIFOUas
KOTE€PEHTHOCTD), TCOKOTUPOBAHUE, PATUOMETPHUECKYIO KATHOPOBKY M HOPMAaJIM3alMIO, COCTaBICHUE
MO3aHKH U KJIAaCCH(DUKAIHH.

ESA B okTs16pe 2007 T. 3aKII09MI0 AOTOBOP € KaHaAcKoi pupmoit Array Systems Computing
Ha pa3paboTKy MHCTPYMEHTAIBFHOTO MporpaMMHoOro odecredenus u ¢ 2010 r. moctaBisgeT KOMIUIEKT
nmporpaMmHOro obecredeHuss ¢ OTKPHITBIM ucxomabiM KogoM NEST (Next ESA SAR Toolbox),
BKIIIOYAIONIET0 B ce0s (YHKIMOHAIBHOCTh BCEX NPEABIYIIUX BEPCHH WHCTPYMEHTAIHLHOTO
nporpamMmHoro obecnieuenus (I10) BEST, BEAM u np. [5].

ITo ycmoBusm Texuumdeckoro 3amanuss ESA wunctpymentapuit NEST mnpemHasznadeH mis
MOMOIM B TIOATOTOBKE OJIIEMEHTOB CHCTEMBI 00paboTkm maHHBIX SAR, HO He sBisercs
SAR mporieccopoM MM TOTOBOW cHCTEeMON 00paboTku SAR NaHHBIX B TOJHOM TEXHOJIOTHYECKOM
mukiie. Bmecte ¢ teM, cratyc makera NEST kak mporpamMmbl ¢ OTKPBITBIM HCXOJTHBIM KOJIOM
MO3BOJISIET HCITOJIB30BaTh €ro B COCTaBe OO0JIAYHOW IUIATGOPMBI IS Pa3paOOTKU TMPHUIOKEHUH
PaaroIOKalMOHHOTO KOCMHYecKoro MoHuTopuHra. Kpome toro, Haunsas ¢ 2002 r. B ESA ycnemrHo
peamusyercst mpoekt G-POD (ESA Grid Processing on Demand) [6]. G-POD sBnsercs
BBEIYHCIIUTEIRHON [ pua-uHPpacTpyKTypoH, IpeaHa3HAYCHHON IS pa3paOO0TKH HOBBIX NMPHUIOKEHUH
mo obpabdotku gaHHBIX J[33. G-POD obecrneunBaeT HEOOXOMUMYIO THOKOCTD UISI CO3MIAHUS HOBBIX
MIPUJIOKEHUH 0 00pabOTKE MPOCTPAHCTBEHHBIX JAHHBIX C OBICTPBIM JOCTYIIOM K BBEIYHACITHTEIBHBIM
pecypcam, He0OXOIUMBIM IS pa3paboTku U HHCTpyMeHTaiasHOoMY [10.

Web-nmopran G-POD mnpencraBiseT coboii THOKyI0, O€30macHyro, W paclpeicICHHYIO
mwiatr@opMy, B KOTOPOW TOJIB30BATEIh MOXKET JIETKO YIPaBJIATH CBOMMHU 3ajadyaMu. B Xxoje Bcex
CTaJiu{ OT CO3JAaHUS MPHIIOKEHUH ISl HOBOW 3aJlauyd W JO MyOJHMKaIuK Pe3yabTaToB, Yepe3 CTaauu
BbIOOpa MAHHBIX W MOHHTOPHWHTA BBINIONHEHHA 3a1ad, pa3paboT4uWK (MOJIB30BATENh) HMEET
JIPY’KECTBEHHBIM U MHTYUTUBHO MOHATHBINA HHTEPdEHC.

Apxurextypa G-POD npencrasnena Ha puc. 1.

Request Service Registry & Data Catalogue
Job Status Job Computing Remote
User | <——| Portal | Control Nodes Nodes
Desktop
Results Remote
< Data & Results Data

Puc. 1: Apxutextypa G-POD
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Uneonoruss u apxutektypa G-POD mpeamonaraer HCHOJIb30BaHHUE PECYPCOB JIOKATBHOTO
BBIUMCIIMTEIBHOTO KJIACTEPa, a MPH HEOOXOAMMOCTH HWCIOJIB30BaHHE OOJAYHBIX BBIYMCIUTEIBHBIX
pecypcos.

[Ipuaumas Bo BHUMaHHE CBOOOAHO pacmpocTpansiemoe uHcTpymeHnTtansHoe [0 NEST ESA
JUTst 00pabOTKH PagHuOTIOKAMOHHBIX JAHHBIX KOCMUYECKOT0 MOHUTOPHHTA, a TAK)KE YUUTHIBAS OIBIT U
pe3ynbTaT pa3paboTKU M peau3alui CUCTEMBI cOopa M 00pabOTKH JaHHBIX dKCIIepuMeHTOB Ha BAK,
npezanaraeTcs paspadorats mwiatdopmy yposHs Tier 3 (PaaS&laaS) nns pa3paboTku, TeCTHpOBaHUS, U
NOJ/ICPKKU MPWIOKEHUH M0 00paboTKe AaHHBIX ¢ KOCMHUYECKHX JokaTopoB PCA, peanmsyromeit
MOJTHBIA TEXHOJIOTHYECKUH IIUKI 00pabOTKH pajapHBIX JaHHBIX. B KadecTBe OCHOBHI A pa3paboTKu
mpoToTuna mogooHo PaaS mpemmaraercs ucmonb3oBaTh [10 cuctemsr coopa u 00pabOTKM JaHHBIX
skcnepumenta ATLAS.

B cootBercTBUU ¢ KOoHIenmued «OTKPBHITOH MHHOBAIIMOHHOW JTa00OpaTOpPHU» DKCICPUMEHTA
ATLAS-LAB (ATLAB), Ha pabouem coBemanuu I[EPH-OUSIM «Brainstorming workshop on
applications from ATLAS using EU-funding for R&D-upgrades» B r. dyone 24.10.2010 r. npu
obocyxnennn moxnmana OUAN «Real Time remote access system for ATLAS» Obuto mojuep:kaHo
MIPEIOKCHAE O BO3MOXHOCTH TMpHuKIagHoro wucnoib3oBanus [I0 ATLAS TDAQ B obmactu
KOCMHYECKOI0 MOHUTOPHHTa, MPOBOAMMOro npu noaaepxku ESA coemectHo ¢ LIEPH.

Crpykrypa nporpammuoro obecnieuenust ATLAS TDAQ u cucremsr HLT, a Takxke cTpykTypa
uacrpymenranpbaoro  I[I0  NEST ESA  wucmomb3yer 00BEKTHO-OPUEHTHPOBAHHBIA — TOIIXO]T
MIPOCKTUPOBAHUS B cOOTBETCTBYET cTaHAapTy PSS05 ESA. O6wenunenne NEST 1 cepBHCOB CHCTEMBI
cbopa u 00paboTKH TaHHBIX dKcniepuMeHToB Ha BAK B eaunyro miardopmy, Kak OCHOBY ILIaT(OPMBI
ypoBHs Tier 3, obecrmeunt wmaTerpamuio NEST B o0myro cucremy ['pum-o0paOGoTKM JaHHBIX
skciepuMeHTOB BAK, a 3Ha9uT W BO3MOXKHOCTh OTJIAAKH B TociemnyromeMm u offline pexnma
00pabOTKM  JaHHBIX  KOCMHYECKOTO  MOHHTOPHMHIa B  reorpauyeckd  pachpeneseHHON
BBIYMCIUTENBbHOM crcTeMe I pun-oopadotku ¢ yuactuem ESA u LIEPH.

Crnenyer OTMETHTH, 4TO KpoMme wuHCcTpyMeHTapus NEST, orpaxkaromero crenmuduxy
00paboOTKM pagapHBIX AaHHBIX, Mpeiaraemas mwiatgopma Tier 3 Oyner obecrieunBaTh TaKkKe JOCTYI
K cepBHcaM cOopa u 00pabOTKM AaHHBIX, HE0OXOomuMbIX st GpyHKuoHupoBaHust NEST B coctaBe
CHCTEMBI YIAJICHHOTO JocTyna peansHoro Bpemern (CYJIPB).

Mopenb HHCTPYMEHTATBbHOM MJIaT(OpPMBI

Mopens  MHCTPYMEHTAJIbHOW IIaTGOpMBI MMEET  KJIHMEHT-CEPBEPHYIO  apXUTEKTYpy.
CepBeproe [10 pa3BepHyTO Ha JOKAJIBHOM BHIYHCIUTEIHHOM Kiactepe ypoBHs Tier 3, KOTOpBIi
MHTETPUPOBaH B 0011yt0 cucteMy [ pua-o6paboTku skcriepumentoB Ha BAK.

B kauectBe xsmeHTa mpenmonaraercs wucnons3oBaTh [IO NEST. Jlansbii Bapuant
npeanonaraer coxpanerne [10 NEST B kadecTBe caMOCTOSATEIHLHOTO MPOTPAMMHOTO OOECTICUCHUS,
CIIOCOOHOI0 peaju30BbIBaTh BCE BO3MOXKHOCTH, 3aJIOXKEHHBIE B HEro npu paspabotke. Ilpu stom
I1O NEST nonyduT AOTONHUTEIbHBI HHCTPYMEHTApHH, KOTOPBIA MO3BOJUT MPOBOAUTH 00pabOTKY
SAR nmaHHBIX Ha BEIYHCIUTEIHHOU (hepme.

B xauectBe 6a30BOro spa mpemiaraéMoi CHCTEMbI IPEAIOaracTcs UCIOJIb30BaTh HAOOP
KOMITOHEHTOB 13 CHcteMbl cOopa 1 00pabOTKH AaHHBIX B peabHOM BpeMeHH dkcniepumenta ATLAS
LHC (ATLAS TDAQ Online Software u High Level Trigger), kpome TOro mnpeamonaraercs
pa3paboTaTh HOBbIE KOMIIOHEHTHI, HEOOXOAUMBIE Ul peanu3aluy QpyHKIMOHaIa HHCTPYMEHTAIBHON
wiatpopmbl NEST. KommoHeHTH! AOMKHBI OyOyT HCIONB30BAaTh CYIIECTBYIOLIME BO3MOXKHOCTH
cepBuc-opueHTHpoBaHHON apxutekTypsl TDAQ u High Level Trigger. B xadectBe amropurMosn
o0pabotkn SAR maHHBIX Hcmonb3yiloTcsa omepartopsl u3 maketa Graph Processing Tools (GPF
Operator) 110 NEST, nHeo0xoaumble 1715 TpeABapUTELHON 00paboTKy.

BrruncnuTenbHbIN KilacTep HHTErpupoBaH B [ pua-unppactpykTypy skcnepumentoB Ha BAK,
[O3TOMY IIpeAIojiaraeTcs OOMEH [aHHBIMM U pe3yjibTaTaMHd OOpabOTKH MEXIY JIOKaJbHBIM
XPaHWINILEM JaHHBIX U yIaJeHHBIMU I'pUI-XpaHUIHIIIAMH.

OOm1as MoJens HHCTPYMEHTAIbHOM MIaTGOPMBI IIPEeACTaBICHA HA PUC.2.
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BboiyncnurensHsiii knacrep (Tier 3)

TDAQ Online Software :: High Level Trigger
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Puc. 2: Mopenb HHCTpYMEHTaJIbHOM 111aT(OopMbI

OO0mas apxXUTeKTypa HHCTPYMEHTAJIbHOM I1aTGOpPMBI MPUBEACHA Ha pUC. 3.

” BoiyncnaurenbvHbiii knacrep (Tier 3)
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Puc. 3: ApXuTeKTypa HHCTPYMEHTAIbHOM I1aT(HhOPMBL

Knuenmckoe I10

IO NEST Oyzmer amanTHpOBaHO Ui B3aUMOJICHCTBHS C YAQJCHHOW BBIYUCIUTEIHLHOM
dhepmotii. Kimuenrckoe 1O mo3BONIMT MOJIB30BATENIO COCTABJIATh 3afaHUE Ha YAAJCHHYIO 00paboTKy
SAR nannbIx. J{71s aToro mpeamnonaraercsi pa3paboTath unTepdeiic Ha ocHoBe Graph Builder User
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Interface u3 xommonenta Graph Processing Tools (GPT) NEST. Hcnone3yst nanHselii uaTEpdEic,
MOJIb30BATEINb, B3aUMOJEIHCTBYSI C CEpBEPHON HYACTHIO, MONYYUT BO3MOXKHOCTH 33J]aBaTh MCTOUHHKHU
JIaHHBIX, BBIOMpaTh W3 Habopa amropurmoB NEST anroputmel oOpaOOTKM MaHHBIX, TapaMeTphl,
MOCJIeJ0BATENFHOCTh MIaroB 00padoTku U T.m. [locne yero coctaBieHHOE 3aaHue OyaeT MPUHSTO K
BEITIOJIHCHNWIO Ha ymajneHHod ¢epme. Kpome Ttoro, kmmentckoe I[IO momKHO TpemoCTaBIsATH
MOJTE30BATENI0  BO3MOXKHOCTh ~MOHHTOPHHTA TIPOIIECCOB  yHAJIEHHOW 00paboTku, W, TMpH
HEOO0XOIUMOCTH, BO3MOKHOCTh BMEIINBAThCA B TIpoLiecc 00paboTKH.

Web-nopman

Web-nioptan sBusierca uis  yAaJeHHOTO TIOJB30BATENsl TOYKOM JOCTyma K pecypcam
BBIUMCIUTENRHON (epmbl. Yepe3s web-mopTan mMonb30BaTeNlb B3aUMOJCHCTBYET C OCTaIbHBIMHU
KoMIoHeHTamu cepBepHoro [10, cocraBusier 3amanus, HaOMOAAeT 3a XOAOM 00pabOTKH, MOTydaeT
pesynmbTar 00paboTKM 3amaHusa. Takke Ha web-TiopTayie OCYIISCTBISETCS aBTOpU3ANMS U
ayTeHTU(HUKAIUSA TOIb30BaTeNs. [ 3TOr0 HCMONB3YIOTCS COOTBETCTBYIOIINE CEPBUCHI CHUCTEMBI
cOopa 1 00pabOTKM JaHHBIX dKCIiepuMeHToB Ha BAK.

Cepeuc kouguzypauuu 3aoanusn (Job Config)

Cepsuc Job Config oTBeuaeT 3a cocraBineHue 3a1anus Ha 00padboTky SAR manubx. s sToro
UCIIOJIB3YIOTCSl COOTBETCTBYIOIINE KOMIOHEHTHI W3 mojncucteMbl Config IIO TDAQ ATLAS. ns
KOPPEKTHOTO ONMCaHus 3a1aHusl Ha 00paboTky SAR nannbx ncnons3yercs nousitue TDAQ-partition.

TDAQ-partition — B pamkax TDAQ ATLAS 5T0 moAMHOXXECTBO KOMITOHEHTOB CHCTEMBI
cbopa u o0paboTku maHHbIX (TDAQ-system), BIZieIEHHOE JIsl BHITIOJTHEHHUS ONPENETICHHON 3a1auu
cbopa u obpabotku ganHbIx. TDAQ-partition B BUIE HepapXUIecKOil CTPYKTYPbI COIEPKHUT ONUCAHNE
nonaeTekTopoB ATLAS, NCTOYHHKOB JaHHBIX, allapaTHBIX M MPOTPAMMHBIX PECYPCOB, allTOPUTMOB
00paboTku, mapameTpos u T.11. TDAQ-partition mpeacTaBiseT coOO MONHBIN U 3aKOHYEHHBIA HA0OP
koMroHeHToB TDAQ, monHBIH B TOM CMBICJE, YTO JAaHHOE COYETAHHE KOMIIOHEHTOB MO3BOJISAET
CO3l1aTh CHCTEMY, CIOCOOHYIO IOJIHOLEHHO BBINOJNHATH KOHKPETHYIO 3amady cOopa u o0paboTKH
JAHHBIX.

B pamkax cuctemer o0pabotku SAR gaHHbBIX wHcnonb3yercs noHstHe Kondurypamum
3aJaHus, KOTOpoe B wesoM ToBTOpsieT cTpykTypy TDAQ-partition. B Kondurypamun zaganus
JNOJDKHBI ~ OBITH  OMpENENIEHBl WCTOYHWKH JAaHHBIX, aJIrOPUTMBI  OOpabOTKH, TapameTpshl,
MOCIIEIOBATENIFHOCTD IIAroB O0OpabOTKH W T.I., MPH 3TOM OCYIIECTBISIETCS MpOBEpKa 3aJaHUs Ha
MIOJHOTY ¥ HENPOTUBOPEUNBOCTh. Y AaJICHHBIN T0Ib30BATENb, IPH MOMOIIY KIMEHTCKOTO HHTEepdeiica
cocTaBisieT Tpebyemyro emy Kondurypamuio 3amanns Ha oOpaboTky SAR maHHBIX, B ATO 3aaHue
coxpansercs Ha cepepe B Buae TDAQ-partition. OxHo 3amanme Ha 00paboTky SAR maHHBIX
COOTBETCTBYET OAHOMY partition B Tepmunosiorun TDAQ ATLAS.

Cepeuc ynpasnenus 3adanuem (Job Control)

Cepsuc Job Control oTBedaer 3a BEITIOJHEHWE 3amaHus Ha 006paboTky SAR mamubIxX. s
3TOTO HCITOJIB3YIOTCSI COOTBETCTBYIONINE KOMITOHEHTHI u3 moacuctembl Control 110 TDAQ ATLAS.
Job Control 3anmyckaeT ceanc 00paOOTKM JaHHBIX B COOTBETCTBUH C MoiydeHHBIM 3afganueM (TDAQ-
partition). IIpu 3TOM Kak[10e KOHKPETHOE 3a/JaHNe COOTBETCTBYET oTaenbHOMYy TDAQ-partition.

Kpome storo Job Control ocyImecTBIsSeT B3aMMOICHCTBHE MEXKIY CEPBUCAMH CHCTEMBI
o0pabotkn SAR pmannbiX. B cnywae, ecniu mpu BBIIOTHEHWH ceaHca oOpaboTku TpeOyercs
BMEIIATENLCTBO  MoJb3oBatensi, cepBuc Job Control mnepeaapecoBBIBacT 3ampoc Ha TakKoe
BMEIIIATEILCTBO IIOJE30BATENI0, a IOJIYIMB KOMAaHILI OT Tojik3oBarens, cepBuc Job Control
nepeasipecoBBIBACT X COOTBETCTBYIOIIUM CEPBUCAM.

Mucnemuep

Hucneryep gBnsieTcs KOMIIOHEHTOM, KOTOPBII OTBEYAeT 3a YIIpPAaBJIIEHHE BCEMH 3aJaHHUSIMHU
(partition) B menoMm. st cuctemsl 00paboTkn SAR maHHBIX mpenmonaraercss HaIW4Yhe OONBIIOTO
KOJINYECTBA TMOJb30BATENCH, MPH 3TOM KaXIbl II0JIb30BaTEIb MOXET ONEPUPOBATH OOJIBIIUM
KOJIMYECTBOM 3afaHuil (partition). I cooTBeTcTBEHHO, TpeOyeTCss MEXaHU3M IS YIPABICHHUS TaKHM
konmaectBoM 3amanuii. Cepsuc Job Control, co3maHHBIN B COOTBETCTBHHU C apXUTEKTYPOU CEPBHUCOB
noacuctembl Control TDAQ, oTBeuaeT 3a BBITIOJIHEHHUE OJJHOTO KOHKPETHOTO 3ajaHus (partition).
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Kaxnoe BHOBb co3fmaBaeMoe 3ajaHue peructpupyercs B Jucnerdepe u cTaBUTCSA B ouepenb
3amanuii. UmMeHHO depe3 ouepenp Jucrnerdyepa mob30BaTeNb MOMyYaeT JOCTYI K CBOMM 3aJaHUSIM U
MMEEeT BO3MOXKHOCTh WMH OIEPHPOBATh - pedakTHpoBaTh KoHQUrypamuio 3amaHusi, 3amycKaTh
3aJaHie Ha BBINIOJHEHHE M OCTAaHABIMBATh ceaHc oOpaboTku. CocTosiHME 3aJaHHs B OYepenu, Ha
Pa3HBIX CTAIUSIX BBIIOJHEHUS OTPAKAETCS B CTATYCHOM PETHUCTPE.

Anzopummesl o6padbomku oanHnvlx (onepamopot)

B xauectBe anroputMoB 00pabGoTkn SAR MaHHBIX UCTHONB3YHOTCS OMNEPATOPHI M3 TaKeTa
Graph Processing Tools (GPF Operator) [10 NEST. Hdns Toro uro6s! onepatopsl NEST xoppekTHO
pabortamu ¢ cepsucamu TDAQ ATLAS, oHM MOIDKHBI OBITH NPEACTABICHBI B BHIE MPOTPAMMHBIX
pecypcoB (SW resource) TDAQ. [ns storo kaxneii GPF Operator Heo6xomumMo o0epHYTH B
nporpaMMHyto 000mo4ky. B aTom cityuae cepsuckl TDAQ OyayT BRI3BIBaThH CTaHIAPTHBIE ONIEPATOPHI
B pamkax TDAQ-partition — B Tepmunonorun TDAQ - Process Tasks (PT), a dakruueckn Oymyt
BBITIOJTHATHCS oniepaTopsl u3 makera GPF NEST.

3akiouenne

[Ipennmaraemass KoHUEMIMS oOOecTeYMBAeT MPUMEHEHHE COBPEMEHHBIX METOIOB IMpH
pa3paboTKke  TMPHIOKEHWUH U1 CEPBHC-OPHEHTHPOBAHHBIX  apXUTEKTYP  paclpeAeieHHBIX
BBIYMCIUTEIBHBIX CHCTEM U IPENOCTABISIECT BO3MOKHOCTh MHTETPAllMM MPWIOKEHUH B yKe
cymectBytonue U T-cucrempl. Pa3pabarpiBaemast cuctemMa MpeACcTaBIsSeT YHUKAIbHBIE BO3MOXHOCTH
10 WCIOIB30BaHUI0 €€ Kak mporpaMMmHyio Iiatdopmy Tier 3 i pa3pabOTKH  CHUCTEMBI
MOJEIIMPOBAHUS B pealbHBIX YCIOBHAX PaOOTHl BBHIYHUCIUTEIBHOTO KOMIUIEKCA B paclpelnenéHHOMN
rpun-cpene. [IpHHIHMIIMANEHO HOBBIM B TaKOM IIOAXOJIE SIBISIETCS HMCIONB30BaHHWE B IIpOIEcce
MOJICJIMPOBAHHS PEAbHBIX HHTEP(EHCOB W CEPBHUCOB ISl B3aUMOJCHCTBHS C MOIEITHPYEMBIMHU
pecypcamu, M 3TO O3HA4YaeT, YTO Pa3pabOTYMKH pPacCHpeAcIEHHOW CHUCTEMBbI OOpabOTKH JaHHBIX
MOJY4aloT BO3MOKHOCTh MHTETPALMK pa3padaThiBaeMbIX UMH MPUIOKEHUH B PEealbHYI0 IPUA-CPERY
0e3 He0OX0IMMOCTH BHECEHHS N3MEHEHHH cpa3y B MCXOAHBIN KOJI.

VYcnenrHoe BHINOJIHEHHE NAHHON paboThl ObUIO OBl HEBO3MOXHO 0€3 MOAJEPKKH W MOMOLIH:
Livio Mapelli CERN Serguei Kolos, CERN, Petersburg Nuclear Physics Institute (PNPI); Igor
Soloviev, CERN, Petersburg Nuclear Physics Institute (PNPI), u corpynmaukoB ATLAS DAQ Group
CERN Physics Department.
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MNOUCK PEIIEHUS BAPUALIMOHHOM 3AJIAUU
B BUAE MUHUMAJIBHOI'O IIYTU HA T'PA®E

J.T. Jlorapes

HUncmumym cucmemnozo ananuza PAH, Mockea, Poccus
dimlot@mail.ru

3amada 0 MPOKIIAJKe KOMMYHHKAIIUH — METHBIX HITU ONTOBOJIOKOHHBIX KaOeleH, KOTOphIe He-
00XOAUMBI JJI1 COCAWHCHHS JOKAIBHBIX, PETHOHANBHBIX M JPYTUX KOMITBIOTCPHBIX CETCH, pac-
CMaTpHUBAETCS KaK BapHaIllMOHHAas 3afada. J{Jis pemenns 3a1aun CTposATCS MOJETH — MOJIeNTb y4a-
CTKa TEPPUTOPHUH, HA KOTOPOM CTPOHUTCS KOMMYHHUKAIIHS, MOAETHh TPACHl KOMMYHHUKAIIIH, MOJIEIb
camoif 3amaun. Moenbio TeppUTOpUH SABIsIETCS NU(POBas MOAETh MECTHOCTH, KOTOpas MMeeT
BUJ CIIENUANBHOTO Tpada, MOIETBIO TPACCHI SBISIETCS MyTh HA rpade, MOIENBIO 331a4i — BapHa-
IIMOHHAS 3a/1a4a, KOTopas CBEeJIeHa K 3aa4e 0 KpaTJaiiieM MyTH Ha rpade.

1. BBenenune

PaccmatpuBaetcst cnenyromias 3agada. Ha HEKOTOpOM ydacTKe 3€MHOW TEPPUTOPUU 3aJIaHO
MOJIOKEHHUE JIBYX ITYHKTOB. B 07JHOM pa3sMelieH MCTOYHHK IOTOKA, B APYTOM — CTOK (ITOTPEOUTEIND).
IToTox MOXeT OBITh MaTEPHABHBIN, SJHEPTCTHUSCKUA WM HHPOpMAMOHHEIA. Heobxoaumo moctpo-
UTh KOMMYHUKAIIHIO, 110 KOTOPOH MOTEYET MOTOK. B 3aBHCHMOCTH OT BHJa MOTOKA KOMMYHHUKAIUSI
MOXXET OBITh aBTOMOOWIILHOM TOPOTOH, TPYOOIIPOBOIOM, JTUHHUEH dJICKTpOIIepeaadn WITH BOJIOKOHHO-
ontuueckoit muauei ces3u (BOJIC), u 1.1, Mer Oyaem mosarats, 9to 3to BOJIC. B aT0it koMMyHIKa-
I[UY 3aTPaThl HA TPAHCIIOPTUPOBKY MOTOKA Majbl 0 CPABHEHUIO C 3aTPaTaMU Ha €€ CTPOUTEILCTBO U
UMU MOXKHO TpeHeOpeub. CTPOUTEIHCTBO KOMMYHHKAIIUNA — MPOIECC JAOPOTOCTOSIIMA. TeppuTopust
HEOJHOPOHA OTHOCUTENIBHO yNIEIBHBIX CTPOUTEIBHBIX 3aTPaT, U CTOMMOCTh CTPOUTEIHCTBA 3aBHCHT
OT KOH(UTYpanuu KOMMYyHUKanuu. [1o3ToMy 3a/1a4a COCTOUT B OTBICKAHUU TPacChl KOMMYHHUKAIIWY,
T.C. TOW JIMHUM, BAOJHh KOTOPOW pa3MeliaeTcs KOMMYyHHKaIus. Tpacca JODKHA OBITH TaKOW, YTO
CTOMMOCTH CTPOUTEIHLCTBA COOTBETCTBYIONMIECH KOMMYHHKAIINA MUHAMAJIHHA.

3eMHasT TEPPUTOPHUS OTIMUYACTCS CYIIECCTBEHHON HEOMHOPOTHOCTHIO - Jieca, 00JI0Ta, TOPHI,
CEJIbCKOXO3SMCTBEHHBIC YTOMbs, KUJIbIE U XO3SIMCTBEHHBIE TOCTPOiKK. Kak bl U3 31eMeHTOB Takoi
HEOJHOPOTHOCTH OIPEIEIIIET CBOH YCIOBHS M CTOMMOCTD ITPOKITAIKH.

YT0OBI OIIpeneauTh ONTUMAIBHOE (B TOM WJIM CMBICIIE) pa3MeIeHue KOMMYHHUKAIMH Ha TEp-
PUTOPHH, HYKHO TIOCTPOUTH MOJIENb y4acTKa TEPPUTOPHH, MOCIThL KOMMYHHKAIIMH, TIOCTABUTh U Pe-
IIUTH 33]]a4y pa3MEIICHHUS Ha 3TUX MOJICTIX.

2. IlocTaHoBKA 331241

Mopnenp yd4acTka TEPPUTOPUU TPEJCTABIsACT co0oi obmacth () HAa KOOPAMHATHOM
mwiockoctr (XOy). Mexay reorpadudecKUME KOOPAMHATAMH y4YacTKa MECTHOCTH W KOOpAMHATAMHU
cuctemsl (xOy) yCcTaHOBIIEHO B3aWMHO OJTHO3HA4YHOE COOTBeTCcTBHE. B 00mactu Q 3a7aHbl TOUKH, CO-
OTBETCTBYIOIIHE Pa3MEIICHHIO UCTOYHHUKA, CTOKA U (PYHKIUS YACIBHBIX CTPOUTEIBHBIX 3aTpaT f(X,y).
Ota (QyHKIMS OTpaKaeT 3HAUYCHUS YJICIBHBIX 3aTpaT Ha CTPOUTEIHCTBO KOMMYHHUKAIIUN B TOYKAX Tep-
puUTOpUH. Y ACIBbHBIE CTPOUTEIBHBIC 3aTPAThl B TOYKE TEPPUTOPHH — ITO 3aTPATHl HA CTPOUTEIHCTBO
OTpe3Ka KOMMYHUKAIIUN €IUHUYHON TMHBI B OKPECTHOCTHU 3TOM TOUKH. TeppuTopusi Ha y4yacTKe MO-
JKET OBITH OJTHOPOHOMN (ecTTM (PYHKIHUS YICIBHBIX CTPOUTEIBHBIX 3aTpaT SBISACTCS KOHCTAHTOM) WIN
HEOJITHOPOJIHOM (€CITM €€ 3HAUYCHHE MEHAETCS] OT TOYKH K TOUKE).

Mopenbo KOMMYHHUKAIIAN SBISIETCSI KPUBast, COSAMHSIONAs B 001acTh O Ty Hapy TOYEK ¢ KO-
opauHATaMu (X;, y;), (X2, y2), KOTOPBIE SBISIOTCS 00pa3amMu 00bEKTOB, COSIUHSIEMBIX HA TEPPUTOPHH.

3agada COCTOUT B OTHICKAHWW Ha IUIOCKOCTH KPHBOM, KOTOPOH COOTBETCTBYET MHUHUMAJIHLHOE
3HAYCHUE KPUTEPHS ONTHUMAIBHOCTH. 3a KPUTECPUH ONTUMAIBHOCTH MPUHUMAETCS CyMMa 3aTpaT Ha
CTPOUTEIBCTBO BCEH KOMMYHUKAIIUU NPOTSKEHHOCTHIO OT OJTHOTO ITyHKTA 10 APYTOTO.
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Ecnu ynensHBIE CTpOUTENBHBIE 3aTPaThl MOXKHO TPEICTaBUTh HEKOTOpor (yHKuuei f{x,y), To
3a7ady O pa3MeIleHHH KOMMYHHUKAIUU MOXHO ¢(OPMYJIHPOBATh B BU/I€ BAPHAIIMOHHON 3a/1auul.

Tyl = [ fOnyW1+y7dx, (1)

yx) =y, yx,)=y,, ()
f(xy)=20. (3)

Oty 3a1a4y MOXHO PELIMTh aHAIUTUYECKH TOJIBKO B MCKIIIOUUTENBHBIX ciydasx [1], xorzma
¢bynkuus f{x,y) “mocrarouno xopomas’. IIpumepomM Takoi xopouiel GyHKIUH SIBISETCS KOHCTAHTA,
f(x,y) = const. B HekoTOpBIX ciydasix QYHKIMS f(X,y) ABISIETCS KYyCOUHO-ITOCTOSHHOU. TeppuTOpHIo
XOJIMUCTOTO y4acTKa MOXHO ONMCAaTh CYMMOH (DYHKIIMH, MOXOOHBIX (PYHKLUH paclpeleneHus Bepo-
saTHocTel ["aycca

L _ 2 _ 2
f(x,y)=cy+ > c,exp D N CRllD) : “)

i=1 o o

xi yi

XOJIIMHCTYIO TEPPUTOPHIO MOXKHO TaK)K€ MPEACTaBUTh B BHJE MPSMBIX KPYTOBBIX KOHYCOB,
paanychl OCHOBAHUH KOTOPBIX paBHBI R;, a MPOEKIMH BEPIIMH JIEXKAT B TOUKAX C KOOPAMHATAMH

(a[,bl. ) B sTom cirydae GyHKIMS yAETBEHBIX CTPOUTENBHBIX 3aTPaT UMEET BUJ]

C(x7y):C0+ZL:%[Ri_((x_ai)2+(y_bi)2)1/2]' o)

i

HecmoTps Ha kaxyryrocs mpoctoTy ¢yHKiui (4) u (5), 3amaay (1) — (3) He ymaercs pemuTh
AHAJTUTUYECKU 7151 QYHKIMK YAETbHBIX CTPOUTEBHBIX 3aTpat Buaa (4) unu (5).

UroObl HAMTH aHANIUTHYECKOE BBIPAKCHUE IS TPACChl HYXKHO PEIINTh BapHallMOHHYIO 3a/a-
4y, Hanpumep, (5). st 3Toro Hy)XKHO MOCTYMUTH CTaHAAPTHBIM O0pPa3oM — ISl MOJBIHTETPATHHOTO
BEIpaKCeHHS B (5) HamucaTh ypaBHEHHE Jiiepa u pemuTh muddepeHnnaasHoe ypaBHEHHE BTOPOTO
nopsiaka. OHaKo, Kak npaBuio, JuddepeHuuansHple ypaBHEHHS BTOPOTO NOPSIIKa HHTETPUPYIOTCS B
KOHEYHOM BHJIE JIMIIb B MCKIIOYUTENBHBIX CIy4asx. B mpocTeifmem ciaydae ogHOTO MPSIMOTO KPYToO-
BOTO KOHYCa, PacIlOJIOKEHHOTO B HadaJie KOOPJIMHAT, ypaBHEHHE Dijiepa UMeeT BU

c 2 2\ 1/2 y" c \
[C<)+61'R_ll(x +y7) :|1+y,2 -Rl(xz-il-yz)”z (xy'-y)=0.

Haiitn amanmuTHdeckoe pemeHne TOr0 YpaBHEHHS HE YIASTCS U IS PEIICHUS 3a0a9H IPUX0-
JIUTCSL IPUMEHATD YUCIICHHBIE METO/IbI. XOPOILIO U3BECTHBI MeToA Jitnepa, meton Purua, meton Kan-
TOPOBHYA.

3. UncJieHHBII cOCco0 peneHust
[IpennaraeMblii YHCICHHBIN CIIOCOO PENICHUS JAHHOW 3a/ladyd, OTIUYHBIA OT YKa3aHHBIX, CO-
CTOWT, TIO CYIIECTBY, B Ilepebope KPHUBBIX Y(X), KOTOpble B oOmact () TIPOXOIAT UYepe3 TOUYKH

(x,,¥,), (x,,y,), 1 B BBIOOpE U3 HUX TOIl KPHBOH, KOTOPOH COOTBETCTBYIOT MIUHHMAJBHbBIE CTPOHU-

TEJbHBIC 3aTPATHI.

KpuBas y(x) umetcst B Buae nomanoit. [l 3Toro Ha o0nacte ( HaKIaJbIBAeTCS KBaJpaTHAS
CEeTKa, Ha CETKE CTPOUTCS CIEIMANbHBIN Tpad, U ToMaHas UIIETCs B BUJIE IIyTH Ha 3TOM rpade.

Cxema Bcelt 310l mporeayps! ciemytomas. Ob6macts Q ¢ 3agaHHON B Hell (pyHKIHMEH f(x,y)
mpeJcTaBiIseTcs: B Buje 1udpoBoit Mmonenu mectHoct (IIMM) [2]. [IMM B 0OIICTIPUHITOM CMBICTIE
0OBIYHO OIUCHIBACT peiibed), MHKEHEPHO-TEOJIOTUIECKHIE, TEXHUKO-3KOHOMHYECKUE U APYTUE MOoKa3a-
Tenu TeppuTopur. B Hairedt 3agaue IIMM otpaskaeT ToNbKO QYHKIHIO f{X, V).

Crpoutcst IMM crnenyronmm o6pazom.

Ha o6macte Q HaknaasiBaeTcs kBaapaTHas cetka (J mara i > (0 ¢ MHOKECTBOM TOPU30HTANICH

I, = {ili= 1,2,...,ng}n mHokecTBoM Beptukaneid [, ={jl| j=12,...,n, }. Y316l cetku cocTaBisior
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MHOXECTBO V = {v[j |i=1,2,...,ng,j =12,..n} n X;,Y; - KOOpHMHATH y3na vy € V, x; =hj,

y;=hi. KaxxnoMy y311y ceTku v; € V IOCTaBIE€HO B COOTBETCTBHE UHCIO f(V;}), pABHOE 3HAYCHHIO (PyHK-
1 f(x,y) B Tol Touke obmactu Q, B KOTOPOH HAXOAMUTCS ATOT y3ei. OTKPHITYIO MPSMOYTOJIEHYIO OK-
PECTHOCTH y31a V;; € V, KOTOpasi COCTOUT M3 TOUYeK (X,y) € O, yNOBIETBOPAIOIIUX YCIOBHIO [x - x; <
hi2, |y - y;l < h/2 Ha3bIBaIOT h-OKPECTHOCTHIO y311a (pHuc.1).

Bmecto ¢ynkumun f(x,y) B obmactu () paccMaTpuBaeTCsi KyCOYHO-TIOCTOSIHHAs (DYyHKIHMS
f(x,y), UMerolas 3HaYCHHUE f(vi)) Bo Bcell h-okpecTHOCTH Kaxzaoro ysna v; € V. Crpourcs rpad

H(V, E(Z)), y KOTOPOro MHOKECTBO Y3II0B COCTABJIAIOT y3ibl ceTku (J, a MHOXkeCTBO pebep E(Z) 3a-

BHCHT OT Lienounciennoro napamerpa Z, 0 <Z <max{n ,n,}, u onpenensercs ciueyromum npasH-

v
JIOM, 3aJIa0IUM CMEXHOCTb Y3JI0B. MHOXECTBO Y3710B S, CMEXKHBIX C y31I0M v; € V, onpezaensercs
CIIETYFOIIUM 00Pa3oM:

SWij) = {Vis j+i: Visk, jui€ V,0S Ikl < Z, 0< |1 IS Z, k w1 | 63aumno npocmuie}.

Yucno Z onpenenser J0KalbHYIO CTENEHb y371a v;. B Tabi. 1 nmokasaHa nokanbHas creneHb P
y31a rpada H(V, E(Z)) npu paznuunbix Z. Ha puc.1 noka3sans! y3isl rpada, CMEXHbIE C Y3JIOM V; TIpH
3HaueHUn Z = 4, u pedpa rpada, CBA3BIBAIOIINE CMEKHBIC Y3IIbI. J[JIs1 HEKOTOPBIX Y3JI0B MOKa3aHBI /i-
OKpEeCTHOCTU. Pa3HbIe 1[BETa COOTBETCTBYIOT CBOMM 3HAUCHUAM (PyHKIUU f(X, V).

Tabnuma 1
Z 1 2 3 4 5 6 7 8 9 10 11
P 8 16 32 48 80 96 144 176 224 256 336

Puc.1: MHOXeCTBO Y3I10B, CMEKHBIX C y3JIOM V;j

Pebpo (vjVisx, j+1 ) € E, coenunss B obnactu Q y3ubl v; € V U vy ju € V, nepecekaer h-
OKPECTHOCTH HECKOJbKUX y3710B Vv, -, n=1,2,..,N . Ecin @, . - uiuHa TOro orpeska pebpa, ko-
n'/n n>’n

TOPBIH JIEXKUT B OKPECTHOCTH Y3114, TO BEC C((Vij, Visk, j+1)) PEOPA (Vij, Visk j+1) € E €CTB

f, ;)

c((Vij Visk, j#1)) = zain,/‘
n=l

Perenue 3amaun uieTcs B BUAe MUHUMaabHOro myTH Ha rpade H(V, E(Z)). IlyTts uiercs mo
anroputmy [elikcrpa [3] ¢ HekoTOpoil aganTanuel k JaHHOU 3anaue. OCHOBHBIM 3JIEMEHTOM aJiarnTa-
WU SBIISETCS TO, YTO MPU3HAKOM BPEMEHHOHN IMOMETKH IS y3Ja SIBJIIICTCS HE MPOCTO KaKoe-Trbo
YHUCII0, @ HOMEP, MO KOTOPBIM JTOT y3eJ 3alicaH B CIUCKE BPEMEHHO IMTOMEUYCHHBIX Y3JIOB. ITO HC-
KJIFOYAEeT MOUCK MPU CPAaBHEHUU CTOMMOCTHBIX YacTed CTapod W HOBOM MOMETOK y3Jia, W TMOBBIIIAET
OBICTPOACHCTBUE ANTOPUTMA.

n
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4. Pe3yabTaThl pelieHust

AJIrOpHTM yCIIeIHO paGoTaeT Ha rpade ¢ YnucioM y3i1oB 256° = 65536 u umcioM pebep 256
= 16777216 (npu Z = 10).

HaiineHsl oLleHKH TOYHOCTH aaroputma. Jjist OleHKH paccMaTpUBaeTCsl OHOPOJHBIN YyI9acTOK
TeppuTopuu. s Takoro yyactka f(x,y) = const, 1 penieHHeM BapualmoHHou 3agauu (1) — (3) saBnd-

CTCA Hp}IMOJ'II/IHCf/’IHI:If/i OTPE30K. I[J'IH HpHMOHHHCﬁHOFO OTpC3Ka INJINHBI dO , JJIMHA dl AMIMpOKCUMMU-

pyrowero myTtu Ha rpade H(V,E(Z)), ectb d| < dob‘l , @ paccTosiHUE ¢, OT TOYCK ITyTH JI0 OTPE3Ka eCTh

dZSdOJ,r;[edl=\/(«/1+22—Z)2+1, 0, = 1+2*-Z7.

[IpeBbrmenrne D mwHBI TyTH HAJ JVIMHOM OTpe3ka B % TMOKa3aHOo B TabuIle 2.

Tabauma 2

Z|1 |2 |3 |4 5 6 7 8 9 10
D|82|27]13]0.75]0.49|0.34|0.25|0.19 | 0.15 | 0.12

Anroput™m JlelikcTpa, aganTHpOBaHHBINA K 3ajade, HamucaH Ha s3bike Delphy. IlocpemcTBom
3TOrO aNropuTMa B cpejie mporpammupoBanus Delphi 7 pemieHO HECKOIBKO 3ajadv: 3ajgada MOMCKa
Tpacchl KOMMYHUKAIIMY HA XOJIMUCTOW TEPPUTOPHUH; 3a/1aya MOCTPOSHUS TPacChl HA PaBHUHHOM yda-
CTKE, Ha KOTOPOM pa3MeIIeH 00BeKT IMINHAPHIecKoi GopMBI; 3amada o Opaxuctoxpone. [Iporpamma
Hanucana ctyaeHToM M®OTU IllabanoBeiM A.

a b c
Puc. 2. Tpu Buga Tpacc: a — Ha XOJIMHUCTOH TEPPUTOPUH, b — HA paBHUHHOM Y4acTKe C 3a-
MPETHOM KPYTroBOi 00J1aCThIO, C — OPaXUCTOXPOHA

3aki0ueHue

3amaya o MPOKJIaJAKe KOMMYHHKAIIMA Ha MECTHOCTH TPECTaBlieHa KaK BapHaIlMOHHAs 3a/1a4a.
PazpaboTan npsmMoii YUCICHHBIA METOM €€ MPUOIIKEHHOTO PEIICHUs, OCHOBAaHHBIM Ha METOJaX TEO-
puu rpacdoB. OCHOBHAS Hjes METOJ]a COCTOHUT B TOM, YTO BHaYalle HEMPEPBIBHAS MOJCIh TEPPUTOPHH
npeoOpaszyercs B MUPPOBYIO MOJIEIb MECTHOCTH, KOTOpasl 3aTeM NpeoOpa3yercss B CIeNUATbHBIN
rpad. IlyTh MUHIMaTBEHONW CTOMMOCTH, CBSI3BIBAIOIINI MApy 3aJaHHBIX y37I0B rpada, IpUHUMAETCS 3a
pelieHrne paccMaTpuBaeMol 3aaadu. [ mpakTHYECKOro MPUMEHEHUST METO/1a HEOOXOIUMO CTPOUTH
U POBYIO MOJIEIIb MECTHOCTH JISI TOTO YYACTKa TEPPUTOPUH, HA KOTOPOM CTPOSITCS KOMMYHUKAITUH.

Jluteparypa
[1] Onbcronen JI. duddepenuuansaple ypaBHEHHS W BapHalMOHHOE HCYHCICHUE —
YPCC 3. Mockga, 1998.
[2] Jlorapes JI.T. lludpoBast Mojesib MECTHOCTH IS 3a/1a4H pa3MEIICHUs KOMMYHUKAIUM //

AnT 1999. Ne 12. C.41-49.
[3] Heiikctpa O. Juciunnuza nporpaMMmupoBanus. — M.: Mup, 1978.
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3OPEKTUBHBIA METO/ IJIAHUPOBAHUSI
PECYPCOB B I''ETEPOI'EHHbBIX PACIIPEAEJIEHHBIX
CUCTEMAX N EI'O PEAJIM3ALIMA B MAUI

C.B. Munyxun', C.B. Bapannux’, C.B. 3naxyp', P.1. 3y6arox’
! Xapwrosckuii nayuonansublii sxonomuueckuii ynusepcumem, np. Jenuna. 9-a, Xapvros, Ypauna
? Hnemumym cyunmumnayuonnvix mamepuanos HAH Ykpaunwi, np. Jlenuna, 60, Xapvros, Yrpauna
’ HTK «Hncmumym monoxpucmannoe» HAH Vrpaunst, np. Jlenuna, 60, Xapvkos, Yrpauna

Beenenue

[11aHUPOBIIUKKA COBPEMEHHBIX T'ETEPOTEHHBIX pacrpeneneHHbix cucteM (I'punp-cucrem)
SBIIIIOTCS  KJIFOUYEBBIMM  KOMIIOHEHTAMH B HX CJIOXHOH HWH(OPMAIMOHHO-KOMMYHUKAIIMOHHOMN
aApXUTEKType. APXUTEKTypa dTHX CHCTEM M POJIb IUIAHUPOBIIUKOB (OPOKEPOB) PECYPCOB TOCTATOYHO
moaApoOHO paccMoTpeHa B paborax [1-3]. B Hactosimmee BpeMs MpoOieMoil SBISETCS BHEIOOP
MOJUTUKU, METOJa W aJIrOpUTMOB IUIAHUPOBAHUS, KOTOPBIA oOecredunBan OBl  BBICOKYHO
3¢ ()eKTUBHOCTh ITUTAHUPOBAaHUS B YCJIOBHAX HW3MEHEHHWS XapaKTePUCTHK TIOCTYMAIONUX B
pacripeneneHHyl0 CHUCTeMY 3aJaHHil, W3MEHEHHS KOJWYEeCTBA W TPOM3BOAUTEILHOCTH PECYPCOB.
Hcrnonk3yemMble B COBPEMEHHBIX IUIAHUPOBIIMKAX aTOPUTMBI HE OOECIEUMBAIOT JIOCTATOYHYIO
3¢ (HEeKTUBHOCTH TTAHUPOBaHUS (HEOOXOUMYIO TTPOU3BOAUTEIBHOCTh (DYHKITMOHUPOBAHUSI CHCTEMBI)
B cioyyae  BBICOKOM  HMHTEHCHMBHOCTHM  MOCTYMAOIIMX  33JaHUA W JTUHAMHYECKOTO
OTKJIFOUEHUS/TIOIKITIOYCHUS. PECYPCOB, YTO TPUBOIUT K 3ala3/bIBAHUI0 BBITOJHEHUS 3a/IaHUH,
MIPOCTOIO PECYPCOB U, KaK CIEACTBHE, NX HeI(D(DEKTUBHOMY UCTIOIB30BAHHUIO.

enpto manHOW pabOTHI SBISETCS MOJCIHPOBAHUE W CPABHUTCIBHBINM aHAIHM3 pPabOTHI
ruranrpoBrKkoB FCFS u mpemaraeMoro sBpUCTUYECKOTO alTOPHTMA MUHUMAIIBHOTO TIOKphITHS MC
(minimal cover) s IJaHMPOBAHHMS PECYpPCOB B TETEPOTEHHOW paclpeAeNieHHONM CHCTEME IpH
W3MCHEHUM XapaKTEPHCTUK TIOTOKA TMOCTYHAIOIIUX 33aJaHUil — WHTCHCHBHOCTH U CJIOXHOCTH
(workloads) — u peamm3arus MC B mianuposnuke MAUL

OCHOBHBIMH 33JTa4aMH UCCIICAOBAHUS SBISIFOTCS CIICTyOIINE:

1. IIpoananu3upoBaTh BIUSHHUE MHTEHCHUBHOCTH TOCTYMAIONIMX B CHUCTEMY 3aJlaHUi Ha
pe3ynmbTaThl  pabOTHl  TUIAHUPOBIIMKA PECYpPCOB CHCTEMBI TPH  HCIIOIB30BAHUH
anroputmoB FCFS u MC.

2. Ilpoananu3upoBaTh BIUSHUE YPOBHS CIOXHOCTH (TPYJAOEMKOCTH) TOCTYIAIOIUX B
CUCTEMYy 3aJaHWil Ha pe3ynbTaThl PabOTHl IIAHMPOBIIHMKA PECYPCOB CHCTEMBI TpHU
ncronp3oBanuu anroput™MoB FCFS u MC.

3. OreHUTh BIUSHUEC HM3MCHEHUS KOJIMYECTBA BBIYMCIUTEIBHBIX PECypCOB Ha paboTy
TUTAHUPOBIIUKA TIPU UCTIOIH30BAHUN PA3HBIX aJrOPUTMOB TUTAHUPOBAHUS.

4. ApanthpoBaTh MpeJIaraeMblii 3BPUCTHYECKUN AITOPUTM IS €ro TMOJKIIOYEeHHS B
m1anupoBuk MAUL

[Ipouenypa mnaHWpOBaHMS 3arpy3KH PECypcoB pa3paboTaHa C y4eTOM palOThl MeXaHH3Ma
Workload Management System (WMS), a uMmeHHo, cimy0bl pacmpeneneHus pecypcoB (Resource
Broker, RB). OcHoBHo#l 3amadueiit WMS sBIseTCS MOMCK ONTHUMAIBHOTO pecypca IS BHITIOJHEHUS
KOHKPETHOTO 33JIaHVsl HA OCHOBaHWHM OINUCaHUs 3a7aHus Ha s3pike JDL u nH(bopMaImu o TOCTYITHBIX
Ha MOMEHT IUIaHUPOBAHUA pecypcax. Hamndre cooTBETCTBYIOMNX PECYpPCOB ISl 3aJaHUS 3aBUCUT HE
TOIIBKO OT COCTOSIHHSI PECypcoB, HO M OT TIOJUTHKH WX HCIIONB30BAHUSA, KOTOPOH CIEAYIOT
aJMUHHACTPATOPHl pecypca WIW aJMUHHUCTPATOPHl BUPTyabHOW oOpraHu3anuu. B mpesiaraemoit
Mpoleaype MIaHUPOBAHUS UCIOJIb3yeTCd MakeTHbIN pexkum (batch mode): ocymiecTBisIeTCs TAaKETHOE
ruranipoBanue 3amanuii (bag of tasks, BoT) Ha mocTymHBIE pecypchl; MpW 3TOM 3agaHUS MOTYT
HAXOJWTHCS B IUIAHUPOBINUKE (TTAKEeTe 3aJaHMii Ha Pecypc) 0 TeX Mop, MOKa KaKoW-In0o pecypc He
CTaHOBUTCS JIOCTYITHBIM, TIOCJI€ Y€r0 Ha OCBOOOAMBIIEHCS PeCypc HANpaBISIeTCs CIUIAHUPOBAHHOE Ha
Hero 3ajmanue. Cleayer OTMETHUTh, YTO CIIYKOBI, BBITONHSIONINE MOHUTOPHHT 3a/laHui, TIepe3aIrycK
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3aZ[aHPII>i, MOHUTOPUHI COCTOSIHHA PECYpPCOB pPCAJIM30BAHBI B caMOil CHCTEME U HE SBIISIOTCS
KOMITIOHCHTAMH IJIAaHUPOBIIUKA.

MeTton 1 MojieJIb TUIAHMPOBAHUS PECYPCOB

Oco0eHHOCTHIO TIpeIaraeéMoil MPOoLeAyPHl TUIAHUPOBAHUS SBIISETCS HATUYWE MyJa 3aJaHuil U
MakeTa 33JaHdil I KaXJI0T0 pecypca, IMEIONNX onpeaeNeHHble pa3Mepsl. [lyn npeacrasnseT coboit
CTEK JJIs BPEMEHHOTO XpaHEHUS W OOpaOOTKH MOCTYMAIOIUX B CHCTEMY 3aJaHWil TI00aNTbHOMN
ouepenu. Pasmep myma onpenensercs B 3aBUCUMOCTH OT MaKCHMaJlbHOH WHTCHCHBHOCTH
MOCTYTAIOIMNX 3aJaHAN: €CIM pa3Mep ITyJia MEHbIIEe KOJMYECTBA MOCTYMAIOMNX 33a/JaHui, TO OynmeT
CO3/1aHa JOTIOJTHUTENIbHAS OYepelb YK€ Ha BXOJle CaMOW CHCTEMBI. 3aJaHUs M3 IyJia BBITPYXKAIOTCS
yepe3 OMNpPENCICHHBIC TPOMEKYTKH BPEMEHH, OMNpPEICIIIeMbIe TEPUOIUYHOCTHIO TUTAHUPOBAHUS
(scheduling interval), B 010K TUTaHMPOBaHUS, B KOTOPOM DPEaJM30BaH AITOPUTM IUIAHWPOBAHWS, Ha
OCHOBE 3aJa4d O HAWMMEHBINEM TIOKPBITHH, TPEUIOKEHHBIA W WCCIeNOBaHHBI B [4]. Bpems
TUTAHUPOBaHUsS (BpeMsi pa0OThI aNTrOpUTMa PEHICHUsS 3a/1a4l O HaWUMEHBIIIEM TOKPBITHH) 3aBUCHT OT
pasMepa mylia — KOJMYECTBAa MOCTYNMHMBIIUX Ha OJOK IIAHWPOBAHWS 33JaHUi — W KOJIUYECTBA
JIOCTYIIHBIX M CBOOOJHBIX HA MOMEHT IUIAHUPOBAHHS pecypcoB. Pe3ympTatoM IUIaHHPOBaHUS
SIBIIICTCS HA3HAUYCHUE 3a/IaHUH, KOTOPBIC Pa3MEINaloTCs B TAKETHI Ha BBIJCIICHHBIC JIJISl HUX PECYPCHI,
U 10 MEpe UX OCBOOOXKJICHUS IMOCHUIAIOTCS Ha pemieHue. OpraHu3anus NakeTa 3aJaHuil MO3BOJSET
00ecrnevnTh MOCTOSHHYIO O4Yepensb Mepe] KaKABIM PecypcoM U, TaKUM 00pa3oM, MaKCUMH3UPOBATh
ero 3arpy3ky (ko3 GHUITHEeHT UCTIOTB30BAHHS).

MaremaTrueckasi TOCTAaHOBKA 3aja4d TUTAHUPOBAHUS TPECTABIISIET COOOW 3a/1auy JIMHEHHOTO
OyJeBOro IMporpaMMHUpOBaHus [4]:

n
Ltzjglxj(tk)%min (1)

IIpyu OrpaHUYCHUAX
n

jzzlﬂijxj(tk)ZL i=1,m; )

Bi;€l0.0); x (1 )e{0.1)

rae m — KOJWYECTBO 3aJaHUM, MOANEKAIIUX IUIAHUPOBAHUIO, 1 — KOJIMYECTBO PECYpCOB
HCCIIeTyeMOI CUCTEMBI, IOCTYITHBIX U CBOOOIHBIX HA MOMEHT IianupoBanus; &, € [Ty, Tx].

[InanupoBanue ocymecTBisercs Ha uHTepBane BpemeHu [To, Tx], roe Ty — Bpems Hadana
rutanupoBanust; Ty — BpeMst OKOHYaHWsI IJIAHUPOBAHUS 3aJJaHUi TJI00aTbHON OYepeIn.

3amaay (1), (2) MOXHO paccMaTpWBaTh KaK 3amady OIPEACICHUS MHUHUMAIHHOTO YHCIIA
CTOJIOIIOB B OyieBOoW Marpuie B, TOKPHIBAIOMIETO CSAMHHUIIAMH BCE CTPOKH TaHHONW MAaTPHIIHI,
9JEMEHTHl KOTOPOM B KOHTEKCTE PEIICHUS 3a/layd IIAHUPOBAHUS MHTEPIPETUPYIOTCS CIACAYIOIIUM
obpazoM: CcTOIOIaM  COOTBETCTBYIOT CBOOOAHBIE Ha MOMEHT IUIAHHUPOBAHUS  PECypPCHI
pacnpeneneHHON CHCTEMBI, a CTPOKaM — 3a/laHus, MOoJUIeKaIlie TUIAHUPOBAHUIO, KOTOPBIE TOJKHBI
OBITH pelIeHbl Ha 3THX pecypcax (Tadu. 1).

JlanHbIi moaxox 6a3upyeTcs Ha CISAYIONINX MOT0KCHHSX:

1. CucremMa TUTAaHMPOBAaHWS OpPTaHM30BaHA B BHJE JABYXYPOBHEBOHW CTPYKTYpBHI, Ha IEPBOM
YpOBHE KOTOpOW (opMUpYETCS TakeT 3agaHuii (IMyJ), MOJJICKANINX IUIAHHPOBAHUIO, K HUM
mpUMEHsieTCs MeToA peiieHus 3agauu (1), (2). Janee cruiaHUpOBaHHBIC 33a/laHUS HAa3HAYAIOTCS Ha
JIOCTYTIHBIE M CBOOOIHBIE HA MOMEHT IIAHMPOBAHHS PECYPCHI M PEIIAIOTCA Ha HUX TIO YIIPaBICHUEM
JIOKAJILHOTO TTAHUPOBIIUKA.

2. Merox mnnaHUpOBaHMA Ha KaXKIOM IIare IUIAHUPOBAHUS MAKCHUMAJIbHO 3arpyxaeT
MUHUMAaJIbHOE KOJIMYECTBO CBOOOIHBIX M TOCTYIHBIX HA MOMEHT IIJIAHUPOBAHUS PECYPCOB.

3. Meron (anroput™m) pemeHus 3anadn (1), (2) mopKeH UMETh MAIYI0 BPEMEHHYIO CIIOKHOCTh
€ro peayn3aluu A1 MUHUMU3AIUKA BpPEMEHH, OTBOJIMMOTO Ha NPOLECC TNIAHUPOBAHUS 3aJaHUi.

4. CucrteMa IUTAaHUPOBAHUS UCTIONB3YEeT MAKETHYIO TEXHOJIOTHIO: 3aJaHUsI, OpraHU30BaHHBIC B
BHJIC TTaKeTa 3ajaHuil (1yJa), BEIOUPAIOTCS U3 TII00ATBHON ouepen, 1Mo Mepe MX IUIAHWPOBAHHUS Ha
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pecypchl MOMENIaloTesl B MaKeT 3aJaHuil Ha Ha3HAa4eHHBIN (BBIOpaHHBINA) pecypc (pecypchl) U Janee
NepeslaloTcsl Ha peIlleHHe Ha ATOT pecypc (pecypcebl). B ciywae, ecnm makeT 3ajlaHWil Ha pecypc
MOJTHOCTHIO 3aIIONTHEH, T.€., OTCYTCTBYET CBOOOIHOE MECTO JJISi BHOBb CIUIAHMPOBAHHOTO 3aJaHHS Ha
9TOT pecypc, €My Ha3zHadaeTcs APYroil, TakKe BXOISIIMA B IMOKpPBITHE, CBOOOAHBIMA pecypc; B
MPOTHUBHOM CIIydae 3aJaHre BO3BPAIIAeTCAd B MyJ C BBICHINM IMPHOPUTETOM U OISTH IJIAHHPYETCS.
Takum oOpas3oM, TpeasiaraeMasi Iporeaypa sSBIsSeTCs MPOLEAYPOr JMHAMUYECKOTO TUIAHUPOBAHUS U
HE pe3epBUPYET PECYPCHl KaK MPUHATO B CUCTEMAX, UCMOJIB3YIOMHUX anroputM backfill.

5. Ha MOMEHTHI IITaHUPOBAHUSA f;, 3aJaHNS M ABJSIOTCS HE3aBUCUMBIMH U 11 pECYPCOB B CUCTEME
SBIISIOTCS JOCTYITHBIMHA U CBOOOTHBIMU.

Tabnmna 1
MaTtpuiia COOTBETCTBUS 3aJaHUN pecypcam
Rix | Ry | Ry« | Ry | Rs« | Rg | R7 | Ry
31 1
3, 1 |1 1
3; |1 1
3, 1 1
3;5 1 |1 1
3¢ |1 1

B kauecTBe METpHK MPOU3BOAUTEIHLHOCTH PabOThI ['pUI-CHCTEMBI UCTIONB3YIOTCS CIICTYIOIIHUE:
cpemHee BpeMsl BBITIOJNHCHUS 3a7aHus (BpeMs OTBETa), BPeMsI BEITIOJIHCHUS BCEX 3aJJaHUH TII00TBHOMN
ouepear U KO3QPHUIUEHT UCTIONB30BAHUS PECYPCOB.

CpenHee BpeMs BBITIOTHEHHUS OJTHOTO 3aJIJaHUS OMPEEIIIeTCs 10 (hopMyIe:

!

1 N
cpeonee _8peMsl _ bINOJHEHUs. _ 3a0aHus = N E tiebmomm% (3)
i=1

rae t.

teumomnenun, — CYMMAPHOE BPEMsl HAXOXKICHUS B TIyJI€, BPEMs IUIAHUPOBAHUS, BPEMSI HAXOK/ICHHS B
nakere (OOCTyXHMBaHUS), BpeMs Nepefadd MO0 KOMMYHHMKAIIMOHHOW cpene, BpeMs pelIeHus Ha
pecypce i—oro 3amganus; N — KOJTUISCTBO 3aJaHAH TII00TBHON OYepe/IH.
Bpems BeImoHEHUS BeeX 3aanuii ouepeu 1y pacCUUThIBaeTCS 10 PopMyIie:

T,=T,, ~T (4)

noca neps °

nocu

rae 7T, =~ — BPeMs NOCTYNICHHS NEPBOTO 3aJAHUA B OYEPE/Ib; T — BpeMeHH 3aBepUICHHS

BBITIOJTHEHHUS TTOCIICHETO 3a/IaHHsT OYCPEIH.
Koaddunument ncnonszoBanus pecypca R; onpenensercs no Gopmyie:

Kucnoxlw I (5)

rie Tg;— BpeMs BBIIIOIHEHMS BCEX 3alaHUI U3 IT100aIbHOM ouepenu Ha pecypee R;.

Pe3yabTaThl H aHAJIN3 BHIYHCINTEIbHBIX IKCIIEPUMEHTOB

Jia mpoBeneHHsI BBIYMCIUTENBHBIX DKCIIEPUMEHTOB HCIONB3YeTCS WUMHUTALMOHHAS MOJETh
CHCTEMBI TUIaHWpoBaHUSA | pua-cucreMsbl [5]. B kadecTBe eOWHUIBI BpPEMEHHW IDIAHUPOBAHHS U
pacueToB B MporpaMMe HCIONb3yeTcsl BHYTPEHHEE BpeMs MMHUTALMOHHON Moaenn | TakT, KOTOpoe
COOTBETCTBYET BPEMEHHM pEIICHUs OAHOTO 3agaHus, uMeromero ciaoxHocTs 1000 MI Ha pecypce,
MIPOU3BOAUTENHLHOCTE KoTOporo 1000 MIPS.

[Iman skcrepuMeHTa MpeamnonaraeT MCCIEAOBAaHHE NPOLEAYpPHl IUIAHUPOBAHUS Ui 3aJaHUM
BBICOKOW BBIYHCIUTEIBHON CIOXKHOCTH, KOTOpasi U3MEHSETCA 10 HOPMAIbHOMY 3aKOHY CO CPEIHUM
3gageaneM 30000 TakTOB, HYTO COOTBETCTBYET BPEMEHH pEIICHWs J0 &8 9acoB, W
cpenrekBanparndecknM oTkioHeHreM 10000 TakToB. KomudaecTBO pecypcoB H3MEHSETCS B HHTEpPBAJIC
ot 5 1o 30, cpennsist NPOU3BOAUTENBHOCTE pecypca — 100 TakToB.
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B pesynbrate MonenvpoBaHus oreHuBaeTcs 3(Q(PEKTUBHOCTh IBPUCTHUECKOTO anroputMa MC
10 OTHOIICHUIO K Hamboiiee pacrpocrpaneHHomy anroputMy FCFEFS B ycloBHSX W3MEHEHUS
WHTEHCHBHOCTH TOCTYIUICHHUS 3alaHUil B CHCTEMY, a TaK)kKe KOJIMYEeCTBa JAOCTYIMHBIX pecypcoB. Ha
puc. 1, 2 moka3aHO M3MCHCHHE BPEMCHH BBIMIOJNHEHHS BCEX 3a/IaHUN OYepeId B 3aBUCHUMOCTH OT
W3MCHEHHS MHTEHCUBHOCTH 3afanuil 1t MetogoB MC u FCFS mis 5 u 30 pecypcos. st 5 pecypcoB
BpeMsI BBITIOJIHEHUS 33JJaHUI BBHICOKOW CJIOXHOCTH HE 3aBHUCHT OT NEPUOAWYHOCTH IUIAHUPOBAHUS H
WHTCHCUBHOCTH 3aJ[aHMiA, TaK KakK JJIs KaXJoro pecypca (GpopMupyercs odependb 3aaHuil, pecypchbl
OCBOOOXIAIOTCS MEUICHHO M JalibHEHIee TUTAHUPOBAHUE OCYINECTBISICTCS «HA TEPCICKTUBY».
Bwmecre ¢ Tem, npeanaraemsiii anroputM MC nMeeT 3HaYUTENTFHOE PEUMYIIECTBO 10 OTHOIICHHUIO K
FCFS 3a cder BO3MOXHOCTH ONITHMAJIEHON YIIaKOBKH pecypcoB. Kak ciemyer u3 rpaduka Ha puc. la,
BEIMTPHIIII BO BPEMEHU BBIMOJHCHUS 3allaHuil cocTaBiseT 10 45 %. YBelIWdeHHe KOJUYECTBA
pecypcoB m0 30 mpHBOAWT K YMEHBIICHHWIO BPEMEHHW BBITIONHEHHS 3aJaHUH, OJHAKO yBEIWYCHHE
WHTEHCUBHOCTH TIO3BOJISICT JIMHCWHO YBEJIIMYWUThL BpEeMs BBIIONHECHMS 3amaHuii  (puc. 10).
AHANOTHYHBIA  pe3ysbTaT TMOKa3blBalOT Tpaguku Ha puc.2. Ilpm nuHEHHOM W3MEHEHHU
WHTEHCUBHOCTH 3ajaHuil nmns 5 pecypcoB aimroputM MC moka3bIBaeT BBICOKOE (TIpeaenbHOE)
3HaueHne Kod(ddurmmenta ucmonaszoBanusg (0,95), 9TO CBUACTENHCTBYET O HATWYIUH OUYEPEIU TEpe]
KaxJbIM pecypcoM. B otnuune ot MC, anroputm FCES mo3Bossier 3arpy3uts Toibko 50 % pecypcoB
(xordpduurenta ncnonp3oBanug paseH 0,5). YBenuueHue KoinudecTBa pecypcoB 10 30 mpUBOAMT K
CHIDKECHHUIO KO3 duirenTa ucnoip3oBanus y Meroga MC, u ero 3pQpeKTHBHOCTh MPHOIMKACTCS K
adpdextuBHOCTH FCFS. Takum o6pazoMm, mpeumymectBo anroputmMa MC mis 3amaHuWii BRICOKOU
CJIOHOCTH MOKET OBITh IMOJIyYCHO B CIIy4ae OTPAaHMYCHHOTO KOJIMYECTBA CBOOOMHBIX PECYpCOB WU
0O0JBIIIO HHTEHCHUBHOCTH MTOTOKA 33 JaHHH.
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v

600000

400000 W FCFS . | = MG
g o > 50 o 20 oen 20 180000 FoFs
0 60 80 100 120 140 160 180 200 220 240 260 Py T PP B P 00 20 2 - AN

a) I S5 pecypcoB 6) s 30 pecypcoB

Puc. 1: CpaBHuUTEIHHBIA aHATN3 BPEMEHH BBITTOTHEHHS s TuianupoBiukoB MC u FCFS st pasHbIx
WHTEHCUBHOCTEW 3aJ]JaHU C BBICOKOW BBIUUCIUTENBHON CIIOKHOCTHIO

[IpoBeneHHBIE APKCIIEPUMEHTHI MMOKA3add, YTO MPU MOCTOSHHONW WHTCHCHUBHOCTH 3a/IaHUN C
YBEJIMYCHHEM KOJIHMYECTBA PECYPCOB KOJIMYECTBO TOCTYMAONIUX 3aJaHU CTAHOBHUTCS MEHBIIE
KOJIMYECTBA CBOOOJHBIX PECYPCOB, YTO MPHUBOJUT K CHIDKECHUIO TPOW3BOJIUTEIIEHOCTA CUCTEMBI
(ko3 punmenTa ucnonszoBanus) Kak st anroputma MC, tak u s FCES (puc. 3).

Anroputm MC u ero aganTaruio K CyIIECTBYIONIEH CHCTeME IIaHUPOBAaHUSA Ha KiacTepax
peanm3oBaHo Ha 0Oasze miaHupoBmruka MAUI, KOTOpBIF MMEET OTKPBITHIM MPOTPaAaMMHBIN KO Ha
s3pike C.

CTpyKTypHO aIanTanus BKIOYAET B CeOS MPOTICIYPHI:

1. Hacrpotika koudurypamuun MAUI nis paGoThl ¢ HECKOJIBKHMH OYEPEIsIMHU U OIIpeIeTICHUE
MOJTUTHK JIJIs1 pa0OTHI C pa3HBIMY TUIIAMHU IT0JIb30BaTEIbCKUX 33JaHUN.

2. Co3panue myna 3ananui ansa anroputMa MC (co3maHue MaccuBa ¢ COOTBETCTBYIOIIMMU
TUITAMH OTTHCAHMS 3aTaHMiN).

3. 3amonHeHWE Myia TEMU 3aJaHHUSIMHU, KOTOPHIC OMPEICIICHBI MOJMTUKAMU U PE3yJIbTaTOM
paborsr MAUL
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4. MOHHUTOPHUHT CBOOOJHBIX pECYpcoB M ()OPMHPOBAHHE MAacCHBa COOTBETCTBHUS 3aJaHUM-
pecypcos.
5. 3ammyck coOCTBEHHOTO ainropuT™a rianupoBanus MC.
6. Haznauenue 3anmaHuii Ha pecypchl M Iepefadya ykasarenedl (Ha3HaAueHHH) JIOKaJIbHOMY
miaaupoBuky TORQUE.
1.0
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Puc. 2: CpaBauTenbHBIN aHANNU3 3HAYCHUH KO3 HLIMeHTa HCIIOIB30BaHuUs I TNaHUPOBIIHKOB MC

u FCFS mi1s pa3HBIX HHTEHCUBHOCTEH 3a/JaHUi C BRICOKON BEIYHCIUTEIIHFHON CII0KHOCTHIO
0,6

0,5
0,4

03 —-+-MC

02 -=-FCFS

KoadduimeHt ucrnonb3oBaHus

10 20 30 40 50 60 70 80 0
Kommuectso pecypcoB, WT

Puc. 3: 3aBucuMocTh K03 GHUIIMEHTa UCTIOIB30BaHUS 0T KomnuecTBa pecypcoB mist MC u FCFS

OYHKIUY 3aMOJIHEHUS Tyja MaKeTOM 3aJaHWii W BHI30B alTOpPUTMa peainusyercs B (haiiie
«*\maui-3-*-*\src\moab\MSched.c». [[ns Bxmtouenns u agantanuu aaropurMa MC B maHHOM (aiine
JIOTIOJTHUTENBHO CO3/IaHbl (PYHKIIMU CO3/IaHUs MyJia U BBI30B anroputMa rianuposanus MC.

#include "../../contrib/sched/MC_Alg.c" llogxmtouenne daiina ¢ anropurmom MC
int MLocalQueueSchedulelJobs(
int *Q,
mpar_t *P)
{
mjob_t *J;
int jindex;
if (Q==NULL) Il (P == NULL))
{
return(FAILURE);
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}

/#* NOTE: insert call to scheduling algorithm here */

for (jindex = 0;Q[jindex] != -1;jindex++)
{
J =MlJob[Q]jindex]];

/* Bp3piBaeM ¢yHKIUIO (opMHpOBaHHS TakeTa. B mapameTpsl mepemaeM IEpEeMEHHYIO
paboTtei(MaccuB paboT, 3JIEMEHTHI KOTOPOTO 3aJ1a4i B OYepEear) M BTOPHIM MapaMEeTPOM IepeaaeM
noyie ARes K KOTOpOMY TOJTy4aeM JAOCTYI U3 Habopa mapaMeTpoB (mpar_t *P)*/

MJobMass(J,P->ARes); /* Call MC Algorithm */

DBG(7,fSCHED) DPrint("INFO:  checking job '%s'\n",
J->Name);
} /* END for (jindex) */

return(SUCCESYS);
} /* END MLocalQueueSchedulelJobs() */

BriBoabI

1. IlpensioxkeHHBIH METOJlT MAKETHOrO IUIAHUPOBAHHUS NPEANOUYTUTENIbHEN WCIHOIb30BaTh B
CJTy4ae BBICOKOW MHTCHCHUBHOCTH 3aJ]aHHii BXOJITHOTO IMOTOKA, TIPEBHIIIAIOINIEH KOITUIESCTBO CBOOOTHBIX
pecypcoB. IIpu 3ToM Ha pecypchl HOPMHUPYIOTCS OUEpeH, pa3penieHue KOTophix Oosee 3 (HeKTHBHO
ocymecTBisieTcs: anroputMom MC. Jlns 3amaHuii BBICOKOH CIIOKHOCTH MpeuMyInecTBo metoga MC
HUBEIUPYETCS BCIEACTBUE 3HAYUTEIBHOIO MPEBBILLICHUS! BPEMEHU PEIICHUS 3aJaHuil Ha pecypcax Mo
OTHOIIICHUIO K BPEMCHHU TUIAHUPOBAHUS M 0KHUJIAHHS B TJI00ATHHON OYepEN U B OYEPETU HA PECYPCHI.

2. DhdeKTUBHOCTh MPEAJIOKEHHONW Mpoueaypsl IutaHupoBaHuss MC 3aBHCHT OT HACTPOEK
napaMeTpoB MyJa, 0JIOKa TIIAHUPOBAHUS, TAKETOB 3a/IaHUH Ha PECYPChI, KOJIMUYECTBA PECYPCOB.

3. IlpennokeHHBII METOJ MO3BOJISET JOCTUYL JYUIIUX I[OKa3aTreled MNpOU3BOAUTECIBLHOCTH
paboTBHl CHUCTEMBI, a WMEHHO, YMEHBIIICHHS BPEMEHH BBIMIOJHEHUS BCEX 3aJaHW W YBEIHMYEHUS
cpeaHero Kod(GGUIMEHTA UCTIONIL30BAHUS PECYPCOB 32 CYET MAKCHUMAIILHOU 3arpy3KH PeCcypcoB.

4. TlpennoKEHHBI METOJ SBISETCA YHUBEPCAIBHBIM: €r0 MOXKHO HCIONB30BaTh B
JIBYXypOBHEBOH pacripeeneHHoi cucreme (I'pua-cucrteMe) B KauyecTBE IUIAHUPOBIIMKA TEPBOTO
(rmobanpHOTO) YpOBHS (METAINIAHUPOBINHMKA), TAK W Ha YPOBHE TETEPOTCHHOTO Kiactepa I 'pua-
CHCTEMBI.

5. Peammzammto anroputma MC BO3MOXKHO OCYIIECTBHTh Ha 0Oa3e ruranupoBnimka MAUI,
3¢ ()EeKTUBHOCTh KOTOPOH 3aBUCHUT OT IPEABAPUTEIBHBIX HACTpoeKk KoHdurypamun MAUI
(KonmyecTBa o4Yepeieil, MOJUTHK, KOJIMYECTBA PECYPCOB).
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KOHCOIMAALUA VIEKTPOHHBIX BUBJIMOTEYHBIX U
WHTEPHET-PECYPCOB JUI1 OBPA3OBATEJIBHBIX U
HAYYHbBIX HEJEN HA OCHOBE GRID-TEXHOJIOI'MHU

b.B. Oneitaukos, A.W. lamna6aii

DI'AOY BIIO «Cubupckuii pedepanvublil yHUSEPCUMEN»,
Poccus, 660041, Kpacnospck, np. Céoboouwiii, 79
oleynik48 @mail.ru, andrsh@ gmail.com

B mnacrosmmee Bpemsi IHTepHET SIBIsSIETCS OCHOBHBIM MECTOM IS Pa3MEIIEeHUs ITyOIMIHON
uHpopmarmu. [lo manaeiM anamutudeckoro arentcTBa IDC konmuectBo mHpopmanuu B MHTEpHET
pacTeT B FeOMETPUIECKOM MPOrpeccuy U ynBanBaeTcs kKaxasle 18 mecaues [1]. Tak, ecnu B 2008 rony
B MHTepHeTe paszmemanock 486 skcabailT maHHBIX, TO B 2012 rogy oXumaeTcs yBEIWUCHUE ITOTO
mokazarens mo 2502 akcabaitt (2,5 fiorabaiita). st cpaBHEHHS, KOJTUYECTBO KHUT B OMOIMOTEKax
mupa B cepennHe 90-x rogoB XX Beka oueHuBanock B 20 muumapnoB [2]. [Ipenmonoxus, 4To
CpeaHHuil IpUpocT OMOIMOTEYHBIX (DOHIOB cocTariseT He Oosiee 2% B rox [3, 4]), a oundpoBaHHas
KHHATA 3aHUMAeT B CpeAHEM 7-8 Meradailt, moixy4aem, 4To KOJIMYECTBO HH(POPMAITUH, HAXOMSIIEHCS B
oubnmmnorekax mupa, B 2008 rogy onenouno coctarisuio 0,06% ot o6bema nnpopmaru B UHTEpHET, a
B 2012 roxy, ¢ yuetoM nporaosa IDC, sToT nokazarens moxeT yMeHbmUThCA 10 0,012%.

ObecrieunBast J€TKOCTh, OMEPATHBHOCTh, BO MHOTHX CIIydasX THUIEPTEKCTOBYIO CBSI3HOCTH
pasmemenuss uH(opmanuu, VHTEpHET BMecTe ¢ TeM HECET HETaTMBHBIE MOMEHTHI, CBSI3aHHEBIC,
MIpPEXKIE BCEro, C OTCYTCTBHEM TapaHTHH [OJTOBPEMEHHOW COXpaHHOCTH HHTEpHET pecypcoB U
HEBO3MOXXHOCTBHIO OOBEAMHEHHS C TPaJUIMOHHBIMH XpaHWIWIIaMU uHpopManyu (OudiInoTeKy,
apxmBbI U TIp.). Kak ciemcTsue, 3TO MPUBOAWT K HEBO3ZMOXKHOCTH OOIIECTIPHHATOTO (OMOINOTEIHOTO)
yueTa UEHHBIX JOKYMEHTOB, SBISIOMIMXCS (HUKCATOPOM YENOBEYECKOTO 3HAHMSA, a TaKkKe
KOHCOJIMJMPOBAHHOTO TEMAaTH4ECKOro MOUCKA 110 BCEM HCTOYHUKAM, OCYIIECTBIIEMOTO MO MPUHIHITY
omHOTO OKHAa. CHTYyaIuio ycyryosseT MOCTOSHHOE MyOIMpOBaHWE OMHHUX W TEX XKE IMyOJUKaIui Ha
pa3IMYHBIX pecypcax, HpPH 3TOM YacTO KOMUpOBaHHE HH(GOPMALUU TPOUCXONUT Oe3 yKazaHWs
MEPBOUCTOYHHKA.

JJ1a 9acTUYHOTO pelieHusl YKa3aHHBIX MPOoOJIeM MHOTHE BeIyIIHMe OpPraHU3allui U KOMIaHUH
pa3pabaThIBalOT COOTBETCTBYIOIIME NPOTPAaMMBl H  TPEANPUHAMAIOT OMpeAeNiCHHBIE YCHIINA,
HampapJieHHbIE Ha MacCOBOE€ ApPXMBHPOBAHHE 3JICKTPOHHBIX KOMHUHA JOKYMEHTOB, Npenmnonaras M
pecypcsl MHTEpHET [5]. DTO TO3BONISIET COXPAHHUTH CO3AAHHBIE YEJIOBEYECTBOM HH(POpPMAIIMOHHBIE
pecypchl, TIpe/CTaBlIeHHbIE B IUQpPOBOM Buac. B mocieqHue Toipl, C NENbIO ONEPAaTHBHOIO
coXpaHeHHUs U(POBOro HacleAus, MHUPOKOE PACHPOCTPAHEHUE TOJIyYaeT Hiesl HeMOCPEICTBEHHOTO
apxXUBHpOBaHHE WH(OpPMalMH, pa3MeuieHHOW B cetu MHTepHeT. HekoTopwle cTpaHbl, a Takxke
KpyIHEHIIne HanuoHAJIbHBIC OMOMMOTEKH pa3palaThIBAlOT IPOEKTHI, IMPHU3BAHHBIE 00ECIICUNTH
COXPaHHOCTb JaHHBIX, HAaXOISAIIUXCS B KOHKPETHBIX HAIMOHAJBHBIX TOMEHHBIX 30HaX. Hambonee
U3BECTHBIE W3 I3THX NpoekToB — amepukanckuii NDIIPP (LCWA/MINERVA), aBcTpanuiickuit
Pandora, 6puranckuit UK WebArchive, aBcTpuiickuit Web@rchive u npyrue. ApxuBUpOBaHHEM BCel
cetu MHTEepHET 3aHUMaeTcs HeKoMMepdecKas: opranuzanus InternetArchive, KoTopas mpenocTaBiseT
u OecIUTaTHBIA cepBHC U1 MPOCMOTpa apxuBa. B pamkax cBoeil AeATENbHOCTH OpraHu3alus
InternetArchive mocTarodHo MOITHO B3amMmoaecTByeT ¢ Ombmmorekoil Komrpecca CIIIA, xoropas
apxuBupyet caitel ¢ 2000 1.

B suBape 2012 romy ObIIO OMyONMKOBAaHO PYKOBOACTBO MexayHapoaHOW ¢enepanin
oubnuorteunbix accouuannii u wHcTUTYTOoB (IFLA) [6], B KOTOpOM YyKa3aHa HEOOXOIUMOCTh
KOHCOJIUAALNHN IIU(PPOBOM JTUTEPATyphl (B TOM YHCIIE HAXOIAIICHCS B OTKPhITOM VHTEpHET-10CTYIIE) B
TPaJULMOHHBIX OMOJIMOTEKaX, a TaKKe BAXHOCTb Pa3pabOTKH OTIACIBHOM MOMUTHKH Ui 0TOOpa
XPpaHUMBIX 3JIEKTPOHHBIX pecypcoB. B 3ToM pykoBomcTBe He maeTcsl peKOMEHOAlMi 1Mo pa3paboTke
MOJOOHON TMOJUTHKH, TOTYEPKUBACTCS JIUIIH BaXXHOCTh M CIOKHOCTH 0TOOpa Hanbojee IIEHHOW B
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HAyYHOM TUTaHE WH(OPMAIIUH IS TOJITOBPEMEHHOTO U HaJIS)KHOTO XPAHCHUSI.

B Poccun B pamkax koHIenmuy HarmmoHaIbHON SIIEKTPOHHOW OMONMMOTEKH (ITOATOTOBIICHA
PI'b u PHbB B 2004 1.) [7] Takxke npeaycMOTpeHa paboTa 1o cOopy IEKTPOHHBIX U3aHUH, CBOOOTHO
pasMemeHHblx B MHTepHer (m. 5.2.2.), omHaKo pa3BepHYTBIX MpOrpaMM peanu3aldHd 3TOU
JIeSITEeIbHOCTH, MOMOOHBIX 3apyOeXHBbIM, Moka HeT. [lociegHnM 1Mo BpeMEHH 3HAYUMBIM TPOEKTOM
SIBJISICTCS. HOBBIM (penepanbHblil mpoekT MuHoOpHayku P® [8], 0CHOBHOI 1EIbI0 KOTOPOI'O SIBJISETCS
co3nanue WH(MOPMAIMOHHOW CHCTEMbI JOCTYNa K O3JICKTPOHHBIM KaTrajoraMm OuOmuoTex cdepbl
00pa30BaHUs U HAYKH B PaMKaX €IMHOTO HHTEPHET-pecypca.

B kauectBe OmHOTO M3 IOIXOAOB, OOECHEYMBAIOIINX PACIPEACICHHYIO TOJITOBPEMEHHYIO
TEMaTHYEeCKyI0 COXPaHHOCTh OTKPHITBIX MIHTEpHET pecypcoB, MOKHO paccMaTpuBaTh, MPEASIOKECHHOE
OTHUM W3 aBTOPOB, CO3JaHWC JIMYHBIX TIIOJIHOTEKCTOBBIX KOJUICKIUM, Oa3upyrommxcs Ha
WCTIOJIB30BaHNHN PACIIPOCTPAHEHHBIX COBPEMEHHBIX MOTHOTEKCTOBBIX OMOMMOTeUHBIX cucteM [9]. Ilpu
HaTuIuy ~ OMOIMOrpadMiIecKux  OMUCAHWK  (3ammcei)  DICKTPOHHBIX  PECYpPCOB,  JIMYHEIC
MOJTHOTEKCTOBBIC KOJUICKITHH C YCIIEXOM MOTIIN OBl UCIIOIB30BaThCs MPU (POPMHUPOBAHUH DIIEKTPOHHBIX
(OHIOB  TpPaJWIIMOHHBIX OWOMUOTEK, TMOJNYYAIOUIMX JIOTIOJHUTENBHBIE BO3MOXHOCTH  IPH
MUHUMAaJIbHBIX 3aTpaTax.

Hnst  cocraBneHun Oubnuorpaduueckux 3ammcedl (BKIOHalOmMMX Oubiamorpaduyeckue
ONHMCaHWs) B HACTOSIIEE BpeMs pa3pabdoTaHO HECKOJNBKO (OpMAaToB, HCHOIb3YeMBIX B
aBTOMATHU3UPOBAHHBIX OMOMHOTeUHBIX HHMOpManMoHHBIX cucteMax (ABUC). 3Bto ¢opmarsr
cemeiictBa MARC (B Poccnn ucnonsayercs nokanmmzarus popmara UNIMARC - RusMARC [10]),
tdhopmar Dublin Core — DCMES, popmar MODS (cuuraromutics nogmaokectBoM MARC21), a Takxke
HoBas cxema onucanust RDA, ocHoBanHas Ha mojiennu FRBR, u ap. [11]. Kaxaplii u3 HUX UMEET CBOU
OCOOCHHOCTH, HayMHas OT INHPOTHI OXBaTa OIUCAHMS pEcypca, OIMpeaensieMoe KOIHIeCTBOM
3aIOJIHAEMBIX TOJICH W KOHYasi TpeOOBaHMSAMHU K MX y4YeTy NpH 3amoiHeHuH. [IpemycmartpuBaercs
BO3MOXXHOCTh KOHBEPTAIIMM MEXIy 3TUMHU (hopMaramu (BKIIOYAass M aBTOMAaTHUYECKYIO B CIydae OT
IIMPOKOTO K Y3KOMY ONIHCAHHIO PECYPCa).

B oubmmorexke Konrpecca CIIIA cailThl ONMUCHIBAIOTCS B OCHOBHOM C HCIIOJNIb30BaHHUEM
tdhopmara MODS, a ans rerepanbpHOTo Karanora emie 1 B ctannapre MARC, Tak 4yTo BeO-KOJICKITUU
OTHCaHBI B 00IIIEM KaTajore BMECTE C IPYTUMHU MaTepuaiamu [12].

Co cTOpOHBI TIOMCKOBBIX CIy)XO0 HMHTepHEeTa mNpennpUHUMAIOTCS YCHIWS K HHTETpaIiu
TPAJUIIMOHHOTO OMOIMOTEYHOTO CONCPIKAHUS M CIyK0 B CBOMX IMOMCKOBBIX MallWHaX. B dacTHOCTH,
MOYKHO yKa3arh ABa npoekra Google: Google LibraryThing n Google BookSearch.

YuntbiBas W3HadaJdpbHO 1MppoBoe mpeacraBieHne VIHTEpHET-pecypcoB Ui HX
KaTaJOTH3alluM  IIeJIECO00pa3HO  pa3pabdoTaTh IMOAXOA, 3aKIIOYAIONIUICSI B  aBTOMAaTHYCCKOM
COCTaBJICHUM M TMYOJUYHOM pa3MeNicHUH OuOImorpaduieckux 3amuceld NU(POBBIX TOKYMEHTOB B
HauOosiee pacnpocrpaneHHoM ¢opmare (s Poccun 310 popmar RusMARC). Ilpu s3TOM MHOTHE
mosit RusMARC MoryT 3amonssThcs B aBTroMatudeckoM pexume (URL, mpoTokon mocrtyma, pasMep
¢aiina u ap.), TuOO MOITyaBTOMaTH4eCKOM (aBTOp, Ha3BaHUE, TEMATHKA).

B nanpHeiinmieM, OCHOBBIBasSCh Ha MEKKOMMYHHUKATUBHBIX CTaHAaprax W mportokoiax (ISO
2709, 7Z39.50 u np.) Takumu OuOIHOrpaduICCKUMH 3aMUCIMU MOXKHO OyIeT 0OMEHHMBATLCS C JIFOOBIMHU
OuONMHMoOTEKaMH, IEATEIBHOCTh KOTOPBIX 0a3upyeTcs Ha HCIoNb30BaHuK pa3nudHbix ABVC.

O4eBHTHO, YTO B CHJIY OTPOMHOTO KOJMYECTBa ITUGPOBOI JIUTEPATYPhl, HU OTHA OpTaHU3aIIHS
He crocoOHa OCYIIECTBUTH TONHYIO ee Karajoruzamuio. [loaToMmy mpeanaraercss UCIONb30BaTh UICH
I'pun s pacnpenencHUs YEIOBEYSCKUX M BBIYMCIUTEIBHBIX PECYPCOB U CO3/aTh OHMOIMOTEYHYIO
CUCTEMY, CIIYXKaIllylo IJis Karajorusanuu MHTepHeT-pecypcoB. YUUTHIBas, YTO B HACTOSIICE BpPEMs
o0pa3oBaTeNbHbIE U HAay9YHBIE PECYpChl HOCAT KOMIUIEKCHBIM XapaKTep W Hanbojee MHOTOILIAaHOBO
nmpeacTaBieHsl B cetn MHTepHeT (0o0mue MW CrHenuaiu3upOBaHHBIE CAWTBl W web-mopralsl,
AJIEKTPOHHBIC OUOIMOTEKH, CalThl CBOOOMHOTO J0CTYIa, 0a3bl JaHHBIX, ftp-pecypcsl U JIp.), a TaKxke
TPaAUIIMOHHO TPEACTABICHBI U B KJIACCHUECKHUX OMONMOTEKax, B MIEPBYIO OYepenb paccMaTpHUBAETCS
B3aMMOJIEHCTBHIE ¢ 00pa30BaTENIbHBIMUA 1 HAYYHBIMU PECYpCaMHU.

Konnernus pa3pabarbiBacMOl pacrpeieIeHHOW ONOTMOTEYHOM CHCTEMBI 00pa30BaTEIbHBIX H
HAYYHBIX PECYPCOB CTPOUTCS HA OCHOBAHHH CIICAYIONINX TOJI0KESHUH:
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1) [TomHbie TEKCTHI JIOKYMEHTOB XpaHATCS B y3lax [pua-ceTH, SBISIOIIUXCS
TEPPUTOPHAIFHO PACHPENCIEHHBIMA KIIMEHTCKUMH DPa0OYMMH MECTaMH, WMEIOIIUMH BBIXOA B
Narepner. Kaxnpiii y3en I'pua-ceTd HampaBiieH Ha COCPENOTOYEHUE OIPEACIICHHOM TeMaTH4YeCKOH
uHpopMaIiK (TeMaTUK MOXKET OBITh M HECKOJBKO), YacTh U3 KOTOPOW MOXKET OBITH 3ajeiicTBOBaHA
JIpYyTUMH y3i1aMu. B aTom ciydae, Hanbomnee akTyajbHas WHQOpMAIWs JTyONUpyeTcsl Ha JIOKATbHBIX
pecypcax MHOKECTBa KOMITBIOTEPOB U, CIIEIOBATENIbHO, TaXXe C OTKIIOUYEHHEM YacTH y3JI0B, OCTAETCs
JIOCTYITHON B ceTH. JlaHHBIA MOAXOI TMO3BOJIIET SKOHOMHTH CEPBEPHBIC PECYPCHl W O0ECIIeUMBATh
0oJiee BBICOKYIO HAICXKHOCTb COXPAaHHOCTH PECYPCOB U CKOPOCTH 00MEHA HH(OPMALIUEH.

2) Ha y3nax I'pua-cetm obGecmneunBaeTcs MOUCK VHTEPHET-TOKYMEHTOB, MOPOXKICHUE
TpeOyeMbIX OMOMMOTrpaUIeCKUX 3amucei, MHACKCUPOBAaHUE IOKYMEHTOB, a TaKKe WX pPE3epBHOE
JIONITOBPEMEHHOE XPaHEHUE B BUJC IMOJHBIX TEKCTOB. Takum o0pas3oM, y3ubl [pum-cetu SBISIOTCS
pPE3EpPBHBIMU  AEpIKaTENsIMUA  TMPEACTABISIONIMX WHTEpeC JOKYMEHTOB. 3areM  IOMy4YeHHbBIE
oubnmrorpadudecKue 3amicH, UX IepiKaTelld, a TaKkKe CIIMCOK CChUIOK Ha TOJHBIE TEeKCTH MHTEepHeT-
JIOKYMEHTOB HAIpPAaBJISIOTCS B IEHTPATN30BAHHOE XPaHWINIIE (IIEHTPATbHBIA Y3 pacnpeieieHHON
OubnMoTeyHo! crucTembl). Mcmonp30BaHue TaKOTO XPaHWIHIIA MO3BOJISET OMEPATUBHO OCYIIECTBIATh
MONCK TPeOyeMbIX JOKYMEHTOB B 00pa30BaTeNbHOM ceTr 0e3 HemoCcpenCTBEHHOTo Toncka B HTepHeT
Y TIOCIIEIOBATEIILHOTO OMPOCca Y3JI0B. J[OMONHUTENEHO MOSBISIOTCS BO3MOKHOCTH IICHTPATN30BAHHON
KaTaJOTU3aIllUY IICHHBIX JOKYMEHTOB ceTh MHTepHET (4acTUYHOE pelieHre MpoOIeMbl BHIOOPOYHOTO
apxuBupoBaHus VHTepHeT), a Takke oOMeHa OubOnuorpaduyeckor wuHPOpMaLUeHd ¢  yKe
CYLICCTBYIOIIMMH CUCTeMaMu 10 mpotokony Z39.50. Kpome Toro, Bcs omnucareiabHas HH()OpMAIUSI
OyOonupyeTcs HEMOCPEACTBEHHO Ha pecypcax ysia, T[O03TOMYy JaXe TMpH HEeIOCTYITHOCTH
[EHTPATN30BaHHOTO XpaHwiuma [ pua-ceTb MOXKET MPoAoIKaTh (DYHKIIMOHUPOBATD.

3) VY3mam ceTu TMPHCBAaWBAIOTCS OMNpeZeNieHHbIE ITOJTHOMOYHS, Hampumep nobOaBieHne
HOBOH WH(OpPMAIMU ONpEICIICHHBIX TeMAaTUK (pa3MelicHHe WHQOpPMAUKM B XpaHWIHIIE), c&
MOJU(UKAINS, BO3MOKHOCTE OJIOKUPOBKH OMNPEICICHHBIX Y3JIOB C M3BATUEM MOIYYCHHBIX OT HUX
JaHHBIX U T.0. Tarxke merecooOpaszHO I KaXIOTO y3ia Pa3neisaTh MOTHOMOYHS TSI JOKYMEHTOB
pa3Hoi 001acTH 3HAHUA.

CocraBnenne OHONMMOrpaduUeCKoOl 3alMCU HAWIEHHOTO Y3JoM [pHa-ceTH JTOKyMEHTa, IO
BO3MOXKHOCTH, JOJDKHO OCYIIECTBIATHCS aBTOMaTHueckw. B uacTHOcTH, B ¢opmare RusMARC
MPEIoIaraeTcs, aBTOMaTHIECKOE 3aIOIHEHUE 00A3aTENbHBIX ISl 3JEKTPOHHOTO JOKYMEHTa MoJiei
001, 100, 101, 200, 230, 300, a Taxxe noneit 102, 135, 675 (676,679,680,686 686 — mnst Apyrux
kinaccuduraropor kpome YJIK), 700, 856, HeoOXOAUMBIX [Isi OPraHU3aIlMH IIOUCKA JOKYMEHTOB I10
OCHOBHBIM KpuTepusM. B ciydae, korma HEBO3MOXKHO aBTOMATHYECKU OIPENEIUTh TpeOyemble s
OubnHMorpauIecKoro OMUCcaHusl JaHHBIC, HEOOXOUMO YYacTHE YEIIOBeKa-COTPYINHUKA y3na. Tak, mis
TEKCTOBOTO JOKYMEHTa, pa3MelleHHOro B VHTepHeT, B OOJBIIMHCTBE CIIy4acB BO3MOXKHO
aBTOMAaTUYECKH YCTAaHOBUTH Ha3BaHME JOKYMEHTA, ATy €ro CO3AaHus (pa3MemIeHus ), a B HEKOTOPBIX
ClIyJasx aBTOpa M TEMAaTHKy IO OJHOMY K3 OMOIMOTEYHBbIX Kiaccubukaropor (Hanpumep, YJIK). B
ClTy4ae kK€ HEBO3MOXXHOCTH aBTOMATHYECKOTO OTPENCICHHUS YaCTH 3TUX XapaKTCPUCTHK JTOKYMEHTa
(OombIIei YacThIO ATO OTHOCHTCS K OHMONMOTEYHBIM KiaccH(UKAaTOopam) 3Ta 3ajada JIOKHTCS Ha
COTpyIHMKa y37ma Ipunp-cetw, pa3Memaromero JOKyMEHT B ceTd. llpm  KoHcommumanuu
oubnmnorpagudeckoit mHGOPMAIMK O JAOKYMEHTax (HE3aBHCHMO OT WX THIA M MECTa OIMCaHUsA)
HEOOXOOMMO OOECTeUNTh YHUKAIBHOCTh HIAeHTUHKaTOpoB 3amucedd - moms 001. Hwuxakux
OorpaHMYeHNH Ha ()OpMy 3TOTO TIONS HE yCTAHABIMBACTCS, W JUISI OYMa)KHBIX KHHUT B KadyecCTBE HETO
MOYET UCTIOIB30BaThCS JTHO00H MEXTYHAPOIHBIM CTAHJAPTHBIA HOMED, B YACTHOCTH, B OOJIBIIIMHCTBE
ciyuaeB Tyna 3aHocutcs ko ISBN (mist uudpoBBIX JOKyMEHTOB MOXKET 3aHOCHUThes koa DOI).

I[Ipu mnepemade 1MGPOBBEIX TOKYMEHTOB B IpuI-ceTM HEOOXOMMM JTOTIOTHHTEIIbHEIN
UICHTU(DUKATOP OMMUCAHUH MIEKTPOHHOTO JOKYMEHTA — KOHTpoJbHas cymMMa (MDS5), oTBeuaromuii 3a
[EJIOCTHOCTh  JIOKYMEHTa. JTO O00ECHEYUT YHUKAIBHOCTh HACHTHU(PHUKATOpPA, TMPEIOCTABUT
BO3MOXXHOCTh OOBEIWHEHHS] HECKOJIbKMX OIMUCAHWHA (TONIy4eHHBIX B pa3HBIX MECTax) OIHOTO
JIOKYMEHTa ¥ TO3BOJIUT MOJYYaTh MOJHBIE TEKCTH JOKYMEHTOB OJHOBPEMEHHO M3 HECKOJIBKHUX MECT
WX XpaHeHus (MOJOOHBIA TMOJXOJ IIMPOKO WCIONB3yeTcs B ceTsax p2p). s pasmemeHus
KOHTPOJIBHONH CYMMBI MOXKET OBITh HCITOJIE30BAHO OJIHO W3 TOJICH JOMOTHUTEIHHOTO Olloka 9 — Oioka
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JIOKaJIbHOTO Ucnonb3oBaHus popmara RusMARC.

KoppekTHOoCTh  ompeneieHuss Bceir  OuOnuorpaduueckodt uHboOpMaIlk  IPOBEpSIETCS
MoZIepaTopaMi COOTBETCTBYIOIIETO pasfeina O0JIacTH 3HAHWHA MPHU TMONyYCHHH OuOmworpadudeckoi
3amucH ot y37na [ pua-cetu, mocie 4ero 3ammch NOMEIAeTCsl B XpaHUIUILIE.

B Temaruveckuii CHpaBOYHUK, KpoMe OHOJIMOTEYHOTO KIacCH(HUKATOPA, BO3MOXKHO
no0aBIeHNE pa3ZesioB, MOCBSIIEHHBIX PAa3NMYHBIM KOHKYpCaM W TpaHTaM, MpaBHIaM TNpUeMa s
aOUTYpPHEHTOB U T.J., a TaKKe CIHUCKa O0pa30BaTEeNbHBIX YUPEKICHWH, BXOAALIMX B TPOEKT, YTO
MO3BOJIUT KOHKPETHBIM YUPESKICHUSIM pa3MeliaTh pa3IUYHbIC TIOJIOKEHUS W HOPMAaTHBHBIC
JIOKYMEHTHI, a TIPU TMOUCKE OTIENATH 3TY HHOOPMAIIUIO OT YUeOHBIX MaTepPHAaIIOB.

4) BzaumoneiicTBue y3J10B CE€TH MO YacTH JOCTynma K JOKYMEHTaM MOXET
OCYIIIECTBISATHCS B COOTBETCTBUH C TEXHOJIOTHSAMHU, TPUHSATHIMU B (DaIIOOMEHHBIX CETSX..
5) JlocTym K TIOTHOTEKCTOBBIM JIOKYMEHTAM MOJKET OCYIIECTBIATHCSA Pa3TUIHBIMH

crocobamMu: BO3MOXKHO OTOOpakeHHE CITHMCKa BCEX TIOTHOTEKCTOBBIX JOKYMEHTOB Ka)JIOTO
KOHKPETHOTO VY313, (OpPMHpPOBaHME KaTajiora ¢ JIOKYMEHTAMHU OIPENCICHHON TeMaTuKH,
MOJTHOTEKCTOBBIN MOKMCK MO BCEMY XPaHMIHUILLY WIIM €T0 YACTH.

6) Lenecoobpa3HpiM SBISIETCS MPEIOCTABUTH BO3MOKHOCTH y3JIaM TPUKPEIUITh K
JIOKyMEHTaM OTCKaHHPOBAaHHBIC KOIIMU aBTOPCKUX COTIIACHI Ha pa3MEICHHE MaTepPHaliOB, KOTOPHIC
OyIyT JOCTYIHBI BCEM >KENAIOLINM 7151 O3HAKOMIICHUSI.

7) Kaxnpiii y3en MOXET CcaMOCTOSTENIbHO TIPYNIHUPOBATH JOKYMEHTHI M3 Pa3IUYHBIX
WCTOYHUKOB IO OMpeAeNiCHHBIM TNpu3HakaM. Hampumep, i pasmenieHus: yaeOHO-METOIUIECKOTO
koMmrutiekca qokymentanuu (YMK]/]) B cucteme nocTaTtouyHo J00aBUTH TPYIILY, COIEPIKAIIyI0 pabouyro
y4eOHyI0 TpOorpaMMy, MeTOOWYecKHe yKa3zaHUs W pekoMmeHmanuu. Coucok y4eOHOH nuTeparypsl
BO3MOXHO C(OPMHPOBaTh M3 YK€ MPHUCYTCTBYIOIIMX B CHUCTEME ITOJHOTEKCTOBBIX JOKYMEHTOB H
NPUCOEAMHUTD €ro K co3nanHoi rpynme. Takum obpazom, YMK]] Oynet pa3melieH He Ha OJHOM Y3IIE,
a paccpemoTOYeH MO BCEH cHCTEME, B TO € BpeMs 3TO He OydeT BHIHO OOBIYHOMY IOJB30BATEINIO,
KOTOPBIH, BEIOpaB YMKJI miis O3HAKOMIJICHHS, TOMYYHUT BECh CIHCOK IOCTYITHBIX IJISi CKaIMBaHUS
MaTepranoB, HE3aBUCHMO OT TOTO 1€ OHU (PU3MYECKU HAXOASTCS.

Ipup-cetp, peanusylomas  OPEAJOKEHHYIO  KOHICMIMIO, HMMEET  OOLICTIPUHATYIO
apxuTekTypy [13], Kbl YpOBEHb KOTOPOH HECET COOTBETCTBYIOIIYIO ()YHKIIMOHAIBHYIO HArPy3KY.

Ha ©0a3oBom ypoHe (fabric level) pa3memaroTcsi TOTHOTEKCTOBBIE pPECYpChl |
Ooubnuorpaguueckue 3amucd C TOMOIIBIO CTAaHIAPTHBIX WHCTPYMEHTOB (aijIOBOH CHCTEMBHI,
MpEICTaBlIeHHAas]  JIOTIOJHUTENbHAS nHpOpMaIH COCpenoTaunBaeTCs B CHETHaIbHO
CIIPOCKTUPOBAHHON PEJISAILMOHHON 0a3e JaHHBIX, B KOTOPOH OO0beAMHSETCS HHPOPMAILUS CO BCEX
3apEruCTPUPOBAHHBIX y3IIOB.

VYpoBeHs cBs3M (connectivity layer) MoxkeT OBITh peaqu30BaH CTaHIAPTHBIMH CPEACTBAMH:

1) s mneHTHUKAITIN KaXIOTO Y3J1a HCIoNb3yeTcs ero IP aapec nimu moMeHHOE MMSI.

2) Ciry:kba aBTOpH3alMK OMNpeAeiseT HaOop TNPUBHIICTHH, HEOOXOMUMBIX Kak It
N00aBJICHNsT HOBOW MH(OPMAIIUK B CUCTEMY, TaK U JUIS JOCTYIA K YK€ Pa3MEIICHHBIM
MTOJTHOTEKCTOBBIM HCTOYHUKAM (Y3JIBI-IOCTABIIMKH MOTYT OTPAHWYMBATH JOCTYH K
HEKOTOPBIM JJAHHBIM).

3) Cesi3b Mex Iy y3namu oOecriednBaeTcst mocpenctsom mporokona TCP/IP.

PecypcHbrii ypoBeHs (resource layer) oubnuoreunoii [ pua-cetu obecrieunBaeT MOHUTOPUHT H
YUYET UCIONB30BaHUS PECypcoB, GOPMHUPYET CHHCOK JOCTYIMHBIX B JAHHBI MOMEHT Y3JIOB M IS
KaXJOr0 W3 HHUX BEJCT CTATUCTHKY CKaYaHHBIX MHUMPOBBIX JOKyMEHTOB. Ompenenser MOIHTHKY
UCIIONIb30BaHUSl pecypca: Ha0Op MpaBWJI AOCTYHNa K KaKIOMY IIOJIHOTEKCTOBOMY HCTOYHHKY,
OTpaHMYEHHE Ha MaKCHUMAaJbHOE YHCIO TONKIIOYEHUH 3a eIWHUIy BpeMeHH. i Kaxmoro ysia
(hopMHpYeT CITUCOK XPaHUMBIX TOJHOTEKCTOBBIX MCTOYHHKOB M TPENOCTABISIET €r0 M0 TPeOOBAHUIO
JIPYTUX Y3JI0B.

KonnexruBHsiit ypoeHs (collective layer) o0bequHsET Ceayromue ciry0bl 1 MPOTOKOJIBI:

1) Cnyx0a oOMeHa MeTagaHHbIME Tiepeaaet (aiiasl B popmare RusMARC u xml Mexay yznamu
U ICHTPAJIM30BaHHBIM  XpaHwmumieMm. [lepBelii  ucCHONb3yeTcs IS XpaHCHUS
Oubnuorpaguueckux 3amucedl, a BTOPOH COMNCPKUT JOMONHHUTEIbHYI0 HHPOPMALMIO O
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MOJIHOTEKCTOBOM KMCTOYHHMKE, B TOM YHUCJE JAHHBIE O Y3JIE-MOCTABIIMKE U TOJHBIA CIHCOK
KIIFOYEeBBIX  CIOB. HeoOxomgmMmocTh  IEHTPAIM30BaHHOTO  XpaHWIWINAa  OOyCIIOBJIEHA
MOTPEOHOCTRIO  JaNbHEHIIero OBICTPOrO TOWCKa B CHCTEME, a Takke BaKHOCTHIO
CYIICCTBOBaHUS €IMHOTO KAaTaJora OMMCAHUN JTUTEPATYPHI A1 00BEIUHEHHSI €T0 C KaTaJIoraMu
TpaauIMOHHBIX OnbmuoTek. [logoOHas cxema He HapymiaeT MPUHIUIOB [ pul, T.K., BO-NIEPBHIX,
BEIUMCIIUTENbHAS, DPECypCcHass H ceTeBas Harpy3ka Ha IIEHTPAIN30BaHHOE XPaHHIIHUILE
HE3HAYNTEJIbHA, a TMO03TOMYy He TpeOyeT pachpeieficHUs: 00beM IepeaaBacMbIX JIaHHBIX
HE3HAYUTEJICH, TOHUCK JOKYMEHTOB OCYILECTBISETCS C TMOMOIIBIO MpocTeHux (He
pPECYpCOEMKHX) 3alpocoB K PEIAIHOHHOW 0a3ze MaHHBIX. BO-BTOPBIX, HEIOCTYITHOCTH
XpaHWJINIIA B OTIPENIETICHHBII MOMEHT BPEMEHH BIIeUET 3a OO0 TONBKO MpeKpamieHne padoTsl
€ANHON MOMCKOBOM CUCTEMBI, a He Bceil I'pua-ceTd, T.K. BCE€ MOTHOTEKCTOBHIC MUCTOUHUKHU U
COOTBETCTBYIOIIME UM ONHMCAHUSA XPAHATCS B TOM YHCIIE M HA Y37IaX-TIOCTABIIUKAX.

2) Cnyx0a pe3epBHpOBaHUS JAHHBIX OTCIEKHUBAET TOSBICHNE HOBBIX NOKYMEHTOB B I pua-cery,
KOIUPYET UX Ha ONPEACICHHOE YHCIIO0 MPOU3BOJIBHEIX y3IIOB (OmpenensemMoe o0IIel Harpy3Koi
Ha ceTh). JlaHHas cmyx0a ympaBuseTcs U3 JABYX HWCTOYHHUKOB: MAaKCHMAJbHOE YHCIIO
ABTOMAaTHYECKH CO3/1aBa€MBIX PE3EPBHBIX KOMHN OMpPEAeIIeTCs aJMIHICTPATOPOM CHCTEMBI, B
TO K€ BpeMs y3ed MOXET 3alpeTUTh KOMHPOBATh IPEIOCTABICHHYI0 UM JIHUTEpaTypy,
SIBIISIOLYIOCST OOBEKTOM HWMYIIECTBCHHOTO IIpaBa W 3alpeTUTh KOIMMPOBAHHE CTOPOHHUX
PECYPCOB B €r0 XpaHUJIHIIE.

3) Cnyx0a BbIIETICHHS PECYpCOB TMPENOCTAaBIAET aApec Jid CKaYWBaHUS MOJHOTEKCTOBBIX
WMCTOYHHUKOB Y3JIaM-TIOTPEOUTENIM B COOTBETCTBUM C HA0OpPOM TIpaBUi, OMpPEIACIICHHBIM
K&KIBIM y3JIOM-TTOCTABIIMKOM (MaKCHUMaJbHOE KOJMYECTBO CKAUMBAHUHM B €IWHUITY BPEMEHH,
MPUOPUTET CKAUMBAHUS C KOHKPETHOIO y3ja - B clydae npejocTtapiieHus JaHHbix o HTTP-
MPOTOKONY TOJ00HAas BO3MOXKHOCTH ITO3BOJIACT TEpPEAaBaTh JOTOIHUTEIBHYIO HH(OPMAIIHUIO,
HampuMep peKjIaMHOro Xapakrepa). s pacnpefeneHus BBIYUCIUTEIBHBIX PECYpCcOB HeE
TpebyeTcsl HAIMYHe CIEeUATbHON CIYKOBI, T.K. KQXK/IBIA y3€]I CAMOCTOSTEIIFHO OTPENeisieT IS
ce0s CITUCOK 3aj1ay.

4) TIpoTokonbl AOCTyNa K TMOJHOTEKCTOBBIM HMCTOUHUKAM OIpeAeNsioTcs y3namu [pua-cetu. B
JacTHOCTH, MOTYT nojaepxkuBathcst NetBios, HTTP, FTP.

Ha npuknannom yposae (application layer) ['pua-cetn paboTaioT ABa MOLYIs, pean3yIoLine
(YHKITUH IBYX THIIOB y3JIOB:

1) Y3en-noctaBmmk oOpabaTbiBacT MaHHBIC, IIONYYCHHBIE M3 AaKTUBHOTO OKHa Opaysepa,
cepBUCaMH MPOBEpKU AoMeHHBIX uMeH (Whois), cBOCTB (haiina U T.A., C TOMOLIBIO KOTOPBIX
¢dopmupyer OuOnMMoOrpadMuecKyr0 3amuch B ABTOMAaTHYECKOM peKUME (BKIIOYas, 10
BO3MOXXHOCTH, M OIIPEACIICHHE TEMaTM4ecKoro Koaa JOKyMeHTa — Hampumep, YJIK).
Omnpeznenser KOHTPOJNBHYID CYMMY TIOJHOTEKCTOBOTO HCTOYHHUKA W HHICKCHPYET €ro.
[Tonp3oBarens mpu HEOOXOOMMOCTH BHOCHUT JIOMOJHHUTENbHBIE naHHble. CopMUpOBaHHASL
nH(pOpMaIs OTHpaBISIETCd B IEHTPAJN30BaHHOE XpaHWiuie. Kpome TOoro, mpu HajIMduu
OTIPE/IETICHHBIX ITOJHOMOYHI MOAYNh TpeaocTaBisieT (YHKIWW yrpaBieHus [pua-cerpio B
LEJIOM, THO0 MOJCPUPOBAHUS Pa3MELICHHON JINTEPaTyphI.

2) Y3en-nmoTpeOUTenb peanu3yeT CEepBUCHl MOWCKA, KOMMYHUKAIMH C LEHTPATU30BAHHBIM
XpaHWIAIIEM (IS TMONy9IeHHs OuOInorpaguIecKux 3amuceil) U y3jJaMu MOCTaBITUKAMH (TSt
YCTaHOBJICHHUS OTHOIIECHUH 1O TIOIYYEHHIO MOJHOTEKCTOBBIX HCTOUHHUKOB).

Taxum 00pa3oM, y37IbI-TIOCTABITUKH SBISIOTCS YWICHAMH BUPTYalbHOW OpTraHU3aIUU — SIUHOM
pacnpeneneHHON OMOIHOTEKH, B KOTOPOil akKKyMYIIMPYETCsl JIUTEeparypa 3 MHOKECTBAa HICTOYHUKOB, a
Y3IBI-TTOTPEOUTETH MIPEACTABISIIOT COOOM IMMOCETUTENICH ITOM ONOIMOTEKH.

C BHeapeHueM mnpemiokeHHoONW Oubmmoreunodt Grid-ceth u oObeAMHEHWEM 0a3 JaHHBIX
ommcaTeNbHOW  WH(POpPMAIMM C  KIACCHYECKUMH  OHONMMOTEKaMH  TOSIBUTCA  BO3MOXKHOCTB
OTHOBPEMEHHOTO €€ IMOMCKa B HMHTEPHET (B YAaCTHOCTH, Ha Wweb-MopTanax, OTKPBITBIX CailTax, B
CIICIMANILHBIX Web-apXxuBax u Jp.), B KIIACCHUSCKHUX M NCKTPOHHBIX Oubmuorekax. [Ipu atom OymeT
BO3MOXKEH THOKHMHA JOCTyN K JaHHBIM C TMOMOIIBIO OTOOpa JOKYMEHTOB IPAaKTUYECKU IO BCEM
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KPUTEPHUSAM, PUHATHIM B KJIIACCUYCCKUX OMONHMOTEKAaX, TEM caMbIM OyneT obOecrieueHa BO3MOXKHOCTh
KOHCONMUAANU TpeOyeMBIX pPEecypcoB, HE3aBHUCHMO OT MeCTa HX pa3MEIIeHUs, ¥ BO3MOXKHOCTb
JIOCTyTa K HAM C TIO3UIIUH OHOTO OKHA.

HanHy10 pa3paboTKy MOKHO paccMaTpUBaTh Kak CBOEOOpa3sHOE JOTOJHEHKE K MPOeKTy [8], HO B

OTJIMYME OT HEro, B HACTOSIICH paO0oTe OCHOBHOW aKIIGHT CTaBUTCS Ha TO, KaK OOCCIIEUYHTh MAacCOBOC
MIPEACTABIICHNE HWCXOMHBIX IM(POBBIX PECYpPCOB, HAXOMMIIUXCS, IO CYTH [eNia, TAe YTOAHO, IS
o0ecrieueHus oCIeAYIomEro 3(GEKTUBHOTO TOCTYIA K HAM C ITO3UIIUN €TMHOTO «HHTEPHET-OKHA,
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ITPOI'PAMMHOE OBECIIEYEHHUE C OTKPbBITBIM
NCXOAHbBIM KOAOM J1d IMOCTPOEHUA U
YIIPABJIEHUSA OBJAYHBIMHU CPEJAMUMU HA

PACHIPEJAEJIEHHBIX I'ETEPOI'EHHBIX
NHOPACTPYKTYPAX

A.B. IIsapn

Mocxkosckuii 2ocyoapcmeennulii ynusepcumem umenu M.B. Jlomornocosa,
Daxynbmem GbIYUCTUMENLHOU MAMEMAMUKY U KUOEPHEMUKU

ean padoTsl

Lenbio paboThl sBISAETCS W3YYEHUE KAaTETOPUU TMPOrPAMMHOTO OOECHEeYeHHs C OTKPBITHIM
MCXOIHBIM KOZIOM, MCHOJIB3YeMOTO ISl YIPABICHUS O0Ja4HBIMH MH(PACTPYyKTypaMu, MO3BOJISIONICE
OObCAMHUTD OTHAENBbHBIC BHUPTYaJM30BaHHbIC CEpBEpa AapXUTEKTyphl X86 u x86-64 M cHCTEeMBI
XpaHeHUS! JaHHBIX B EOUHBI PECYpPCHBIM Iy, UCIONB3ys BCTPOCHHBIE (YHKUIMOHAIbHBIC
BO3MOKHOCTHU T'MIIEPBHU30pPOB, OPraHU30BaTh BO3MOKHOCTh IPEAOCTABICHUSI BUPTYalIbHBIX CEPBEPOB
1o mMozenu laaS.

Lenblo wccnenoBaHus — ABISIETCS — COMOCTABICHHWE  APXUTEKTYpP M (YHKIHOHAJIBHBIX
BO3MOYKHOCTEH Hanbosee nepCreKTUBHBIX IPOrPaMMHBIX IPOAYKTOB C OTKPBITHIM HCXOIHBIM KOJIOM U
UX IPUMEHUMOCTD Ul CO3[JaHUS BUPTYaJIbHBIX 00pa30BaTeIbHbIX IIOJIUTOHOB.

OCHOBHBIMH aCIIEKTaMHU HCCIEN0BAHMS ABISIOTCS:

1) peanu3anys BEIYUCIUTENBHOM MOICUCTEMEBI, B3aUMOAEHCTBUE C TUIIEPBU30PAMU;

2) peanu3zanusi IOACUCTEMBl XpaHEHMsA JAHHBIX [UI1 LEHTPAJIM30BAHHOTO XpAHEHUS U
ynpasiieHusa o0pa3aMu BUPTyasbHbBIX MallIWH, 1a0JIOHAMU HACTPOEK BUPTYaJIbHBIX MAIlIUH;

3) peamuzanysi MUTpalMd BUPTYaJIbHBIX MallMH MEXIY Yy3JaMH Kiactepa 0e3 OcTaHOBa
3aIyLICHHBIX CEPBUCOB;

4) peanu3arys CETCBOU MOICUCTEMBI;

5) peanuzanus rpadudeckoro nHTepderica monp3oBaTeeH;

6) o0mas apxXuTeKTypa HpOrpaMMHOr0 oOecredeHus], Leneco00pa3sHOCTh MCIONB30BaHUS TEX
WJIA UHBIX PEIICHU.

OcCHOBHBIMH paccMaTpuBaeMbIMH B paboTe petenusmu siBisitorest OpenNebula u OpenStack.

OpenNebula [1] - npunoxenue, paspaboranHoe B Manpuackom ynuBepcutere Universidad
Complutense de Madrid, Ha cerogHSIIHWN [E€Hb YCHEIIHO HCIOJB3YeTCS B KPYMHBIX KOMIAHHSIX H
Hay9qHO- HCCJICIOBATEIbCKUX WHCTUTYTax, cpeau Kotopbix China Mobile, CERN, Kocmuueckoe
arenTctBo EBpomnsl. [logmepskuBaeT MHTErpaunuio ¢ OOJaYHBIMK CEpBUCAMH Amazon, MOAAEPKKY
npotokoia OCCI u EC2 Query APL

OpenStack [2] - KOMIUIEKC NPOEKTOB CBOOOJHOTO MPOrpaMMHOIO oOOecIiedeHusi, OCHOBHOU
BKJIaJl B KOTOpBIH BHecnu kommaHun Rackspace Hosting u NASA, oObsiBuBIINE 00 OTKPHITUH KOza
npoekToB 1iatdgopmer Nebula (IaaS - NASA) u mnardopmer Rackspace Cloud Files (Rackspace
Hosting). MoxeT OBITh HCIONB30BAHO JJISi CO3JAHWA BBIUYMCIHUTENBHBIX OONAaKOB M OONa4HBIX
XPpaHWIHIL, KaK MyOJMYHBIX, TAK U YaCTHBIX.

Pe3ynbrarhl padoThl

IIporpammuoe obecriedenre (I10) ObLTO YCTAaHOBICHO U MPOTESCTUPOBAHO HA 0OOPYIOBAaHUU B
cleaylomei KOHQUrypauun: 1crnoib3oBaica MoayinsHbli cepeep DEPO Storm 5302A1 ¢ uyetbippMs
BerUHCIUTEIRHEIME  MOmyisiMu  DEPO  Storm  3300JZ. Kaxnapiii  BBIYMCIATEILHBIA  MOIYIIh
KOMITOHOBAJICS IBYMSI IIECTHSICPHBIME Tiporieccopamu cepuu Intel Xeon 5600, mommep KuBarOuMu
pexxum ammaparHoil BupTyanuzanuu Intel VT, 24 I'6 omepaTuBHOM mamsTd, 3 >KECTKUMU AUCKAMH
(3.5 moiima), nByxkaHanbHbIM Gigabit Ethernet kontposuiepom Intel® 82574L.
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[lepBblif BBHIYMCIUTENBHBI MOIYNb HCIHONB30BAICS B KauecTBE YIPABISIOLIETO CepBepa
OpenNebula, a Tak ke B KauecTBE CHCTEMBI XPaHEHHUS NAHHBIX I 00pa3oB, MabIOHOB, HACTPOEK
BUPTYaJIbHBIX MAaIlUH (B KaueCTBE CHCTEMbl XPaHEHUs IAHHBIX HCIIOJIB30BAJICS 3allylleHHbIH nfs-
cepeep). Hcmompzyemas OC - Ubuntu Server 10 [4], auctpuOytuB ympapistomero [10 —
OpenNebula 3.6 (manee — OpenNebula).

BTopoif 1 TpeTnii BEIYHCIUTENBHBIA MOIYIH HCITOJIB30BAIMCh B KadeCTBE pabOYHMX CEPBEPOB
(y3moB) [5, 6] nns 3amycka BUpTyasbHBIX MamuH nof ynpasieHueMm [10 OpenNebula, Ha HuX ObLTH
ycTraHOBJIeHH W HacTpoeHsl runepBu3opsl QEMU-KVM [3], pabGoratomme Ha 6aze OC Ubuntu
Server 12.04 LTS.

YeTBepthlit Moayib, padorarommii o ynpasienneM OC Ubuntu Server 12.04 LTS [4], 6bun
ucnonb3oBaH i TectupoBanus [10 OpenStack Essex (2012.1) (nanee — OpenStack). On coBmemian B
ceoe IIO ympapneHuss u paboumid y3eJl BUPTyalu3allid, T.K. JaHHAsS KOHQUrypaius s
I1O OpenStack sBnsieTcss OOMyCTHMON B TECTOBBIX CpeJaX M HHCTAUIHPYETCS 0a30BBIM
YCTaHOBOYHBIM CKpHITOM [8].

B xauectBe runepBu3opa Ha Bcex padounx y3nax ucnoib3oBaics monyins QEMU-KVM [5, 6],
cobpannslii B coctase siapa OC Ubuntu Server 12.04 LTS.

B cucreme OpenNebula pomonuurtensHoe IIO Ha paboune y31bl HE YCTaHABIWBAJIOCH,
yIpaBieHUE THUIIEPBU30POM OCYLIECTBISUIOCH MOCPEACTBOM OuOmuoteku libvirt [7], Bxomsmieir B
COCTaB CTaHAAPTHBIX NUCTPUOYTHBOB Linux, 3a cyeT yCTaHOBIEHUS OecrapoipHOM rsa-ssh ceccuu
Mexay ynpasistormmm cepsepoM OpenNebula n pabounmu y3namu.

CBoaHble pe3yabTaThl HCCIEAOBAHUSl TPEACTaBICHH B pasaene «CpaBHeHHE MIaTGopm
OpenNebula u OpenStack».

Cpasnenne miargopm OpenNebula n OpenStack
1. O6mmue acnexThI

Hcropust mpoekrta

Pa3Mep H aKTUBHOCTD
Cco00IecCTBA

Ipumeyanus

OpenStack

OpenStack n3HaganbpHO
[IPOEKT XOCTUHIOBOH
komnanuu RackSpace n
NASA, OTKpBIBIIHX
JaCTh UCXOIHBIX KOJOB.

Coo011ecTBO OBICTPO
pactymiee. PazpaboTky
0(UIHATTEHO
MOJIICPKUBAIOT MHOTHE
MEXKTyHAPOIHbIC KOMITAHUH

OO6parieHuii B
TEXHUYCCKYIO
MOJICPIKKY HE OBLIO,
yctaHoBka [10 B
[MPOCTOM OJTHOY3JIOBOM

Ot NASA - [TPOU3BOJUTENIN KOH(UTypaun
BBIUUCIUTEIbHAS YACTh  [BBIYHUCIUTEILHOIO nporuia 6e3
Nova, ot RackSpace — obopymoBanus u 110, HO WHIUICHTOB.

00BEKTHOE XPaHUIIUILE
Swift.

UCTKOI'O pa3rpaHuvuCHUA
OTBCTCTBCHHOCTHU U BKJIa[

Kputnka OpenStack KOMITAaHHWI B pa3padOTKy HE
00Bb1YHO Kacaercs (1) SICCH.

HEIPO3pPavyHOCTh

MMPOCKTA,

(2) u3HAYAIBHO CIOKHAs
CTPYKTYpa U TUIoXas
Torndyeckasi CBI3HOCTh
BXOJISIINX B COCTaB
[MPOCKTa KOMITOHEHT,
HH3KOE Ka9eCTBO KOJIa,
CJI0KHOCTh
MHOTOY3JT0BOM

YCTaHOBKHU.
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OpenNebula

ccienoBarenbCKuit Tlognepxka HAa ypOBHE IIpu oOpammennn B
MPOEKT, CTApTOBABILIUI B [coobmecTBa y OpenNebula [rexHnueckyto

2005 roxy, ¢ 2008 roga  [Ha TEKyIIUl MOMEHT MOJJICP>KKY OTBEYAIOT
HAuYWHAETCS IEPHOJT 0oJIBIIIE YeM, TTIONJEPKKA Y [HEITOCPEICTBEHHO
AKTUBHOIO POCTA U OpenStack. paspabotuuku [10.
[POABMKEHHE MTPOEKTa, |MeXayHapOoIHbIX OTBETHI TOUHBIE,
OTKPBITHI HCXOTHBIE KOMITAaHUH, OQUIIMATBFHO  [ONepaTHBHBIE, BpEeMs
KOJbI. UeTKast Torndeckast [3asBISIONINX O MOANEPKKE [peaklny OOBIYHO HE
ctpykTypa I10. [IPOEKTa, CYIIECTBEHHO Oonee 24 vacos.
CraOuibHbIE U MeHble, ueM OpenStack,

3arIaHNPOBAHHBIC HO MPOEKT BHEIPEH U

penu3bl, IpOAyMaHHasl  |[MCHOJb3YETCs BO MHOTHX

MUTpalLUsl Ha HOBBIE €BPOIEHCKNX HAyYHO-

Bepcun [10, MCCIIEIOBATETECKIX

[MPO3pa4HOCTh YCTAHOBKHM |lIeHTpax, B T.4. [IEPHe.

11 HACTPOMKHU.

2. ApXHTEKTYpPHBbI€ aCIEKThI

110

CpaBHeHUe

OpenStack

OpenStack — KOMILIEKC IPOCKTOB B PaMKaX eIWHOH MIaT¢hOpMbI, COCTOUT U3
HECKOJIBKUX Pa3JIMYHBIX 110 HA3HAYEHUIO JIOTMUeCKuX dacTei: Nova —
BEIYUCITUTEIBHBIN MOAY/b, CETEBOM CEPBUC, KOHTPOJUIEP BHIUMUCIUTEIHHBIX
pecypcoB, Swift — o0bekTHOE Xpanunuie, Glance — cepBuc ynpaBiaeHUs
oOpa3aMu BUPTyaJIbHBIX MaInH, Keystone — cepBHC naeHTH(HUKALNH,
Horizon - web-nopran ynpasnenus. Kaxxasiit Mogyns TpeOyeT ycTaHOBKH U
HACTPOWKH CIIEUaTbHBIX KOMIIOHEHT U HEOOXOAMMBIX [T UX PaOOTHI
cucreMHbIX nakeToB OC. KoMMyHHKanuy MeX1y KOMIOHEHTaMHU
OCYIIECTBISIOTCS 10 TIpoTokoiry AMPQ depe3 BeIieTIeHHBI OpoKep
COCAMHEHHN — BRIYUCIUTENLHBINA KOHTpoIep. st obecnieueHns: paboThl
BBIYHCIINTEIBHOTO MOAYIISL, HEOOXOANMO Ha KaXkIoM pabodeM cepBepe
3aIlyCKaTh CETEBbIC U BHIYHUCIINTEIbHBIE ar€HThI, KOTOPbIE B3aUMOAECHCTBYIOT C
VIPaBISIOIMM KOHTPOJIJIEPOM.

CuctemHble HacTpoiiku xpanarcs B SQL 6a3ze qanubsix (MySQL,
PostgreSQL). Crctema MOXXeT OBITh JIETKO JEIIeHTPaIN30BaHa 3a CYET
[Pa3HECEeHNUs CEPBUCOB 110 Pa3lIUYHbIM (PU3NIECKUM CepBEpaM.

1) Peanu3anus BoIYMCIANTEIBHOMN MOACHCTEMbI, B3aUMO/IeiicTBHE €
runepBu3opamMu

BrruncnutenbHbIi MOAYNb nova—-compute YCTAHABIUBACTCS HA KaXAbIN
[pabounii cepBep, ympasisieT padoTOH THIEPBU30POB M BUPTYAIbHBIX MAIIuH
[MOCPEICTBOM JIOKAJILHOTO BBITIOJIHEHUS CUCTEMHBIX KOMaH]I,

O IeP>KMBAEMBIX THIIEPBU30POM. BEIUUCINTENBHBIN MOTYIb
B3aUMOJIENCTBYET C BEIYMCIUTENBHBIM KOHTPOJIEPOM (nova-api),
cepBucoM ayTeHTH(PUKamu (keystone), CETEBBIM CEPBUCOM (nova-—
network), JUCTIETYEPOM 3a7a4 (nova-scheduler) U IpyTHMHU CEPBUCAMU
OpenStack. Ynpasnenue OIOYHBIMHA yCTPOUCTBAM H WX MTOJKITIOUEHUEM K
BUPTYaJbHBIM MalllUHaM B penn3e Essex Tak jke 0CyIecTBIIeTCs TaHHBIM
MozyneM (TakeT nova-volume) . Peanusanus OJIOYHBIX YCTPOWUCTB
OCYIIECTBISICTCS MMOCPEACTBOM PyHKIIMOHAIbHOCTH cucTeMHoro I10 Linux
VM, 1100 MOIKITIOYEHUEM BHEIITHUX OJIOYHBIX CUCTEM XPaHCHUS TaHHBIX

iSCSL
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2) Peann3anus noacucTeMbl XpaHeHHUs] JAHHBIX U151 HEHTPAJIU30BAHHOIO
XpaHeHWUsl U yIPaBJIeHUs 00pa3aMi BUPTYaJIbHBIX MAIINH, IIA0JI0HAMHA
HACTPOEK BUPTYAJBHBIX MAIINH

YrpapieHne XpaHeHHEeM U UCTIONB30BaHWEM 00pa30B BUPTYaJIbHBIX MAIIHH
OCYIIECTBISICTCS MOMYyJIeM glance, KOTOPEIH 110 YMOTYaHUIO pa0OTacT B
CBsI3KE C OOBCKTHBIM XpaHuIuIeM Swift. B kauecTBe xpaHunuima st
00pa30B, TOMUMO SWift, MOXKHO HCIIOJIb30BaTh OOBIYHYIO (QaiIOBYIO CHCTEMY.
O6mwextHOE xpanmuiie Swift (Object Store) mo3Bossier mpeobpazoBaTh
CepBEPHI B MACIITA0MPYEMOE XPaHWIIHIIE TAHHBIX CO BCTPOCHHBIMH
(YyHKIHMSIMU TI0 00ECIIEYCHUI0 0TKa30yCTOHYNBOCTH. CHCTEMa aBTOMAaTHICCKH
esTaeT HECKONIBKO M30BITOYHBIX PETUIMK JaHHBIX MEXy CepBepaMu H B
citydae cO0sl OJTHOTO U3 CEPBEPOB, IETOCTHOCTH TAHHBIX HE HapymaeTcs. He
sBIIsieTCsl paiiyioBoi cucteMoi u 1oxo padoraet ¢ OLTP nanHbIMH,
MpeTHA3HAYEHO VIS TOTOCPOYHOTO XpaHEHHUS OOIBIINX 00BEKTOB (00pasbl
BUPTYaJIbHBIX MAIlliH, MyJBTUMEINA-KOHTEHT), aHAJIOT CepBUCa

Amazon S3 [9].

3) Peasn3anusi MUTpaliui BUPTYaJdbHBIX MALIMH MEXKIY y3J1aMU
KJIacTepa 0e3 0CTaHOBA 3aNyILIEeHHBIX CEPBHCOB

Murparus paboTarOIINX BUPTYaIbHBIX MAIIMH OCYIIECTBISCTCS
VMCKITIOYMTEIIBHO MTOCPEICTBOM (PYHKIIMOHATBHBIX BOZMOXXHOCTEH
TUIIEPBU30PA, MATPAIHS BO3MOXKHA TOJIBKO MEXKIY y3JIaMH C
YCTaHOBJICHHBIMY TUTICPBU30PaMHU OJHOTO THIIA.

4) Peauzanusi ceTeBOM MOACHCTEMBI

CereBble HACTPONKHN peaTu30BaHbl TIOCPEICTBOM HCIIOIB30BAHIS BCTPOSHHBIX
Mexaau3MoB OC Linux 1mo yIpaBIICHHIO CEThIO — co3qaHue MocToB, VLAN-0B.
YIIpaBIsieT CeThI0 MOIYNIb nova-network.

5) Peanusauus rpagudeckoro uHtepdeiica moab3oBarenei

['paduueckuii uHTEpdEic MOTB30BaTENd U AAMHUHACTPATOPA PEATH30BaH
MOCPEICTBOM MOIYIBHOTO wWeb-cepBepa, HarmucanHoro Ha si3pike Python ¢
ncToNb30BaHueM (peiiMBopka Django. SBnsercs rpaguueckum
nHTEpQeiicoM Ko BceM OCHOBHBIM cepBucam OpenStack.

OpenNebula

Apxurektypy I1O OpenNebula M0XkHO IpeACTaBUTH B BUAE TPEX OCHOBHBIX
ci10eB: QYHKIMOHAIBHBIX JpaiBepOB, MOHOIUTHOTO Spa CUCTEMBI U
CHETMaTN3NPOBAHHBIX YTHIUT. [[paiiBepsl OTBETCTBEHHEHI 32 pabOTYy C
cucreMHbIME KomoHeHTamu U OC — runepBu3opaMu, GaiioBbIMU 1
CETEBBIMU CEPBHCAMU, BUPTYaIbHBIMHU MallIMHAMH, JIETKO HACTPaUBAIOTCA
QJIMUHICTPATOPOM MO/ CBOM (PYHKITMOHANBHBIE 3a0a49n. SIapo (cucTeMHbIe
[TPOIIECCHI HA YIIPABISIONIEM CEpPBEpPE) YIPABIAET BCEMH KOMITOHEHTAMHU
CHUCTEMBI - BUPTYaJbHBIMU MaIlIMHAMH, CUICTEMAaMH XPAHEHUS TaHHBIX,
BUPTYaJIbHBIMU CETSMH, OCYLIECTBISICT OaJaHCUPOBKY HAIPy3KH U
UCTIETYEPU3ALIMIO 3aIIPOCOB M KOMaH/. Y THITUTHI 00€CTIEUNBAIOT
OTIOJTHUTENBHBIN (yHKIMOHAT B pa0OTE CUCTEMBI.

1) Peanuzanusi BOIYMCIATEILHOM MOACHCTEMBI, B3aHMOIEHCTBHE ¢
runepBu3opamMu

PaGora ¢ runepBU30paMu OCYIIECTBISAETCS MTOCPEICTBOM YCTAaHOBICHHS
OecraponbHO rsa-ssh ceccun ¢ pabOYMMU y31aMu, yCTAaHOBKA arcHTOB HE
TpedyeTcs.

2) Peann3anus noacucTeMbl XpaHeHHUs] JAHHBIX JIS1 HEHTPAJIU30BAHHOIO
XpaHeHHUs ¥ yIpaBJjieHusl 00pa3aMi BUPTYaJbHBIX MAaIlIMH, I1a0JT0HAMHA
HACTPOEK BUPTYAJbHBIX MAIINH

[Tonmep>KUBAIOTCS BCE BUIIBI CTOPOHHUX CHCTEM XpaHeHHs MaHHbIX (CX]1) —

Os04HbIe, (DalIOBbIC, JTOKAIbHBIC, pACIPEACICHHBIC, JOMOIHUTEILHBIX
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OrpaHMUYEHUH Ha TUII CUCTEMbl HE HaKJIaJbIBaeTCsl. 3a B3aUMOJICHCTBHE
OTBEYAIOT ApaNBEPHI, KOTOPBIE HACTPAUBAIOTCS MO Uconb3yeMbli Thrn CX/1.
OTCYTCTBYIOT CEPBHC aBTOMaTU4YECKOTO YIPABICHUS MOJKITIOYaEMBIX K
BUpPTYyaJIbHBIM MalllMHaM OJIOYHBIX YCTPOICTB, HEOOXOIMMO HACTPauBaTh
BpyuHy10. HeT coOOCTBEHHOI cMCTEMBI XpaHEHUs! JaHHBIX.

3) peaau3anusi MUTPALMH BUPTYAJbHbBIX MAIIMH MEKAY y3J1aMH
KJIacTepa 0e3 0CTAHOBA 3alyLIICHHBIX CEPBHCOB
Murpaiusi paboTaroIKUX BUPTYalIbHbBIX MAIIUH OCYIIECTBISIETCS
MCKITIOYUTENIEHO TOCPEACTBOM (DYHKIIOHAIBEHBIX BO3MOKHOCTEH
HIIEPBU30PA, MUTPALHS BO3MOXKHA TOJIBKO MEKAY Y3JIaMH C
YCTaHOBJIEHHBIMU THIIEPBU30PAMU OHOTO THIIA.
4) peanu3anus ceTeBoO MOICHCTEMBI
CeTeBble HACTPONKHU peaTn30BaHbl TOCPEACTBOM HCIIOIB30BaHMsI BCTPOSHHBIX
Mexaau3MoB OC Linux 1o yIpaBIICHHIO CEThIO — co3qanue MocToB, VLAN-0B.
B03MO)XHO HCII0JIB30BaHUE PaclpeesICHHOTO BUPTYaJIbHOI'O KOMMYTaTopa.

5) peaauzanus rpaguyeckoro unrepdeiica nonap3oBareeii

['paduueckuii uHTEpdEIC MOaB30BaTEIS U AAMHUHACTPATOPA PEaN30BaH
[HOCPENICTBOM MOYJIBHOIO web-cepBepa, HanucaHHOTo Ha s13bike Ruby ¢
MCTIONIb30BaHueEM (hperiMBopKa Sinatra.

3. YeraHoBKa CHCTEMbI

'YnpasJasitouuii cepsep PaGouue cepBepblIIpuMeyanust
(y3m1)
OpenStack |Hcnonp3yercs odurmaneheiii quctpudytus Ubuntu [7151 IpOCTHIX TECTOBBIX
Server, 3ammycKacsi aBTOMaTHYSCKUN YCTAHOBOYHBIN  [KOH(UTYpaluii, yCTaHOBKa
CKPHIIT. MpocTasi, BHITOTHSIETCS 0e3
'YcTaHOBKa B OZHOY3JI0BOM KOH(UTYpaIH, WHITHIEHTOB U C MUHUMAJIbHBIM
COBMEIIAIONIECH POJIb YIPABISIOLIETO CepBepa U yqacTHeM aJMUHUCTPATOpa.
paboumx CepBEPOB. 17151 TpOM3BOACTBEHHOM
YCTaHOBKH (MHOTOY3JI0BOH)
MHCTAJUISIMS CYLIECTBEHHO
cinoxxHee. OTCyTCTBYET
AJTOPUTM LIEHTPAITU30BAHHOTO
Mepe3aycka CUCTEMBI,
HEOOXOMMO TTepe3aIyCcKaTh
BCE YCTAHOBJICHHBIE
KOMITOHEHTBI 10 OTJEIbHOCTH,
B T.4. Ha pabounX y3iax.
OpenNebula[YcranoBka u3 ucxonHukos no |Yeranoska [10 Ha paboune [HacTts 3aBucHMOCTEH

TTOKyMEHTAIUH, T.K.
aBTOMAaTHYeCKasi yCTaHOBKA
MaKeTa U3 pero3uTopus
[IPOXOIUT HEKOPPEKTHO.
[lepBruyHas HacCTpoOiiKa CHC-
TEMBbL: TeHepalus KIouei 1is
0ecrmapoibHOTO JJOCTYTIA K
pabodnM y3iam, HaCTpOMKa
aJIMMUHUCTPAaTUBHOI'O 9KKayHTa
W Tpynibl, HacTpoiika NFS
cepBepa, HACTPOUKA CETEBBIX

CITyKO0.

cepBephl He TpedyeTcs,
TpeOyeTcs HacTpolika
aIMAHHCTPAaTHBHOTO
PKKayHTa U TPYIIIIBL,
MOAKITIOUCHHUS
pas3nenseMbIX (aiIoBbIX
TUPEKTOPHIl UIs1 CHCTEMBI
xpanenust JaHHbIX NES,
HACTPOIKA CETEBBIX CIYXKO.

ABTOMAaTHYECKH MOTYT HE
pa3perarbesi, IPUXOIUTCS
moycTaHaBiMBaTh BpyuHyto. Her
ABTOMAaTHU3WPOBAHHOTO CKPHIITA
[MOJIHOM YCTaHOBKHU. XOpOIIIas
TOKyMEHTAaINsI, B KOTOPOH
3a(IKCHPOBaHBI BCE OCHOBHBIE
CIIOKHOCTH IIPU YCTAHOBKE U
0a30Boi1 HacTpoiike. CHCTEMHBIE
CEPBHUCHI LIECHTPAIM30BAHHOTO
OCTaHOBA U 3aITyCKa

YIPaBJISIOIIEro cepBepa.
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BriBoabl
O0e paccMOTpEHHBIE CHCTEMbI, HE CMOTpPS Ha 3asBICHHS COOOIIECTB-Pa3pabOTUMKOB, MOKA
elle He ABJIAIOTCS 3aKOHYEHHBIMH PEUICHHSAMH IS TOCTPOEHHUS CHCTEM II0 MPEI0CTaBICHUIO
o0OmayHbIX cepBUCOB laaS, B ToM BHIe M C TOW (PYHKIIMOHATIHHOCTHIO, KaK 3TO PEalM30BaHO,
HaIpUMeEp, Ha CaMO PacIpoCTpaHEHHOM KOMMepUecKo 3akphiToi margopme Amazon Web Services
(AWS) [10]. Pemrenuss mo cBouM (PYHKIMOHAJIBHBIM BO3MOYKHOCTSIM, BO3MOJKHO, B CHJIY CBOCH
YHHBEPCATHHOCTH, YCTYIAIOT MPOIPUETAPHBIM aHAJIOraM M TPeOYIOT CYIISCTBEHHON HOPaOOTKH IO
KOHKPETHBIC 3aJa4l W apXuTeKTyphl. PaccmorpenHoe I[1O sBnseTcs yaoOHOW yIpaBIstoiei
MPOCTONKON MEXIY OTAETHHBIMH CUCTEMHBIMH KOMIIOHEHTAMU — CETEBBIMU CEPBHCAMH, CHCTEMaMHU
XpaHEHUs [aHHBIX, (ANIOBBIMA CEPBHCAMH, THUIEPBHU30PAMH, OCTABISISI PEATH3alUI0 JaHHBIX
KOMITOHCHT Ha pa3pabOTUuKe PElIeHHs, B TO BpeMs KaK KaueCTBO M HAJIGKHOCTh 00JaqYHOTO PEIICHUS
3aBUCHT MPEUMYIIECTBEHHO OT mocieqHux. [lpenMymiecTBaMu NaHHBIX pENICHUN SBISETCS HaUdne
MOJYJIBHOTO web-miopTana ympaBieHus BHPTYalIbHBIMH CPEIaMH, XOpOIIasg MaciTabupyeMoCTh MpH
pocTe Harpy3ok, eauHble uHTepdeiickl ynpaeieHus. He cMOTpS Ha HMCIOIIMECS OTPAHUYCHHUS,
paccmotpennoe I10, ¢ y4eToM BO3MOXKHOCTEH MPOEKTHBIX JOPAa0OTOK, 00ECIIeunBaeT HEOOXOMUMBIHA
WHCTPYMEHTapUi ISl CO3JaHWsI CHCTEM BHPTYaJIbHBIX 00pa30BaTENbHBIX ITOJUTOHOB, BBICTYIAs
HAJCKHBIM W PA3BUBAOIIMMCS (PEHMBOPKOM JUIsl ITOCTPOSHHUS TAKOTO POJa CHUCTEM B KOPOTKHUE
CPOKH.
PaccMoTpenne cucTeM BBIIBHIIO CIIEAYIOUINE HEAOCTATKH M OTCYTCTBHE HEOOXOAMMBIX
(YHKIIMOHAIBEHBIX BO3MOXKHOCTEH, KOTOPBIC JOJKHBI SBJISITHCS TEMAMH OT/ICIBHBIX HCCIICIOBAHUI:
1) oTcyTCTBHE CEPBHCOB aBTOMATHUYECKOTO TIEpE3allyCKa BHUPTYAIBHBIX MAIlUH TPH cOoe
pabouero cepBepa;
2) OTCYTCTBHE WX HEMOJIHYIO PEaTH3aIfi0 BBICOKOHAIEKHBIX PacIpeieIieHHBIX, B TOM YHUCIIe
OJIOYHBIX CUCTEM XPaHEHUS JTaHHBIX;
3) OTCYTCTBUE CHENHUATHU3UPOBAHHBIX CHUCTEM XpaHEHHUS JaHHBIX, (DAMJIOBBIX CHCTEM,
ONITUMH3HUPOBAHHBIX IO CIIEMU(PHUKY BUPTYAITU3UPOBAHHBIX CPE;
4) cnaOyro creneHb MPOpabOTKH CIEIUAIN3UPOBAHHBIX CPEJCTB YIPABICHUS CETEBBIMU
HACTPOMKaMH B MACIITAOUPYEMbIX BUPTYalbHBIX HHQPACTPYKTYpax;
5) oTCyTCTBHE COOCTBEHHBIX THTIEPBH30POB B COCTABE CHCTEM U COOTBETCTBEHHO OTCYTCTBHE
MeXaHW3Ma ONTUMH3AINH THIIEPBHU30pa TIOA 3a/1a91 CUCTEMBI.

Jlureparypa
[1]  http://opennebula.org/ - opunmansHeli caiiT mpoekra OpenNebula.
] http://www.openstack.org/ - opunnansusiii caiiT mpoekra OpenStack.
] http://www.linux-kvm.org/ - opununanbHbli caiiT nmpoekra KVM.
[4]  http://help.ubuntu.ru/ - opunmaneHe caidT mpoekta Ubuntu.
] http://www.ibm.com/developerworks/ru/library/l-linux-kvm/ - crarns,
«Apxutekrypa 1 npeumyniectsa KVM».
[6] http://www.ibm.com/developerworks/ru/library/l-virt/ - craTes,
«Bupryanuzanus 8 GNU/Linux».
] http://libvirt.org/index.html - opunmanbHeIi caifiT mpoekra libvirt.
[8] http://devstack.org/
|

http://aws.amazon.com/s3/
[10] http://aws.amazon.com/
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3(I)(I)EKTI/IB‘I:II)II‘/JI MOHHUTOPHUHI' _
KOMMYHUKAIIMN HA OCHOBE BHEHIHEH
AIIMPOKCUMALIMA TPA®A'

A.M. Panmonopt
Llenmp I puo mexnonozuii u pacnpeoeieHnvlx avluucieHutl, Mncmumym cucmemno2o
ananuza PAH, Poccus, 117312, Mockea, npocnexm 60-1emusi Oxmsops 0.9,
ram43@mail.ru

[Ipu opraHu3zanuyi MOHHUTOPHHTA CUCTEM KOMMYHHUKAIIMA €CTECTBEHHO BO3HUKAET IpolOiiemMa
MOCTPOCHUS KPaTYaMIIeT0 3aMKHYTOTO MapIIpyTa, COJepKaIiero Bce 3neMenTsl. OUH U3 MOAX0I0B
K €€ HCCICIOBAaHUIO JaeT pelleHUE 3aJauud O KuTaickoM moutanboHe (cMm. [1-3]). B Toxe Bpems B
JiiJIepoBOM Tpade Bceraa UMEETCsl 3aMKHYTBIH 00X01 Bcex pedep 0e3 moBTopeHuit. [lockonmbpKy Bce
CTCTIICHH B HEM 4YETHBIC [4], €CTECTBEHHO IMOMIBITATHCS B MPOU3BOJIBHOM rpad)e M3MEHHTh HEUCTHBIC
CTCTICHH Ha YETHBIC, 3aTPATUB Ha 3TO MUHUMAIIEHOE YHCIIO omnepanuii. TakoMy moIxoy v HOCBSIICH
HACTOSIIMIA JOKJIaA. B HeM Ui TPOM3BOJILHOTO CBS3HOTO Tpada HIIETCS BKIIOYAOIIHNA €ro
OmmKalmuit B MEeTpUKe XEMMHHTa dHIepoB Tpad, T.e. OTIWYAIONTUICS JHIIb HATAINEM HOBBIX
pebep. (Cnemyer OTMETHTh, YTO AOOABJIICHUE HOBBIX pedep He 00s3aTeIbHO BIICYET TOSBICHHE
JIOTIOJTHUTENIBHBIX KOMMYHUKAIUH, MOCKOJIBKY HCXOJHAs KOH(MUTYpAIUs MOXKET SBISATHCS YACThIO
YK€ UMEIOIIENCS CTPYKTYPBI.)

[Iycte G=G(V,E)=G(V,,V,,E)- KOHCUHBI}, CBA3HBIN (HEOPUCHTUPOBAHHBIH) rpad, rue

V,,(V,)- nonMHOXKecTBa BEpUIIMH YETHOH  (HEYCTHOH)  CTCNCHH, ‘Vl‘ =ny, VZ‘ =n,,

G, =G,\V,,E)),G,=G,(V,,E,)- noarpapst rpapa G  Ha  COOTBETCTBYIOLINX
noaMHOXkecTBax BepmuH. Mmercs sitnepos rpap G =G'(V,E’), E C E’, munuMusupyommit

’ , .
XEMMHHTOBO pacCTOsHUE OT UcxoaHoro rpada, .e P(G,G’) =1 EAE’ | = min.

OpuH u3 cnoco0OB aKCHOMATHUYECKOTO BBEJICHUS 3TOTO paccTosHUS mpenioxeH B [S5]. Kak
YK€ OTMEUAJIOCh, «3WJIEPOBOCTh» Tpad)a TapaHTUPYETCS UYETHOCTHIO CTEICHEH BCEX €ro BEpIIHH.
[ToaToMy MUHMMH3ALMK MEPECTPOCHUI CTPYKTYphbl rpada s mpeoOpa3oBaHHUs K HCKOMOMY BHIY
MOXHO JOOUTHCSI M3MECHEHUEM BCEX HEYETHBIX CTENCHEeW Ha CIUHMILY. JTO 3aMEUYaHHe U YETHOCTh
YHUCIla TAKUX BEPIIMH [4] 03HAYAIOT, YTO TAKUX M3MCHEHUH HE MOXKET OBITh MEHBIIIE 71, /2, KOTAA JJIs

Ka)KI[Oﬁ napbl BCPIIUH U3 V2 Z[O63BJ'I$ICTC$I W yAAJIsIC€TCd OOHO pe6p0. B pa60Te IIOKa3aHoO, 4TO

BCSIKUH KOHEYHBIA Tpad MOXKHO TMPEICTAaBUTh B BHIE HEKOTOPOT'O MHOTOIOJHHOTO (TIOJTHOIOIHHOTO)
rpada ¢ MakCUMaIbHBIMA HE3aBHUCHMBIMH TIOJMHOXECTBAMH BEPIINH (MaKCHMaJIbHBIMU IMOJHBIMU
nonrpadamu). Ha OCHOBE MHOTOJONBHOTO MPEIACTABICHUS TPEJIOKEHA TOCIeIOBaTeIbHAS
MpoIeaypa, KOTopasi MPU MOMOIIM OTIeparuii J0OaBICHNs HOBBIX pebep NMPUBOAMT 3a 1, /2 IIaroB K
siinepoBy rpady, ecnu B pe3yiabTare mnpeobOpa3oBaHuii octaercs myctodl rpad. ChopmyaupoBaHbI
YCIIOBHUS, KOTOPBIM JOJDKEH YIIOBJIICTBOPATh MoArpad Ha BEpIIMHAX C HEUYCTHBIMU CTCIICHSMH,
rapaHTUPYIONIFEe MHUHUMAIbHOCTh YHCIIAa WCHOJIB3yEeMBIX OIepalnuii B HE3aBUCUMOCTH OT BbIOOpa
MHOTOJIOJIFHOTO TpezicTaBneHust. K 3ToMy Kiaccy, B 4aCTHOCTH, OTHOCSTCSI HEIOJHBIE JIBYIOJIbHBIC
rpadbl ¢ HEYETHBIMH JIOJISAMHE U ABYIOIbHBIC TPadbl C YSTHBIMU JIOJISIMH.

" Homnepxka @I «MccnemoBanus ¥ pa3paboOTKH MO NPUOPHTETHBIM HAMPABICHHUSM PA3BUTHS HAYIHO-
TexHosoruueckoro kommiekca Poccun Ha 2007-2013 roaer» (I'ockonTtpakt Ne 1.519.11.4012) u PO®U, rpant
Ne 12-07-00415-a.
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1. MHoroao0/iLHOe npeacTaBjieHue rpada
B aTOoM pasjenie cTpoHMTCs MpeacTaBieHne MPOU3BOILHOI0 KoHeuHoro rpaga H = H(A,U),

‘A‘ = p, B KOTODOM MHOXECTBO BceX BepliMH A o0pasyeT pa3OueHHE Ha MaKCHMalbHbIC
HE3aBHCHMBIC ITOJIMHOXKECTBA, a peOpa COSUHSIIOT BEPIIUHBI 3 PA3HBIX OJAMHOMKECTB.
Omnpenenenne 1.  CosokynHocts  moarpapos  H,=H.(A,,U,),i=1Lk  rpada
H = H(A,U) 06pa3yioT ero MHOTO0JIBHOE MIPEACTABIEHHUE, €CITH
k k
A=JA . ANA =2.U=U,.U,=@.i.j=1k, i#j. 1<k<p, e))
i=1 i,j=1
A;,A; - MakCHMAIIbHBIE HE3ABUCHMbIE MTOIMHOKECTBA BEPUIMH (CM. [4]).

Cpenu MOIMHOXECTB BEPIINH A; MOXXHO BBIICIHUTH OJHONIEMEHTHBIC, IS 3TOTO MOJIOKUM

k
Al=lLi=k+Lk, JU,=U,.i=j. @

i, j=k +1

k=k+ky.k k, 20,|A|22,i=1k,

Ioarpadp H, =H,(A,,U,), ecin nmeercst (t.e. k,> 0), siBasercs momHeiM rpadom c
k, =k —k, BepmmHamu, T.K. B NPOTHBHOM CJIy4ae HAIUIOCH OBl HE3aBHCHMOC IOIMHOXECTBO,
colepiKalee He MEHee JBYX HECMEKHBIX BepIIMH u3 A,. 13 MaKkCHMaabHOCTH IOIMHOXKECTB A,
TaKKe Crefyer, 4yro mobbie nBa noarpapa H,, H ; comepkar He MEHEe JBYX CMEXHBIX BEPIIMH
xe A,ye A j - Taknm 00pasom, CrpaBeNBO:

Yreep:xkaenne 1. Beskuii rpad H = H(A,U) saBisieTcss HEKOTOPBHIM MHOTOOIBHBIM Tpaom
Buga (1), (2), mpuuem mobble aBa moarpada H,, H i i,j= m i # J couepxar XoTs Obl JBe

CMeHbIe BepiuHsl, a noarpad H, = H(A,,U,) - nonHsIi.

JIsi TIONMyYeHUs] MHOTOAOJBHOTO MPEICTABICHHS MOXHO WCIOJB30BAaTh  CIIEAYIOIIYIO
IpOLeAYPY MOPOXK/ICHHS MaKCHMaIbHBIX HE3aBUCHMbBIX NOAMHOKeCTB. Ha l-om mare B A,
BKJIFOYACTCSI JTF00ast Tapa HECMEKHbBIX BepuinH. Eciin Takoi HeT, TO Bce HE3aBUCHMbIC MOJMHOKECTBA
onHosnementusle, k, =0, k =k,, r.e. H =K , - nonnwiii rpad. Ecin A, yske conepxur ¢ BepmmH,
To Ha +1 - oM miare moGaBiseTcs A00ast BEpILIMHA, HECMEXHAs ¢ KaXI0i U3 BKIIOYCHHBIX. Eciu
TaKOW HOBOH BEpIIMHBI HET, TO A, mHocTpoeHO. [T MOCTPOCHHS CIEIYIOIIETO BO3MOXHOTO
MaKCHMaJIbHOTO ~HE3aBUCHMOTO TOJMHOXKECTBA paccMmartpuBaercst mnoarpad rpada H, He
cogepxamuii BepumHsl U3 A\A, u uHIMACHTHBIE UM pebpa. B HeMm HOBTOpSIOTCS ONEpauuy,
aHAJIOTUYHBIC HCIIONIb3yEMBIM IIPH IIOTyYCHUU HOJMHOXKECTBA A, .

O‘-ICBI/I,Z[HO, YTO Takas CxXeMa 06p330BaHI/I$I HC3aBHCHUMBIX ITIOAMHOXKCCTB Ai MOXKCT IMPUBOJUTH

K HEOJIHO3HAYHOMY PE3yJIbTaTy U 3aBHUCHT OT BHIOOpa odepedHoi m00aBiseMoil BepmnHbl. CremayeT
OTMETHUTh, YTO MHOTOJIOJILHOE TPECTaBICHNE Tpada JaeT HEKOTOPHIM CIIOCO0 €ro JEKOMITO3UIUU 1
MOJKET OKa3aThCs MOJIE3HBIM TPY PEIICHUH 33/1a4 Ha OCHOBE paclpeeNieHHbIX BerauciaeHni. [lepexon
K JIOTIONHUTENEHOMY Tpady IO3BOJNSET IMONYYWTh MpeJcTaBieHue rpada depe3 MaKCHMallbHbIe
TIOJTHBIC TIO/ITPaQbL.

Omnpenenenne 2. CoBokynHocts  moarpado  H, =H,(A,U,), i=1k rpada
k

H = H(A,U) 06pa3yioT ero moaHoA0IbHOE TIpeACTaBICHHE, eClTH A = UA; , AiﬂA ; =Oun H, -
i=1

MaKCHUMAJIbHBIC TOJHBIC TOATPAdEL, I, j = Lk, 1<k < p. 3)

Cpe}m MMOAMHOKCCTB BEPIINH Ai TAaKXC MOXXHO BbIICIINTb OJHO3JICMCHTHBIC, T.C.
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k
=1, i=k +Lk, [JA =4,. (4)

i=k;+1

k=k+ky, k., k,20,[A|22,i=1k,

Ai

IMoarpap H, = H,(A,,U,), ecin nmeercs (1.e. k,> 0), Teneps sBIsieTCst MyCThIM rpadom ¢
k, = k — k, Bepmunamu, u u3 yrBepxacHus | momydaem:

Cnenctue 1.1. Beskwuii tpadp H = H(A,U) sBasercs HEKOTOPHIM MTOTHOMOIBHEIM rpad)oM
Bupa (3), (4), mpuuem mobsie asa noarpapa H,, H;, i,j= Lk, i# j comepxaT XoTsi ObI 1Be
HecMexxHble BepiuuHsl, a noarpad H, = H (A,,U,) pebep He nmeer.

Hcnonb3ysi  MOJNHOMOJNBEHOE  MPEJCTABICHUE  BO3MOXKHO  TMOCTPOCHUE  TPOLEAYPHI
mpeoOpa3oBaHus B diIEpoB Ipad Ha OCHOBE OIIEPAIMH YAAJICHUS peodep.

2. MeToa eITMHHYHOI0 M3MEHEHMSsI CTeNeHel BepIInH

Bynem Ha3bIBaTh rpad ¢ HEUYETHBIMU CTEIICHAMU BEPLIMH HeuemubiM. HeTpyqHO oka3aTh, 4To
€ro CTENeHH MOXXHO M3MEHHUTb Ha €AMHUIYy NpPU MOMOILM ONEpaluil ABYyX THUIOB (I0OaBIEHUS U
ynanenust pedep). [y 3Toro Bocmonb3yeMcsi MHOTOOJBHBIM IpenctasieHueM (1), (2) HedeTHOTro
rpapa H = H(A,U) ¢ dYeTHBIM 4YHCJIOM BEpUIMH B BHAe MHorogoipHoro rpada (1), (2) ¢

:p -

= p;, BKJIIOYasl €AMHUYIHBIC, €CIIN OHU NMCIOTCH,

MaKCUMAJIbHBIMU HC3aBUCHUMBIMU IMOJMHOXKCCTBAMU BCPIINH Ai’ izl,k. HOCKOHBKy ‘A

Ai

YCTHOC, TO YHCJIO HCUCTHBIX ITOAMHOKCCTB Ai ,

TAaKXC 4YC€THOC.
B KaXXaAOM H3 IMMOJMHOKCCTB BCPIIHNH Ai CTpOUM MAKCHUMAJIBHOC MHOXKCCTBO pe6ep 0e3

00X BepmvH. B TOQMHOXECTBE C YETHBIM YHCIIOM BEPIIWH TAaKUM CIIOCOOOM OYyIyT MOKPHITHI, T.€.
HA €IMHMIy YBENWYEHBI CTeNeHu p,/2 BepumH, a ¢ HeuetHbiM (p, —1)/2 Bepmmn. [ockonbky
YHCIIO «HEYETHBIX» MOJMHOKECTB OBIIO YETHBIM, TOJMHOXKECTBO HEIOKPHITHIX BepmmH A’ Taroke
«geTHO». Ilepexomum k HoBomy rpady H~ ¢ uyerneim umciom Bepmma A’, sBIsIOmEMYyCS
noarpagom ucxomuoro rpada H u He copepKalldM TMOKPHIThIE BEPIIMHBI C WHIMIACHTHBIMH WM
pebpamu. [l HEro TakkKe HWMEETCs MHOTOJOIBHOE mpencraBieHue Buma (1), (2) m omnwmcaHHas
MPOIEAYPa MOXKET OBITh TOBTOPEHA.

B pesynmbTaTe KOHEYHOTrO 4MCIa IIArOB BO3MOXHBI J[BA BapHUaHTa: JIMOO BCE BEPIIUHBI
ucxoaHoro rpad)a OyayT HMOKPBHITHI HOBBIMU peOpamiu, JTUOO OCTAaBIIUKCS rpad) SIBISETCSA MOJHBIM C
YETHBIM YHCJIOM BepiinH. B mepBoMm ciyuae mcmonb3yemasi MpoIenypa yBeTHYNBAaeT BCE CTEIEHU

BEPIIMH Ha €IMHMIYY MyTeM no0aBieHus p/2 peGep. Bo BTOpPOM cilyuae OTpaHHYHMTBLCS JIMIIb
omepanueit 1006aBaeHus pedep He yaaeTcs, HO B MOJHOM «U4ETHOM» Tpade MMeeTcsl mapocodyeTaHue,
coJiepkaiiee TOJOBHHY pebep. VX ynaneHue yMEHbIAET CTEIEHH BEPIINH ATOTO MOJTHOTO rpada Ha
C/IMHUILY.

[MpennoxeHHBIN CIOCOO MEPECTPOCHHS UCXOAHOTO rpada IPUBOAUT K CIIEIYIOIIEMY:

YT1Bep:kaenue 2. MuHUMaIbHOE YHCIIO OIEpaIdii M0OaBICHUS WIW yIajdeHHS pedep st
u3MeHeHus Beex creneHeit Bepiind rpada H = H(A,U) ¢ 4eTHBIM YHCIOM BEPIIUH P HA CAUHHILY
paBHO p/2, Tpu¥eM, a) eciM B Pe3yJbTaTe IPOU3BENEHHON MPOLELYpHl €ro IEepecTPOeHHs H
nobasneHust pebep 00pa3oBaiicsi MONHBIA rpad) ¢ 2r BepIIMHAMH, TO YHCIO JOOABICHHBIX pebep
pasHo (p—2r)/2, a ynaneHHwIX - r; 6) B IPOTUBHOM CJydae 4MCIO T0OABICHHBIX pebep paBHO
p/2 , & YIaJICeHHBIX - 0.

3aMeTHM, YTO €AMHWUYHOE M3MeHeHHe cremeneil BepmmH rpada H = H(A,U) ¢ deTHBIM
yMcIOM BeplMH 32 p/2 omepanuii TakKe pPealM3yeTcs HCXOAS M3 €ro  TOJHOIOJIBHOTO
npeacrasnenus (3), (4).
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YTBepkacHUE 2 TIO3BOJISICT CHOPMYIUPOBATh YCIOBUE [T TiepecTpoeHus rpada G B ditnepon
3a cyeT Jo0aBJICHUS HOBBIX pedep.
Yrep:kaenne 3. Ucxomusrii cssubiii rpadp G = G(V, E) Ha ocHOBE MHOTOIOJIEHOTO

IpeACTaBICHHS ero noArpada Ha BepmmHax HedeTHol crenern Gy = Gy (V) , Ey ) npeobpasyercs B
rpad G'=G'(V,E’), conepxkantuii 5iinepos UK, IPU OMOIIHU 71, /2 omepanuii 1o6aBieHus
pebep, eciti B pe3yibTarte MmocjieaHeil KoHDUrypamnue okasaics mycToi rpad.

3. JloctaTouyHble YCJIOBHSI NOCTPOeHHs »JiljiepoBoii anmpokcuManuu rpada onepaunuei
no0aByeHust pedep

Ecnmu nmns mpeoOpasoBanust Tpada B SUICPOB HCHOIB3YETCS TOJBKO OMNEpalus BBEICHUS
HOBBIX pedep, TO BOIPOC O CBA3ZHOCTH HOBOTO Trpada He BOZHHUKAET. 1or/a Mpy yBEIHMUEHUH CTETIeHEeH

BCEX BEpIIMH Ha exuHuLy noxarpaga G, ¢ «HEYETHHIMU» BEPLIMHAMHU AIIPOKCUMHUPYIOMUHA rpad

coJepkuT ditnepoB nuki. [losTomy nenecoobpasHo OTAETBHO onucaTh KOHPUTypauun rpadoB, Korna
TaKoe MepecTpoeHre BO3MOXKHO. B aTOM paznene GpopMynupyroTcsi HEKOTOpPhIE YCIOBHUS Ha moAarpad

G, u rpadsl, monydaromuecs B mporecce nepecTpoiiku. [las 3Toro cHOBa paccMaTpHBaeTcs Irpad
H ¢ 4eTHBIM YHMCJIOM BEPIIMH M MILYTCS YCIOBHS, Korja jaoGasienue p/2 pebep NPHBOIMT K

€AMHUYHOMY YBEJIMUEHHUIO CTENeHed Bcex BepmuH . [Ipu 3ToM cuuTaeM, 4TO B MHOTOJOJIBHOM
npeacrasieHun Bunga (1), (2) storo rpada (wiam rpadoB, BOZHMKAIOMIMX B MIpoluecce H00aBICHU

pedep,) Bce moamuoxecTBa A,,i =1,k coxep:kat HeYeTHOE YHCIIO BEPIIHH, IOCKOIBKY, KaK CIIELyeT
U3 YTBEPKJICHUS 2 B «UECTHBIX» OJMHOXKECTBAX COCTUHCHUE p BEPIIUH P / 2 peGpamu yBeIHYHBAET

VX CTENICHH Ha eMHMUITY. [IOHATHO TOT/Ia, UTO UHCIIO «HEYETHBIX» IOIMHOXKECTB, paBHOE K , 4eTHO.
YrBep:knenue 4. Ecau B MHOrO0HOM Tipenctaieruu (1), (2) rpaba H = H(A,U), tae

‘A‘ = D - 4eTHOe, cpeny HedyeTHBIX moamHoxkecTs A., i=1,k wnmerorca A,,i=LIl, [<k-1I, B

K@KIOM M3 KOTOPBIX HaiiieTcs HedeTHoe umcno Takux sepumH X, uro (X, Y, )€U, rae

ys € AS , s =1+1,k, torna no6asnenue p/2 pebep yBennMUMBaET BCe CTENEHH HA €IUHUILY.

JlokasatenscTBo. ITockombKy Bee moaMHOMKeCTBa A, A, cOfepKaT HEYETHOE YHCIIO BEPIIHH,
a p -4eTHoe, TO JUIA MOydeHus Tpedyemoro B KaxaoM A, i —1,/ ducno BepmmH Buia X, JOHKHO

661TH HeueTHBIM . Tora kaxayio Bepmuny X, s = [ + 1, k' moxnHO coenuuuTs pebpoMm ¢ HekoTOpOit

s 9
BEPIIMHOA Y, § = [+ l,k , @ OCTaBIIIMECS BEPIIMHBI (MX YETHOE YMCIIO) B KaXKJIOM ITOJIMHOKECTBE
A, AS Takke MOXKHO TIOTIAPHO COEMWHUTH. TakwmM oO0pa3oM, B pe3yibTare oO0INee UHCIIO

n06aBIeHHBIX pebep paBHO p/2 .
VTBepikaeHHE 4 JaeT BO3MOJKHOCTH BBIIEIUTH HEKOTOPHIE UACTHBIE CIIydad IIpH
OTIpe/ICNICHHBIX COOTHOMICHHUSAX MEXIy mapamerpamu K,l, momyckaromue 3(p(eKTHBHYIO MPOBEPKY

COOTBETCTBYIOIIMX yCIOBUA. B wacTHOCTHM, eciaM yHaercsi MOCTPOUTH pa3OHeHrne Ha 2 TPYIIIBI
PaBHOMOIIIHBIX TTOJIMHOKECTB, TO €r0 (POPMYIMPOBKA 3HAUUTEIHHO YIIPOIIAETCS.
Caencrue 4.1. Eciu B MHOromonsHoM npenacrasienuu (1), (2) rpada H = H(A,U), tae

‘A‘ = D - 4ETHOE, BO3MOKHO pPa30MEHNE HEUYETHBIX OAMHOXKECTB Al- , 1 =1,k wa2 rpymmsr:

AL« o w Apnt {Apy. - - Al uto (x,y)eU, tre x, €A, i=1k/2,

y, € A, i=k/2+1,k, Torma nobasnenue p/2 pebep yBemMuMBACT BCE CTENEHH HA ETUHMITY.

dopmynupoBka cieacTBUs 4.1. WUTIOCTpUPYETCsl HA PUCYHKE |, Ile MyHKTUPOM 00O3HAYEHBI
OTCYTCTBYIOIIKE pedpa, a UMeroIurecst pedpa M OCTaNbHbIC BEPIIMHBI HE TOKA3aHBI.
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X X Xk/2

k/2

B ciyuae, korna [ =1, mpuxonum K ciemyiomeMy pesynbTary.
Cnenctue 4.2. Ecau B mHOromonsHoM mpexacrasiennn (1), (2) rpapa H = H(A,U), rne

‘A‘ = p- YETHOC, Cp€Au HCYCTHBIX ITOAMHOXCECTB Ai’ lzl,k HUMECCTCA IMOAMHOKCCTBO Al’ B

KOTOPOM Hai{IeTCsl HEUeTHOE YHCIIO TAKUX BEpIIMH X,, [ = 2,k , 4TO (xl- R yi)eé U, rne V; € Al.,

i = 2,k ,torna no6asnenne p/2 pebep yBenMdUBAET BCE CTETICHU Ha €THHHUILY.
Vr1BepxkacHue 4 UMeeT MPOCTYI0 MHTEPIPETAIUIO, KOTJa B MHOTOJOJIBHOM IPEICTABICHUN
rpadpa H = H(A,U) umeeTcs Bcero 2 moaMHOKECTBA.

Cnencreue 4.3. Ecu rpap H = H(A,U), tne ‘A‘ = P - 4eTHOE, ABJISETCA JIBYIOJIBHBIM C

YCTHBIMU JOJIIMA 00 HEHOJIHEBIM ABYAOJIbBHBIM C HCUCTHBIMU OOJIIMU, TOrJa ,Z[06aBJ'IeHI/IC p/2

pebep yBeIMYUBaET BCE CTEIIEHN Ha €IUHHUILY.
JIst TOKa3aTeNbCTBa B YCIOBHHU CIAEACTBHUS 4.1. 1OCTATOYHO MOJOKUTD K = 2 .
JlepeBbs BXOIAT B KJIACC IBYAONBHBIX Tpad)oB, TO3TOMY CIIPaBEIJINBO:

Cnencreue 4.4. Ecu rpap H = H(A,U), rtne ‘A‘ = pD - 4YeTHOe, SBIACTCS JIECOM WU

JIEPEBOM, HO HE 3BE3/I0H, Tora q00aBiIcHUE P / 2 pebep yBEMUUBAET BCE CTEMICHH HA CTUHUILY.

B rpade H Ha puc 2a ymaercst AOOUThCS CAUHUYHOTO M3MEHEHHUS CTCICHEH BEPIIMH JIMIIb
MPUMEHEHUEM OTIepalliu J100aBiIeHUs pedep, MOCKOIBKY OH YAOBICTBOPSIET BCEM CIEICTBUSAM. B ero

3- 1OJMIBHOM HPE/ICTaBICHUN 2 «HEUEeTHBIX» MoaMHOXKecTBa A, n A, (puc 26). [Toarpad rpada H Ha

9THX BEpIIMHAX M300pakeH Ha puc.3a. [ Hero, B 4aCTHOCTH, BBIOJIIHEHO cieacTsue 4.1: BepimHa
’

1 He cMexHa ¢ BepmmHamu 6 u 8 u3 A, . I[Tostomy rpad H mpeobpasyercs B rpad H ™~ nobasineHueM

pebep: {(3,4), (5,7), (1, 8), (2, 6)} (puc.36).
BCC IMPUBCACHHLIC 31€Ch YTBCPKACHUA C€CTCCTBCHHO MMPUMCHHMBI K noz[rpa(by

G, =G,V,,E,) ‘Vz‘ =n, C YeTHHIM 4YHUCIOM BepmmH ucxoxHoro rpapa G =G(V,E), s
KOTOPOTO HIIETCS diiyiepoBa anmmpokcuMmanus. [103ToMy OHM TapaHTHPYIOT €ro mnpeoOpa3oBaHHE B
sitnepos rpad G'=G'(V,E’) npu momomm MHHMMAIBHOrO 4uMcia n,/2 omepaimii noGabieHus
HOBBIX pebep.
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YrBep:kaenue 5. Eciu nius noarpada G, rpapa G = G(V,,V,,E) u3 n, BeplIMH HEYCTHOMI
CTENEHM BBINONHAETCA r00oe u3 cienactBud 4.1- 4.4 , torma noGaBieHHE B HEM 71, / 2 pebep

npeobpasyer rpad G B ditepos.
7
4 6
o
1 3 5 8
Puc.2a
2 6 8

A1
© Ag
3 4 5 7
Puc.20
2 6 8
2 ] .
[ o) 0\ A,
4
A ° 5 :
1
1
Puc.3a Puc.30

B menom, momydeHHbIe B paboTe PE3yibTATHI MO3BOJISIOT MEPEXOIUTH OT IMPOU3BOJIBHOTO
rpada k siiIepoBy 3a cyeT A00AaBJIICHWS MUHHMAJIBHOTO KOJIMYECTBA HOBBIX pedep, UTO MO3BOJISIECT
OCYIIECTBIATH d3PPEKTHBHBI MOHUTOPUHT COOTBETCTBYIONMX KOMMYHHUKAITHOHHBIX CHCTEM.
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ITAPAJIUIEJIBHBIE 3AJAHUA B I'PUA-CPEJE

M.M. CrenanoBa, O.JI. Ctecuxk

Canxm-Ilemep6ypeckuii I'ocyoapcmeennbiii Yuueepcumem,
Gusuueckuti paxyromem, kageopa bIvUCIUMENbHOU DUIUKU
mstep @mms.nw.ru, stes@mms.nw.ru

Ha cerogusimnuii neHs nro0as rpua-uHPPacTpyKTypa MO3BOJSET IPOBOANUTE MapajlIeIbHbIC
pacyeThl, OJHAKO, B KaX/I0H U3 HUX €CTh CBOM OTPAaHMYEHHS IO 3aMyCKy NMapajulebHBIX 33JaHUi 1O
CPaBHEHHIO C OOBIYHBIM KiAacTepoM. JlocTaToyHO TPyAHO OOecTeYnTh MaKCHMAalbHO MPOCTON U
YHUBEPCAIbHBI MEXaHU3M, KOTOpBIA ObUT OBl A(QQEeKTHBEH AN ONTHMAIBHOTO PE3CPBUPOBAHHMS
pecypcoB 1 00pabOTKH pa3HBIX THUIIOB 3a7jad B TeTEPOreHHOH cpefe.

[Ipu pabote ¢ ouepenpio Ha KIacTepe MOKHO TOYHO YKa3aTh IapaMeTPhl PECYpPCOB U 3aIycKa
3amayn. ['pua MO3BONIET 3amycKaTh MapajuleldbHBIE 3aJadyd, HO, KaKk IPaBWIO, HAaKJIaJbIBAET
3HAYUTENbHbIE OTPAaHUYEHUS Ha TaKylo MapameTpu3ainuio. [Ipouenypa BEINOTHEHNUA 3aJaHUN B TPUJ
BKITIOYAET CIIeNYIOIINEe CTaIuH:

- OTIpefieNieHNe XapaKTePUCTUK 3a/IaHUS B OMTUCAHUM;

* IOUCK ¥ BBIOOP MOAXOISIIETO Pecypca;

* pe3epBUPOBAHME pecypca A 3aAaHUS;

- BEITIOJTHEHHE Ha KOHKPETHOM pecypce.

MOXHO BBIAETHTH CIEAYIOIIME OCHOBHBIE OCOOEHHOCTH B pealu3alMsiX TIPUA-CHCTEM, KOTOPHIMU
OTIPEAEIIAIOTCS MPUCYIIUE BCEM I'PUAAM OTPaHMUYEHHUS 110 CPABHEHUIO C KJIACTEPOM:

- BOBMOXKHOCTH (hopMaTa ONHMCaHUS 3aJaHHH;

- IOJTHOTA IyOIuKyeMoi nH(pOpMaIIiy ¥ THOKOCTh aITOPUTMA TTOMCKA pecypca;

- pa3nuuue B TUNax U KoHpurypamun LRMS Ha caiite;

- peanmm3anus agantepa GRAM-LRMS;

- cnenu(UIHOCTH TPeOOBaHMI K YCTAHOBKE OKPYKCHUS U 3aIyCKY JJIsl pPA3HBIX TUIIOB 3a/1a4.
OnHMM W3 KIIIOYEBBIX MOMEHTOB SIBISETCS NPaBUIBHOE BBIJCICHHUE M PE3EPBUPOBAHUE HA CalTe
BBIUMCIIMTEIBHBIX PECYPCOB (B IEPBYIO OUEPElb, TOJMHOKECTBA CPU) B COOTBETCTBHE C ONMHCAHUEM
TpeOOBaHMI 3a1a4H.

B nmanHO# paboTe mpencTaBieHBI pe3yJabTaThl CPAaBHEHUS W TECTUPOBAHHS BO3MOXKHOCTEH
3aIlycKa XapakTepPHBIX THIIOB Mapajlie/IbHBIX 3aJaHUH, MPEeJOCTAaBIEMbIE PSAOM MOMYJISPHBIX TPUA-
MpoekToB. Bce TecTmpyemple NITIO3bI (3a HMCKIOYeHHEM glite) MMEIOT MONHOCTHIO HIASHTHYHYIO
KOH(QHT'YpaIllMI0 BBIYMCIUTENBHOTO pecypca. Bce paboTaloT ¢ OZHMM U TeM e OJHOPOIHBIM
KJIACTEPOM, COCTOSIIIUM M3 MHOTOSIIEPHBIX BBIUMCIHUTENBHBIX Y3JI0B oA ynpasieHueM Torque 3.0.2.
BaxHb1ii MOMEHT — BKITIOYeHHE TIpu cOopke Torque mexanHu3ma cpuset [1], KOTOpHIi pe3epBUPYET
pecypchl (IOAMHOKECTBO MPOIIECCOPOB M MaMSTH y371a) IO MOHOIIOJNBHOE HCIIONBb30BaHNE 3aadei
Ha BpeMs BbimonHeHusa. Knacrep mmeer ase peanuzauuu MPI (MPICH2 u OpenMPI), Tpebytomue
Pa3HOTO OKPYXEHUS JUIsl KOMIWIALUH U 3aIlyCKa IPUI0KEHHUH.

Moauron. KoHdurypaius noaurona, Ha KOTOPOM BBITIONHSIACH pa00Ta, BKIIOYAET cepBepa
TPUI-IIUTIO30B U KJIACTEP M3 YEThIpeX 8-SAepHBIX SMP-Y3JI0B C BBIIEICHHBIM torque-cepsepomM. Beem
y3nam fgoctyrneH oomwmit NFS-pazmen.

- llmro3z GTK 5.2.1, ycranoBka u3 Globus-pemozuropust

- I3 ARC11.05, ycranoBka u3 NorduGrid-pemo3uropust

- nro3 UNICORE 6.3.1, ycranoBka u3 nuctpudytusa UNICORE

- o3 I'pugHHC 1.0, ycranoska u3 I'punHHC-penosuropus
Jns rectupoBanus glite BeIoTHEHA ycTaHOBKA calita n3 EMI2-penosuropus

- CreamCE + MPI_CE + TORQUE_server (v.2.5.7) + TORQUE_utils

-2 y3na WN + MPI_WN+TORQUE-client +na6op I1O mms mapasnensHON cpelsl.

383



TecToBBIC MapasIelbHbIE 3212491

Onucanue Bcex MNapajUIeNbHBIX 3aJaHUN, KOTOpBIE HCIIOJIB30BAIUCH Ul TECTUPOBAaHMS,
npuBonsaTcs B Tabn.l. BTopoil cTombenm CoOmep)XWT AMPEKTHBBI PE3EPBHPOBAHHS PECYpCOB Ha
KjacTepe ¥ KOMaHAy 3amycka 3afadd. 3amada, oopMIIEHHAs MONb30BaTelieM M IpolleAlias Bce
CTauM TpUJ, JUIsI KOPPEKTHOI'O BBIIIOJHEHUS JIOJDKHA B UTOTE 3aIlyCKaThCsl HA KOHEYHOM pecypce
UMEHHO TakUM o0pa3oM. Eciu si3bIk onucaHus 3ajaHuil WIM IPOMEXKYTOUHBIE 3BE€HbS HE IIO3BOJIIOT
TOYHO 3a7aTh U 00ECIICYNUTH 3TH YCIOBHS 3aIyCKa, TO HAa MHOTHX CJIOXHBIX 33aJa4yaX BO3MOXHO OYCHb
CHJIPHOE CHU)KEHUE ITPOU3BOIUTEIHHOCTH.

B Tab6is.2 mnpexncraBieHbl pe3yibTaThl MPOXOXKICHUS TECTOBBIX 3a7ad UL BCEX CHCTEM,
ydacTBoBaBIIMX B TecthpoBanun - Globus, ARC, gLite(CremCE), I'putHHC un UNICORE.
Pesynbratel, momedeHHsle (*), cieqyeT MOHMMAaTh KaK YCJIOBHO-YCHELIHBIE, T.€. JUISI KOPPEKTHOIO
3allycka 3ajjad COOTBETCTBYIOLIETO THUIA CalT Hy)XZaeTcs B JIONOJHUTENbHONW CIEeLUaTIbHON
HACTPOWKE, WM TIOJIb30BATENIO JOIDKHA OBITh M3BECTHBI HEKOTOpPBIC OCOOEHHOCTH KOH(HUTypanuw,
KOTOpBbIE B O0ILEM CiIydae He MyOJHKYIOTCS B HHPOPMAIMOHHON CHCTEME.

Ta6mwmma 1. TecToBbIe 3a1a9u ¢ TapaMeTpaMH 3aITycka Ha KIIacTepe

PesepBupoBanue pecypcos (cpu) Ha PBS
U TIapaMeTpsl 3aIycKa

Omnucanue

MPI

M1. Dense mode: 1 mpi-nporiecc Ha OAHO AAPO C
IIPOMU3BOJIBHBIM PACIPEICICHUEM TI0 y3TIaM

#PBS - I nodes=N:ppn=K, rne N*K=M;
$MPIEXEC -n M ./mpi_task

M2. Sparse mode: 1 mpi-niporecc Ha OJTUH y3€I] C
TIOJTHBIM PE3epBUPOBAHIEM BBIICIICHHBIX Y3JIOB

#PBS - I nodes=N:ppn=K, rne K=SMPSize;
$MPIEXEC -pernode ./mpi_task

M3. Fixed mode: M mpi-npoueccoB Ha KaKIbIi
u3 N y310B

#PBS - I nodes=N:ppn=K, rne K >=M;
$MPIEXEC -npernode M ./mpi_task

OpenMP

O1. Pe3epBupoBaHue 1Mo 3a1a4y OJHOTO y3Jia
MIOJIHOCTBIO

#PBS -1 nodes=1:ppn=K, rne K=SMPSize;
Jomp_task

02. Pe3epBupoBaHue 1Moj 3a1a4y MOJIMHOKECTBA
u3 K simep onmHoOTO Y3712

#PBS -1 nodes=1:ppn=K, rne K<SMPSize;
Jomp_task

Hybrid MPI+OpenMP: npocToii BapuaHT THOPUAHON 3a1auM, rie Kaxabiidi mpi-npoiecc
SIBJISIETCS MHOTOMIOTOYHBIM

HI. 3amyck ananoruuen M2

#PBS -1 nodes=N:ppn=K,
export OMP_NUM_THREADS=L, rne M*L=K;
$MPIEXEC -npernode M ./hyb_task

H2. 3amyck ananoruden M3, HO ¢
JIOTIOJTHUTEIbHBIM TPeOOBaHHEM

Ta6m/1ua 2. Pe3yIII>TaTBI MMPOXOXKACHUA TCCTOBLIX 3a1a4

MPI-M1 | MPI-M2 | MPI-M3 OMP-O1 OMP-02 HYB-H1 HYB-H2
GTK5.2.1 | a Her Her Ja* Jla* Her Her
ARC Ha* Ha* Ha* Ha Ha* Jla* Ja*
UNICORE | Ja Ja Ja Ja Ja Ja Ja*
I'pugHHC | Jla Her Her Ja* Jla* Her Her
glite Ja Ja Ja* JHa Jla* Jla* Ja*

*/ TpeOyeTcs crienManbHas HaCTpOWKa caifTa /WK 3HaHWEe KOH(UTYpalny M0JIb30BaTEIEM.
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Oco0eHHOCTH pean3anuy IPUA-CHCTEM

Globus. IIO GlobusToolKit OepeTcss 3a OCHOBY MHOTHX TPHA-TIPOCKTOB, IOATOMY IS
TTOJTHOTBI MBI pacCMaTPUBAEM U TECTHPYEM €T0 TOCIeAHIO Bepcuto (5.2.1).

B ommcanum 3amanus Ha s3pike RSL [1] 3a pesepBupoBaHue pecypcoB (cpu) OTBEYaeT ABa
atpubyrta - count u host_count. IlapameTpbl 3amycka oOIpeneisifoTCsl THIIOM 3afadd job_type u
napameTrpomM count. [lognepxxrBatorcs Tpu THMa job_type:

= single - qns mr06oro count>0 crapryer 1 mporuecc;

* multiple - 3amyckaeTcs count He3aBUCUMBIX K3EMILISIPOB MPOLIECCOB;

"  mpi - Ul cTapTa KCIOJIb3yeTCsl onpeaeieHHblii B Konpurypamuun meto (SMPIEXEC -n

count) , M0 YMOJYaHHIO 10 OAHOMY Iporieccy Ha count Homax (# PBS -1 nodes=count).
Crnenyer OTMETUTB, YTO AJsl 3 (HEKTUBHOTO MCIIONB30BaHUS SMp-y310B B globus-pbs.conf
JOJDKHO OBITh YCTaHOBIIEHO 3HaudeHwe cpu_per_node u #cluster="1". B srtom cmyuae
MOXHO 3a7aBaTh host_count s pe3epBUPOBAHUS pecypca W count Ui YKa3aHUS YUCIIa
mpi-IpoIeccoB.

[IporpamMMHOe OKpy>Ke€HHE MOKHO SBHO 3a/1aTh aTpuOyTamu environment u library_path, aro
IpenanonaraeT 3HaHWE NOJIb30BaTeNleM KOH(GUrypamuu caita. VHTErpupoBaHHOTO MeXaHU3Ma
YCTAaHOBKH OKpPYXEHHMsS HET - MOTEHUMaJIbHO Bo3MOXxHa yctaHoBka [IO SoftEnv, ogHako He
peanu30BaH COOTBETCTBYIOIIUIA aTpUOYT.

Kommumsanumss mocnemoBarensHoro wim  OpenMP  koma MoxeT OBITh  BBITIOJTHEHA
HEMMOCPENICTBCHHO Tepel 3amyckoM, sl kommwmimuu MPI-porpammer  TpeOyeTcss  3aIyck
OTJICNBHOTO 33JaHNUS.

Cpencrsa onucaHusl 3alaud HE NPEAOCTABISIIOT BO3MOXKHOCTb I€pelNaTh JIONOJHUTENbHBINA
aprymerar $MPIEXEC, uro mpuBoauT K mpobieMe 3amycka MPI u ruOpuaHBIX 3afad Odake C
NPOCTHIMU TPEOOBAHUSAMH K TEOMETPHUHU pacTIpeieIeHHsI PECypCOB.

[lepeuncnennsle 0COOCHHOCTH CYLIECTBEHHO CYXalOT KpPYyr 3ajad, KOTOpblEé MOTYT OBITH
YCHENTHO BEITIOHEHE!, 10 M1,01,02 u3 Tabn. 1.

I'pugHHC. B nanHoM mpoekTe peanuzanms rpua-uniro3a 6asupyercs Ha GlobusToolKit, u,
KaK CIIEJICTBHE, HacleAyeT psAJ €ro HEeAOoCTaTkoB. Tak ke ciaeayeT oTrMeTuTh, 4ro B ['pumsHHC
KOHEYHBIA ITOJTH30BaTE)Ih MOXET OTIPABUTH 3aJlaHWe Ha CalT Toibko uepe3 Opokep (Pilot). Dto ¢
OJIHOH CTOpPOHBI, MO3BOJIMJIO pPEaIM30BaTh XOPOIIYIO IMOANEP)KKY IPYIIOBBIX 3ahad, a ¢ APYroi
HaKJIaJbIBAaCT OTPaHNUCHHS Ha BO3MOHBIC THITBI 3aJaHUH.

Jnsa ommcanms 3amanuii ucronb3yercss JSON[3]. B Hacrosmiee BpeMs pe3epBHpOBaHHE
peCypcoB BBINIOJHSETCS] HA OCHOBE E€JUHCTBEHHOIO IapaMerpa count, HO TakKe IOJAEP)KUBAETCS
HEJOKYMEHTHPOBaHHOe pacmupeHue 'extensions":{"nodes": "N:ppn=K"}. Ilapamerprr 3amycka
OTIPEICIIAIOTCS THUIOM 3aAa4d (single umu mpi), KOTOpBI aBTOMAaTHUECKH NMPUCBaMBaeTCsI OPOKEpOM
Pilot mo 3rauenuro count (ecnu count>1 To mpi, ecnu count=1 wIK He 3aAaH, TO single); job_type He
MOXET OBbITh SIBHO yKa3aH II0JIb30BaTeIeM B ONMCAHUY 3a]1auu.

J11s1 yCTaHOBKH OKPY’KE€HHUS HCIIOJIb3YyeTcsl MOTUpUIMpOoBaHHbIH BapuaHT SoftEnv. Oto Habop
CLIEHAapHUEB, KOTOPBIE BBIMOJIHAIOTCS Ha y3/1ax KilacTepa Iepell 3allyCKOM 3aJaHus, B cllydyae, eCill 3TO
YKa3aHO B CEKLIUH requirements B OIMCAaHUU 3a1aHUSL.

Kommusiiyst mporpaMMbl ONHCHIBAE€TCS B BUAE OTHENBHOW 3aJadd B COCTaBE TPYIIEI, €€
BBITIOJTHEHNE TIOPOXKAAET 3aIyCK BTOPOI (OCHOBHOM) 3a1auu.

I'punHHC, Takxe kak n Globus, He UMeeT IMTAaTHBIX CIIOCOOOB Tepeaadn apryMEHTOB IS
$MPIEXEC. AHanoruuHbl U pe3yIbTaTsl TeCTUPOBaHUs (cM. Tabi1.2), mpudyeM MPOXOKIACHUE TECTOB
O1 u O2 gocturaercs TONBKO C HCMob30BaHueEM "extensions”: { "nodes": "1:ppn=K"}.

UNICORE. Ommcanne 3amanuii BeimonHseTcs Ha JSDL 1.0 [4] ¢ pacmmupenusmu SPMD
extension [5] m UNICORE-specific extension [6]. DTo Hamboyee MOJHBIA W THOKWII BapHaHT
cnennuKauy U3 BCeX MPECTaBICHHBIX B JaHHOH paboTe IpHI-IPOEKTOB.

Jna pesepBupoBanue pecypcoB (cpu) mpenHazHadeHo Tpu arpubyra: CPUs, CPUsPerNode,
Nodes. ITapameTpsl 3ammycka 3amauu 3aar0Tcss Execution environment[6], HUKaKue TOTOJHUTEIHHBIC
ckpuntsl He Hy)HBI. C Bepcuu UNICORE 6.4 no6asumucey SPMD-pacmmmpenust NumberOfProcesses,
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ProcessesPerHost u ThreadsPerProcess, koTopsie momyckaror eme 0ojiee THOKYHO MapaMeTpH3aIlfio
3arycKka.

HeoOxomumeie  mporpammusie  okpyxkenuss  (Execution  environment)  co3maroTcs
aJMHHHACTPATOpOM caiita B Incarnation Database (IDB) u nHTEpripeTHpyIOTCS MPH 3aIIPOCE CEPBUCOM
XNIJS. OxpykeHus JOCTYITHBI KIIMEHTY Yepe3 CBOHCTBA pecypca. Kpome Toro, moib30BaTellb MOKET
T00aBIATH MapaMeTpsl OKpyKeHus aTpruOyTom Environment u uepes pre/post KOMaHIBI.

Jis kommwisiiiuy ipeHasHaveH atpuOyT User precommand, B KOTOPOM MOXKHO 3a7aTh BCE
HEOOXOIUMbIE KOMaH/IbI.

Cpena UNICORE wumMeer HauOojiee NpPOAYMAaHHYI0 W ONTHMAabHYIO CleUU(UKALINIO
ONMMCaHUs 33JaHWA ¥ €€ TOJHYI0 MONNEPXKKY Ha MUT03e. XapaKTepHas OCOOEHHOCTh — HYETKOE
pasgenenre (YHKIMOHAIBHOCTH, a WMEHHO, MapaMeTpsl B Resources MOTHOCTBIO ONPEACISIOT
pesepBupoBanue, a uepe3 ExecutionEnv MOXHO 04eHb THOKO HACTPOUTD MApaMEeTPHI M OTIINH 3aITyCKa
3amayn. OTO TO3BOJIAET OOECIEYWTh TMOMJIEPKKY KOPPEKTHOTO 3amyckKa IPAKTHYECKH JHOOBIX
napaienbHbIX 3a1a4. Ha Bcex TecTax mojIydeH IMOJOXHUTENbHBIN pe3ynbTar (cM. Tabm.2.).

glite. B kauectBe s3plka ommcanus 3amaHuil ucronbdyercst JDL[7]. Ha rpua-numose
(CreamCE), naumnas c Bepcuu glite-ce-cream v.1.13, mia pe3epBUpOBaHUS PECYPCOB BBEICH HOBBIH
pacmupeHsasiii  Habop arpuOyroB: CPUNumber (momHoe UHMCIIO — 3ampallMBaeMBIX — Cpu),
SMPGranularity (MuHAMansHOE YHcio AAep Ha y3en), HostNumber (rmosHOe 4ucio 3ampammBaeMbIX
y310B), WholeNodes (momHoe pesepBupoBaHHe y3na, T.6 Bce sapa). Ormerum, uto B glite-
undppactpykrype CreamCE u Gpokep WMS mnoafepKHUBarOT pa3Hble aTpHOYTHI M pPa3HBIC THIIbI
3ananuii. [Ipocroit Tun (Normal) moanep:kuBaroT o0a cepBuca, cocraBHbele Tumbl (Parametric, DAG,
Collection) Toneko WMS.

Jlnsg 3amycka TapaJIeNbHBIX 3alaHWid TpemHasHadeH Habop ckpunrtoB MPI-Start [8] -
MOJIL30BATEIIb JTOJDKEH TIePEIaTh CKPUIIT C YCTAHOBJICHHBIMHE MapaMeTpaMu U Bbi3oBoM MPI-Start.

Kommuisinpio mporpaMMbl MOXKHO BBIIOJIHHATH W3 MOJB30BATENBCKOIO CKPHITa Iepesn
3aITyCKOM WJIM MCIIOJNIB3YS OTAENbHBIA CKPUIT, 33JaHHbIH aTpuOyToM Prologue.

Atpubytrom Requirements B omrcaHuy 3aaHus YCTAaHABIMBACTCS TPEOOBAHHUE HA MOIIEPIKKY
Ha caliTe Hy>KHOH cpenbl OKpy>keHHs; aTpuOyTsl Environment, Prologue mo3Bossitot 3agath pre/post
CIIEHApHH.

Urepdeiic MPI-Start B coderaHMr C HOBBIM HAO0OpOM arpuOyTOB, IO CYTH, JaeT
yHA(UIHPOBAaHHYIO CBS3KY C Jr00biM LRMS. Teopernueckn MOXKHO 3alyCTHTH Bce, HO TpeOyercs
OYEeHb aKKypaTHasi HAacTpOMKa Kak calTa, Tak M MapaMeTpoOB 3amycka mojib3oBaTeieM. Ha Hamiem
MIOJINTOHE BCE TECTHI Mponumn ycremHo (cM. Tadm.2) .OmgHako, TectupoBanme B pamkax VO dteam
Oomee necsatka caiitoB uH(pacTpykTypsl EGI, wumerommx MPIl-okpyxeHue, mnokaszaio, 4YTO
OOJNIBIIMHCTBO U3 HHUX IMOJIECPIKUBACT 3allyCK M NMPOXOXKICHHE TECTOBBIX 3aJaHHi, HO HH OJUH HE
obecrieunBaeT: 1) ajmeKkBaTHOE BBIACICHHE M PE3CPBHUPOBAHHC PECYpPCOB; 2) MPABMWIBHBIA 3aITyCK
3aIaHAK, KOTOpEIE cliokHee, yeM M1 u O1.

ARC. B npoekre NorduGrid ARC onmcanue 3ananwii BoimonHsieTcs Ha s3bike XRSL [9]. Jlns
PE3epPBUPOBAHMSI CPU B OTIMCAHUHN UMEETCS €IMHCTBEHHBIHN aTprOyT count, KOTOPBIKA B 3aBUCUMOCTH OT
HAaCTPOUWKHM caliTa MOXKET WHTEPIPETUPOBATHCS KAaK YUCIIO Y3JIOB WM 4YUCIO saep. bomee ruOkwmit
BapUaHT  pE3EepPBUPOBaHMs  Ha  caiiTe  MOXeT ObITb  JOCTylleH IyTeM  HacTpoHKH
runTimeEnvironment (RTE). RunTimeEnvironment — 3T0 MeXaHW3M YCTaHOBKH Cpelbl Ha OCHOBE
shell-ckpunroB. Tpu BbI30Ba (10 co3manus PBS submit-ckpunTa, mepen 3ammyckoM 3afaqd U IOCe
3aBepILEHHS) MO3BOJISIIOT O4Y€Hb TMOKO HACTPOWUTH MCIIOJHSIOMIYIO CpeAy AJIsl JTIOOBIX MPUIIOKEHHH.
Opnako, HAIO0 OTMETHUTH, YTO MUCIOIB30BaHUE ITOIO0 MEXaHU3Ma AJI PE3EPBHUPOBAHUS PECYpPCOB - HE
caMbIil yIOOHBI BapHaHT, MMOCKOJIBKY TpeOyeT 00 YHU(DHUIIMPOBAHHOW MOIIEPKKH B pamkax VO,
100 3HAHMS TOJH30BATENEM JieTanell KOHQUTYpaIlid KOHKPETHBIX CAHTOB.

ATpuOyTHI THIIA 33JaHUH OTCYTCTBYIOT - IOJIb30BATENb MCIIOJIB3YET CBOW CKPHIIT 3aIlycKa H
noaxosimuii RTE. CooTBeTCTBEHHO, M TapaMeTPhI 3allycka 3aJaloTCs SBHO B CKPUITE TIOJIB30BATEIIS
win onpenessitorest okpyxkeHneM RTE. Komnumsius Taxke BBIIONHSIETCS W3 IOJIb30BATENbCKOTO
CKpHIITA MEpe] 3aIyCKOM.
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Cozmannem HeoOxoauMbeix RTE HecnoxHo oOecmeunts cpeny A JIOOBIX 3afad U
o0ecreynTb BO3MOKHOCTh IIPOXOKIEHUS BceX TecToB. Ho, Kak OTMEYEHO BBILIE, TAKONW MEXaHU3M
HENb3d CUUTAaTh YHHUBEPCAJIbHBIM, II0TOMY IIOYTH Bce pe3yiabTarel B Tabm2 momeueHbl Kak
ycnoBHbIe (*). Uckimoyennem siBisiercs TecT O1, koTopslit He TpeOyeT cnienuansHoi HacTpoliku RTE.

CpaBHeHue peanu3anuii. B xauecTse pe3roMe 3TOro pasjena NpuBeeM UTOIOBYIO TaOJIUILy
C XapaKTepUCTUKAaMH, ONPENEIIONIMMU BO3MOKHOCTH Ka)IIOW I'PUI-UHGPACTPYKTYphl IO 3aILyCKy
NapaJuIeIbHBIX 3aJaHUM.

Tab6mmma 3. Peanuzarus cucteM nprueMa U 00paboTKH 3a1aHUH.

S3b1K PesepBupoBanue Crioco6 1 mapameTpsl OxkpyxeHue Pre/Post
ONHCaHUi | cpu 3aIycka CIICHapUH
3alaHUH
GTKS5.2.1 | RSL count, job_type enviroment -
host_count
IARC xRSL count, user_script, RTE user_script
RTE RTE Environment
UNICORE | JSDL1.0, CPUs, ExecutionEnv, ExecutionEnv User
SPMD ext, Nodes, NumberOfProcesses*, SPMDVariation | precommand,
UNICQRE CPUsPerNode ProcessesPerHost*, User
-specific ThreadsPerProcess* postcommand
ext
'punHHC | JSON count job_type (auto) SoftEnv user_script
extension: nodes* (ms single-
3a7a9)
eLite JDL CPUNumber, user_script, Requirements user_script,
HostNumber*, MPI_Start Environment Prologue,
SMPGranularity*, Epilogue
WholeNodes*,
CERequirements*

*/ Ilonnep>xuBaercs He BceMu Bepcusimu 110 mim TpebyeTcs TOMoIHNTEIbHAS HaCTpOKa.

3akuouenne
B pesynpTare mpoBEeAEHHOr0 aHalIW3a M TECTHUPOBAHHA peaM3alliii COBPEMEHHBIX T'pHI-
CHCTEM C TOYKH 3PEHHS BO3MOKHOCTEH MX UCTOIB30BAHUS AJIS IIMPOKOTO KPyTa MapayjiebHBIX 33124
MOJKHO CJIEJIaTh CIIEAYIOLINE BHIBOJIBIL:
- Bce cucrembl mogmepxkuBarot 3amyck MPI-3agau B pexxume onuH mpolecc Ha siapo 0e3
CTPOTHX TPeOOBAaHMIA K pacipeaesicHueM sep Mo yauaMm (3amaqu tama M1).
- O6meit mpobimeMoit sBiseTcs mepemada mapamerpoB st 3amycka MPIEXEC. C ommoif
CTOPOHBI, HabOp HIOMKEH OBITH COrJlacoBaH C 3alpOLICHHBIMH pecypcamu, C Ipyrod —
JOCTATOYHO THOKUM Ui TPABWIIBHOTO 3amycka. Peanmmszammsa ¢ (UKCHpOBaHHBIM HaOOpOM
TUTIOB 3a/IaHWH, T/Ie TTapaMeTpPhl 3aIlyCKa aBTOMAaTHYECKH PACCUMTHIBAIOTCS M3 TPEOOBaHUI K
pecypcam, cuilbHO orpaHuuuBaeT kpyr 3agad(Globus, 'pugHHC).
- Hdna xoppekTHOH paboThl mpom3BoiabHBIX OpenMP u ruOpuaHbIX 3agad, KelaTeIbHO
pe3epBUPOBAHIE Y3IIOB IIEIMKOM IO OJWH MHOTOIIOTOYHBIH MTPOIIecC.

- Ha xpynHbBIX smp-y37max ¥ mpH OCOOBIX TpeOOBaHHMSIX K T'€OMETpHUHU 3amycka (Hampumep,
3amaun tTuna O2,M2 u cioxHee) 1es1iecoo0pa3HO UCIOIB30BaTh MEXaHU3M THIIA cpuset.
Haunbonee >pdekTHBHBIM W 3aKOHYCHHBIM pPEIICHHEM Ha CETONHSAIIHWKA MeHb ITOKa3ama cels
peanuzanus UNICORE. [Ipyrue npoekTbl 6e3 TOMOIHUTEIBHON KOH(DUTYpalMK TI0Ka 00€CIeUnBaoT

b 0a30BYI0 QYHKIHOHAIIBHOCTH 1iist mpocteimmx MPI- 1 OpenMP-3anay.
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Linux cpuset. http://www.clusterresources.com/torquedocs21/3.5linuxcpusets.shtml
RSL. http://www.globus.org/toolkit/docs/latest-
stable/gram5/developer/gramSDeveloperGuide.pdf

®dopmar onmicanws 3aganui u 3amad s ['punHHC.
http://www.ngrid.ru/ngrid/support/user/job_description

JSDL Specification, v.1.0. http://www.ogf.org/documents/GFD.56.pdf

JSDL SPMD Application Extension. http://www.ogf.org/documents/GFD.115.pdf
Unicorex. http://www.unicore.eu/documentation/manuals/unicore6/files/unicorex/unicorex-
manual.pdf

JDL. https://edms.cern.ch/file/590869/1/WMS-JDL.pdf

MPI-Start. http://grid.ifca.es/wiki/Middleware/MpiStart/

xSRL. http://www.nordugrid.org/documents/xrsl.pdf
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WCIHOJIb30BAHUE TEXHOJIOITMH PACHPEIEJEHHOHN
BU3YAJIMBALIMA HA IIPUMEPE
MBK HHUIL[ «<KYPYHATOBCKHUU UHCTUTYT»

N.A. TkaueHko
Hayuonanvnwiii Uccneoosamenvckuil Llenmp « Kypuamosckuit uncmumym»
Poccus, 123182, Mocksa, ni. Akademurxa Kypuamosa, 0. 1.
tia@ grid.kiae.ru

CraTbst  HOCBAIIEHAa CHCTEMaM pacHpeieieHHON BU3yalu3alMd Ha TpHUMEpPEe HaCTPOUKH
BusyanusanuonHoit yactu MBK HUII "Kypuatockuil mnctutyTt"'. PaccMaTpuBaroTcs BONPOCH
BEIOOpa TOAXOMSIIEH pacnpeneneHHOW (aioBOH CHCTEMBI, HACTPOWKA W PEKHMBI PabOTHI
CHCTEM pAacIIPEAEICHHOTO PEHJCPUHIa, HACTPOIKa M MCIONb30BAHHE CHCTEM DPACIHPEICICHHOU
BU3yalIN3alliy JUIl BBIBOJA N300pakeHUS HA BUICOCTEHY.

Daiiji0BBIE CUCTEMBI JJI5 pacnpeneneﬂﬂoﬁ BHU3ya/IU3allUd U PCHACPUHTIa

JItobas pacmpesneneHHas cuctema, padoTaromias ¢ ICHTPaTbHBIM (HalIOBBIM XPaHUIHIICM,
Oymer 3arpykaTh €ro Tem OoibIlie, yeM OOJIbIIe Y3JIOB B HEW 3ajeiicTBOBaHO. B cirydyae cuctem
peHAepUHTra W BU3yalM3alldd 3TO CTAaHOBUTCS OYEHb 3aMETHO M3-3a TOrO, 4TO paboTa Bemercs ¢
(hatiamu 00JIBIIOTO 0OBEMA.

Pacmipenenennast cucrema penaepunra ParaView [1] pemaer 3Ty 3amady ClemyrOniaM
00pa3oM: OJMH U3 MPOIECCOB HA3HAYACTCS TJIaBHBIM U PaclpeesseT MeXAy co00i U OCTalbHBIMU
oOpabaTeiBaeMbIe TaHHBIE. B pe3ynbraTe Ha KaXkJOM y3j1€ 00pa3yeTcs Ta 4acTh JAaHHBIX, C KOTOPOi
OH paboTaeT W oOpalleHus] K I[EHTPAILHOMY (HaiIoBOMY XpaHHJIMILY MHUHHMAJIbHBEL TpeOyercs
CKayaTh JaHHBIE HA TJIABHBINA y3€ll, KOTOPHIN pactpefeuT UX MEKIY OCTATbHBIMH.

B cityuae pacnpeneneHHOH BU3yanu3aluy Bce HAMHOTO clloxHee. Beerna ects kakoii-To y3en,
KOTOPBIY TIOJITOTABINBAET BU3YaTLHBIN PSIIT U1 OTOOpaKEHUS U €CTh HabOP y3J7I0B Ha KOTOPHIE OH €T
TpaHchoupyeT. TyT yXe HeT cCMbIciia KaK-TO 3apaHee MOATOTaBINBATh H300paKEHHE: MOATOTOBKOM
BUJICO psizia (BOCIIPOU3BEICHUEM BUCO (haiiia mim oToOpakeHHEM H300paXeHHIT) 3aHUMAETCS TOIBKO
onuH y3en. B 3Tom ciydyae BeIOOp (hafIOBOM CHCTEMBI I XPaHWIUINA JIOJDKEH OMPEACIATCS
oroOpaxkaeMbIMU JaHHBIMH. Hampumep, pvfs2 [2], sBnssichk pacnpeeneHHON (aitioBoii cucTeMoi,
XOPOIIIO MOAXOMUT JJsi PaboThl ¢ OoNbIIMME (paiilaMu, 4TO JellaeT BO3MOXHBIM OBICTPO CO3/1aTh
JIOKAJILHYI0 KOMHUIO OTOOpa)kaeMbIX JaHHBIX W B JaJbHEHUIIEM CeTeBYyI0 (alIOBYH CHUCTEMYy HE
3aJIeficTBOBaTh, a MPH PadoOTe ¢ MaJCHBKUMH (aiilaMH TPOU3BOJUTENHLHOCTh CHIBHO TPOCENAET,
JIOCTaBIISIS OONbIIHE HEYT0OCTBA TIpH paboTe ¢ OONBIINM YUCIOM OOBITHBIX H300PasKCHHM.

B MBK HMUI] «KypuaroBckuii HWHCTHUTYT» MBI HCIIOJIB30BAU JBE CETEBBIX (DailIOBBIX
cucteMsl: pvfs2 mis paboTsl ¢ daitnamu OosbIoro o0bemMa 1 OOBIYHBIN NfS AT MaJIeHPKHUX (aifIoB.

Pennepunr ¢ ucnoabzoanuem GPU

ParaView - cBoOOgHOE, MyJIbTHILIATPOPMEHHOES TPUIOKECHHE, pa3paboTaHHOE IS
BH3yaJqu3allnd HAaOOpPOB JaHHBIX OOJNBIIHX M Maibix pasmepoB. OcHoBy ParaView cocraBiser
cucrema VTK [3], kotopast comepxut O6ubmmoteky C++ KIIacCOB U HECKOJIBKO HHTep(heiicoB mms
S3BIKOB BBICOKOTO YPOBHS, MOAAEPKUBACT MIMPOKHI HAOOp alrOpMTMOB BH3YalIM3alldH, BKIIOYAs
CKaJIsipHbIE, BEKTOPHBIE, TEH30PHBIE, TEKCTYPHBIE U JIP. METOIBI.

ParaView paboTaeT kaKk Ha MEPCOHANBHBIX pad0YMX CTAHLUAX, TAK U HA MHOTOIIPOLICCCOPHBIX
CYNEPKOMIIBIOTEpax C paclpelesiecHHON maMsAThio MM Kinactepax. Cucrema ParaView Bxiowaer
yaoOHBI  wWHTep(deiic, HaNmMCaHHBIH C HWCIONB30BaHHMEM OMOMMOTeKH Qt, peanm3aIuio
pacrmpeneneHHBIX BBIYMCICHHA W TapajUleNbHbI  cepBep uig Bm3yanmzammu. Cpencrtsa
pacnperneneHHoOi 0O6paboTKH, peann3oBaHHble B ParaView , MO3BOJNSIOT BBIMOIHATH MPeoOpa3oBaHUS
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OOJIBIINX OOBEMOB UHCIIOBEIX JAaHHBIX B MAapaJUICIBHOM PCKHUME U C06I/IpaTI> 3aTCM pC3YyJIbTAThI Ha
OIHOM KOMITBIOTEPE.

Pabora ParaView Obuna ycnenrno nporectupoBana B Windows, Linux, MacOS u Ha pa3nn4HbIX
pabounx craniuax Unix, a Takke KiIacTepax M CyIepKoOMIbloTepax. BcieactBue Toro, uro
OompmuHCTBO (pyHKmmit ParaView peamn3oBanel B BHae OHOMHMOTEK, BO3MOXKHA 3aMeEHa
CYILIECTBYIOLIETO TOJIb30BATEIBCKOTO HHTep(eiica HOBBIM KIMEHTCKHM MPUJIOKEHHEM. TaKke,
ParaView nopaepxuBaer pvpython mnpuiiokeHne, MO3BOJSIONIEE OCYIIECTBIATh BHU3YyaIH3aLUI0 U
MOCT-00pabOTKY JaHHBIX IOCPEICTBOM HAIMMCAHHS CKPUITOB Ha s3bike Python.

bnbnmnorexa KOMIIOHEHTOB MOJIH30BATENBCKOT0 HHTEp(deiica TOCTyHA KaXKIOMY MTPUIOKCHUIO
ParaView. bubnmorteka cepBepa ParaView peamusyer cioil aOCTpakiuu, HEOOXOAWUMBIH ISt
OCYILECTBIICHUS NapaJliesIbHOM, UHTEpaKTUBHOM Bu3yasn3anuu. OHa JenaeT napaulelbHyl0 paboTy
HPO3PadHON ISl KIMEHTCKOTO PUI0KEHUS.

ApxuTeKTypa cuctembl Buzyaausauuu ParaView

Cucrema ParaView wnMeeT TpeX3BEHHYIO KIHMEHT-CEPBEPHYIO apXUTEKTYpy W HMEET TpHU
JIOTUYECKHUX YPOBHS:

CepBep OaHHBIX — OJIOK, OTBCYAIOIIMHA 3a 4YTEHHE, QWIBTPAMIO W 3amUCh MJaHHBIX. Bcee
uHQOpMaIMOHHbIe 00BEKTHI, BUIMMBIC B Opay3epe, cojepikaTcs B cepBepe NaHHbIX. CepBep JaHHBIX
MOJKET OBITh MapauIeTbHBIM.

CepBep o0o0pabdoTkm — orBeuaeT 3a peHaepuHr. CepBep 00paOOTKHM MOXKET OBITH TaKkKe
napajuIeIbHBIM, B TAKOM CITydae OCYIIECTBIISETCS MapayieNbHBIA PEeHIEPUHT.

KimeHT — OTBeUaeT 3a OCYIIECTBICHHE BU3yanu3aluu. KIIMEeHT KOHTPOIUPYET CO3/aHie OOBEKTOB,
WCTIOJTHCHHE ¥ YHUYTOXXCHHE WX Ha CepBEpax, HO HE CONCPKUT NaHHBIX. KIIMEHT Takke CONCpKUT
rpaduueckuii monp30BaTenbckuil nuTepderic. KimeHT - Bcerma mocinenopareabHOE IPUIOKECHHE.

OTH TPHU JIOTUMECKUX YPOBHS HE Bcerna pasfielieHbl (usndeckd. Jloruueckue OJOKH YacTo
BCTPOEHBI B OJHO TPWIOKCHHE, TaKMM 00pa3oM, OTIajaeT HEOOXOIUMOCTh B CO3JAHUHM CPEICTB
B3aUMOJICHCTBUS Mexy HUMH. CyIIeCTBYEeT TPH MOJICNH, B KOTOPBIX MOXET (YHKIMOHHUPOBATH
ParaView .

ITepBas mopens — aBToHOMHAs1. KitueHT, cepBep AaHHBIX U cepBep 00pabOTKH BCTPOCHEI B OJTHO
npunoxenue. llpu pabore c¢ mnpuiokeHuem ParaView wuper aBToMaTHUYECKOE MOJKIIOYCHHUE K
BCTPOECHHOMY CEPBEPY, TAKUM 00pa3oM, BO3MOXKHO UCIOIb30BaHKuEe BeeX QyHKIuil ParaView.

Crnenytoriasi MOJIeb — KJIMEHT-CepBep. B TaHHOI MOENH BBITOIHSASTCS MPOrpaMMa pvserver Ha
napayuieIbHOW MalllMHe, K KOTOPOW TII0JIb30BaTelb MOJCOCAUHSICTCS IOCPEACTBOM KIHEHTCKOTO
ParaView mpunoxenwus. IIporpamma pvserver comepXUT BMECTE CEpBEPHl JaHHBIX M PEHICPUHTA,
TakuM 00pa3oM, 00paboTKa MaHHBIX U PEHISPUHT OCYIIECTBIAIOTCA Ha Heil. CoemuHeHne KIUSHTa H
cepBepa OCYLIECTBISIETCSI C KCIIOJIb30BAHUEM COKETOB, OTHOCHTEIBHO MEIJICHHOI'O MEXaHH3Ma
B3aMMOJICHCTBUS, B CJIEACTBUH YETr0 Nepeiada JJaHHBIX YePe3 COKETHI JJOJDKHA OBITh MUHUMU3UPOBAHA.

Tperuit Bapuant ¢yHKIMOHUpOBaHUS - client - render server - data Mozxens. B qaHHOM ciydae
BCEC TPH YpOBHS pabOTalOT KaK OTACIbHBIC NMporpamMmbl. CepBep pEHICPUHTa W CEpPBEP MaHHBIX
COCIMHSAIOTCS TIOCPEJCTBOM MHOXKECTBA COKETOB, OJWH JJIi KaXXAOTO Ipolecca Ha cepBepe
peHaepuHra.

Pabota mapamtensHo# Bepcun ParaView 00BIMHO BKITIOYACT B c€Os CASAYIONINE dTATIBL:
MOJIKITIOYCHHE K yIaJICHHBIM KOMITBIOTEPAM,
BEIJICTICHHE TIapaJlICIbHBIX Y3II0B,
3aITyCK NapajlieIbHON MPOrPaMMBI,
CO3JIaHHEe COEAMHEHNH B IPOX0J uepe3 OpaHaMaysphl.

HacTtpoiika BIYHCINTEIbHBIX Y3JI0B 1Jis1 pa00ThI ¢ CHCTEMAaMHU PeHAePUHTa

Hns penpepunra uzoOpaxenusi ParaView TpeOyercss Hanmuuue IHCIUIes, C MOJACPKKOM
OpenGL u BeIcOKOH mpouzBonuTenbHOCThI0. CTaHgapTHas Linux KoHQUTrypauuss HHUIMAIH3HPYET
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JIMCIUICH, TOBKO €CIIM K BUACOKAPTE IMOIKIIOYCH MOHUTOP. Takast MOZIe) b COBEPILICHHO HelpuemiIeMa
it BeraucuTenbHBIX GPU KiactepoB: HUKTO He OyAeT MOJKII0YaTh IO HECKOJILKO MOHUTOPOB K
KaXJIOMy CepBepy TOJNBKO pagd TOro, 4to Obl Linux mpowHMIMAaTU3UpoBan nuciuied. Tak ke
rpadudeckue kapThl nVidia, OpHEHTHPOBAHHBIC HA BBICOKONPOW3BOIUTEIBHBIC BBIUHCICHUS, HE
UMCIOT BUJICOBBIXOJIOB.

Jlnst perernst 3To mMpoOIeMbl OBIIO IPUMEHEH CIISAYIONNi crocob: X cepBepy coo0Ianock,
YTO Ha KaKION KapTe HY)>KHO WHHUIMATM3MPOBAThH JUCIUICH, HE CMOTPS HA TO, YTO K BHJCO BBIXOJY
HHYETO HE MOJKITFOYCHO. Henaetcs 3TO yKa3aHUueM napamerpa Option
"UseDisplayDevice" "none" B KOH(PUTYypammoHHOM banne
/etc/X11/xorg.conf B pasnenc Section "Screen".

Pacnpene.ﬂeﬂﬂble CUCTEMBbI BU3YAJIM3allUA

CoBpeMeHHBIE KOMITBIOTEPHBIE TEXHOJOTHH TIO3BOJISIOT JeNaTh paclpeieleHHBIMH H
YAQJICHHBIMU HE TOJIBKO BBIYUCICHHS, HO W BBIBOJ BHU3YAJIbHBIX MAaTEpUaNOB: HCTOUYHHUKOM
M300paKCHUST MOXET OBITh KaK Pe3yJIbTAaT BBIYHMCICHHI, MPOBOJUMBIX Ha KJIACTEpe, TaK W 3apaHee
MOJrOTOBJICHHBIA BU3YaJIbHBIM psifl. [IprueM, KOMIBIOTEP, HAa KOTOPOM BU3YaJIbHBIM Psijl CO3/AaeTcs,
COBEpIIIEHHO HEe 00s3aH HAXOAWTHCA B HEMOCPEACTBEHHOW OJM30CTH C yCTPOHCTBOM, KOTOPOE 3TOT
BUJICOPSII TOKA3BIBACT: JOCTATOYHO UMETh XOPOIIUN U HAICKHBIN KaHAM [ epeaadH.

Takoit mogxox MoXHO Ooyiee MOAPOOHO PACCMOTPETh HA MPUMEPE CHCTEMBI BHU3yalU3alIluH,
pazBepuyToii B HUIL «KypuaToBCKUil HHCTUTYT>.

Pacnpenenennas cucrema Busyanuzauuu SAGE

YcrpoiictBaMu  BBIBOAA  M300paKEHHUS  SABIASAIOTCS 12  TOHKOPAMOYHBIX  MOHHUTOPOB,
COCTaBIIEHHBIX B CTeHy 4x3 W TOAKIIOYEHHBIE K 3M KOMIIBIOTEpaM, COCTaBIISIOLINX
BU3YQJIM3allMOHHBIN KiacTep. B eanHoe BH3yanM3allMOHHOE TIPOCTPAHCTBO OHU OOBEOEHBI C
nomoineio SAGE [4], mporpaMMHOTO MPOAYKTa OPUESHTHPOBAHHOTO Ha IMTOCTPOCHUE pacIpeIesICHHBIX
cucteM Bu3yanuzauumu. OHa WMeeT YNPaBISIOMMI MOAYNb, KOTOPBHIA CcOOOLIAeT KIMEHTaM,
JKENAIOIIUM BBIBECTH M300pakKeHUE HA BHIICOCTEHY, KaKyl0 4acTh BHIEO IOTOKA HY)KHO HAIpPaBIATh
Ha KOHKPETHBIC Y3JIbl BU3yalHM3allii, B 3aBUCUMOCTH OT PaCHOJI0KEHUs H300pakeHus Ha cteHe. Ha
Ka)XIIOM BU3yaJIM3allMOHHOM y3Jie 3amyckaercsi Bropas yactb SAGE, koTopasi mpruHUMaeT BUIIEOMIOTOK
Y BBIBOJUT €T0 B YaCTh DKPaHa, YKa3aHHYIO YIPaBISIOMIMM MoAyseM. Takas opraHuzanus padodero
MpoIIecca MO3BOJIAET OJHOBPEMEHHO HCKITIOUYUTh HAJMYNE Y3KUX MECT IIPH Mepeiade JaHHBIX: JTaHHbBIE
MEPeJaroTCsl TOJNBKO Ty/Aa, T€ OHH OTOOPAXKAIOTCS, W IO3BOJISIET IONydYaTh JAaHHBIE W3 JIOOOTO
yIAIEHHOTO HCTOYHHKA, IMEIOIIET0 COOTBETCTBYIOIINHA KaHaII CBSI3H.

OpHako, eCTh M CBOM HEJOCTATKHU: B MEpeadye Y4acTBYET CXKATBI MUKCENBHBIN MOTOK. DTO
03HAYaET, YTO KIMUCHTCKOE TMPHJIOKEHUE TOJDKHO OBITh MOIU(DHUIIMPOBAHO TAaKMM 00pa3oM, 4TO OBI,
npu mnepenade AaHHBIX X cepBepy, mepenaBaTh ux Ha SAGE. Dtoro MoXHO AOOHMTHCS Tpems
crocobaMu: Tmepefadeii pabodero cTona LENUKOM, MOAWGHUKAIMEH MNPUWIOKEHUs, I[TOAMEHOR
OmOIMoTeK.

Ilepeoaua pabouezo cmona yeauxom

DTOT cIOCO0 ABISAETCS CaMBIM MPOCTHIM, HANOOJIEe YHUBEPCATIHHBIM U HaUMEHEe 3aTPAaTHBIM,
C TOYKHM 3peHHs mepedaud naHHbIX. Ha kimmeHtckoil MamumHe 3amyckaercsi VNC cepBep Hiu
x11vnc [5] cepBep, Ha KOTOPOM OCYIIECTBISIOTCS HEOOXOAWMBIE OIEpalrdd MO OTOOpPaKEHUIO
MIPOM3BOJIBHBIX TaHHBIX. Ha KiacTtepe BU3yalIn3aiy 3amyckaercs Moauduiuposanapiii VNC KIHEHT,
KOTOpHIH niepenaeT maHHble HA SAGE, 110 BBICOKOCKOPOCTHOMY KaHaTy, OOCTYKHUBAIOIIEMY KIIacTep.

Otot Meron sBiseTca KpoccmardgopmeHabsiM: VNC cepBep MOKeT OBITH 3amylleH Kak Ha
Windows, tak u Ha Linux wm 10s.

OH Tak ’xe sBiIIeTCS HamboJiee MPOCTHIM, C TOYKH 3pPEHHUS peanu3amnuu, HO paboTra ¢
MIPUIIOKEHUSIMH MOYKET OKa3aTbCd HE TPUBHAIbHOU M3-3a orpaHuueHuii VNC cepsepa. B gactHocTH,
npu ucnons3oBaHuu 00braHOr0 VNC cepBepa mon Linux BO3HHKAIOT TPYZHOCTH C UCIIOJIB30BaHUEM
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OpenGL. Dtn TpyaHoctu mo3BojsieT mpeonoiers nporpamma VirtualGL, mepeHocsimasi 06paboTky
3D rpaduku Ha gpyroi Linux aucrreii.

Mooughuxayus npunosicenus

Ecnu  nmocTyneH UCXOAHBIA KOJA TMPUIOKEHHS, TO MOXKHO IIepelaBaTb H300paKECHHUE

HenocpenctBeHHo Ha SAGE u3 Oydepa BriBoga, Bocnonb3oBaBimck SAGE Oubmmortekoit sail u ee
dbyHKIIMAME. B OpUTMHANBHYIO TPOTpamMMy JOJDKHBEI OBITh JTOOABJICHBI CICAYIOUIUE NCHCTBUS, IS
pabots ¢ SAGE:

YCTAaHOBKA COeIMHEHUsI ¢ TOT0BHBIM y3j10M SAGE-knacrepa.

Ha »Tane wHUNMANM3alUK MPUIOKEHNUS OHO JOJDKHO YCTAHOBUTH COCJMHEHHE C TOJOBHBIM
y310M SAGE-knactepa U ¢ KaxIbIM y3JI0M, OTBEUAIOIIUM 32 BBIBOJ] U300paKCHUs, IIEPeIaTh
HEKOTOpYyIo HH(popMaIuio o cebe Ha TOJIOBHON y3el.

Wuavnmanu3anyst BBIOIHAETCS CIEAYIOINM 00pa3oM:

sailConfig scfg;
sail sagelnf;

scfg.init ("some_sage—config for_ app");
scfg.setAppName ("some_app_name") ;
scfg.resX = sage_w;

scfg.resY = sage_h;

scfg.winWidth = sage_w;

scfg.winHeight = sage_h;

scfg.pixFmt = sage_pixel_fmt;
scfg.rowOrd = sage_row_order;
sageInf.init (scfqg);

31ech 3a7aeTCs UCIONb3YeMbI KOHPUTYPAITMOHHBIN (haill, Ha3BaHUE MPUIOKECHHUSI, Pa3MEPhI
OKHa TPUJIOKEHUS, HCIONB3YeMbIil QopMaT THKCENs W TOPSJIOK CTPOK B IEpeaaBacMoOM
M300pasKCHHH.
OcHoBHass wH(poOpMaIUss 0 KOH(QUTYpalMy KIAcTepa COJEPKUTCI B KOH(PHUTYpaIriOHHOM
¢atine. CyIIeCTBEHHO BaXXKHBIMH SIBIISIIOTCS CIICAYIONIUE TIEPEMCHHBIC, OMPEACISIONINE
OymyIee MoBeACHNE IPUIIOKEHNUs, TIpu B3aumoaericTeru ¢ SAGE-kmactepom:

o fsIP - ompexaenser aapec rogoBHoro SAGE y3na,

o fsPort - onpenenser nopt ronoBaoro SAGE y3ia,

0 pixelBlockSize —pa3Mmep nepemaBaeMbIX OJIOKOB,

o nwProtocol — ucnons3yemMblii ceTeBOH MPOTOKOI,

o asyncUpdate — pa3spemeHo WM HET aCHHXPOHHOE OOHOBJICHHE IUCIUIEEB IS

JTAHHOT'O TIPHUJIOKCHHSL.

nepegava u3o0paskeHHus
Kaxxnoe oOHOBICHHE M300paXKeHUS, TIepel BBHIBOJOM €T0 Ha DKPaH, JMOJHKHO HMHUITUHPOBATH
0OHOBJICHUST M300pKCHUS HA BUACOCTEHE, T.€. JOJDKEH IepechuIaThes Oydep m3o0pakeHHs

Ha y3JIbl BU3yaJIU3aluN:
unsigned char *sage_buf =
(unsigned char *)sageInf.getBuffer();
struct sage_image *im_sage = &sshow->cur->im_sage;
memcpy ( (void *)sage_buf,
(void *)im_sage->data, im_sage->byte_size
)i
sageInf.swapBuffer();
3akpbITHE coequHeHus1 ¢ SAGE-kmactepom
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[Ipu 3aBepiieHnn paboThl, mpuiaoKeHHEe NOKHO coodmuTh SAGE, uro Oonbiie oT Hero
JAHHBIX HE IOCTYIIUT U €ro OKHO Ha BUAECOCTEHE MOXKHO YHUYTOXKUTH. J[€1aeTcst 3To BBI30BOM
¢yskn sageInf . shutdown () ;

Tloomena bubruomex

BriBatoT cutyaruu, Korna UCXOAHBIA KOJI MPUIOKEHUSI HEIOCTYIICH WK CIUIIKOM CIIOXKEH,
HO TIPY 3TOM OHO HCHOJb3yeT HEKOTOPHIC CTAHJAPTHBIC OMOIMOTEKH /IS BBIBOJA M300paXKeHHs Ha
9KkpaH. B 3ToM ciyuae, mogMeHNB X Ha MOTU(HUIIPOBAHHBIE COOTBETCTBYIOUINM 00pa30M aHAJIOTH,
MOJKHO TaK ke TOOUTHCS BBIBO/Ia N300paKCHUS Ha BUJCOCTCHY.

#!/bin/sh

export SAGE_GL_WIDTH=800

export SAGE_GL_HEIGHT=600

export LD_PRELOAD=$SAGE_DIRECTORY/bin/libmyGL.so
export SAGE_GL=/usr/1ib64/1ibGL.so.1l

S

export —-n LD _PRELOAD

Januplii ckpunt ucnonbdyer libgl, yxxe momubunmpoBanusiii s padotsl ¢ SAGE, dro
MO3BOJISIET OTOOPAXKATh MPUIOKECHUE HA BUJICOCTCHE.

MuHYCOM JaHHOTO METOJa SBISIETCS HEOOXOTUMOCTh MOJJICPXKAaHWs aKTyalbHOH BEpPCHH
MOIU(DUITUPOBAHHON OMOIMOTEKH, YTO MOXKET CTAaTh 3aTPYJHUTEIBHBIM, €CITH B OPUTHHAIBHYIO OYAyT
BHECCHBI CYIICCTBCHHBIC U3MCHEHHUSL.

XDMX

Kpome BBIBOMIa m300pakeHHsI HAa BHACOCTEHY ¢ Mcmnoib3oBaHneM SAGE cymectByer 6omee
MPOCTOM, HO TPU STOM MEHEe TMOKHUil croco0: 0ObEeIUHEHHE BCEX JOCTYIHBIX TUCIUICEB B OJIUH
BUPTYaJbHEIN, TIpu moMomu Linux mpmroxenus xdmx [6]. K mpenMymiecTBam maHHOTO criocoba
OTHOCSITCS IPOCTOTA YCTAHOBKY M HACTPOUKH (HEOOXOMUMBIE TTAKEThI BKIIIOUEHBI MTPAKTHYECKH BO BCE
pacnpocTpaHeHHbBIE JUCTPUOYTUBEI, a HACTPOMKA — 3aJ]aHKe TOJOKCHHS KaXKIOT0 AUCILICS Ha O0IIei
BuseocteHe). HepoctaTkoM ke sIBJIIETCS CYIIECTBEHHOE OrpaHUYeHUE BO3MOXKHOCTEW. Xdmx co3maeT
BUPTYaJIbHBIN pabo4Hii CTOJ Ha OHOM M3 KOMITBIOTEPOB, KaK MPABHIIO, IS 3TOTO HY)KHA BBIJIEIICHHAs
MaIlliHa, YIPaBJIAIONmas BHISOCTCHOMW. 3a CYET TOTo, YTO paboumii CTON BUPTYalIbHBIA OH HE
MOJIZIEPKUBAET HEKOTOPHIE PACIIUPEHHS PeaTbHBIX, HanpuMep, RANDR.

Hacmpoiixa conoenoco yzna XDMX

HaCTpOﬁKa TOJIOBHOI'O Yy3JiIa 3aK/JI04acTCsad B CO3AaHUU KOH(l)I/IpraI_[I/IOHHOFO (bafma, C

OINMCaHMEM KaKOM AUCIUIEH y3/1a B KAKOM MECTE BUIEOCTEHbI HAXOIUTCS:
virtual kiae {

display "172.17.24.1:0.3" (@QOxO0;
display "172.17.24.1:0.4" (@1920x0;
display "172.17.24.1:0.1" (@3840x0;
display "172.17.24.1:0.2" (@5760x0;
display "172.17.24.2:0.3" (@0x1080;
display "172.17.24.2:0.4" (@1920x1080;
display "172.17.24.2:0.1" (@3840x1080;
display "172.17.24.2:0.2" (@5760x1080;
display "172.17.24.3:0.3" @0x2160;
display "172.17.24.3:0.4" (@1920x2160;
display "172.17.24.3:0.1" (@3840x2160;
display "172.17.24.3:0.2" @5760x2160;
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u 3amycka xdmx cepBepa

#!/bin/sh
startx —- \
/usr/bin/Xdmx :5 \
+extension GLX \
+extension RANDR \
+xinerama \
+extension XINERAMA \
—-input 127.0.0.1:2.0,console \
—fontpath tcp/172.17.24.1:7100 \
—-fontpath tecp/172.17.24.2:7100 \
—-fontpath tcp/172.17.24.3:7100 \
—-configfile xdmx.conf \
—config kiae

Hacmpotixa y3n06 sudeocmenvl

Hacrtpolika y3/10B BUIEOCTEHBI IS HCTIONB30BaHKsA X AMX COCTOMT B pa3peIleHHH IO JKIIFOUEHHS
K COOTBETCTBYIOIUM JIUCIUICSM C YIIPABIISIONIETO y37a:
1. JloGamnenue agpeca yIpaBsIioniero y3ina B /etc/X0.hosts
2. Paszpemenne nmoakrodeHUH K X cepBepy U3BHE, 100OABICHUEM
[security]
DisallowTCP=false
B /etc/gdm/custom.conf

3akiIoueHne

Hcnonb3oBaHue K1acTepHOro moaxoaa K oOpaboTke rpaduyeckux JaHHBIX, B COUECTAHHHU C
NPaBUIBHBIM BBIOOPOM (haiJIOBOM CHCTEMBI, CYIIECTBEHHO IOBBIIIAECT YAOOCTBO HCIOJIB30BAaHUS
CHUCTEMBl B 1LI€JOM, a KJIACTepHbIl IOIXOA K BHU3YyalIM3allMM [JaHHBIX I103BOJISIET MOJIYYUTh
n300paKEHUE B CBEPXBBICOKUX Pa3pelICHHSIX.

Onwucansele Belle MeToAbl no3Bomwin co3fgath B MBK HUI «KypuatoBckuii MHCTHUTYT»
BBICOKOIIPOU3BOJUTEIBHYIO CUCTEMY Al OOpaOOTKM M BHU3yalM3allUM JAaHHBIX, KOTOpas MOXXET
HCITOJIB30BATRCS JIs HAYIHOH M 00pa30BaTEIIbHON PabOTHI.

JlutepaTtypa

[1] ParaView - Open Source Scientific Visualization. Web site http://www.paraview.org/
[2] Parallel Virtual File System, Version 2. Web site http://www.pvfs.org/

[3] The Visualization Toolkit Web site http://www.vtk.org/

[4] Scalable Adaptive Graphics Environment. Web site http://www.sagecommons.org/

[5] x11vnc - VNC server for real X displays. Web site http://www karlrunge.com/x11vnc/
[6] xdmx - Distributed Multihead X. Web site http://dmx.sourceforge.net/
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IHNPUMEHEHHUE TEXHOJIOTUM BUPTYAJIM3ALIUU JJIA
N3YYEHUSA NPUHIUIIOB ®YHKIIUOHUPOBAHUA
KOMBUHHUPOBAHHBIX BbBIYUNCJ/IUTEJIBHBIX
NHOPPACTPYKTYP

H.II. Xpamos

Llenmp epuo-mexnonocuti u pacnpedenéunuvix gvruucienuit MCA PAH, Mocksea, Poccus
nkhrapov@ gmail.com

B nacrosimee BpeMs I M3y9YCHHS W MPAKTHUECKOTO OCBOCHHUS HOBBIX IPOTPaMMHBIX IPOIYKTOB
MIMPOKO HCIIONB3YIOTCS TEXHOJOTHH BHPTyann3alud. Ha OCHOBE TEXHOJIOTHIl BHUPTyaIH3alud B
paMKax OJHOW BBIYMCIMTEIBHON MAIUHBI MOJHOCTHIO MOJIEIUPYETCS (BHPTyalu3yercs) pabora
HECKOJBKUX JAPYIUX BBIYUCIUTEIBHBIX MamuH. JlaHHAs CTaThsl MOCBSINEHA MPUMCHCHHIO
TEXHOJIOTHH  BHUPTyaJlM3alluil Ui OOyYCHHS TEXHOJOTHSM HWHTETPAlldH  Pa3HOPOIHBIX
BBIYUCITUTEIBHBIX TPUI-PECypCcoB. PaccMaTpuBaroTCs poOIEMBI, SBISIONIHECS CIICIUPUISCKUMHI
IUTS peau3aliiiyi pa3IndHbIX TUIIOB TPUA-UHPPACTPYKTYP B BUPTyalsHOU cpene. Taxke B paMKax
CTaTbU ONNCHIBAIOTCA COBPEMEHHBIC METOIBI OOYYeHHS TPUA-CHCTEMaM W TEXHOJIOTHUSM WX
MHTETPAIIH [TOCPEICTBOM BUPTYaIbHOMN CPEIIBI.

TexHoJ0ruy BUPTYATU3ALUK

TexHOoNMOruu BUPTYyalIH3alUM IO03BOJIIIOT B PAMKax OJHOTO KOMIIBIOTEpA CMOJAEIMPOBATH
paboTy OTHOTO WM HECKOJBKUX IPYTUX KOMIIBIOTEpoB. Ha Kaxaplii U3 BUPTYAIbHBIX KOMIIBIOTEPOB
MOXHO Oyner ycranoBuTh otAenbHylo OC. IlocpeacTBOM TEXHONOTWil BHPTyalM3alWd pEIaeTCs
HIMPOKUH CIIEKTP Y4eOHBIX U MIPAKTUYECKUX 3a7au. TeXHOJIOIMH BUPTYAIN3alliy I03BOJIAIOT B paMKax
OTHOTO COBPEMEHHOI'O KOMIIBIOTEpa pa3BepHYTh y4eOHYI0 HHQPACTPYKTYpPY U3 HECKOJBKHUX
BUPTYaJIbHBIX MALIHH.

B Hacrosimee Bpemsi CyILIECTBYET MHOMKECTBO KaK KOMMEPYECKUX, TaK U CBOOOJHBIX
peanuzanmMii  TpOrpaMMHOro  oOecrmedeHus BHpTyanu3anuu. lIporpamma, ocCymIecTBIsAOLIAs
BUPTyaJIM3allMI0 HA KOMIbBIOTEpE, OyldeM Has3bIBaThb cunepsuzopom. ONepalMoOHHYIO CHCTEMY, MOJ
ylpaBjieHUEM KOTOpol (PyHKIIMOHHMPYIOT BUpPTyajbHblE MAlllMHbI, B paMKax JaHHOW paboThl OyaeM
Ha3bIBaTh Oa3060t. ONepaloHHYI0 CHCTEMY, paOOTalOUIyI0 B BUPTYaJbHON MaluHe — cocmesgoi. 11o
NpUHINITY GYHKIMOHUPOBAHHS TEXHOJIOTHU BUPTYAIU3allMK MOXKHO pa3AeinTh Ha TPU TUIA:

» [lonnaa eupmyanuzayusi — TAKOM TUIl BUPTyaJIM3allMM, IPU KOTOPOM LIEHTPaJbHBIN

npoueccop 0a30BOM MamIMHBI MOACIHPYET IOJHBIA HaOop ammapaTHOro oOecredeHust

BUPTyaJIbHOM MamuHbl. HegocTaTkoM JaHHOTO THINa BHUPTYyadW3alMM SABISACTCS HU3Kas

3¢ dexTuBHOCTE paboThl. [IpermylecTBOM NAHHOTO MOAXOJAa K BUPTyaJM3alUU SBISIOTCS

MHUHUMAaJIbHBIE TPeOOBaHUS K almapaTHO-NPOTrpaMMHON IutaTdopMe Kak 0a30BOH, Tak H

BUPTYaJIbHOM MalINHBEI.

* Ilapasupmyanuszayus — TAIl BUPTYaIU3aLUK IPEIIOIAra0INH MOAU(UKAIINIO BUPTYaIbHOM

OTIepalMOHHON cucTeMsl. [Ipr JaHHOM MOAX0AE B paMKax BUPTYalbHON MAIIMHBI MOKET OBITH

YCTAHOBJICHA  ONEpallMOHHAas  CHCTEMa, SAOpO  KOTOPOW  CHEeNHaNbHBIM  00pa3oM

MOANGHUINPOBAHO AN 3alycKa B BUPTyadbHOH cpeme. HeoOxommmocTs ajmanmranuu sapa

OTIEPALMOHHON CHCTEMbl HAaKIaJbIBACT CEPhE3HBIC OrpaHUYCHUS] Ha O0JIACTh NPUMEHEHUS

JaHHOM TexHosoruu. llpenmMmyInecTBaMyM HCHOJIB30BaHUA JAHHONW TEXHOJIOTHUHM SIBIISAETCS

BBICOKasl IPOU3BOJUTEIBHOCT, THUOKOE YIpaBieHHE paOOTAIOIIMMHU  BHUPTYaJIbHBIMU

MAaIllMHaMH, BO3MOYKHOCTh 3aIllyCKa BHUPTyaJbHBIX MAallMH MpU OTCYTCTBHM ammapaTHON

HOJIEPKKU TEXHOJIOTUH BUPTYyaIH3aLllu.

* Annapamnas eupmyaniuzayusi — BUPTyalIM3allysl Ha amnmapaTHOM YypoBHe. Peanuzarus

anmnapaTHOW BHPTyalM3allud BO3MOYKHA TOJBKO €CIM IpOIleccoOp M MaTepUHCKas IulaTa

0a30BOi MalIMHBI MOAJCP)KUBAIOT TEXHOJIOTHIO AllapaTHOW BUPTyajau3aldu. BoJIbIIMHCTBO
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COBPEMEHHBIX TpolLeccopoB (Takux Kak intel u AMD) HMMEIT BCTPOECHHYIO MOAJEPIKKY
BUpTyanu3auud. HenoctaTkoMm npuMEHEHMs JaHHOM TEXHOJIOTUH SIBIISIOTCS OrpaHUYEHUS Ha
anmapatHoe o0OecriedeHre ©0a30BOH MamMHBEL [IperMMyIIecTBOM HCIOJIB30BaHUSl JTaHHOM
TEXHOJIOTHH SBISETCS MAaKCHUMaJbHO BO3MOXKHAS J(PQPEKTHUBHOCTE W MHHUMAJIbHBIC
orpaHudcHHS Ha nmpuMeHeHue rocteBoit OC.

Pa3HOBHIHOCTH BHIYMCIUTENbHBIX FPUA-CHCTEM

B Hacrosimee Bpemsl BBIYMCIUTENbHBIE TPUA-CUCTEMBI Pa3/EsIFOT HAa JBA OCHOBHBIX THIIA!
TPUI-CUCTEMBI U3 epcoHaIbHBIX KoMIbloTepoB (I'CIIK) u cepBuCHBIE TPUA-CUCTEMEI.
T'puo-cucmemvl u3 nepcoHanrbHLIX KOMNLIOMEPOS B TIEPBYIO OUYEpeb MPEAINOIaraoT, YTO B Ka4eCTBe
BBIUMCIIUTEIHHOTO pecypca Oy IyT HCIIOJIb30BaTHCS JOMAITHHUE HITH O(pHCHBIE KOMITBIOTEpHI. Eciin B3STh
COBPEMEHHBIN JIOMAITHUH, O()UCHBIA KOMITHIOTEP WM HOYTOYK, M TIPOCIICAUTh CPEAHIO0 10 BPEMEHU
3arpyK€HHOCTb €ro Ipolleccopa, TO MOXKHO YBHIETh, YTO IPOIECCOP B IIEIOM HCIIOJIB3YET BCETO
HECKOJILKO IPOIICHTOB CBOETO BBIUMCIHUTEILHOTO pecypca, a 6omee ueM 90% (a 3TO KoJoccaiabHBIC
BEIUMCIIMTEIBHBIE ~ MOIIHOCTH) mpocTanBaioT. COBpEMEHHBIC IEPCOHAIBHBIC  KOMITBIOTEPHI
OCHAIIAIOTCS IOCTATOYHO MOIIHBIMH MPOIECCOPAMHU, 3TO SBISCTCS HEOOXOMUMBIM i 00eCTIeUeHUs
BO3MOXXHOCTH KOM(OPTHON pabOTHI JJIsl IOJIH30BATENS] B MOMEHTHI IIMKOBOW HATPY3KH Ha TPOLIECCOP.
MOMEHTHI TUKOBOW HArpy3KM Ha IPOILECCOpP MPH CTAaHIAPTHOM HCIOJIL30BAaHHH TEPCOHATBLHOTO
KOMIIBIOTEpA SBIISIOTCS KPAaTKOBPEMEHHBIMU, a OOJBIIYI0 YacThb BPEMEHHU MPOIECCOP HE SBISCTCS
3arpykeHHbIM. Texronoruu ['CIIK mo3BoNISIOT HCITONB30BaTh HE3aAeHCTBOBAHHOE TIPH CTAHIAPTHOM
WCTIOJIB30BaHUH MTPOIIECCOPHOE BPEMS IS HAYYHBIX BEIYHCICHHA.

Ipunnun padoter 'CIIK cocTouT B TOM, 4TO Ha BEIYHUCIUTEIBHBIX Y3JIaX YCTAaHABJIUBACTCS U
HACTpaWBaeTCs KIMEHTCKOE MpOorpaMMHOE OOecredeHne, KOTOPOE BBITIONHIET IEePHOANYECKUE
3ampockl YJAJICHHOMY CepBepy Ha HallM4Me 3aJaHuil Juis cBoel muatdopmbl. Eciu Ha meHTpambHOM
CepBepe TaKOBBIC 3a/IaHUSI UMEIOTCS, TO KIIMEHTCKAsl MaIllHA CKAYMBaET 33JJaHUE B BUJIE UCTIOTHICMOTO
(aiina ¢ HeOOXOIUMBIMH JAHHBIMH, U 3aITyCKAET €r0, pe3yabTaT paboThl IPUIIOKEHHST BO3BpAIACTCS
o0paTHO Ha cepBep.

CymiectByeT HeckobKko coBpeMmeHHbIX peanuzanuii ['CITK (BOINC, XwHep, OurGrid, Condor,
X-com, SARD). HauGombliiee pacnpocTpaHeHHE K HACTOSIIEMY MOMEHTY MOJy4uia Iuiardopma
BOINC (Berkeley Open Infrastructure Network Computing).

IIporpammuoe obecnieuenne BOINC MOXHO pa3leuTh Ha JBE KOMIIOHCHTHI: KIIMEHTCKYIO H
cepBepHyl0 yacTh. KJMEHTCKas 9acTh yCTaHaBIMBAETCS HAa BBIYMCIHTEIBHOM y3ie. B e€ 3amaum
BXOJTUT:

1. TlomkmouyuThCS K OHOMY U3 POCSKTOB, K KAKOMY HMEHHO YKa3bIBACT BIIa/ICIICI] MAIIMHEI.

2. 3ampammBaTh 3aaHUS Y IIEHTPATLHOTO CEPBEPA.

3. CkauuBaTh 33/IaHUS C CEPBEPA, €CITU OHU TaM €CTh.

4. 3amyckath y ce0s CKauaHHbBIC 3aJaHUS.

5. Pesynbrarhl paboTH 3ajaHUi OTCHUTATH OOPATHO HA CepPBEp.

CepaepHas yacTh nporpamMmHoro odecrieueHust BOINC BBIOTHSIET CIEIyOIUe NSHCTBUS:

1. Cozmaet 3amaHus sl IEPECHUTKN HA BEIYUCIUTEIBHBIE Y3IIbI.

2. OtBedaeT Ha KJIIMEHTCKHUE 3aIPOCHI, OTTIPABIISIET 3aJaHHSI HA BRIYUCIUTENBHBIE Y3ITbI.

3. Tlomywaert pe3ynbTaThl paOOTHI 33JaHUS U TIEpeacT UX JUIS JallbHEHIel 00paboTKH.

4. Copmepxutr B cebe web-cepBep mia monydeHUs HWHPOPMAUA O TMPOCKTE dYepe3

web-uHTepdeiic.

AHaNOru4HO pacnpenenéHnoe npuioxenue s nadpactpyktypsl BOINC MoxxHO pa3aenuTtsb
HAa JIB€ OCHOBHBIE KOMIIOHEHTHI: KIIMEHTCKYIO ¥ CEPBEPHYIO YaCTH PacIpeAeNEHHOTO PUIOKECHHUS.
KinenTckas 4acTh pacnpeneaCHHOro NMPHIIOKEHUS M eCTh HCIHOJHSACMbIN (aiii, 3amycKacMblii Ha
BBIUMCITUTEIHHOM y3Jie. OHa BBHIMOJHIECT OCHOBHYIO BBIUMCIIHTENBHYIO Harpy3ky. CepBepHas 4acTh
pacrpenen€HHOro MPIWIOKEeHHUS co3maeT 3amxanms (B TepmuHoiiorun BOINC pacdernpie O10KH —
workunits) I KITMEHTCKUX y3710B. Kak mpaBuiio, pacu€THBIN OJIOK COCTOUT U3 MCIIOJIHAEMOro daiina
KITUEHTKOW YacTH, 00beUHEHHBIN CO CIIEIU(PUICSCKUM JIJIsI KOHKPETHOTO 3a/IaHusl BXOJIHOTO (haiina ¢
JaHHbIMA. [lociie OTHIpaBKHM 3allaHus B BBIYHCIHUTENHLHYIO HHQPACTPYKTYpy CepBepHas dYacTb
pacrpenenéHHOr0 MPWIOKEHHS KJIET pe3yNbTaToB 3aiaHus. [losyuuB u3 WHpaACTPyKTYphl Bce
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pe3yNIbTaThl 3a/IaHui, CepBEpPHAsl YaCTh MPOU3BOAUT HX 00pabOTKYy, ¥ CO3MAeT CIAWHBIN Pe3yibTar
paboTHI pacipeaeéHHOTO MPHUIIOKEHUS.

B epuo-cucmemax cepsucnoco muna B3auMoICUCTBUE MEXTy TIOCTABIIIMKOM U MOTPEOUTENEM
PECYpPCOB  OCYHICCTBIISIETCSI MOCPEACTBOM Habopa cepBHCOB. DYHKIIMOHUPOBAHUE CEPBUCOM
obecrieunBaeTCs CIICNHAIBLHBEIM TIPOTPAaMMHBIM oOecriedeHrueM mpoMexytodHoro yposas (IIT1O).
OcnoubME peanu3arusivu [1T10 cepBrucHoro rpuna seistorces glite [1], Globus, Unicore. O0mwmit amst
HUX HA0OP CEPBUCOB: OE30MIACHOCTh, ABTOPH3AIIHS, TIOUCK PECYPCOB, TOCTYH K YAAIEHHBIM JTaHHBIM.
Jns obecrnieueHuss MHPOPMALMOHHON 0€30MacHOCTH B HMH(PACTPYKTYPE CEPBUCHBIX IPHA-CHCTEM
UCTIONB3yeTCs MeXaHu3M HH(POBBIX cepTudukaroB. TakuM 00pa3oM HEOOXOIUMBIM YCIOBHEM
(hYHKITMOHUPOBAHUS y3JI0B HWH(PPACTPYKTYpPhl CEPBUCHOTO TpHUAA SBISICTCS B3aUMOJICHCTBHE C
cepTu(UKAIMOHHBIMHU [IEHTPAMH.

Kom0uHnpoBanHbie rpua-uHQPacTpyKTyphl

JUis  uHTerpaluy  pasHOPOAHBIX  BBIUUCIUTENBHBIX TIpUA-pecypcoB B HMHcTUTyTe
Asromatmzaunu UccnemoBannii Akagemun Hayk Benrpum (MTA SZTAKI) Obuto paspaborano
nporpamMmmHoe obecnieuenne Generic Grid to Grid Bridge (3G-Bridge) [2]. IIporpammuoe o0ecrnieuenne
3G-Bgidge mo3Bomsier 3amycKkarh 3aJaHus U3 HHOPACTPYKTYPhl CEPBUCHOTO TPUJIa HA BBITIOJHEHHE B
MHQPaACTPYKType TPUA-CHCTEM H3 IMEPCOHAJIBHBIX KOMIBIOTEPOB WM Ha000OpOT. MexaHW3M MOCTOB
MO3BOJISIET OCYIIECTBIIATh MHTerpanuio cepBHcHBIX rpunoB u ['CIIK Ha cuctemMHOM YpOBHE, T.€.
IPO3padHbIM Ul MOJIb30BaTeNns oOpa3oM. Ha naHHBIM MOMEHT 3TOT NOJIXOJ pealu30BaH I CBSA3U
rpua-uadpactpykrypsl EGEE/EGI ¢ neckompkumu ['CIIK (Puc. 1). CyTe momxoma COCTOMT B
CHEUUAIBHOM MPOTrPaMMHOM KOMITOHEHTE, KOTOPBIH, OmHpasich Ha aOCTpakTHOE MOHATHE 3aJaHHS,
MOXET OBIThb HCIOJNb30BaH JUId HHTErpanuu AByX Ipua-cucteM. Ilo BeIMoSHAEMBIM (QyHKIHAM
MHTErpUpYIOLIee MPOrpaMMHOe obecreueHre MOKHO MOIPa3Ie/IuTh Ha J1Ba TUIIA:

* Mocm EGEE = DG, o60ecnieunBaOIIMi 3allyCK 3aJaHUd  CEpBHUCHOTO Tpuia B

undpactpykrype ['CIIK. JlanHoe coenunenue ¢yHknuonupyer kak Computing Element (CE)
CEPBUCHOTO TpHJa, TJe 3aJlaHis BMECTO BBIYHCIIUTENHHBIX Y3JIOB HAMPABIIIOTCS B HHQPACTPYKTYPY
rpuga u3 nepcoHanbHbiXx koMibeloTepoB (BOINC, XWHEP, OurGrid). B3anMoneicTBue pa3nndHbIX
THTIOB TPUI-CUCTEM 00ECTIEYMBAETCS TPEMS OCHOBHBIMHU IPOTPAMMHBIMU KOMIIOHEHTAMU:

1. ®yakumoHmpyroomuid Ha ctopone glite momudumuposannbsiii Computing Element, koTopsrit
OTIPABIISIET MIPUHATHIE U3 UHPPACTPYKTYPBI CEPBUCHOTO TPUIA 3a[aHus Ha YAaNEHHBIA MOCT.
Hannsrii CE nocraBisercs B kagecTBe MOy st Y AIM, i MOXeT OBITh YCTAaHOBIIEH M HACTPOCH
BMECTE C JPyTMMHU KOMIIOHeHTaMu glite.

2. Ha cropone cepeepa I'CIIK ¢yHKIMOHMpYET CrHeUuanbHBIN ajanTep, OTBEUAIOMIMH 3a
NOJyYeHUe 3aJaHni, X peoOpa3oBaHue sl HOBOM HHPPACTPYKTYPHI, ¥ BHIIOJIHEHHE.

3. Pemnosutopuii npunoxenuit (Application Repository — AP), conepxanuii naHGOpMaIuio o
BCEX MPUIOKEHHSX, TPOXOISAIINX Yepe3 JaHHBIH MOCT.

*  Mocm DG = EGEE, no3somnstonuii, Haooopor, 3amyckats 3afganus [ CIIK B unppactpykType

EGEE. IlockonbKy TpHWHIHII pabOTBl U OCHOBHOE IMPOTPAMMHOE 0OECIIeUeHHE 3aBUCHUT OT THIIA
nonkiodaemoit uHpacTpykTypsl I'CIIK, mis ka0l 13 HUX CO3/laHa OTACIbHAs peain3alns MOCTa:

1. Moct BOINC = EGEE, xotopeiii ¢yHkiumonupyer kak kiumeHT BOINC, ortnpabisis

CKauaHHbBIC 3a7aHusg B BHUpTyanbHyto opranusaiuio EGEE. B undpactpykrype cepBHCHOIO
rpuga 3ajJlaHue 3aIycKaeTcsl CIenuaIbHON mporpamMmoii (jobwrapper), KoTopasi 3amycKaer
npunoxxenue BOINC, u amynupyet 171 Hero okpyxeHue knnenta BOINC.

2. Moct XWHEP = EGEE, noaxmouaromuii padoune y3iasl EGEE k rpuny XWHEP nytém
3ammycKka pabouux KOMIOHEHTOB HHGpacTpyKTyphl B Bue 3ananuii EGEE.

3. Moct OurGrid = EGEE, xoTopblii HEMOCPEICTBEHHO 3allyCKaeT 3aTaHus Ha
BBIUMCIIMTENBHBIX y3/1aX BUpTyanabHON oprannzannu EGEE.
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Puc. 1: OcHoBHBIE 3NIeMeHTBI HHYPACTPYKTYPhI, 00eCTIeYHBAIONIHE B3aUMOICHCTBHE Pa3HOPOTHBIX
TPUII-CUCTEM

Peamuzanusi y4e0HOro rpuI-noJIuroHa Ha 6aze BUPTYaJdbHbIX MAIIHH

OCHOBHBIM MPENATCTBUEM AJIA 3aITyCKa CEPBUCHBIX I'PUA-CUCTEM HA JIOKAIBHBIX BUPTYyaJIbHBIX
UHQPACTPYKTYpax SBISIETCS HEOOXOIMMOCTh B3aWMOACHCTBHUS 3JIEMEHTOB TI'PHII-CETH C BHEUIHUMH
CepTU(PUKALMOHHBIMYU LIeHTpaMu. 1Ipo0ieMsl, cBA3aHHbBIE C JIOKAJIbHBIM HCIIOJIb30BAaHUEM CEPBUCHBIX
TPUA-CHCTEM TaKXKe BO3ZHHKHYT [UII CETMEHTa CEpPBUCHBIX TPHUA-CUCTEM KOMOMHHUPOBAHHOM
BBEIYHCIIUTEIRHON  MHOpacTpykTyphl. s wcmons3oBanms ['CIIK B pamkax — JTOKaJIbHOU
rpuA-uHQPPacTPyKTYpsl TEXHUYECKUX CI0KHOCTEH HeT.

B pamkax MTA SZTAKI ans nemoHcTpauuu cBOMX Pa3pabOTOK OBLI MPEATIOKEH MakKeT
KOMOMHHUPOBAHHOM BBIUMCIUTEIBHON rpua-uHGpacTpykTyphl [3]. MakeT mpeacTaBiseT co0oi Habop
U3 IISITU BUPTYaJIbHBIX MAIllUH.

Hdns  olecriedeHus: COBMECTUMOCTH C Pa3lUYHBIMH  IatrGopMamMH  BUPTyaJH3alUuU
BUPTyaJIbHbIE MAIIMHBI MMEIOT (hopmaT gemu qcow2. JlaHHBIN (opmar MOIHOCTHIO COBMECTHM C
texHonorverd Bupryanumzanuu XEN. Kpome Toro mnporpaMMHON YTHIUTOH gemu-img oOpassl
BUPTYaJbHBIX MAIlMH MOTYT OBITh CKOHBEPTHPOBaHBI B 00pa3bl BUPTyaJbHBIX MAallMH Vmware U
VirtualBox.

CerMeHT CepBHCHOTO Ipuaa KOMOMHHPOBAHHON MH(PACTPYKTYpHl OCHOBAH HAa TEXHOJOTHMH
gLite. Cerment I'CIIK — Ha Texnonmorun BOINC. Cnucok komnoHeHToB cepBucHoro rpuaa u I'CIIK,
COZIEpIKALMXCS B BUPTYAIBHBIX MAIIMHAX MPUBEIEH B TabmmIe 1.
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Ta6JII/ILIa 1. Coucok BUPTYAJIbHBIX MAalllMH 1 OCHOBHBIX KOMIIOHCHTOB IIPOIrpaMMHOT'O

obecrniedeHus!.
Ne| Ha3sanne BM OnepaunonHa CIucox KOMIIOHEHTOB
sl CUCTeMa
. . ITons3oBaTensckuit MHT )71 ser Interface -
1 | edgi-testui SL* 5, 64 6ut U;)) 30BATCIbC epdeiic (U
CepBuc YupasneHus BuptyanbasiMu
2 | edgi-testvoms SL 5, 64 out OpranuzanusmMu (Virtual Organization

Management Service).
Cucrema VYmpasnenus Harpyskoit (Workload
Management System — WMS).

3 | edgi-testwms SL 4, 32 out

Breruncnurensusiii Onement (Computing Element
4 | edgi-testce SL 4, 32 out — CE) undpactpykTypsl glite, K311 perno3uTopus
MIpUIOKEHUH 31emMenTa 3g-bridge.

5 | edgi-testboinc Debian 5.0 BOINC-cepsep, BOINC-kimenT, 3g-bridge.

*SL - Scientific Linux.

Jlns  perieHust MpoOJeMbl  B3aUMOJCHCTBUS dleMeHTOB glite ¢  cepTH(HKAIIMOHHBIMU
[ICHTPaAaMH B paMKax MaKeTa HCIIOJIb3yeTCs JIOKAIbHBIA CepTH()UKAIIMOHHBIN 1IEHTpP, U BCE DJICMEHTHI
UHPPACTPYKTYpBl CEPBHCHOTO TPHIA HACTPOCHBI HA KCIOJL30BAHHUE JAHHOTO JIOKAJIBHOTO
CepTU(PUKANMOHHOTO 1eHTpa. KpoMe TOoro B pamkax y4eOHOTO MaKeTa HCIONB3YeTCs YIPOIICHHAS
cucrema ceprudpuranuu SimpleCA.

3akioueHune

B Hacrosiiee BpeMs nmpuoOperaroT BcE Oobliryio nomyasipHocTs kak I'CIIK, Tak cepBHCHBIC
rpugsl. BMecTe ¢ rpua-cucteMamMu Takke MPUOOPETAOT MOMYJISPHOCT TEXHOJIOTHH WX WHTETPAIlHH.
3amaya TMOATOTOBKM CHEIHMATUCTOB B O0JACTH TPUA-CUCTEM W TEXHOJOTHH WX WHTETPalud
npuoOpeTaeT BCE OONBITYIO aKTyaIbHOCTb.

PaccMoTpeHHBIN B TaHHOW CTaTheé MaKeT BUPTYAIbHOW BBIYHUCIUTEIHHONH HWHQPPACTPYKTYPHI
AT ydameMycs BO3MOXKHOCTH JIOKAJIFHO paboTaTh TOJNBKO C OTACIBHOW peaau3allieil CUCTEMbI
3g-Bridge (gLite to BOINC). [loctpoeHne aHaNOTHYHBIX MAaKETOB JUISI MHTETPAIMH JPYTHUX THIIOB
TPUI-CUCTEM 3aMETHO YITYUIIUT KAYeCTBO MOATOTOBKY CICIHATICTOB TI0 TPUI-CUCTEMAaM.

Ha ocHOBe BUPTyaJIbHBIX MAaKETOB MHPPACTPYKTYP MOTYT OBITH OPraHU30BaHBI MPAKTUICCKUC
3aHATHA 1 cTyneHToB [4]. KpoMe TOro MOIIHOCTH COBPEMEHHBIX BBIYMCIUTENBHBIX MAIIHH
MO3BOJISIIOT B paMKax MEPCOHAIBHOTO KOMITHIOTEPA CTYJCHTA Pa3BEPHYTh BUPTYAIBHBIN MaKeT st
UCTIBITAHUS TEXHOJIOTHIA paclpeIeIEHHBIX BEIYUCIICHUH B TOMAITHUX YCIOBHSIX.

JIntepaTtypa

[1] gLite. http://glite.cern.ch/

[2] E. Urbach, P. Kacsuk, Z. Farkas, G. Fedak, G. Kecskeme'ti, O.Lodygensky, A. Cs. Marosi,
Z. Balaton, Zolta'n; G. Caillat, G. Gomba's, A.Kornafeld, J. Kova'cs, H. He, R. Lovas: EDGeS:
Bridging EGEE to BOINC and Xtrem Web, Journal of Grid Computing, 2009, Vol 7, No. 3,
pages 335 -354

[3] Crpanuna 3arpy3ku makeTta: http://www.edgi-grid.eu/downloads/vmimages/v2.0/

[4] V.A. Sukhomlin, A.P. Afanasiev, A.L. Kalinichenko, M.A. Posypkin, S.A. Stupnikov,
0O.V. Sukhoroslov, On Professional Training and Education in the Field of Grid Technologies
and Distributed Computing /" TE3HCHI KOH(epeHIIUH GRID2010,
http://grid2010.jinr.ru/files/pdf/sukhomlin.pdf
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SJIEKTPOHHASI BUBJIMOTEKA HAYYHOI'O IIEHTPA'

C.K. Illuxota®, C.A. Kpamakos'?, JL.H. Illyp"*

! Hnuemumym meopemuueckou ¢pusuxu um JI1.J[. Jlanoay PAH
Poccus, 142432, Mockoeckas obracme, e. Yepnoeonoska, ni. ax. Cemenasa, la
? Hayunwii yenmp PAH ¢ Yepnozonogke
Poccus, 142432, Mockoseckas obnacme, e. Yepnoeonoska, Mncmumymckuii npocn., 8
sveta@chg.ru

B crarbe wu3maraeTcss MPOEKT CO3MaHUS DJICKTpOHHOW Oubnmmorekm myomukanuii (OBI)
COTPYAHUKOB HAy4dHOro ueHTpa. lleap cucTeMbl JByHampaBIE€HHAss: BO-NEPBBIX — 3TO
NpUBIEUCHNE BHUMAHHUA IIUPOKOM ayIUTOPUU K HAy4HBIM AOCTHXKEHHAM coTpyaHukoB HI[U
PAH, Bo-BrOpeIXx — mpenoctasiaeHue coTpynHukam HIMU PAH Bo3MoxHOCTH A TOMCKa
Hay4YHBIX KOHTaKTOB 110 CMEXHBIM 00nacTsiM nccnenoanuii BHyTpu HIIU PAH. [lns nocrmwkenns
HaMEUEHHOM IIeJM TIpelylaraeTcs CcucTeMa, O0eCIedMBaIoImas JOCTYI K ITOJHOTEKCTOBBIM
MyOIMKanusiM HaydHbIX coTpynHnkoB HIIY, a Takke comepxaras akTyalpHy0 nHpopmanuio o0
MHIEKCcaX NOUTHpOoBaHMA. OOCYXIAIOTCS HEKOTOPBIC TEXHUYECKHE JETalld paclpeneIeHHON
OUOINOTEIHON CHCTEMBI.

1 ITocranoBKa 3aga4un

Jnis yCHEmIHOTO TPOBEACHUS HAay4YHBIX HCCICIOBAaHUM HEOOXOAMM JAOCTYNl K HayqyHOH
nH(OpMAIMM KaKk B OOJIACTH TPOBOJAMMBIX HCCICIOBAaHMM, TaK M B CMEXHBIX O00JACTSIX HAyKH.
OCOOEHHO 3TO aKTyalbHO IPHU BBIIOJHEHUH PabOT IO IMPUOPUTETHBIM HAINpPABICHUSAM DPa3BUTHUSL
HayKd, TakKuM, HalmpuMep, Kak  HWHIYCTpUS  HAHOCHCTEM  WIH  WHPOPMAIHOHHO-
TEJIEKOMMYHHMKALIMOHHBIE TeXHONOTMU. B Hacrosmell pabore u3naraercs MOCTAaHOBKA 3ajaud II0
paspabotke DBII, mpemocTaBisIoNei, B 4aCTHOCTH, OTKPBITHIA TOCTYIT K ITyOJUKAIMSIM COTPYTHUKOB
yupexaennii Hayunoro nentpa PAH B UepHoromoske.

Haznauenne OBII nBynanpasnennoe. [lepBoe - npuBieueHre BHUMAHUS IHUPOKOH ayAUTOpHUN
K Hay4dHbIM JocTmxeHusiM cotpyaHukoB HIIU PAH. Bropoe — 3710 mnpegocTaBieHre COTPYIHHUKAM
HIIU PAH BO3MOXHOCTM Ul TIOMCKa HAyYHBIX KOHTAKTOB II0 CMEXHBIM O00JacTAM BHYTpPH
uHopmarmonHoro mosst HI{Y PAH.

B kauecTBe mokasaTtenst HH3KOTO YpPOBHS MH(OPMHPOBAHHOCTH HAyYHBIX COTPYAHHKOB O
IPOBOJAUMBIX B COCEIHHUX YUPEKACHUSIX M JIAOOpAaTOpUSAX HCCIENOBAHUSAX M pa3paboTkax aaxe
BHYTpY YEpHOTOJOBKH MOKHO MPUBECTH MPUMED MPEABICTOPUHN NpUCyxaeHus HobeneBckoi mpeMun
mo ¢usuke A. I'etimy m K. HoBocenoBy 3a mpoBeacHHBIE WMH B YHHUBEpCHUTeTe Manuecrepa
MMUOHEPCKUE HCCiIeaoBaHus (U3NYECKHUX CBOWCTB rpadena [1]. McciemoBaHus MPOBOIMIIMCH Ha
o0pa3uax, U3roTOBICHHBIX B MIHCTUTYTE TPOOIeM TEXHOJIOTUH MUKPORJIEKTPOHUKH B 0CO00 YMCTHIX
matepuanoB PAH (MIITM PAH), omnom wu3 yupexnenuii HIIU PAH (wacte coaBTOpOB B
LIUTUPYEMOM HCTOYHHMKE — INTaTHbIC HayuHble coTpyanuku MIITM PAH). Otor dakt npakTudecku
HEU3BECTEH LIMPOKOH HayyHOI OOLIECTBEHHOCTH B CTPAaHE M MUpE. Y AUBUTEIIBHO TO, YTO OH TaKXKe
Heu3BecTeH W B camoi YepHoromnoBke. O ueM 3T0 cBHAeTenbCTBYeT? IlepBoe, 0 BBICOKOM ypOBHE
umeromuxcs B UIITM PAH TexHONOTHi, MO3BOJISIOMNX CO3AaBaTh IKCIIEPUMEHTAIBHBIE 00pasIibl
HaHopa3zMepa. Bropoe, 0 HamMuuM pacHpeAErICHHOI0 MEXIYHapOIHOIO0 Hay4yHOIO KOJIJIEKTHBA.
Tpetbe, 0 Tom, uto B UIITM mpoBoasTcs paboThl HA MHPOBOM YPOBHE IO OJHOW M3 KPUTHUYECKHX
TexHoJorui. YeTBepToe, 0 TOM, YTO B HAcTosIee BpeMs OTCYTCTBYeT 3¢ddekTuBHO paborarommit
MEXaHU3M 0OMeHa HayqHOU HH(pOpMaITiei.

1 PaGora BeimonHeHa npu mopgepkke POD®U, rpant 11-07-00385, u B pamkax mporpammel PAH
“BBICOKONPON3BOIUTENBHBIE BEIYUCIUTEIBHBIE CHCTEMBI M HAYYHBIE TEJIEKOMMYHHKAINN .
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[Mpennaraemas wHPOpPMANMOHHAS CHUCTEMa TMIpU3BaHa OOCCIICYUTH JOCTYN IIMPOKOM
00IIIECTBEHHOCTH K pe3yiibTaTaM paboT, mpoBoauMbix B Hayunom rieatpe PAH B UepHorooBke.
2 Hayunblii nuentp PAH B UepHoronoBke

Hayunsiii neatp PAH B Ueproronoske [2] oObenuHseT 13 ydupexaeHUH, KOTOPHIE, C OTHOM
CTOPOHBI, SIBJISIFOTCSI CaMOCTOSITETFHBIMH IOPUAMYECKAMHU JIUIA, C APYroM — HAXOASTCA TIOX
ynpasieaneM HayuHoro meHtpa. JleBATh yUpekIeHHH — 3TO HAy4YHBIE YUYPEKICHHS YETHIPEX
otnenennii Poccuiickoil akaeMuun Hayk (OTAeneHus (PM3NISCKUX HAyK; XUMUHU U HayK O MaTepualiax;
HAyK O 3eMiie W HAHOTCXHOJOTHMH W WH(POPMAIMOHHBIX TEXHOJOTHI), YEThIpe — YUPESIKIACHUS
TEXHUYIECKOHN M COITMABHON ChepHl.

B yupexxnennsx HIIU PAH pa6otaet nmpumepro 2700 HaydIHBIX COTPYIHUKOB U aCIIUPAHTOB.
OO0m1ast YMCICHHOCTH WTaTa cocTaBiseT okoio 4500 coTpyIHUKOB.

Bce yupexnenus Hayunoro nearpa oOheAMHEHB! BEICOKOCKOPOCTHOW KOMITHIOTEPHOM CEThIO
ChANT [3], koTopas obecriednBacT COTPYIHUKOB BRICOKOKAUYECTBEHHBIM JTOCTYIIOM Ha CKOPOCTSIX OT
1 mo 10 I'dut/c k NoKanbHON MHQPACTPYKTYpE CETH: BBHIYMCIMTEIBHBIM KJIacTepaM, 0a3aM JaHHBIX,
UHPOPMAIMOHHBIM CHUCTEMaM, TpHI-pecypcaM, «OOJaYHbIM» CEpBHCAM, a TaKKe MPEIOCTaBIIACT
JIOCTYII K IPYTUM HayYHBIM CeTsIM H ceTr lHTepHeT Ha ckopoctu 355 Mbut/c (puc.1).

Puc. 1: Komnsrotepnas cetb ChANT

Kaxxnmoe yupexaenne Haydaroro 1mieHTpa UMeeT CBOIO COOCTBEHHYIO0 OMOMMoTeKy. CI0KHOCTh
3aKJII0YaeTCsl B TOM, 4YTO OMOJMOTEKM HMMEIOT pPAa3iUYHBIA IOpUAWYEecKHd crartyc: 1) dunuan
bu6mmoreku ecrectBennsix Hayk PAH (BEH PAH); 2) ¢punman bubnuorexun Hayunoro nentpa (BHL
PAH), xotopas B cBoio ouepenb BxomuT B CTpykTypy BEH; 3) coOctBennas OubimnoTeka
opraam3armi. WMHbpopmammss o myONMKanmuax COTPYAHHKOB Takke pa3po3HeHHA. OTCYTCTBYIOT
MEXaHU3MBI TIOMCKA.
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Takum oOpa3om, cylecTBywmas HHMPACTPYKTypa NaeT YHUKAIbHYIHO BO3MOXHOCThH IIO
noctpoenuto ObII, obecrneunBaromei MOCTYN K ITyOJMKAIUsAM COTPYAHHKOB HaydHOTo IIeHTpa
HETIOCPE/ICTBEHHO C pa00YMX MECT.

3 ApXuTeKTYypa cucTeMbl

B Hacrosimee Bpemst B Poccun 1 Mupe uMeeTcst O0JIbIIoe YMCiIo UH(MOPMAIIMOHHBIX CHCTEM JIS
paboTel ¢ HAyYHBIMH H OWOIUOrpadUUYECKUMH JAaHHBIMH, HANpUMEp, HAaydHas OJIIEKTPOHHAs
oubmuoreka «Kubepnenunka» [4], 6ubnanorpaduueckas 6a3a nanupix INSPIRE (SPIRES) mo ¢usuke
BBICOKHMX B3Hepruii [5]. MHoOrue HaydHbIe YUPSIKICHHS HMEIOT COOCTBEHHBIC HH()OPMAIMOHHBIC
CUCTEMBI, TIPEJICTABISAIOT B OJEKTPOHHOH ¢opMe JaHHbIE O MyOIHKAIUSIX COTPYAHUKOB, O
MPOBOAMBIIUXCS WM BEAYIIUXCS HAYYHBIX HCCIICOBAHHMAX W TPOCKTaX, O pe3ysbraTax
uccnenoBannii. OJTHAKO, MO HANIMM JIAHHBIM, PETHOHAIBHBIX HH()OPMAIIMOHHBIX CHCTEM Ha YPOBHE
HAay4YHOTO IICHTpa, MOAOOHBIX paszpadarteiBacMoi B Hayunom mentpe PAH B UepHoronoBke, He
umeeTcst. JlJis pelieHUs TOCTAaBJIICHHBIX 3a7ad NPEJCTaBISETCS Ieliecoo0pa3HbIM pa3paboTka
CHCTEMBI, COCTOSIILIEH U3 CIEIYIOINX KOMIIOHEHT:

e T[lonp3oBaTenbckuii  WHTepdelic, obecrmeynBarOMMid JOCTYN 1O http TPOTOKONY K
MyOHMKaIWsIM COTPYAHUKOB yUpexIeHIn Hay4dHoro 1ieHTpa ¢ pa3inyHbIM yPOBHEM JIOCTYTIA:
aJIMUHUACTPATOP (OH K€ COTPYIHUK OMOTMOTEKH), 3apETHCTPUPOBAHHBIN IOJIE30BATENb (OH
JKe YUTaTeNb OMOIMOTEeKH) U ToCcTh. MHTepdeiic moip30BaTes TakKe TOHKSH 00eCIIeunBaTh
BO3MOJKHOCTH MTOVICKA U OTOOpakeHNsI HHPOPMAIMK B COOTBETCTBHH C YPOBHEM JIOCTYIIA.

e (CoOctBeHHO 0a3za AJaHHBIX, comeprkamias Oubnumorpadudeckyro WHGOPMAITMIO C TPUBSI3KON
KOKIOW MyOJMKAIUM K OJHOMY WM HECKOJBKHM aBTOpaM, padOTAaIOMMX WM pabOTaBIINX
(Ha MoMeHT myOnmkauuu) B oxHoM M3 MHCTHTYToB HIIYU M K OmHOMY WM HECKONBKUM
uactutytam HI{Y, B KOTOpBIX BRIMOIHIACH padoTa. KOppeKTHOCTh JaHHBIX MO KaXKIAOMY W3
WHCTUTYTOB  JOJDKHA  KOHTPOJHPOBATHCS  YIIOMHOMOYEHHBIMH  TPEACTABUTEISIMH
COOTBETCTBYIOIIUX YUPEIKICHUN.

e baza gaHHBIX 1O WHACKCY LUTHPOBAHUS, NpeIHA3HAYCHHAs IS OOECICYCHHUsS BbIIA4n
aKTyaspHOW WH(oOpMarmu 00 impact ¢akTope XKypHala M HHIECKCE IIMTUPOBAHUS CTaThH,
CTOJIb HeoOXommMoil B mociemHee Bpems mia  noxcdera IIPHJ] corpymamka wu
npenocrapneHuss otderoB mias ACY PUJI PAH. baza nmamubpix Oymer moaiepKUBaThbCs
OMOIMOTEYHBIMU PAOOTHUKAMH.

OnekTpoHHas OWOIMOTEKa ITyOJNIMKAIMii pa3pabaThIBacTCsl KaK YacTh CIWHOM DIEKTPOHHOU

cucreMbl Onbmorednsix cepprcoB (EQCHC) Hayunoro neatpa PAH B Uepaoromnoske [6].

4 Iloacyer MHIEKCA IMTHPOBAHUSA

Ha cerogusmuuii 1eHb MMEETCSI HECKOJBKO CHUCTEM MJIsl MOJACYETa MHIEKCa LUTHPOBAHMA.
Hambonee mOJAHBIM W IMIMPOKO MPU3HAHHBIM HCTOYHHKOM HHGOpPMAaLMU O IHUTUPOBAHUH,
OXBaTHIBAIOIEM BCE 00JIaCTH 3HAHHM, IO KOTOPBIM BeayTcs ucciepoBanus B uHctuTyTax HI{U PAH,
asinsiercs ISI Web of Knowledge (6siBmmit Science Scitation Index) kommanun Thomson Reuters [7].
Cuctema, ocymectiseT nouck mo 12000 xypHanos u 148000 maTepuanoB koH(pepeHIuit, T1yOrHa —
1980 r. HemocraTok 3akmiodaeTcsi B TOM, YTO cUcTeMa pedepupyeT Bcero nmiupb mopsaka 100
poccuiickux wm3ganmid. Cucrema SciVerse Scopus [8], pa3zpabortannas uznatenbctBoMm Elsevier,
unnekcupyer ©Oomee 18000 HamMeHOBAaHWH HAYYHO-TEXHUYECKUX W MEIUIIMHCKUX JKYPHAJIOB
npumepHo 5000 MeXIyHAapOAHBIX W3AaTenbCTB. [ myOuHa mutupoBanus — 1o 1996 r. Cucrema
MoJIcYeTa WHIEKCA IIUTUPOBAHUS €CTh W B JJICKTPOHHOW OMOIMOTEKe mMpenpuHTOB arXiv.org [9],
cymecTBytomel ¢ aBrycta 1991 r. B Poccum Takke mMeeTcss CBOSI CHCTEMa - POCCHHCKHN WMHICKC
HayuHoro nutupoBanus (PMHLI) [10], koTopas eme HaXoOUTCA B CTaaWU pa3pabOTKU U UMEET PsA
HemocTaTkoB [11].

Pe3ynpTaThl HayuyHBIX MCCIIEOBAaHUM IyONMKYIOTCA HE TOJBKO B JKypHajlaX «H3 CIIMCKA
BAK». Hepeako npenpuHTel UMEIOT OOJIbllIee 3HAUCHUE, XOTSI U HE NPUHUMAIOTCSI YUHOBHUKAMHU OT
Hayku. Slpkuii mpumep — 310 cepus u3 Tpex pabor I'puropus Ilepensmana [12, 13, 14], koTopsle
JI0Ka3bIBaIOT rumnoTesy [lyaHkape (CBsI3HOE 3aMKHYTOE TPEXMEPHOE MHO>KECTBO TOMEOMOPGHO cepe)

402



u 3a koTopyto [lepenbmany Obuta mpucyxjaeHa menans Ouica (BeIcIas MeEXIyHApOJHAs Harpaaa
JUISL yIEHBIX, 3aHUMAFOIINXCS YUCTOW MaTeMaTHKOM). JTa cepust paboT popMaasHO HE OITyOJIUKOBaHa,
a pa3MelleHa B apxuBe NpenpuHToB arXiv.org. CTaTby MUPOKO MUTHPYIOTCS BHYTPH apXuBa: MepBas
paboTa U3 3TOW Cepuu UMEET MHISKC IIMTUPOBaHUs (Ha JaTy MOJTOTOBKHU cTatbu) — 502, BTOpas —
273, tpethsa — 150. BximoueHue nmpenpuHTOB B HalTy cUcTeMy BakHO! Hama 3agaga — obecrieueHue
HanboJiee OJTHOTO 0XBaTa MUTUPYEMBIX HCTOUHUKOB M IIUTHPYIOIIHX UX ITyOJINKAIHA.

B kauectBe mcTOoyHMKa WHGOpMAIMHM O LWUTHUPOBAHMHM HaMH BbIOpaHa cuctema Web of
Knowledge, xak umeromas HauOOJNBIIYI0 TIYOUHY M CHCTEMY IOHMCKA JBYX THIIOB: CTaHIApTHYIO
(Search) u pacmmmpennyto (Cited Reference Search). ITociaenHss mo3BoJiseT OCYIIECTBIATh MOUCK B
oJTHOH 0ase, BKIFOUaromiei gomoiaHuTenbHble 0a3pl (Tuma Chinese Citation Index, k KoTopoit MBI He
MMEEM MOANKUCKH) U TAKXKE CCHUTKH Ha APYyTUe MyOJIMKalliU, HAWJICHHBIC B CTAThIX U3 pedepupyeMbIX
HMCTOYHHKOB.

Hamu monydeHo mpenBapuTelabHOE COTJIacCHe O BO3MOXKHOCTH HCIIONIB30BAaHUS JOCTyIa K
WoK u3 OBII no nporpammuomy uHTEphEiCy.

[oxcuer nHACKCA IUTUPOBAHUS MIPEATIONIATACTCS BHIMOJIHATE TI0 CIICAYIONEMY alTOPUTMY:

1) Hns xaxporo mu3 aBTtopoB, corpymuukoB HI[Y, omepaTtopom dopmupyroTes (1o
onpeneneHHoMy pacnucanuio) 3ampockl Tuma Cited Reference Search co Bcemu Bapuantamu
HanucaHus (paMUIMKM W MHHUIUAIOB. Pe3ynbTaThl TOMCKa, BKIIOYAMONIMe HMH(pOpManuioo 00 aBTOpax
(®HO, mecto paboThl), OMOIMOrpaduuecKyr0 HHOOPMAIIUIO, HHIACKC LUTHPOBAHMS COXPAHSIOTCS B
0a3e MMUTUPOBAHHMA.

2) Omeparop HyTeM aHaKM3a CCHUIOK, BBIJAHHBIX B PE3YyJIbTAaTe TOWCKA, PYKOBOJCTBYSCH
CITUCKOM ITyOsuKaruii B bJ] myOmukaruii 1 31paBeIM CMBICIIOM, HCKITIOYaeT PabOThI, MPHUHAICKAIITIE
onHodamuibliaM. B ciiyuae 3aTpyaHeHHi, omepaTop MOXKET 0OpaTUThCsA K aBTOpy(am) paboThI 3a
pasbsicHeHUSAMH. VICKITIOUCHHBIE CCBUTKM HE YIAISIOTCA M3 0a3bl, a TOJBKO OTMEYAIOTCA, Kak
ynanéHaele (M IpU MOCNEAYIONEM aHAINU3e, B IPUHITUIE, MOTYT OBITh BKJIFOUCHBI). OJHOBPEMEHHO
OCYIIECTBIISIETCS] TIPHUBSI3KAa KAXKIOM M3 CCBUIOK K TOMY WJIM MHOMY WHCTHTYTY. lIpm oOHapyxeHUH
paboT aBTOpa, He BKIIOYCHHBIX B B]l myOmukanuii, ciemyer paccMOTPETh BOIIPOC 00 UX JO00aBJICHUU B
BJ1 myOnukanmii. Bee pe3ynbTaThl JOMKHBI COXPAHATHCS B CUCTEME, U TIPU TIOCTICIYIOIIUX TIOUCKOBBIX
3ampocax paboT ITOTO KE aBTOpa, MOJDKHBI OBITH 0COOO BBIJEICHBI TOJIHKO HOBBIE paOOTHI, YTOOBI
omepaTtop 0e3 HyXIbl HE aHATU3UPOBaJI YK€ MPOaHAIM3UPOBAHHBIE paHee (€CIM KOHEYHO, pedb He
uzaeT 00 ycTpaHeHUH OMIMOOK MpeAbIayeil 00padoTKy).

3) Tlocne 3aBeplleHUs] aHAM3a TIOICYUTHIBAIOTCS CYMMApHBIA WHJICKC IUTHPOBAHUS, WHJICKC
Xwuprira, ApyTre WHAEKCHI (ecr 3T0 OyaeT He0OXOMIMO), U PE3YIIbTAaThl COXPAHSIOTCS B KAPTOUKE aBTOpa.

4) Tlo 3aBepuIeHMH aHaNIHM3a BCEX MyOTUKALMK aBTOPOB TOTO WM WHOTro MHCcTUTyTa HIIYU
aHAJIOTMYHBIE WHJIEKCHI COXPAHSETCS B KAPTOUYKE HHCTUTYTA.

Nudopmarpro 06 MHIEKCE IIUTAPOBAHYS MPE/ITONAraeTcsl OOHOBIISITH IIPUMEPHO OJIMH pa3 B MECHII,

S ObecnieyeHne JOCTYNA K MOJHOTEKCTOBBIM BEPCHIAM

B cooTBeTcTBHM ¢ TOrOBOpPOM 00 aBTOPCKMX IpaBax, KOTOPBIH 3aKII0YAETCS MEXKIY aBTOPOM
U W3IaTeNbCTBOM, ITyONMKYIOIIMM HAay4YHBIA TPy, aBTOp MMEET INPAaBO BBHIKIAIBIBATh aBTOPCKHI
BapUaHT Ha COOCTBEHHOM caiiTe. TakuMm 00pa3oM, MpearnonaraeTcsi B KayecTBE CCHUIKH Ha TOJIHBII
TEKCT CTaTbU YyKa3blBaTh CCBUIKY Ha TMEPCOHAJBHYIO CTPAHWYKY aBTOPA, COIEPKAIIYI0 HCKOMYIO
crateto. /g monb3oBaTens ¢ ypoBHeM jgoctymna «[ocTh» OyIeT JOCTYIHA TOJILKO aHHOTAIMS |
CCBUIKa Ha DJIEKTPOHHYIO BEPCHIO H3/AaTenbCcTBa. (sl mMob30BaTess, UMEIOIEro CTaTyC YHTAaTess
O0ubnmoTeky, OyJeT AOCTYIHA CChUIKA Ha TIEPCOHANBHYIO CTPaHUILY aBTOpA.

6 IIpo6aeMbl, TPeOyIOIIUE pellIeHns

[Ipu paspabotke DBII crneayeT yauThIBaTh HEKOTOPBIE OCOOEHHOCTH HAYYHBIX ITyOJINKAIIAN:
1) Hekotopsie poccuiickue KypHaibl UMEIOT ABE BEPCUM: PYCCKYIO M aHTIIMMCKYIO. [Ipu 3TOM Kaxaas
U3 BEepCHH MOXXET HMMETh pPa3NU4YHYyl0 HYMEpPalWi0 CTpaHHWIl M Jake TOMOB. TakuM o0pazowm,
myOnuKamysi B PyCCKOW W aHIVIMKACKON BEpCHM JOJDKHA OBITh yYTeHa Kak OJHa IyONHKamus c
Pa3HBIMH BBIXOJHBIMU JJAHHBIMHU.

403



2) Kak yxe roBOpuiIOCh BBIIIE, MHOTHUE CTAThU MYOJUKYIOTCS B BHJIE HPEIPUHTOB (OCOOCHHO 3TO
CBOWCTBEHHO MJIsI IyOiauKanuid B 00JacTH (hM3MKO-MAaTEMAaTHYSCKUX M KOMIIBIOTEPHBIX Hayk). Ilpum
HamoJHeHHH 0asbl JaHHBIX HEOOXOIWMO YYHTHIBATh NPENPHHT W MOCIEIYIONIYyI0 MyONHKaIuio 3a
OJIHY ITyOJMKAIMIO M CYMMHPOBATh WX UHICKC IIUTUPOBAHUS.

3) MHorue myOIuKaIid MOTYT ITUTHPOBATHCS PA3THIHBIME CIIOCOOAMMU: KaK CTaThs (IJIaBa) B KHUATE U
KaK CTaThsl B MEPUOANYECKOM HM3AAHMHW, €CIM JAaHHAS KHHUTA SIBIAETCS CEpHANFHBIM M3IAHHEM; Kak
myOnuKaIys B TpyAax KOH(QEPEHINH U KaK CTaThs B XKypHAJIe WIIM CEPUATEHOM U3JIaHUH H T.JI.

4) BaxxueiM MoMeHTOM mpu pazpabotke OBIl sBrsiercs mpuBsizka MyONMKAMM K KOHKPETHBIM
aBTOpaMm M opranmzanusaM. CrenaTth 3TO HEMPOCTO MO HECKOJIBKUM MpUYMHAM. Bo-miepBbIX, HMeI0TCA
onHO(GaMHUIIBIEI U JaXke IOoJHbIe Te3Ku (ocobeHHO Mo PUO coOTpyAHHUKOB), HEPEIKO B OJIHOM
opraHm3anuy. Bo-BTOpPBIX, MMEETCS MHOXXECTBO BAapUAHTOB HamucaHus (QamMuianii (1 WMEH) B
MEPEeBOAHBIX  MyONMUMKanuax. B-TpeTeux, WMEIOTCS pa3lWYHble BapHaHTHl HAIHMCAaHWUS HAa3BaHUA
OpraHm3aliid B MyONHMKyeMbIX cTatbax. OBl momkHa paznmuaTh Takue MyOIMKAIMH MPH BBOJE H
BEIBOJIe MH(poOpMarnuu. MHOTHE CyIIecTBYOIUe OuOIuorpaguueckue 0a3bl MBITAIOTCA PemiaTh 3Ty
mpo0JieMy, OJTHAKO HY OJTHA W3 HUX HE PellacT ¢¢ B IMOJHOM CTENICHU MPABUIBHO U B KAKIOW M3 HUX
BcTpevatoTcst omuOku. [lo HameMy MHEHHMIO, €TMHCTBEHHBIM CIIOCOOOM TOYHOM MPUBS3KHU CTaTed K
KOHKPETHBIM aBTOpaM SIBJISIECTCS NIELIEHTPAIU30BaHHBIA SKCIEPTHBIM moaxod. B koHneuHoMm cuere,
HE00X0IMMa KOPPEKIIUS JINCTA IMMyOJIUKAIUi CAaMUMU aBTOPAMH.

Hcxonass w3 3TOrO, OCHOBY TMpeajiaraéMoil HamH IOJICHCTEMBI COCTaBIIsIeT oOmas 0asa
myonukanwii (0e3 pa3aeseHusT Ha THIT ITyOJIMKAITIHN) C IPUBSI3KOM KaXA0W ITyOJIMKAITUN K OJHOMY WU
HECKOJILKMM aBTOpaM, pa0OTalomuX WM pa0oTaBmMX (HA MOMEHT MYOJUKallid) B OJHOM W3
uHcTuTyToB HIY 1M X omHOMY MITH HecKOJMbKUM nHCTUTYyTaM HI[Y, B KOTOPHIX BBITIOIHSIACH paboTa.
KoppekTHOCTh AaHHBIX MO KaXKIOMY M3 HHCTHUTYTOB JOJKHA KOHTPOJIHPOBATHCS YIIOJHOMOYECHHBIMH
MPEACTABUTENIIMHU COOTBETCTBYIOIIUX YUPEKICHUM.

Jluteparypa
[1] K.S. Novoselov, A.K. Geim, S.V. Morozov, D. Jiang, Y. Zhang, S.V. Dubonos,
LV. Grigorieva, and A.A. Firsov, Science 306, 666 (2004).
[2] Hayusnsrit ueatp PAH B Uepnoromnoske http://scc.chant.ru
[3] C.K. Illumkora, JI.LH. Hlyp, C.A. Kpamakos, A.KO. Menpmytuda, M.B. ['puropnesa.
Pernonanbnas cetp misa Hayku u obpasoBanust ChANT kak mH]pacTtpykTypa mnst ['pun-
npuwtoxeHudd. Tpyasl 4-oif MmexmyHapogHou kondepennuu ['PU/['2010 "Pacnpenenennbie
BBIYHUCIICHHS ¥ | pua-TeXHOJIOTHN B Hayke U oOpazoBanuu’', JlyoHa, 28 utons - 03 utons 2010
T., ¢ 345-351.
[4] Hayunas snektponHas oubnuoreka «KubepJlennnkax», http://cyberleninka.ru/
[5] High-Energy Physics Literature Database INSPIRE, http://inspirehep.net/
[6] C.K. lllukxota, C.A. Kpamakos, JL.H. lllyp Eqgunas snextpoHHas crcreMa OHOIHMOTEIHBIX
cepBucoB, Tpynel Bcepoccuiickoii HayuHoOW KoH(epeHIHMH «DNEeKTPOHHBIE OMOIMOTEKH:
MePCICKTUBHBIE METOABl W TEXHOJIOTHH, DJEKTPOHHBIE KoJutekiuu» RCDL-2012,
[Tepecnarnp-3anecckuit, 15-18 oktsi6ps 2012 rona.
[71 Web of Knowledge, http://wokinfo.com/
[8] Scopus, http://www.scopus.com/
] OnexTponnsii apxus http://arxiv.org/
[10] Poccutickuit unnekc nHayunoro uutupoanust (PUUHL), http://elibrary.ru/project risc.asp
[11]H.E. KanenoB, O.B. Cemtoukas. Hekotopeie oueHku kadectBa Poccuiickoro unaekca
Hay9HOTO IUTHPOBAHHUS Ha mpuMepe kypHama «Hudbopmarmonasie pecypcsl Poccum» //
Hudopmarmonnsie pecypebl Poccun, 2010, Ne 6. — C. 2-13
[12] G. Perelman, The entropy formula for the Ricci flow and its geometric applications,
arXiv:math/0211159v1
[13] G. Perelman, Ricci flow with surgery on three-manifolds, arXiv:math/0303109v1
[14] G. Perelman, Finite extinction time for the solutions to the Ricci flow on certain three-
manifolds, arXiv:math/0307245v1

404
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AHanusupyeTcss 3amada IUIAHHUPOBAHUS, MOCTPOCHHUS M Pa3BUTUSA MH(GOPMAIIMOHHON U
TEJIEKOMMYHHUKAIIMOHHON HH(PacTpyKTypsl HAYYHOTO IeHTpa. OCHOBHAS IENb COCTOHUT B TOM,
YTOOBI JTOCTABUTH COBPEMEHHBIC WH(O-KOMMYHHKAIIMOHHBIC TEXHOJOTHU HEMOCPEICTBCHHO Ha
pabouuii CTON HAYYHBIX COTPYAHHUKOB. [Ipo0ieMa pa3mensercs Ha HA0OP TEXHUYECCKUX, OpraHu3a-
IUOHHBIX ¥ METOJMOJIOTHYECKUX 3amad. OOCyxmaeTcs TOCTYITHOE IS PEIICHUsS 33aJad CBOOOIHO
pacmpocTpaHseMoe IpOoTrpaMMHOE 00ECIICUCHNE U CBA3aHHBIC COOTBETCTBYIOUIME MOTPEOHOCTH B
pPa3BUTHH amnmapaTHON yacTu. MBIl pacIMpWIId Halll TpeaBapyUTeNbHbIN aHamu3 [1] u gemMoHCTpH-
pyeM peanuzaiuio npeacraBieHHbx uaei B Hayunom nentpe Poccuiickoit akagemun Hayk B Uep-
HoroJyioBke. Cpenu mpuMepoB, ipoekTsl Buaeol pua, MuanO6mako, 10 rurabutHas onopHasi CeTh
u athopma Komndus.

BBenenue

CoBpeMeHHass MHQOPMAIIMOHHAS W  TEJICKOMMYHHKAIIMOHHAS WH(PACTPYKTypa HaydHOTO
[EHTpa HeoOxoauMa Ut o0ecTiedeHs] HayYHOU pa0oThI, BRIMTOIHAEMOW COTPYAHUKAMH, CTYACHTAMHU
U acTHpaHTaMU.

CyiecTByeT NIBe 4acTH pelieHus 3Toi 3amaun. [lepBas 9acTh, 5TO 3ajauya WHTETPAIMU YXKE
CYIIECTBYIONINX B HCCIENOBATEIBLCKAX IICHTPaX HWH()OPMAIMOHHBIX H TEJICKOMMYHHKAIIMOHHBIX
(MKT) pecypcoB B eIUHYIO CHCTEMY, 00€CTICUNBArOIIasi pad0Ty BUPTYaTbHON OpraHU3aud. JDTO JaeT
BO3MO>KHOCTH COBMECTHOU pa0OThI paclpe/ICICHHBIX KOJUIEKTUBOB. BTopast yacTh, 3T0 3a/a4ya paspa-
00TKH MHPPACTPYKTYPHI A1 OCYIIECTBICHUS MCCIEIOBAaHUI B OINpENeIeHHON O0JacTH HAyKH, YTO
JTaeT UCCIeI0BaTeIsIM BO3MOKHOCTh yaasieHHoro goctyna Kk UKT pecypcam, pazpaboTaHHBEIM TpeTheh
CTOPOHOM. DTO Tak Ha3bIBacMasi KOHIICTIIIMS COBMECTHOTO (pa3AesieMOro) UCIOIb30BaHUs PECYPCOB,
00BEIMHEHHBIX IMOPTAIOM, XaOOM, H T.II.

OTKyaa IpOUCXOIUT Takasi He0OX0auMOCTh? MOXKHO 3a7aTh BOIPOC — a 3a4eM 3To Hamo? Jls
3TOTO €CTh HECKOJIBbKO MpuurH. Ha camoM niene, 3Tv MpUYuHbBI He SBISIOTCS HECBSI3aHHBIMU.

Bo-niepBbIX, ycmimBaeTcss KOHKYPEHIIUS UCCIIEIOBaHUN, 0COOCHHO B XOPOIIO (PMHAHCUPYEMBIX
o0JnacTsax HayKH, TaKWX, KaK WUCCIIEZOBAaHUS B O00OJACTH TOJyYEHHUS PHEPTHH, B OOJIACTH MOHMCKA U
WCCIIEIOBAHNSI HOBBIX MaTepUANIOB, B 00JIACTH HAHOTEXHOJOTHH. J{J1s1 ycTienHoro MpoBeIeH s Ucclie-
JIOBaHUW W BBIICPKMBAHUS KOHKYPEHTHOT'O YPOBHS, HEOOXOIMMO OOECIIeUMBATh OBICTPOE pacIipo-
CTpaHEHHUE ITOCTHTHYTBIX PE3yNbTAaTOB, UMETh HAJICKHBIH M CBOCBPEMEHHBIN NOCTYN K Pe3yibTaraM,
MOJTyYEHHBIM APYTUMHU UCCIIEA0BATENAMU, HEOOXOAUMO 00ECTIeYNTh BO3MOKHO KOPOTKHUI HCCIIeI0Ba-
TEAbCKUH ITUKII.

Bo—BTOpBIX, HaOMIOMAaETCS TIIOOATU3AIUS HUCCIIEOBATEIBCKOTO TpOoIlecca, YTO, B CBOKD OUe-
peas UMeeT MHOTO TIPHYHH (CMOTPH MOApOOHOE 00CYKICHHE 3TOTO MpoIiecca B HeJlaBHEH cTaThe [2].
B koHTekcTe o0CyXIaeMoil 3amaui He BaKHO TO, UTO, TJIOOANM3amus, B 9acTHOCTH, OOYCIIOBIICHA
MOTPAHUYHOCTHIO UCCIIEAOBAHUI 110 MPUOPUTETHHIM HATIPABIICHUSIM HAYKU.

B Tperpux, 510 mMpobiaemMa BOCHPOHM3BOJCTBA KaJPOB B YCIOBHUAX OBICTPOTO HAKOIUICHHUS
UHQOPMAITUK U OOHOBIICHHS 3HAHHS.

' Pa6oTa BbITIONIHEHA B paMKax rpanta POOU 11-07-00471.
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B derBepThIX, 3TO TIpOOIEMa JOCTIIKEHUS KPUTHUYECKOH MAacChl HCCIIENOBATEILCKOW TPYII-
el [3]. AHaNM3 DaHHBIX HaydHbIX (oHI0B BenukoOpurannu u dpaHIy yKa3bIBaeT Ha CYIIECTBOBA-
HUE BETMYMHBI YHCIIa WICHOB HayYHOTO KOJUIEKTHBA, HIDKE KOTOPOH yCIENTHOCTh KOJUIEKTHBA PE3KO
nagaer. Kpurudeckass Macca KOJUICKTHBA CHJIBHO 3aBUCUT OT 00JacTW 3HAHWMA, W JUIS YCIICITHOCTH
BaXHO HEOOX0MMMO HaOpaTh OIMpENEeIeHHOE YHUCIO HAyYHBIX COTPYIHHUKOB, YTO BO3MOXKHO, HANpH-
Mep, 3a CUET BUPTyaJIM3allii KOJUIEKTHBA.

B mAaThIX, ocylecTBICHUE HAyYHOH AESITEIBHOCTH 10 KPUTHUYECKUM TEXHOJOTHSM TpeOyeT
YaCcTO BBIYUCIIUTEIBHBIX MOITHOCTEH OOJBIIOro 00bheMa, a TaKKe Mepeaadn, XpaHEeHUs U 00paboTKH
JTAHHBIX OOJIBITIOTO pa3Mepa.

Nmenno UKT cmocoOHBI 00eCTIeYnTh YCTOMYMBOE MPOBEACHUE HAYYHBIX HCCICAOBAHUHN H
MOTEHIIUAILHO IPUBECTH K UX YCHEIIHOCTH.

1 Anaiu3 nmpo6ieMbl

JI1s TIOCTaHOBKY 3a/1addl HEOOXOAMMO MPOBECTH aHanu3 mpobseMsl. [Ipobnema pazmensercs
Ha HA0Op TEXHUYECKHUX, OPraHU3AIIMOHHBIX U METOJOJIOTHICCKHX 3a/1a4.

AHanmu3 HeoOXOIWMO HAdaTh OT MPOOJIeM KOHEYHOTO ajapecaTa pa3BUBaeMON CHCTEMBI, TO
€CTh HAYYHOTO COTPYJTHHKA (acTMpaHTa, CTyAeHTa). J{J1s 3TOro yMeCTHO BBIACTUTH OCHOBHBIE MOMEH-
ThI OCYIIIECTBIICHUS HAYYHOU pabOTHI (37€Ch YMECTHO BCIIOMHUTh aHTIUHCKUI TEPMUH 3TOTO TPOIIeC-
ca - workflow). ITogpoOHEI aHaTM3 MOKHO HaWTH B Hamlel HemaBHeW padote [1]. 3mech MBI JHITh
KpPaTKO TIEPEYHCINM OCHOBHBIE COCTAaBIISIOIINE, HA KOTOPhIE MOXET OBITh pasliokeHa HayJHas
JISATEIILHOCTh B 00J1aCTH €CTECTBECHHBIX HAYK:

*  HayyHas JICATEIBHOCTh WICHA HAYYHOTO KOJUICKTHBA, B TOM YHCJIC:

v [IpOBeJIEHHE YKCIICPUMEHTAIBHBIX HCCIIEIOBAHMIA;

v [poBejIeHHE TEOPETUUECKUX UCCIIEIOBAHMIA;

v [IpOBeJIeHHE BBIYUCIEHHUH, YUCIEHHBIX DKCIIEPUMEHTOB U MOJIEIUPOBAHUS;

v' 06paboTKa pe3yIbTaTOB BEIYKMCIICHU, HX BU3yaJIn3allis;

*  IpemnoAaBaTeNhCKas AEATENbHOCTh WICHA HAYYHOTO KOJUIEKTHBA:

v' NOArOTOBKA Y4eOHBIX MATEPUATIOB — JIEKIUHI, METOIUYECKUX MTOCOOMIA;

v 4TeHHMe JEKIMH U POBEJIECHUE CEMUHAPOB;

v HayuHas paboTa CO CTyJIEHTaMH M aClIMPaHTAMU;

*  aIMUHHCTPATHBHAA JCSITECIHHOCTh WICHA HAYYHOTO KOJJICKTHBA!

v\ yyacTHe B Hay4YHBIX COBETAX;

v pedepupoBanue cTareii, SKCIIEPTH3a IPAHTOB, 3asIBOK | T.IT;

v pelieHHEe TEKYIINX AJIMHHHCTPATHBHBIX BOIPOCOB — (PUHAHCHPOBAHUE, MAaTEPHAIBLHOE

obecreyeHre UCCIeI0BaHNM;
e  00cyXIeHue TeKyIllel HayYHO! paOOThl HA CEMHHAPAX HAYYHOTO KOJUICKTHBA;
*  MOATOTOBKA HAYYHBIX CTaTe€W, HAYYHBIX OTYETOB, YCTHBIX M CTEHIOBBIX JIOKJIA]IOB,

Mpe3eHTALUT;

e 0OmIEHHE ¢ KOJJIETaMU U3 IPYTHX KOJICKTHBOB;
*  ydYacTHe B CEMHHApax W KOH(QEPEHIHMIX B KAYeCTBE JOKJIQTUNKA U CIYIIATEIS
*  HamMCaHWe 3asBOK B Hay4yHbIE (DOHBI HA TPOBEIEHUE HAYUYHBIX pa0dOT M KOH(EpEeHIINH.

Heo0xomumo npoBecTH TITyOOKHE MCCCIOBAHMS [0 COCTaBY M XapaKTepy HAYYHOH NesTelb-
HOCTH KOJUIEKTHBA C IENbI0 BBISBICHUS OOIIMX M BAXHBIX YEPT HAYYHOW NEATENbHOCTU IS Aallb-
HEWIero MCIoNb30BaHUSl PE3YJIbTATOB NMPH NMPOCKTUPOBAHUK BOCTPEOOBAHHBIX KOMIIOHEHT HH(QO-
KOMMYHHUKAIIMOHHBIX CUCTEM.

CrnenyeT OTMETHUTb, YTO CTHIIb BBIITOJIHEHUS HAYYHOH JEATEILHOCTH JOCTATOYHO KOHCEPBATHU-
BEH, ¥ UMEIOTCS OMpeeIeHHbIe Oaphephl ISl NCIIOIB30BaHMS HOBBIX CHCTEM M METOJOB, KOTOPHIE B
TOW MJIM MHOM CTETIEHU BIHSIOT HA CTHIL paboThl. Kak mpaBumiio, mepexo1 Ha HOBBIE CHCTEMBI TPEOyeT
OTIPEICIICHHOTO BPEMEHU U OOJBIIOTO TEPICHUS Pa3paOOTYMKOB. Y MEHBIIICHHE 3TOTO BPEMEHHU BO3-
MOJKHO TIPY TECHOM COTPYJTHHYECTBE Pa3padOTUHKOB CO CIEIHMATUCTAMH B TIPEAMETHOM 00J1acTH, s
KOTOPBIX CO3J]AaeTCS CHCTEMA.

406



Urto KacaeTcsi TEXHHYECKOTO peIIeHHs, TO B HAcTosIee BpeMs UMeeTcsi OOMbIIoi Habop mpo-
TPaMMHOTO OOECIICUCHHS, TTOIXOAIIETO Il HAMMX Iieell. bombImas 9acTh €ro MMeeT OTKPBITHIA KO
(CTIO — cBOOOMHO pacrpocTpaHsIeMoe TPOrpaMMHOE OOECIIEUEHIE), YTO TIO3BOJISIET CO3MAHNE CUCTEM IS
ONpeIeNIeHHBIX Liesieil 3a TocTaTouHo pasyMHoe BpeMst. Kpome Toro, Gomnbiias yacts CI1O He chibHO yeTy-
TIaeT 0 HaJIEKHOCTHU ITPOMBIIIIEHHBIM crcTeMaM [4]. Ecii yyecTs He0OX0AMMOCTh TOCTPOEHHSI CUCTEM ISt
OTIpeNIeNIeHHON 3aa4r, TIpH HeOOIBIIIOM (PMHAHCHPOBAHUHM U 332 OTHOCHUTEIIFHO KOPOTKOE BPEMsI, TO BHIOOP
CIIO gyt mocTpoeHusI CUCTEMBI NPEACTABISIET COO0M MPEITOYTHTEIFHOE PEILICHHE.

2 IMoaxoabl APYrUX rpynm 1 cO001ecTB

Kakue ects npuMeps! IOCTPOSHUS CUCTEM € IIOXOKUMH (PyHKIHUAMU?

[Moptan GViz (TeraGrid Visualization Portal) [5] Ob11 pazpaboTan 1Jist yJaneHHOH BU3yaln3a-
UM PacdyeToB, MPOBOANUMBIX Ha pacmpezaencHHol cucteme TeraGrid [6]. B cuctemy Obina BKIIOYeHa
BO3MOXKHOCTh 3aITycKa cepBepa ParView Ha BeMmcIuTeNbHBIX pecypcax TeraGrid m ucmonp3oBaHue
COOTBeTCTBYIOIIEro ParaView kiueHTa Ha paboueil cTaHLIMU I10JIb30BaTENs Ul OTOOpa)KEHUs! BU3Y-
anpHoi mHPopmanuu. [lopran TGViz moctpoen Ha cuctemax uPortal [7] u GridSphere [8]. dus
3amycka 3amad Ha TeraGrid ncronb3yercs cuctema GRAM [9]. Takoii moaxon npemycMaTpruBacT BO3-
MOXKHOCTb PEaIM3aL1H yIaJIE€HHOTO IPOCMOTpPa KaTaJIoroB, a TAKXKE YAAJIICHHOT'O 3aITyCKa IPHI0KCHUH.

B pamkax mpoekra SIDGrid (Social Informatics Data Grid) [10] Opuin pa3paboTansl mopTain
1o uH(opMaTHKe U AaTa-UEHTP I HAYYHBIX COTPYIHHKOB B 00JACTH COLMOJIOIHU M MCCIECI0BAHUSI
cormabHOTO MoBeaeHus. Crucrema SIDGrid mo3BosseT 3arpykarth B Hee 00JbIie 00hEeMbI TaHHBIX, a
TaKXe MPEIOCTaBIACT BO3MOKHOCTh MAacIITaOWpOBaHMS aHANM3a JAaHHBIX O pa3MEpOB BBIYHMCIIH-
TenbHBIX pecypcoB TeraGrid.

B noprane OLSGW (Open Life Science Gateway) [11] peannzoBaHa METOIMKA MOIICPKKH
OIMCAaHMS BBIIOJIHEHUS MPWIOKEHUHM U MX MHTErpalluy B MOpTaJ IyTeM IeHepaluuu B30-uHTepdeiica
JUTSL MX BBITIOJTHEHUSI.

TexHomornyueckoi miaThopMoi MporpaMMbl «Y HOUBEPCUTETCKHUHA KJIACTep» SBISACTCS TOPTAIT
Unihub [12], mocTpoeHHBI Ha 0cHOBE TexHojornu HubZero [13], COyXUT TEXHOJOTHIECKOM ILIaT-
(hopMoii mporpaMMbl «Y HUBEPCUTETCKUN KIacTep».

3 Ilpumepbl BHeApeHHS

B Hacrosiem paszjene Mbl JEMOHCTPUPYEM peaTU3alUIo MpecTaBiIeHHbIX uaeil B HayuHom
nentpe Poccuiickoit akamemun nHayk B UYepnoronmoBke (HLY). Hayuwnbiii uentp obowenunsier 15
yupexaeHuit Poccuiickoil akanemun Hayk. B Hem mpoBonsTCsl HaydHBIE HMCCIEIOBaHUS MO (HU3HKE,
MaTeMaTHhKe, XUMHUH, OMOJIOTHH, MHHEPAJIOTHH, (PN3UOJIOTUH, MaTEPHUAIOBEICHUIO, MUKPOAIEKTPOHH-
Ke, U 10 MHOTUM JAPYTUM HalpaBiieHusM (QyHIaMeHTaabHoU Hayku. MHcTuTyT PAH BXOAST B cocTaB
yeTslpex otaeneHuit PAH.

Yupexnenuss HIIU o6venunensr B kommbioTepHyto ceTb ChANT (Chernogolovka Academic
Network) [14]. Cerp ChANT mmMeeT onTOBOJIOKOHHYIO ONOPHYIO ceTh B 1 ruradbut B cexyHay (Gbps)
i obecrieueHus Joctyna MHCTUTYTOB K ceTd MIHTEpHET M KONBLEBYIO ONTOBOJIOKOHHYIO OMOPHYIO
cetb B 1 Gbps 11 goctyna k nHGpOpMaIMOHHO-BEYUCIUTENBHBIM pecypcam HIIU PAH.

Jia nenelr obecriedeHNs] COBMECTHOH paOOTHI HAy4YHBIX KOJUIEKTHBOB U JUISI CKOPOCTHOTO
oOMeHa ¢ OOJIBIIMMH XPaHWIUILAMH JAaHHBIX U U JOCTYIA K BBIYUCIUTENBFHBIM PECypcaM CO3IaeTcst
10 ruraOuTHasl ONITOBOJIOKOHHAS OMOPHAS CETh C TOMONOTHEH BockMepku. OHa MOCTPOCHA HA KOMMY-
tatopax Allied Telesys.

Takoit mogxo Mo3BOJISIET HACTPANBATH KaHAJBI IS BHITIOMTHEHHSI KOHKPETHBIX paboT, a Takxke
NPOBOJMTH KCIIEPUMEHTHI C 1IETIbI0 COBEPIICHCTBOBAHMUS POTPAMMHOTO 00eCTIeUeHN .

B HIIY PAH pasBepHyTa mnporpaMMHO-amnmapaTHas CHUCTeMa ISl oOecredeHus paboThI
pacnpeneneHHbIX HayYHBIX KOJUIEKTHBOB Bumeol pua. OHa mocTpoeHa ¢ HCMOIB30BaHHEM CBOOOIHO
pacnpoctpansiemoro nporpammuoro obecneueHus (CIIO) AccessGrid [15]. Sapo cuctemsl cocrout
U3 cepBepa venue  yeTbipex pabouux cepsepoB. CepBep venue oOecreuynBacT perucTpauuio Mojb30-
BaTeNel W MOANEPKKY BUPTyalbHBIX 3aJOB, a TakXKe XpaHEHHE W JOCTYN K MYJIbTH-MEIUIHBIM
naHHbIM. PaOoune oGecrneunBaioT paboTy mpHeM H nepeaady BHIEO U ayIuo MOTOKOB, UX Mepeaavy
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Ha 3BYKOBOCIIPOM3BO/IANIYIO allapaTrypy ¥ 0TOOpakKeHUE Ha SKPaHbl, 3aXBaT ay M0 IMOTOKA U3 3aja U
3aXBaT BUAEO H300paXeHHWs OT 4deThlpex Buaeokamep. CucreMa HMCIONB3yeTcs IS MPOBENCHUS
pacrpeneneHHBIX BUIC0-CEMUHApOB [16].

Jlyis mpoBeneHusT UCCIEA0BaTENbCKIX paboT B 00JaCTH BBEIYMCIMTEIBHONW (DU3WKHM CO3llaHa
nporpammHo-amnmapaTtHas mwiatgopma Kommndus [17]. Inardopma 6a3upyercst anmapatHo Ha MuHU-
O6maxke, mporpaMMHas dacTth 6asupyercs Ha CITIO HubZero [13].

Jliia nenedt oTpabOTKHM TEXHOJOTHHA MpUeMa, Mepeladd U OTOOpaKeHUs WH(popMaruu 00Jb-
Ioro 00beMa CO37aH MporpaMMHoO-ammapatHeiii kommieke Wall. OH cOCTOUT W3 MaTPUYHOTO JTUC-
TIes, COCTaBJICHHOTO U3 ABAIATH 27-TI0HMOBBIX MOHHTOPOB, CITOCOOHOTO 0TOOpakaTh mpuMepHO SO
MUJUTHOHOB THKceTel. Pa3penienrne MOHUTOpPA MTO3BOJISET, HApUMEpP, 0ToOpakaTh KapTy Bceit Moc-
KOBCKOH 00J1aCTH B TAKOM Pa3pelICHUH, YTO BO3MOXKHO HAWTH 0OBEKT C TOYHOCTHIO JI0 AoMa. Buzeo-
MMOTOKH TIEPEeNar0TCs TapauIeNIbHO, Ul 9eT0 UCIONB3yeTcs Kimactep u3 12 cepBepoB. Kaxasiid cepBep
00CTyXMBaeT 1Ba MOHUTOPA, KOOPAMHALIMIO BEET yNpaBisIomuii cepsep. OANH cepBep HaXOIUTCS B
pexumMe ropsaero pesepsa. OO0IIast MPOU3BOAUTEIHHOCTH KiTacTepa coctaister 640 tepaduor.

3akjoueHue

Mbl U3A0XKHIM TOAXOM K Pa3BUTHIO IPOrPaMMHBIX MU aIlllapaTHBIX PECYPCOB Hay4IHO-
UCCIICIOBATEIBCKOTO IIEHTPa, MPH KOTOPOM CO3/1aBaeMbie WH(OPMAIIMOHHBIC, BBIYMCIUTEILHBIC U
TEJICKOMMYHHKAIIMOHHBIE PECypChl OCHOBAaHBI Ha TOAXOHe «researcher oriented approach».
OcHOBHas 3a/1a4a MoIX0a COCTOUT B TOM, YTOOBI JOCTABUTh BECh CICKTP HOBEHIIHMX HH(GOPMAIHOH-
HBIX U TEJICKOMMYHHKAIIMOHHBIX PECYPCOB HEMOCPEACTBEHHO HCCIICIOBATEIIO-TIPESIMETHUKY, TPHYEM
MpsIMO Ha ero pabouuii CToIL.
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