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Detection of plated-out radon progenies on
CR-39 detectors

D.L. Patiris*®, K.G. loannides®, C. Tsabaris®

* Institute of Oceanography, Hellenic Center for Marine Research, 190 13 Anavyssos, Greece

® Nuclear Physics Laboratory, Physics Department, University of loannina, 451 10 loannina, Greece

Abstract

A spectrometric study of alpha particles using CR-39 solid state nuclear track detectors is
described. It is based on the application of software imposed selection criteria, concerning the
geometrical and optical properties of the tracks which are created by alpha particles of specific energy
falling on the detector at given angles of incidence. These selection criteria are based on a preliminary
study of tracks’ parameters (major and minor axes and mean value of brightness), using the TRIAC II
code. Since no linear relation was found between the energy and the geometric characteristics of the
tracks (major and minor axes), we resorted to the use of an additional parameter in order to classify the
tracks according to the particles’ energy. Since the brightness of tracks is associated with the tracks’
depth, the mean value of brightness was chosen as the third parameter. This method could be applied as
a low cost technique in studies concerning the radon’s daughters 2'*Po and *'*Po behavior in air.

Key words: Radon, polonium, radio-ecology, SSNTD, TRIACII.

1. Introduction

Radon and its polonium daughters (*'*Po, *'*Po and *'°Po) are alpha particle emitters. Solid state
nuclear track detectors are widely [1] used in radon measurements through the detection of the emitted
alpha particles. The number of tracks recorded per unit area provides information on the radon
radioactivity concentration of the investigated environment. Although this information is valuable for
radiological studies, counting only the total number of tracks is not useful to differentiate these
radioisotopes and thus study their behaviour. However, the tracks’ geometrical and optical
characteristics convey information on the particles’ energy and angle of incidence. Following a
standard chemical etching procedure, the shape of the created tracks in the special case of vertical
particle incidence is circular, whilst it is elliptical in the general case. The size of the tracks depends
both upon the energy and the angle of incidence. Geometrical models concerning the growth of the
tracks’ length predict that there is no linearity between the axis (major and minor) of elliptical tracks
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and the particles’ energy. As a result, the identification of radon daughters with an alpha spectrometric
method, based on the use of SSNTDs is not a trivial task [2-9].

In the present work, using the TRIAC II code [10], a comprehensive study of the major axis, the
minor axis and the mean value of tracks’ brightness is presented. The results verify in agreement with
previous research [11-14], the geometrical models’ predictions, showing the absence of a linear
relation between the tracks’ openings with energy. The behaviour of those parameters was investigated
for a wide range of particles’ incidence angles and for different chemical etching durations, ranging
from 6 up to 14 h. As it will be elucidated below, increasing the etching time, the elliptical tracks’
shape gradually converts to circular and a linear relation between the mean values of brightness with
energy can be established. Although this is an important finding, which can be applied for
spectrometry, etching for 14 h or more outgrows tracks and the resulting overlapping hinder the
schematic differentiation of the tracks. Even when an image analysis program, which can analyze
overlapping tracks, is used, the overlap of tracks sets an upper limit to the measurement of the surface
concentration of the tracks, approximately 250 tracks/mm?2. Outgrown overlapped tracks create a
continuous band, thus an accurate estimation of the geometrical parameters is impractical. Finally,
using the results of tracks’ parameters analysis, a method to separate the tracks of deposited on the
detectors *'*Po and *"*Po is proposed. Deposition is one of the main removal mechanisms of airborne
aerosol particles in addition to ventilation and decay for radioactive aerosols. While ventilation and
decay are well understood and usually easy to quantify, the understanding of the deposition process is
still not adequate. Moreover, deposition depends on the properties of the aerosol particles such as size,
charge, shape and condition of internal surfaces and also on air flow. The method described here is a
method for the direct detection and differentiation of deposited radon’s progeny and it could be applied
as an inexpensive tool to the understanding of the deposition processes and the behaviour of
radioactive aerosols.

2. Experimental methods.

The CR-39 detectors used in the present study were supplied by Pershore Mouldings Ltd.
(Worcestershire, UK), with a nominal thickness of 1000 um. The cut detectors (1x10 cm?) were
systematically irradiated inside a vacuum chamber (10 torr) with alpha particles and energies ranging
from 1.5 MeV to 5.5 MeV. An americium (**' Am) source (main energy 5.48 MeV) was employed in
combination with number of energy absorbers. The detector irradiation setup consisted of a source
mounting, an absorber holder and a narrow cylindrical tube made of Plexiglas acrylic material, acting
as a beam collimator. The collimator was placed on a rotator, with the exit a few millimetres close to
CR-39 detector. Rotating the collimator, the angle of incidence to the detector’s surface was varied
from 90° (vertical incidence) up to 35° in steps of 5°. As it was found after some test runs, no tracks
were recorded for angles smaller than 45° and chemical etching times up to 8 h. Angles of incidence
smaller than 45-40° are close to the critical (or registration) angle. This is the minimum angle of
incidence with respect to the detector’s surface in which tracks can be formed by the chemical etching
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of the detectors. The initial energy of the alpha particles was reduced by absorbers. Three different
materials (kapton, polyethylene, aluminium) were used in the form of thin foils. The energy of the
particles falling on the detector’s surface was determined by an alpha spectroscopy system based on a
surface barrier silicon detector. The detectors were etched in a 6 N aqueous NaOH solution, maintained
at 75° C in a water bath with a temperature control better than 1° C. Following the first 6h of etching,
the detectors were removed from the etchant, were rinsed with de-ionized water and finally they were
dried in an oven at 50° C overnight. Then a number of images of the detectors’ surfaces were captured
with the use of a microscope — video camera — frame grabber — computer recording arrangement. For
each combination of energy-angle-chemical etching duration, a number of 200400 tracks were
analyzed from three CR-39 detectors, thus achieving adequate statistics. Following the completion of
the image acquisition step, the same detectors were etched for another hour and their tracks were again
recorded and analyzed. This procedure was repeated until the detectors’ etching time totaled 14 h.

3. Results and discussion.

3.1. Spectrometric study.

The association between the geometrical characteristics (major axis indicatively) of the tracks and the
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However if before exiting, a light Figure 2: The relation between the brightness and the particles’ energy

ray enters a region where a track for etching duration: (a) 6 h, (b) 7 h, (c) 8 h, (d) 10 h, (e) 12 h, (f) 14 h.
was developed, a series of optical phenomena like refractions and reflections affect its final deflection.
This is the reason explaining why the particles’ tracks seem darker from the detector’s surface and can
be recognized from the background of the image. To study the brightness of the tracks, the mean value
of tracks’ brightness was estimated by the TRIAC II program for all the combinations of incident
particle energies-angles and chemical etching durations. The association between the mean brightness
of the tracks and the alpha particles’ energy for different angles of incidence and etching durations is
presented graphically in figure 2. Following digitalization, brightness was expressed by a value in the
range 0-255. A brightness value of 0 corresponded to total black, while a value of 255 represented
maximum illumination of the optical field. Then, as the duration of etching is increased, the tracks
from particles with greater energies register darker. After 14 h of etching, a close to linear relation
between brightness and particles’ energy, referred to the same angle of incidence was found. Taking
into account the evolution of this parameter with etching, additional etching was found to improve the
linearity. Although this finding is important for spectrometric purposes, the outgrowth of tracks sets an
upper limit to the tracks’ surface concentration. For our experimental setup, this limit was 250 tracks
mm™. More tracks would lead to an extensive overlapping of the tracks, thus affecting the accuracy of
the measurements.
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3.2. The discrimination of deposited ?*®Po and #Po, as an application of the spectrometric study.

As an application of the described spectrometric study, a method of direct detection and separation of
the deposited radon’s progeny 2'*Po and *'*Po was tested. After the generation of radon’s daughters in
air, these isotopes are found at three states, as attached to atmospheric aerosols, as unattached (free)
and as deposited nuclei on available. Their deposition is an important removal process and many
studies concerning the estimation of the portion of the deposited progeny have been proposed. The
method, which is proposed in the present study, depends on the direct detection of deposited isotopes
*1¥po and *'*Po, considering as deposition surface, the surface of CR-39 detectors and using the results
of the spectrometric analysis. The radon progeny, deposited on the detector’s surface emit alpha
particles, which impact on the detector with their entire energy; in particular, *'®*Po emits alpha
particles with initial energy of 6.0 MeV and *'*Po particles with initial energy of 7.7 MeV. A number
of experimental problems had to be solved since our experimental data were ranging between 1.5 MeV
and 5.5 MeV. An approach to overcome these complications was to shield the detectors with an
appropriate absorber so to reduce the particles energy. A number of calculations were performed using
the code SRIM to determine the kind and the thickness of the absorber material. An aluminium foil of
15 pum thickness was found optimal for our purpose. Close enough; the thickness of the commercially
available aluminium foils was estimated equal to 14.2 pm. This absorber reduces the energy of the
emitted particles from *'*Po to 3.6 MeV and from *'*Po to 5.8 MeV.
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covered with commercial aluminium foil, ]
were placed for 60 h inside a non g s0of

5

z

~
&
i

L ‘

I~
S
n

400+

Counts
Number of tracks
o

ventilated chamber, with a volume of 67 o]
L, together with a 226Ra radioactive source o}
of 4000 Bq activity. To monitor the '
exposure of CR-39 detectors, a 200
Continuous Air Monitoring (CAM) PIPS
detector was placed inside the chamber,
capable to operate under environmental

o =)

T T T T T v 04
3000 4000 5000 6000 7000 8O0 30282624222018 16141210 8 6 4 2
Energy (KeV) Major axis (pm)

0

=

20

conditions. The spectra from this detector,
acquired using standard electronics were
analysed to validate the results of the

Number of tracks
o

Number of tracks
&

proposed  method.  Following the ] o]
. . . 3028262422201816141210 8 6 4 2 3028 26242220 18 16 14 1210 8 6 4 2
exposure in the radon rich environment, Kiar-a )

Major axis (jim)
the CR-39 detectors were etched in a 6 N Figure 3: The results of the exposure to a radon rich air
aqueous NaOH solution, maintained at environment.

75° C for 8 h. A number of images containing a total of 3500 tracks from each detector was scrutinised
by the TRIAC II program. The results of the analysis are presented in figure 3. The energy spectrum of

the detected alpha particles accumulated using the CAM-PIPS detector is presented in Fig. 3(a). This is
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a typical radon environment spectrum, where the deposited progeny onto the detector’s surface
produce two well separated peaks, while radon, remaining free in air, emits alpha particles from a
region around the detector, producing a continuous spectrum up to 5.5 MeV. Histograms of the
measured major axis values from the registered CR-39 detector tracks are also presented for the
uncovered detector (Fig. 3(b)) and for the covered with the absorber detector, before (Fig. 3(c)) and
after (Fig. 3(d)) the application of the energy selection criteria. Comparing the histograms derived from
the uncovered and the covered detectors, two groups of values for the major axis are recognized from
the uncovered detector tracks. This is due to the deposition of the polonium isotopes onto the absorber
surface in combination with the appropriate kind and thickness of the absorber, which allow the
formation and recognition of tracks from particles of those isotopes under the chosen chemical etching
conditions. The histogram of Fig. 3(c) was obtained by all the recognised tracks and neither selection
criteria nor other discriminative procedure was applied. After imposing the selection criteria, the
noticeable regions remain, providing an evidence of the radon’s progeny differentiation.

4. Conclusions

The method described here for the detection and differentiation of the alpha emitter radon’s progeny
(*"*Po and *'*Po) was based on the spectrometric analysis of the geometrical and optical characteristics
of the particles’ tracks. This study focused on the CR-39 solid state nuclear track detector has shown
the absence of a linear relation between both major and minor axis of the tracks with the particles’
energy. Instead, a linear relation between the mean value of brightness and energy is established after a
prolonged chemical etching (greater than 14 h). The usage of this finding is limited by the maximum
surface concentration of the tracks, due to tracks overlapping.
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Abstract

The lifetimes of the lowest collective yrast and non-yrast states in ?8Xe were
measured in a Coulomb excitation experiment using the recoil distance method
(RDM) in inverse kinematics. Hereby, the Cologne plunger apparatus was employed
together with the JUROGAM spectrometer. Excited states in 128Xe were populated
via projectile Coulomb excitation in inverse kinematics, i.e. by using a '?®Xe beam
impinging on a "*Fe target at E (1?8Xe) ~ 525 MeV. Recoils were detected by
means of an array of solar cells placed at forward angles. Recoil-gated -spectra were
measured at different plunger distances.
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Experimental study of the TAu(n,2n) reaction cross section
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Abstract

In the present work, the 7Au(n,2n) reaction cross section is experimentally determined relative to
the 27Al(n,«)?*Na reaction at incident neutron energies of 9.0 to 10.5 MeV by means of the activation
technique. The quasi-monoenergetic fast neutron beam was produced via the 2H(d,n)*He reaction at the
5.5 MV Tandem Van de Graaff accelerator at the NCSR, “Demokritos” and was studied to determine the
contribution of background “parasitic” neutrons using the multiple foil activation technique and the SULSA
unfolding code. The cross sections for the population of the second isomeric state (127) of !?Au and the sum
of the ground (27) and first isomeric state (57) population cross sections were independently determined.
Auxiliary Monte Carlo simulations were performed with the MCNP code.

1. Introduction

The presence of a high spin isomeric state in the residual nucleus of a neutron threshold reaction provides
a sensitive test for existing nuclear models. The systematic study of the excitation function of the formation
of both the ground and the high spin isomeric state on the basis of a statistical model provides information
on the energy and spin distribution of the level density of the nuclei involved [1] and on the changes in the
structure of the low lying excited states of the corresponding nuclei.

In this context the ' Au isotope presents an interesting isomeric pair: ground and isomeric states with
spin values of 27 and 127 respectively (Fig. 1). This 127 isomer has been reported for other even A
Au isotopes (1%8Au, 2°°Au) [2]. However, a survey of the literature revealed only a limited number of
experimental data for the cross section of the °7Au(n,2n)'?®Au™2 reaction, especially near its threshold,
where only one unpublished dataset [3] was found.

Thus, the purpose of this work was to experimentally determine the °7Au(n,2n)'%®Au™? and the
197 Au(n,2n) 96 Audt™! reaction cross sections in the incident neutron energy range between 9 and 10.5
MeV, i.e. close to the threshold, by means of the activation technique, with the view of conducting a
detailed theoretical study of these cross-sections in the near future.

2. Experimental

2.1. Irradiations

Four irradiations have been carried out, evenly spaced in the energy range between 9.0 to 10.5 MeV. Given
that the cross section for the formation of the second isomeric state is significantly lower than that for the
population of the ground state, the irradiations typically lasted approximately 24 hours, which corresponds
to roughly 84% of the saturated activity of the second isomeric state.

High purity natural gold foils (99.99% !°7Au) with a diameter of 14 mm and thickness of 0.5 mm were
used. Two Al foils of the same diameter and thickness were placed immediately before and after the gold
foil and were used to determine the neutron flux.

The quasi-monoenergetic neutron beam was produced via the 2H(d,n)*He reaction by bombarding a
deuterium gas target with a deuteron beam at currents around 1-2 pA. The gas target is fitted with a 5
pm molybdenum entrance foil and a 1 mm Pt beam stop and is constantly cooled with a cold air jet during

Preprint submitted to Elsevier May 1, 2011
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Figure 1: Simplified decay scheme of the isomeric and ground states of the residual nucleus 1?6 Au. All energies are given in
keV.

irradiation to diminish the risk of damage to the Mo foil. The deuterium pressure was set to 1500 mbar.
Using this setup, the achieved flux varied between 3x10%-4x10° n/(cm?-s) in the four runs performed.

The samples were placed at 0° with respect to the neutron beam and at a distance of 8 cm from the
center of the gas cell, thus limiting the angular acceptance of the target foils to +5°.

Beam fluctuations were monitored with a BF3 counter placed at a distance of 3 m from the deuterium
gas target. Following Monte Carlo simulations of the experimental area, the BF3 unit was placed at an angle
of 30° with respect to the beam line to avoid an increased presence of “parasitic” background neutrons near
the target foils due to backscattering on the BF3 setup. Data from the BF3 counter were stored at regular
time intervals (60 s) by means of a multi-channel scaler and were used to correct for the decay of '%6Au
nuclei during irradiation and to account for fluctuations in the beam flux in the subsequent off-line analysis.

2.2. Neutron Beam

Particular attention was given to estimating the neutron energy distribution in the samples. The linearity
of the selection magnet has been verified at low energies through the Al(p,y) strong resonance at 991.91 keV
and the 1°0(d,n) threshold reaction (E;,=1828.83 keV) leading to an estimate of the beam energy offset
of 1.6 keV and a beam energy uncertainty of 0.1%. Assuming possible non-linearity at high energies, an
overestimated beam energy uncertainty of 0.15% has been accepted to include possible second order effects.

A considerably more significant effect on the energy uncertainty of the produced neutrons is straggling
from energy loss in the entrance foil and the deuterium target. Furthermore, as it was not possible to control
the flow of deuterium in the gas cell remotely, the pressure was at times lower than the desired value by up
to 200-300 mbar. These effects were estimated with the SRIM software [4] and the energy uncertainty value
from straggling was less than 30keV. Finally, the angular acceptance of the target foils introduces additional
uncertainty due to the 2H(d,n)*He reaction kinematics.
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Figure 2: Experimental spectra from the decay of the second isomeric state (top panel) and ground state (bottom panel) of
196 Ay, after irradiation at 10.5 MeV incident neutron energy. The acquisition time is 20hr and 51hr respectively.

Taking the above into account, the appropriate adjustments were made, where possible, to ensure that
the width of the neutron energy distribution in the samples did not exceed 50keV.

The contribution of background “parasitic” neutrons was also studied in detail. These neutrons originate
from the interaction of the deuteron beam with the beam line structural materials, beam collimators and gas
cell components. The multiple foil activation technique was implemented to determine the neutron beam
profile. The appropriate foils (Ni, Co, Ti, In, Zn, Fe, Nb) were chosen in which neutron threshold reactions
take place at different threshold energies and they were placed immediately after the Au and two Al foils for
irradiation. Information from the Au and Al foils was also included in this analysis.

The results of these irradiations were processed with the SULSA unfolding code [5]. By providing the
activation rates measured for each foil, the code extrapolates the energy distribution of the beam using cross
section values and covariance matrices from an incorporated library. Modifications were made to include
additional reactions in the analysis.

The results of this analysis showed that, although a considerable population of background neutrons is
produced during the irradiations, these lie mainly in the low-energy region, well below the threshold for the
197 Au(n,2n) (Ey= 8.11 MeV) reaction. As far as the 27 Al(n,«)?*Na reference reaction is concerned, while
Eip= 3.25 MeV, the cross section only grows sufficiently to produce measurable activation rates at incident
neutron energies above 6.8 MeV.

2.8. Activity Measurements

Following the irradiations, the induced activity on the samples was measured with a 56% relative efficiency
HPGe detector. The detector was calibrated with *2Eu and 2°7Bi sources, the latter being used to obtain
a more accurate efficiency curve in the low-energy region. The samples were placed at a distance of 10 cm
from the detector window. With this counting setup, corrections for coincidence summing become negligible.
Figure 2 shows typical spectra acquired from the gold samples during the measurement for the second isomeric
state (top panel) and the ground state (bottom panel), where the y-rays of interest have been marked.

The population of the second isomeric state was measured through the 148 keV line. This was preferred
over the 188 keV line due to its higher intensity (45% over 30%) and the existence of a nearby natural
background line (Fig. 2). These measurements began approximately 1 hr after the end of the irradiation and
lasted up to 20 hr (two half-lives), depending on the evolution of the peak-to-background ratio. Following
this, the activity of the Al foils was measured with the same experimental setup through the 1369 keV
transition. For these measurements, a duration between 1 and 3 hr was sufficient to achieve a statistical
error lower than 2%.
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Figure 3: Experimental cross section values for the population of the ground and first isomeric state of 196 Au (g+m1) between
8-25 MeV (a) and 8-11 MeV (b). Several single-point datasets around 14 MeV omitted for clarity.

Since the first isomeric state decays relatively very quickly (7}, = 8.1 s), the measurements on the decay
of the ground state result in the determination of the sum of the cross sections for the population of the
ground state and the first isomeric state. Moreover, these measurements were carried out at least two days
after the irradiation to ensure that the second isomeric state (77,3 = 9.6 hr) had fully decayed to the ground
state, since the correction for the contribution of the second isomeric state to the measured activity of the
ground state was found to be negligible when the latter measurement was carried out after several half-lives
of the second isomeric state.

The activity of the ground state was deduced through the 356 keV line, preferred over the 333- and 426
keV lines due to the much higher counting statistics (Fig. 2). Furthermore, the 333 keV line is contaminated
by the 334 keV line of 198 Au arising from the 7 Au(n,y)'%8Au reaction. This is confirmed by the 411 keV
line which is clearly visible in the acquired spectrum and also belongs to the (n,y) channel.

3. Data Analysis

In each case, the experimental values of the cross sections were determined through the following formula:
N
= ==t (1)
eINp®SfD
where IV, is the number of counts in the relevant v-ray peak. The factor € is the detector efficiency, I is
the v-ray intensity, Np is the number of target nuclei and S is the self-absorption correction factor. Decays

during irradiation and time fluctuations in the beam flux are accounted for with the correction factor f,
given by:

Jore ME(t) dt
[ F(t)dt

where t;, is the irradiation time and F'(¢) is the beam flux in arbitrary units as given by the BF3 counter,

while D corrects for the interval between the end of the irradiation and the end of the measurement and is
given by:

f = e_)\tbv (2)

D= (1—eMm)e e, (3)

where t,, and t,, are the waiting time between irradiation and measurement and the measurement time
respectively.
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Figure 4: Experimental cross section values for the population of the second isomeric state of 196 Au (m2) between 8-25 MeV
(a) and 8.5-11 MeV (b).

Table 1: Experimental cross section values for the 197 Au(n,2n)196 Aud+™! and 197 Au(n,2n)'?6 Au™?2 reactions and the isomeric
cross section ratio

Energy (MeV) o044m1 (mb) oo (mb) Om2/0g+mi
9.0 328+26 0.8+0.1 0.0024+0.0003
9.5 695460 8.9+3.8 0.013£0.006
10.0 1052+73 16.24+1.6 0.015+0.002
10.5 14044102 32.8+£2.7 0.023+0.003

The integrated neutron flux ® was determined through the same formula (Eq. 1) by using the cross
section values for the 27Al(n,a)**Na reaction found in literature [6] and by averaging over the deduced
values in the front and back Al foils. It is thus possible to correct for target geometry and self-shielding.

Given the relatively low energy of the v-rays of interest and the high mass attenuation coefficient of gold,
it was essential to take self-absorption effects into consideration. A Monte Carlo simulation of the counting
geometry using the MCNP code [7] was performed to estimate this correction. Approximately 55% of the 148
keV and 12% of the 356 keV line are lost due to self-absorption in a 0.5 mm -thick gold foil. Self-absorption
of the 1369 keV line in Al was found to be less than 0.5%.

4. Results and Discussion

The experimental results of this work are presented in Table 1 along with their uncertainties. As seen
in figure 3, the data for the 197 Au(n,2n)'%6Aud*™! cross section are in good agreement with previous mea-
surements.

For the second isomeric state, only one previous dataset exists in the energy region from threshold to 13
MeV, contained in an unpublished report [3]. It has been impossible to obtain relevant information on the
particular experiment, such as beam parameters, flux, irradiation intervals and the detector(s) used for the
off-line measurements. A dataset of evaluated data in this region can additionally be found in [8], also an
unpublished report. The new data presented in this work report significantly lower uncertainties (10-11%
for the 10.0 and 10.5 MeV measurements compared to 20% in the other data within this range), barring the
non-optimal 9.5 MeV measurement. Moreover, the measurement at 9.0 MeV is the only one carried out at
this energy, so close to the threshold. The uncertainty in the incident neutron energy has also been reduced
compared to the previous data, as described in subsection 2.2.
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5. Conclusions

The cross section of the (n,2n) reaction on '°7Au, was measured independently for the population of
the second isomeric state (o,,2), and for the sum of the reaction cross section for the population of the
ground and the first isomeric state (0gy4m1). The cross section values were determined by means of the
activation technique in the incident neutron energy range 9.0-10.5 MeV. The present data provide more
accurate measurements in the near-threshold region.
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Abstract

Closed analytical solutions of the Morse potential for nonzero angular momenta has been
an open problem for decades, solved recently by the Asymptotic Iteration Method (AIM)
for solving differential equations. Closed analytical expressions have been obtained for the
energy eigenvalues and B(E2) rates of the Bohr Hamiltonian in the v-unstable case, aswell
asin an exactly separable rotational case with v =~ 0, called the exactly separable Morse
(ES-M) solution. All medium mass and heavy nuclei with known 3 and -y; bandheads have
been fitted by using the two-parameter ~-unstable solution for transitional nuclei and the
three-parameter ES-M for rotational ones. It is shown that bandheads and energy spacings
within the bands are well reproduced for more than 50 nuclei in each case. Comparisons
to the fits provided by the Davidson and Kratzer potentias, also soluble by the AIM, are
made.

The recent introduction of the critical point symmetries E(5) [1] and X(5) [2],
which describe shape phase transitions between vibrational and ~-unstable/prolate
deformed rotationa nuclei respectively, has stirred much interest in special solu-
tions of the Bohr Hamiltonian, describing collective nuclear properties in terms of
the collective variables 3 and ~. Such solutions can describe nuclel in the whole
region between different limiting symmetries, while critical point symmetries are
appropriate for describing nuclei only at or near the critical point, in good agree-
ment with experiment [3].

It has been known for a long time [4] that simple specia solutions of the Bohr
Hamiltonian, resulting from exact separation of variablesin therelevant Schrodinger
equation, can be obtained in the v-unstable case, in which the potential depends
only on 3, aswell asin the case in which the potential can be written in the separa-
ble form u(3,7) = u(3) + u(vy)/3? inthe special casesof v ~ 0 or v ~ 7/6 [5].
An approximate separation of variables has aso been attempted for potentials of
the form u(3,~) = u(B) + u(y) inthe casesof v ~ 0[2] or v ~ /6 [6]. Sev-
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eral special solutionsinvolving different potentials (infinite well, harmonic oscilla-
tor, Coulomb, Kratzer, Davidson) have been worked out (see [7, 8] and references
therein).

The potentials mentioned above are known to be exactly soluble for all values of
angular momentum L. In the present work, we introduce special solutions for the
Morse potential, u(3) = e~2e=F) — 2¢=alB=Ffe) which is known [9, 10] to be
exactly soluble only for L = 0. The overall factor D of the Morse potentia is
set equal to unity, without affecting the method of solution, since it can be scaled
out if ratios of energies are used, as in the present work. Analytical expressions
for the spectrafor any L are obtained by solving the relevant differential equation
through the Asymptotic Iteration Method (AIM) [11,12], after applying the Pekeris
approximation[13]. Solutionsfor the~-unstabl e case and the exactly separable case
with v = 0 (to be called ES-M) have been obtained [14].

A few advantages of the present approach are listed here.

1) A well known problem of X(5) and related solutions is the overprediction of the
energy spacings within the beta band by almost a factor of two [3]. It is known that
this problem can be avoided by replacing the infinite-well potential of X(5) by a
potential with sloped walls [15]. The present solution avoids this problem, since
the right branch of the Morse potential imitates the sloped wall.

2) In X(5) and related models, using potentials of the form u(3, ) = u(5) + u(y),
the ground state and beta bands depend only on the parameters of the 5 potential,
while the gamma bands depend also on an additional parameter introduced by the
~ potential [usually the stiffnes of the harmonic oscillator used as u(~)]. When
exactly separable potentials of the form u(3,v) = w(3) + u(vy)/3? are used, all
bands (ground state, beta, gamma) depend on all parameters. Thus, all bands are
treated on an equal footing, asin the case of the ES-D solution [16].

The original collective Bohr Hamiltonianis

IR I N B
2B |pY0p 08 (%sin3y Oy o 787

S Qz
432 k=123 sin? (7 — %71’/{)
where  and ~ are the usual collective coordinates which define the shape of the
nuclear surface. ;. (k=1, 2, 3) represents the angular momentum components in

the intrinsic frame, and B is the mass parameter. Reduced energies and reduced
potentials are defined ase = 2BE/h?, v = 2BV /h? respectively [1].

+V(B,7), (1)

We first examine the v ~ 0 case. In the case of the exactly separable potentials
u(B3,7) = u(B) + u(y)/B* mentioned above, the wave functions take the form
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V(B,7,0;) = EL(B)Tk(v) Dy x(0;), where 6; (j = 1, 2, 3) are the Euler angles,
D(6;) represents Wigner functions of these angles, L stands for the eigenval ues of
the angular momentum, while M and K are the eigenvalues of the projections of
the angular momentum on the laboratory-fixed z-axis and the body-fixed z’-axis
respectively. The Schrodinger equation is thus separated, as in Refs. [4, 7], into a
“radial” part (depending on 3) and ay part.

In the case of the Morse potential, using the Pekeris approximation [13] and solving
the 3 eguation through AIM (the details are given in Ref. [14]), we obtain the
energy eigenvalues

HCo gk 1 o)’
e [2@% ~(n+3) _J | @
where
cozl—%—i—%, clzg—%, sz—é-l-%, a = afk, (©)
L(L+1)

Vi =267 —per, v =0+pe,  p= +2+A @

3
A in the last equation comes from the exact separation of variables and is deter-
mined from the  equation. We use the same ~y potential u(y) = (3¢)?~? asin the
Davidson case [16], leading to

K2

A =€, 3

e, = (3C)(n, + 1), C = 2c. (5)

We now turn our attention to y-unstable solutions. In this case, the reduced potential
is assumed to be ~ independent, v(/3,v) = u((). Then the wavefunction takes the
form[4] ¢(5,7,0;) = R(5)®(v, 0;). The equation which includesthe Euler angles
and ~ has been solved by Bes[17]. In this equation, the eigenvalues of the second-
order Casimir operator of SO(5) occur, having the form A = 7(7 + 3), where 7
is the seniority quantum number, characterizing the irreducible representations of
SO(5) and taking thevalues™ =0, 1,2, 3, ... [18].

The values of the angular momentum L are given by the algorithm

T=3va+\, va=0,1,2,... L=XMA+1,...,2X=2,2)\ (6)
(with 2)\ — 1 missing), where v, is the missing quantum number in the reduction
SO(5) D SO(3) [18]. The ground state band levels are determined by L = 27 and

n = 0.

Using the Pekeris approximation [13] and AIM (see Ref. [14] for the details), we
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Fig. 1. Evolution of Morse potential shapes for thes, X eisotopes, with the parameters given
in Ref. [14].

obtain the energy eigenvalues

Ve o N al?
€n,r = ﬁg - lzﬁelvz - (n+ 5) E] ) (7)

where
N=20—ve,  wm=fAve,  v=T1(r+3)+2 )
with the rest of the quantities given again by Eqg. (3).

In order to test the applicability of the Morse potential in the description of nuclear
spectra, we havefitted all nuclei withmass A > 100 and R4/, = E(4)/E(2) < 2.6,
for which at least the 3, and v, bandheads are known, using the v-unstable solution
of the Morse potential, which involves two free parameters (3., a). Results for 54
nuclei are shown in Ref. [14].

The Morse potentials obtained for the 54X e isotopes are shown in Fig. 1. The evo-
lution of the parameters and the shapes of the potentials are clear. As one moves
from 134X ey, which is just below the N = 82 magic number, to the mid-shell
nucleus 2" X ey, the 3. parameter (which isthe position of the minimum of the po-
tential) increases, while the parameter a, which corresponds to the steepness of the
potential, decreases. As a result, one gradually obtains less steep potentials with a
minimum further away from the origin. The trends start to be reversed at 1¥Xeg,,
whichisjust below mid-shell.

We have ao fitted all nuclei with mass A > 150 and Ry, = E(4)/E(2) > 2.9
for which at least the 3; and v, bandheads are known, using the exactly separa-
ble rotational solution of the Morse potential with v ~ 0 (ES-M), which involves
three free parameters (the Morse parameters 3. and a, as well as the stiffness C' of
the v potential). All bands are treated on an equal footing, depending on all three
parameters. Results for 45 rare earths and 13 actinides are shown in Ref. [14].
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Fig. 2. Evolution of Morse potential shapes for the;Y b isotopes, with the parameters given
in Ref. [14].

The Morse potentials obtained for the 7,Y b isotopes are shown in Fig. 2. The evo-
lution of the parameters and the shapes of the potentials are again clear. As one
moves from 64Y by, to the mid-shell nucleus 1Y b, the 5. parameter (which is
the position of the minimum of the 3-potential) again increases, while the parame-
ter a, which corresponds to the steepness of the 3-potential, again decreases. The C
parameter, which isrelated to the stiffness of the ~-potential, increases. Asaresullt,
one gradually obtains less steep (-potentials with a minimum further away from
the origin, while the ~-potential s get stiffer at the same time.

A notable exception occursinthe N = 90 isotones %°Nd, 152Sm, 154Gd, which are
known to be good examples of the X(5) critical point symmetry, along with 1"®Os
[3]. Therelativefailure of the Morse potential to describe critical nuclei isexpected.
The potential at the critical point is expected to beflat, as the infinite-well potential
used in X(5), or to have a little bump in the middle [3]. Microscopic relativistic
mean field calculations[19] of potential energy surfaces support these assumptions.
Since the Morse potential cannot imitate aflat potential, with or without a bump in
the middle, it is expected that it cannot describe these nuclei satisfactorily.

A comparison of the present fits (reported in Ref. [14]) to the results provided by
the Davidson potentia in the exactly separable v ~ 0 case [16] (ES-D), which
contains two free parameters (3, c) instead of three (see Table 1 of Ref. [16]),
shows that the extra parameter extends the region of applicability of the model in
most nuclei to higher angular momenta, largely improving the quality of the fits.

In summary, the Bohr Hamiltonian has been solved with the Morse potential for
any angular momentum, both in the v-unstable case and in the exactly separable
rotational case with v =~ 0 (in which a harmonic oscillator is used for the v poten-
tial), labelled as ES-M. The solution has been achieved [ 14] through the Asymptotic
Iteration Method (AIM) and has involved the Pekeris approximation.

Numerical results have been presented for both solutions, including all relevant
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medium mass and heavy nuclel for which at least the 5; and ~; bandheads are
known. The success of the present solutions in reproducing quite well both the
bandeahds of and the spacings within the ground, 5, and ~; bands indicate that a
detailed study of ~, and other higher bands within thisframework might be fruitful.
Theinfluence of the finite depth of the potential isalso worth considering in further
detail. From the findings of Ref. [20], where the E(5) case was solved for a finite
well, the influence of the finite depth of the potential is expected to show up more
clearly in the higher excited states. Work on the cal culation of wave functions and
B(E2) transition rates isin progress.
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The accurate quantitative determination and depth profiling of the element boron is
nowadays of extreme importance in many technological applications (semiconductor
technology, plasma technology etc) and environmental research activities. However,
as boron is usually present in heavy matrices along with other light elements its
determination has been a challenge for all Jon Beam Analysis (IBA) techniques.
Nuclear Reaction Analysis (NRA) is well established nowadays as one of the
principal IBA techniques, due to its advantages: high isotopic selectivity and
capability of least destructive depth profiling. Specially when deuterium is the
probing beam (d-NRA) critical advantages emerge, such as a) the possibility for
simultaneous activation, and thus analysis, of all the light elements that usually
coexist in samples (e.g. C, O, B, N etc), b) the enhanced sensitivity and accuracy (due
to the large cross sections of the deuteron induced reactions), c) the low beam energy
required and d) the low energy loss in the material, compared to the **He. In order for
d-NRA to be used in the determination of boron, the absolute values of the cross
sections of the reactions of the deuterium with boron are necessary. These values
cannot be theoretically predicted for light nuclei, such as boron, and have to be
determined experimentally. However a lack of such experimental data has been
pointed out for the d+''B system, despite the fact that ''B is the main constituent
isotope of natural boron (80%) and the high Q-value of the reaction ''B(d,a0) (8031.2
keV).

Therefore, the present work aims to contribute to the field of boron profiling, through
the determination of the absolute differential cross sections of the reactions 11B(d,p)
and ''B(d,a), using a deuteron beam of energy 900-1200keV in the lab system (step:
25keV), at detection angles 140°-170° (step:10°). The experiment took place at the
LN.P.R of the N.C.S.R ‘Demokritos’, by using the 5.5 MV TN11 Van de Graaff
TanDem accelerator. The values of the differential cross sections are validated
through a benchmarking experiment, using a high purity thick B4C target, and are
already available to the scientific community for application through IBANDL (www-
nds.iaea.org/ibandl/). The experimental procedure, the data analysis and the results, as
well as the comparison of d-NRA with other techniques (including IBA) in the
determination of boron were presented and discussed, and more details can be found
in the published paper: M. Kokkoris, M. Diakaki, P. Misaelides, X. Aslanoglou, A.
Lagoyannis, C. Raepsaet, V. Foteinou, S. Harissopulos, R. Vlastou, C.T.
Papadopoulos, Nuclear Instruments and Methods in Physics Research B 267 (2009)
1740-1743.
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Abstract

Singlet S-wave superfluidity of dilute neutron matter in the inner crust of neu-
tron stars is studied within the correlated BCS (Bardeen, Cooper, Schrieffer)
method, taking into account both pairing and short-range correlations. First,
the equation of state (EOS) of normal neutron matter is calculated within the
correlated-basis-function (CBF) method in lowest cluster order using the Ar-
gonne Vig and Vy potentials and Jastrow-type correlation functions. The 1Sy
superfluid gap is then calculated with these potentials and correlation functions.
The dependence of our results on the choice of the correlation functions is ana-
lyzed and the role of higher-order cluster corrections is considered. The values
obtained for the 'Sy gap within this simplified scheme are comparable to those
from other, more elaborate, methods.

1. Introduction

The matter in the inner crust matter of neutron stars consists of dilute neu-
tron fluid (with 0.2 fm ™" < kp < 1.3 fm ™!, where kp is the Fermi wavenumber)
interpenetrating a lattice of neutron-rich nuclei that dissolves in the interface
with the quantum fluid interior. The neutron system is expected to be in a
superfluid phase associated with pairing in the 'Sy channel. The existence of
such a phase has direct consequences for post-glitch relaxation and other ob-
served phenomena [1]. The 1S, superfluid gap has been calculated using various
methods of many-body theory. Due to the differences of theoretical methods
and assumptions made for the pairing interaction and single-particle energies,
there remains considerable ambiguity in the value of the gap as a function of
kp or the density p. In this paper we apply the method of CBF in lowest order
and evaluate the EOS of normal dilute neutron matter using the Argonne Vig
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and the simpler Vy, potentials. The 'Sy superfluid gap is then determined by
implementing a generalization of the BCS theory within the CBF framework.
The calculational strategy is described in Section 2. As discussed in Section
3, the results are found to be comparable to those reported by other authors.
Among other aspects of the problem, we investigate the sensitivity of the cal-
culated quantities to the type of short-range correlations assumed and to the
contribution of P waves. Further details will be reported in a longer article [2].

2. Calculational Methods

2.1. Equation of State

In calculating the EOS of dilute neutron matter we apply the CBF method
[3], in which a correlation operator F(1,...,N) is used to generate a complete
set of non-orthogonal correlated wave functions in the N-particle Hilbert space:

[m) = W) = Lyl 2F (Lo N) @) (1)

|®,,) is an appropriate basis of independent-particle wavefunctions and Iy, is
a normalization constant. For normal neutron matter, the |®,,) are chosen as
Slater determinants of plane waves. The Hamiltonian matrix elements are cal-
culated by using the above non-orthogonal correlated basis with perturbation
expansion and cluster approximations. Well-known steps [3] lead to the follow-
ing variational expression for the energy per neutron (equivalent to first-order
perturbation theory in the correlated basis):

(oo}

L 3 spin
ﬁ - 3EF + 27Tp Z w2p (T)Gspin(kFT)T2d7‘. (2)
spin

2
Ep is the ideal Fermi gas energy, wj(r) = %2 (6]@(7")) +vs(r) f2(r) are the
components of the spin-dependent effective two-neutron interaction in an op-
eratorial decomposition (s = 1,2), the functions vs(r) are the corresponding
components of the bare spin-dependent two-neutron interaction itself, f(r) is
a Jastrow two-body correlation function and the quantities G are the spin-
dependent radial distribution functions. The numerical calculations of E/N are
carried out for the Argonne Vig [4] potential and the simpler V> model [5]. Two
parametrized correlation functions were studied, (i) the so-called Davé form [6]

fs(r) = exp {—% (Q)m exp [— (%)n}} with parameters b,m and n and (ii) the

T

Benhar form fs(r) = [1 —exp(—(r?/b?)]? + gr exp(—r?/c?), with parameters b, c
while g is determined by an orthogonality condition for each spin state. In the
first set of calculations, we include only contributions from the S =0, L = 0
state (“singlet-S only”); in the second, we also include contributions from S = 1,
L =1 (triplet-P states). The same two functional forms of fs(r) are consid-
ered for the pure 'Sy case and the case including 3 P-state contributions but
somewhat different parameter sets are produced when the variational principle
is applied.

Proceedings of the 18th Hellenic Nuclear Physics Society Symposium 2009

24



2.2. 18y Superfluid Gap

A generalization of BCS theory within the CBF framework [8] is employed
to study superfluidity in the dilute neutron-matter system. The dynamically
correlated superfluid state is given formally by

ICBCS) = ZZ(I},{L) Y N]<1>57§V>><<1>5,§V> ’BC’S> 3)

where the kets \<I>5,le )> are Slater determinants defined for occupied Fermi sea
orbitals, m = my,...,my, while |[BCS) is the BCS state. Given Eq. (3), steps
similar to those of BCS theory, involving evaluation of the expectation value of
H — ;N in the state (3), where p is the chemical potential and N the number
operator, and application of the variational principle, lead [8] ultimately to the
familiar gap equation

Ak dK (4)

/\/ (k) — )* + A2(kY)

but with the bare pairing interaction replaced by its correlation-renormalized
o0

version Vi = kk' ™ S w;SO (r) sin(kr) sin(k'r)dr and the single-particle energies
0

¢(k') by their CBF counterparts. The same dynamical correlation function
fs(r) is used for both superfluid and normal states. Equation (4) is a singular,
nonlinear integral equation. Straightforward solution by an iterative method
is possible, if one takes a starting value of the gap from Ref. [6]. A more
robust and efficient iteration procedure is based on the separation method [9],
in which Equation (4) is first transformed into a system of two coupled equations,
namely a “quasi-linear” integral equation for the shape of A(k) and an algebraic
equation for its amplitude.

3. Results and Discussion

3.1. Equation of State

In Figure 1 we plot the energy per neutron as a function of kp for the Vig
potential and selected dynamical correlation functions. For a given potential,
differences (generally small) are seen in the results for the different correlation
functions. This is expected since, in particular, the Benhar correlation function
overshoots unity whereas the Dave function does not. Moreover, if we compare
E/N results for the singlet-S-only case with those when the P-wave contribution
is included, this positive contribution is seen to increase with density and begins
to play an important role. Inclusion of the P-wave contribution is necessary for
kr = 0.8fm~1. We remark further that the results obtained with (Vig and Vj/)
are similar for the same type of correlation function. This implies that in the
density range considered, the additional complications present in the highly real-
istic Vig interaction are of little importance. We also infer that the higher-order
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Figure 1: Energy per neutron E/N as a function of the Fermi wavenumber kg for the potential
Vis for various cases (see text). We also plot the ideal Fermi gas energy per neutron for
comparison.

cluster terms omitted are not essential in this density range, based on the rela-
tively small values of the “wound parameter” £ = p| [ d*r[f?(r) — 1] associated
with the optimized two-body correlations. Our results for F/N may be com-
pared with those from other methods, including relativistic mean-field methods
[10], the variational method [11], the Bethe-Brueckner-Goldstone (BBG) the-
ory [12], and Monte Carlo methods (Green Function Monte Carlo [13] (GFMC)
and Auxiliary Field Diffusion Monte Carlo [14] (AFDMC)). Our calculations
show reasonably good agreement with these results, the best agreement being
achieved when the Benhar correlation function is used and P-wave contribu-
tions are included. The main reason that such a simple method is adequate
stems from the fact that at the neutron densities of the inner crust of a neu-
tron star, one does not see the large-scale cancellations between kinetic and
potential contributions to E/N that make precise calculations more difficult at
nuclear density and higher, especially in symmetrical nuclear matter. Finally,
three-nucleon interactions are not expected to be important at these densities.

3.2. 1Sy Superfluid Gap

We solve the gap equation (4) using the separation method [9], adopting the
correlation functions that were determined for the normal state. The resulting
energy gap on the Fermi surface, A(kr) = Ap, is plotted in Figure 2 as a
function of kpr for the case of the Vig interaction (we have also solved the gap
equation by straightforward iteration, taking properly into account the small
values of the denominator on the Fermi surface with similar results). Similar
calculations have been performed for the Vy. The density range over which
a nonzero gap is found using Davé correlations is larger than that for Benhar
correlations. The gap range we found using the Davé type correlations are
larger than the ones with Benhar type correlations. Upon comparing the values
for the gap Ap in the singlet-S-only case with those found including the P-
wave contribution to E/N, it is seen that the latter are slightly smaller than
the former. Thus, inclusion of the P channel has a small negative effect on
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Figure 2: The gap in the Fermi surface Ag for neutron matter 1Sy superfluid state as a

function of the Fermi wavenumber kp with the V18 potential for various cases (see text).

the gap. This is true for either form of the correlation function. Moreover,
when comparing the gap results for the Vs potential with those for the Vig, we
observe that the former are only slightly different, which is consistent with the
expectation that higher-order partial waves have little influence on the value of
the 1Sy gap. Comparing our results with those from the simple BCS method
with a bare pairing interaction [9] and no corrections for geometrical correlations
or polarization effects, we find that our results based on Benhar correlations
are somewhat smaller. As previously mentioned, gap calculations have been
performed by a number of other methods, including the non-orthogonal CBF
approach [6, 15], the orthogonal CBF scheme [16], the renormalization-group
technique [17], BBG theory [18], GFMC [13], AFDMC [14], and more [19, 20,
21]. Some of the results are displayed in Figure 3. All of the calculations so
represented give results for the gap lower than the pure BCS treatment with
a bare pairing interaction. Our results for Benhar correlations are closest to
those of Refs. [13, 18, 21]; in addition, the density at which the gap reaches a
maximum is similar to the values found in Refs. [15, 18, 19, 21]. In these two
respects, the Benhar choice of correlation function is the more realistic for the
study of neutron matter in the supefluid state. It is not surprising that there still
remains considerable uncertainty in quantitative determination of the behavior
of the 'Sy gap Ap, in view of the exponential sensitivity of this quantity to the
inputs for pairing interaction and density of states.
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Abstract

Nal(TI) crystals are used in many marine applications for continuous measurements with buoy operation and
autonomous in situ measurements in seawater. Monte Carlo simulations were performed using the GEANT4 code
for the investigation of the y-ray absorption in water in different spherical geometries and for the efficiency of a
Nal(TI) detector of different radionuclides in the aquatic environment. In order to test the reliability of these
simulations, experimental values of the Nal(T1) detector efficiency were deduced using a special tank filled with
water and reference single gamma ray sources (""" Tc, *’Cs and *’K). The cascade reference source '''In was also
diluted in tank for comparison with the reproduction spectra of its cascade lines as provided with the GEANT4
code. The results are in good agreement with the simulated ones within uncertainties.

Keywords: Monte Carlo simulation; GEANT4 code; marine efficiency

1. Introduction

The quantitative measurements of radioactivity in the aquatic environment is a complicated
task since it demands robust underwater system, stable electronics, optimum housing material,
precise calibrations. In situ detection systems for long-term aquatic measurements are very
scarce due to the power consumption limitation of the systems and to the high background
originating from Compton scattering of 1461 keV (*’K) and 2615 keV (***TI) y-rays. Nal(TI)
are the most common crystals for long term measurements due to their low consumption, good
efficiency and low cost [1], but they have the disadvantage of low energy resolution. Such
crystals are contemporarily used in many oceanographic applications, using continuous
measurements for radiation monitoring with buoy operation and in situ measurements in
seawater [2-6]. A lot of effort has been made during the last years for the experimental
calibration of detection systems in water tanks, by diluting calibrated standard sources [7-9].

The detection efficiency for aquatic environments can not be determined for all y-ray
energies experimentally, but only using specific gamma ray reference sources and simulation
codes. In order to determine the efficiency for each y-ray energy, in the present work, a Monte
Carlo simulation was performed using the GEANT4 code for studying the photon interaction
in water in different spherical geometries and for calculating the detection efficiency for
different radionuclides in the marine environment.

" Corresponding author.
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In an attempt to increase the confidence of the spectra analysis and produce more reliable
results 1n the concentratlon of low-level environmental radioactivity, simulated spectra of
37Cs and ''"'In were compared with real data recorded by the detector in a water tank.
In addltlon the comparison between the measured spectra and the simulated ones could control
any possible performance deterioration of the submersible detection system at an early stage.

2. Description of the experimental and simulated setup

2.1. System Description

For the in situ monitoring of radioactivity in the marine environment a new 7.5x7.5 cm
Nal(Tl) scintillator detector coupled with a photomultiplier and integrated electronics, was
developed at the Hellenic Centre for Marine Research. It is an autonomous system with
relatively low power consumption, operational on oceanographic buoys and seabed platforms.
The design and special characteristics of the developed system are described elsewhere [9].
The detection system had to be tested and calibrated in the laboratory, in a water tank, before
its deployment in the marine environment. The layouts of the water tank, along with the
schematic geometry of the detector are shown in Figure 1.

0.18cm

7.62cm

lm &

Polymer

A
Y..

Lo 7.62cm
. ] . -
'« m > 0.78cm

Fig. 1. Layout of the water tank along with the Nal(Tl) detector geometry, used both for the simulations and experimental calibration [11].
2.2. Simulation code description

GEANT4 is a Monte Carlo code, which simulates the trajectory of elementary particles
through matter. It simulates the tracking of particles, like y-rays, through an experimental
setup for the study of the detector response. It also provides the graphical representation of the
setup and of the particle trajectories [10]. Detailed descriptions of the geometry of the
experimental setup with respect to their dimensions, materials and shapes, as well as, of the
particle generator, are required by the program to simulate and store the history of each
particle from its generation to full deposition of its energy in the detector. The definition of the
parameters, which control the Monte Carlo simulation, is of particular importance for the
quality of the results. The specific details and characteristics of the code as implemented in a
Nal(TI) system have been extensively described in the past [11].

Proceedings of the 18th Hellenic Nuclear Physics Society Symposium 2009



31
3 Proceedings of the 18" Hellenic Nuclear Physics Society Symposium (2009)

3. The GEANT4 code simulations

The detection system is designated to measure y-ray radioactivity in the marine
environment. The aim of this work is to accurately convert the photopeak counts
corresponding to each radionuclide in the recorded spectrum, to specific activity in Bq/m’.
The specific activity, r, is given by the Equation (1):

CPS

V4

Where CPS denotes counts per second recorded for the specific radionuclide, € is the
photopeak efficiency at the specific energy, V the volume of water for each y-ray and I, is the
emission probability of the specific y-ray. In order to use Eq. (1) in a global, Con51stent and
reliable way in the case of marine megsurements, the product (¢-V), which subsequently is
denoted as “marine efficiency” &, (in m’), has to be defined for all y-ray energies.

The corresponding spherical volume, Vs, surrounding the detector, beyond which y-rays
have practically zero probability to reach and interact with the detector crystal will be defined
as the “effective volume” for the specific y-ray energy.

3.1. Marine efficiency

The calculation of the Nal(T1) detector efficiency for each y-ray energy depends strongly on
the volume of water mass. Gamma rays of different energies present different absorption in
water so that the detector efficiency varies for different effective water volumes. In an attempt
to quantitatively study this effect, simulations have been carried out via the GEANT4 code for
different radionuclides diluted in dlfferent water volumes surrounding the NaI(Tl) detector. As
input, three y-rays, namely 140.5 (*™Tc), 661.6 (*’Cs) and 1460.6 keV (*’K) were used to
produce simulated spectra via the GEANT4 code for various spherical water volumes. For
each water volume, the density of counts (counts/m’) was kept constant, so that the variation
of photopeak counts could be studied as a function of water volume. It was observed that the
photopeak counts are increasing with Volume and exhibit a saturated value for water volumes
greater than the effective one. In the case of '*’Cs (661.6 keV) the results are shown in Figure
2 along with the fitting curve. The marine efficiency, &n, was deduced by dividing the
saturated counts with the total number of counts in each spectrum and by multiplying with the
respective volume. It was thus also observed that the marine efficiency remains constant for
volumes larger than the effective volume.
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Fig. 2. Graphic representation of detected counts in the 661 keV photopeak of the simulated spectrum, associated to the volume of water with
diluted '*"Cs. The solid line represents an exponential fitting curve of the simulated values.
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In order to calculate the marine efficiency, &, of the Nal(Tl) detector in the aquatic
environment as a function of energy, simulated spectra were generated for the energy range
between 100 and 2000 keV. The results are shown in Figure 3 and the error bars in the figure
correspond to the statistics of the simulated spectra. The solid line represents the marine
efficiency curve, which fits the simulated values in water and is given by the empirical
expression [12]:

_a-E°

g =
c+E°

)

m

Where a, b, ¢ and d are fitted parameters and E is the energy of the specific y-ray.
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Fig. 3. Simulated marine efficiency values of the Nal(Tl) detector in the aquatic environment along with the fitting curve (solid line) from Eq.

Q).

Experimental values [9] of the Nal(TIl) detector marine efficiency, &n, (extracted for the
140.5, 661.6 and 1460.6 keV transitions of *™Tc, '*’Cs and *’K, respectively) were deduced
and seem to be in good agreement with the simulated ones. The experimental and simulated
marine efficiency values seem to agree within the 10% uncertainty values. These results
indicate that the marine efficiency of the Nal(Tl) spectrometer as simulated by the GEANT4
code, could be used over the full energy range for the determination of the volumetric activity
of radionuclides emitting non cascade y-rays in water.

3.2. Experimental and simulated spectra

In the present work simulated spectra of *™Tc (140.5 keV), *’Cs (661.6 keV) and '''In
(172 keV and 246 keV) were reproduced and compared with the equivalents experimental that
were recorded by the detector in a water tank. More specifically, the sensor was mounted in
the middle of the water tank, of 5.5 m® volume and appropriate radionuclides (*”"Tc, '*’Cs and

"In) were diluted. The recorded spectra (after the subtraction of the corresponding
background spectrum) were used for the comparison with the simulated ones. A rebinning
algorithm has been applied to the experimental spectra before the fitting procedure. In
following figures (Fig. 4a-c) the experimental spectra are shown, along with the simulated
ones.
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Fig. 4. Simulated and real spectra, acquired by the Nal(T1) detector in a water tank with diluted (a) *™Tc, (b) "*’Cs and (c) ""'In (the
background spectrum has been subtracted from the experimental spectra).
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4. Discussion of the results

The GEANT4 code successfully describes the detection process for qualitative, as well as,
quantitative marine radioactivity calculation using the Nal(Tl) detection system and produces
reliable y-ray spectra of natural radionuclides collected by a Nal(TI) detector immersed in an
aquatic environment. The simulated spectra can be used to calculate the marine efficiency, &n,
in a wide energy range and thus to determine the volumetric activity in Bg/m’ for y-emitter
radionuclides.

It must be emphasized that the calibration factors for the marine efficiency are valid only in
the case of single energy y-emitting radionuclides. In the case of cascade energy y-emitting
radionuclides the results are not appropriate since summing effects should also be taken into
account.

The simulated spectra for *™Tc, *’Cs and '''In agree well with the experimental ones
except in the lowest energy region. More specifically, above 180 keV simulated and
experimental spectra coincide, but in the low-energy region (<180 keV) the simulation
overestimates the experimental spectra. In the case of cascade reference source '''In the
simulated and experimental spectrum are in good agreement. So the simulation code
reproduces with grate accuracy summing effects from cascade energy vy-emitting
radionuclides.

5. Conclusions

A method for improving the accuracy of the determination of radioactivity in the marine
environment has been developed, aiming at its integration on geophysical applications, as well
as, at real-time data-forwarding buoy applications. The marine efficiency of a Nal(Tl) detector
was investigated experimentally and with computer simulations using the GEANT4 code. It
was proven that the code provides quantitatively accurate results and is suitable for marine
applications. Thus, the simulations constitute a useful tool, especially in the case where the
experimental setup for the detector calibration cannot effectively imitate the marine
environment, for the investigation of problems of y-ray absorption in water and solid angle
calculations that are present for in situ marine measurements.

References

[1] P.P.Povinec, I. Osvath, M.S. Baxter, Applied Radiation Isotopes 47 (1996) 1127-1133.

[2] U.R. Aakenes, Chemistry and Ecology 10 (1995) 61-69.

[3] T.H. Soukissian, G.T. Chronis, K. Nittis, Sea Technology 40 (1999) 31-37.

[4] Ch. Wedekind, G. Schilling, M. Griittmiiller, K. Becker, Applied Radiation and Isotopes 50 (1999) 733-741.

[5] C. Tsabaris, D. Ballas, Applied Radiation and Isotopes 62 (2005) 83-89..

[6] 1. Osvath, P.P. Povinec, H.D. Livingston, T.P. Ryan, S. Muslow, J.-F. Commanducci, Journal of Radioanalytical and Nuclear Chemistry
263 (2005) 437-440.

[7] P. Vojtyla, Applied Radiation and Isotopes 55 (2001) 81-88.

[8] P.van Put, A. Debauche, C. De Lellis, V. Adam, Journal of Environmental Radioactivity 72 (2004) 177-186.

[9] C. Tsabaris, C. Bagatelas, Th. Dakladas, C.T. Papadopoulos, R. Vlastou, G.T. Chronis, Applied Radiation and Isotopes 66 (2008) 1419-
1426.

[10]CERN, GEANT Detector Description and Simulation Tool. CERN Program Library Office, CERN, Geneva, 1993.

[L1]R. Vlastou, I.Th. Ntziou, M. Kokkoris, C.T. Papadopoulos, C. Tsabaris, Applied Radiation and Isotopes 64 (2006) 116-123.

[12]K. Debertin, R.G. Helmer, Gamma- and X-ray Spectrometry with Semiconductor Detectors, North-Holland, Amsterdam, 1988.

Proceedings of the 18th Hellenic Nuclear Physics Society Symposium 2009



35

1 Proceedings of the 18" Hellenic Nuclear Physics Society Symposium (2009)

Vertical distribution of '*’Cs and natural radioactivity in core
sediments of Thermaikos Gulf, northwestern Aegean Sea
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Abstract

Sub-superficial sediments have been collected from the Thermaikos Gulf, located in the NW Aegean Sea, in
order to determine sedimentation rates using vertical distributions of '*’Cs and *'°Pb. In addition measurements of
the characteristic radionuclides of the >**U and ***Th natural series has also been performed to better understand
the transport and the sedimentation process in a marine environment, which is strongly influenced by the main
North Greece rivers. The sedimentation rates of the five selected cores using the two methods were consistent and
varied from 0.20 + 0.01 till 0.30 + 0.02 cm y"'. The mean sedimentation rates derived with both methods are
enhanced during the last ten years compared to previous values at the studied region by one order of magnitude,
due to human implications. The activity concentration of the >**U decay products does not exhibit variation along
the depth. The activities of **°Ra are enhanced (~30 %) compared to the activities of radon daughters (*'*Pb,
*1%Bj) especially at the surface layer. The results of the correlation between ***Th decay products and *’K indicate
that there is positive correlation between their averaged activities. The good proportionality between ***Th and
*K concentrations may be attributed to the fact that thorium is a particularly insoluble element in water.

Keywords: Sedimentation rate; 137¢Cs; 219y Natural series radionuclides; “°K; Thermaikos gulf; Northwest Aegean Sea

1. Introduction

The radiological study of sediments in coastal areas is of great interest for understanding the
relation between human activities, hydrogeological and marine processes. The establishment

" Corresponding author.
Tel.: +30 -210- 772- 3783; Fax: +30 -210- 772- 3025; E-mail address: gelefthe@central.ntua.gr (G.Eleftheriou).
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of a detailed composition profile and accurate chronology for sediments exhibits scientific
priority for the marine environmental processes, like the origin of particulate matter, sediment
mixing and deposition. For this reason, various applications have been developed the last
years using natural radioisotopes as tracers for identifying and quantifying these processes [1].
Especially for the accumulation rates and sediment delpositions estimation, many studies have
been relished worldwide using as radiotracers the 20pp [2-4], the *'Cs [5,6] or even the
combination of both of them [7,8].

However, up to now natural radionuclides concentrations data from seabed sediments for
the Greek Seas are very limited [9, 10] while totally absent for the North Aegean, where few
water column data are available [11]. Only very recently, the sediment accumulation rate of
Axios and Aliakmon River estuaries, located in the northeastern part of Aegean Sea, have
been measured based on the concentrations of '*’Cs and *'°Pb in subsurface sediments located
in front of the rivers mouths, with rate values varying from 0.180 to 0.883 cm/y [12]. These
values are significantly increased compared to older estimations in the same region (0.02 —
0.05 cm/y), based on high-resolution seismic data [13].

In this work coastal sediments from the North Aegean Sea (Thermaikos Gulf) were
analyzed for *’Cs, '°Pb and the characteristic radionuclides of the ***U and ***Th natural
series to better understand the transport and the sedimentation process in a marine
environment, which is strongly influenced by tense rivers flows, as well as to provide a
baseline radionuclides concentrations dataset of the North Greece costal region. Core samples
were also collected at different locations in order to perform sedimentation rate studies at the
specific region.

2. Study area and methodology

The Thermaikos Gulf is located in the Northwest Aegean Sea having a length of 90 km and
an average width of 30 km, while the exact sampling point is situated in the eastern part of the
inner Gulf, near the “Makedonia” airport (Fig. 1). The sampling campaigns were conducted
during December of 2005. The maximum depth of the sampled core that was reached was 50
cm. The sediments cores were taken to the laboratory and were kept in a temperature of -5 °C
to ensure that the interstitial water remain at the corresponding level. Then the column
sediments were sectioned into slices of 2 ¢cm thickness and all samples were dried at 60 °C.

The samples were measured with 3 p-type coaxial High Purity Ge detectors (85 — 95 %
relative efficiency) at the Low Background Facility of the Laboratori Nazionali del Gran Sasso
(LNGS), located beneath 1400 m of rock that provides perfect shield against the cosmic rays.
The shielding was further improved with lead layers (20 — 25 cm) having electrolytic copper
in the innermost part (10 cm), while the measuring systems were continuously flushed with
nitrogen in order to avoid any influence from the radon gas in the air. The energy and
efficiencies calibrations were performed using a non commercial Monte Carlo simulation
program (Jazzy) based on the GEANT4 software package [14], developed by the Laboratory’s
scientific stuff [15].The measurements had the same geometry for all detectors, with the
samples placed at 10 mm from the detector window for 24 h. The "“’Cs and natural
radionuclides activities of the samples were derived from the gamma ray spectrums using the
SPECTRG spectrometr(}l software package [16].

Especially for the '°Pb measurements dried sediment sam]gles (1-2 g) were attacked with
HNO;, HF, HCI and ascorbic acid — for the reduction of Fe’' to Fe*" — and the extracted
isotopes where then deposited on silver discs. These disks were then placed between ZnS (Ag)
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phosphor discs and both sides of the discs were measured with total alpha counters. The
calibrations of the measurlngZ systems were performed using standard samples (IAEA-414).
The supported (background) *'’Pb activity was calculated from the averaged activities of the

radon progeny gamma ray emitters and the unsupzported (sample) *'°Pb specific activity was
OPb specific activity.

calculated subtracting the supported from the total

410600 411000 411400
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Fig. 1. A Map of Thermaikos Gulf at northwestern of Aegean Sea, Greece and horizontal view
of the location of the sampled cores.

3. Results and discussion

The radiological study was carried out in order to enrich the database for the characteristic
radionuclides concentrations in the seabed of the Aegean Sea, as well as for the estimation of
the sedimentation rate in the region of the Thermaikos Gulf. The agsessment of the
sedimentation rate was done through empirical models using as tracers the '*’Cs and the *'°Pb
isotopes.

3.1. Sedimentation rate
All examined samples were found highly enriched in "*’Cs (205 — 602 Bq/kg) and their
sediment cores datlng can be determined by interpreting the Vertlcal profile of the

anthropogenic '*’Cs activity. Anticipatingly, the first peak appearance of '*’Cs in the sediment
cores retrieved from water bodies indicates the year of the Chernobyl accident (1986), while
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the second peak occurrence indicates the year of maximum weapon testing fallout (1963). The
identification of the '*’Cs photopeaks, subsequently can give an estimation of the mean
sedimentation rate of each core, by assuming linear dependence between the two peaks along
the depth of the core. The mean sedimentation rate is simply equal to the slope of the least

squares linear fit between the two points.
A characteristic core analysis result is shown in the Figure 2. The sediment depth

distribution for *’C shows in general a typical peak concentration at around 4.5 cm followed
by a monotone decline with depth. In addition another peak concentration is detected at
around 9.5 cm. The sedimentation rate is calculated using the two peaks which correspond to
Chernobyl accident (1986) and to atmospheric nuclear weapon testing (maximum fallout

1963) and varies from 0.2 to 0.3 cm/year.
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Fig. 2. The vertical distribution of the specific activity of '*’Cs and *'°Pb
along with depth in AM2 core.

The unsupported *'°Pb activity (C) with depth is also used to calculate the sedimentation
rates, according to the Constant Flux-Constant Sedimentation (CF:CS) model [17]:

C(z)= Cpe™" (1)

where C, is the surﬁ01a1 unsupported specific activity (Bq/kg), K is the *19pp radioactive decay
constant (0.03114 y), z is the depth of sediment (cm) and r is the sedimentation rate of the
core (cm/y).

The dependence of the logarithm of the unsupported *'°Pb specific activity with depth
shows a linear dependence and the mean sedimentation rate is then calculated from the slope
(k/r) of the fitted line. The mean sedimentation rate for the examined sediment cores (AM10
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and AM?2), varies from 0 23 to 0.27 cm/y, respectively, being in good agreement with the

measured data using the *’Cs method.
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Fig. 3. A The logarithmic variation of the unsupported *'°Pb specific activity as a function of the
depth of the sediment core AM2,with the liner fit of the experimental data.

3.2. Natural radionuclides series equilibrium

The main radlonuchdes that have been measured from >*U (***Ac, *'*Pb, *'*Bi) and ***Th
(**Ra, 2'*Pb, *'*Bi) natural series are the ones that can give detectible gamma photopeaks and
are s1gn1ﬁcant for the 1nvest1§at10n of the equilibrium sustainability of these series. The
activity concentration of the >*U decay products does not exhibit variation along the depth.
The act1V1tles of **°Ra are enhanced (~30%) compared to the activities of radon daughters
(*'*Pb, 2'*Bi). This can be interpretended as the effect of the radon loss throw the evaporation
from the seabed to the sea water body.
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Fig. 4. The vertical activity distribution of °K radioisotope, ***U and **Th natural series radioisotopes along with the depth in AM2 core.

Proceedings of the 18th Hellenic Nuclear Physics Society Symposium 2009



40

6 Proceedings of the 18th Hellenic Nuclear Physics Society Symposium (2009)

The results of the correlation between **Th decay products and *’K indicate that there is
posmve correlation between their averaged activities. The good proportionality between **Th
and “’K concentrations may be attributed to the fact that thorium is a particularly insoluble
element in water.

4, Conclusions

The specific activities of '*’Cs were measured in Thermaikos Gulf at the surface as well as
core sediments in order to provide us a baseline data regarding the coastal zone of the specific
region. The mean surficial concentrations are elevated compared with recent data in the south,
south-west and south east Aegean Sea ( > 20 Bqg/kgr). The granulometric and geotechnical
properties of the harbor sediments seem to be correlated with this incensement due to river
water mass transfer to the region.

Dating studies have been performed usmg 37Cs as a tracer and the sedimentation rate varies
from 0.2 to 0.3 cm/y. These results are in in good agreement with those calculated using *'°Pb
as a tracer. The relative uncertainty is 4%, mainly due to the activity subtraction of the
averaged activity of the radon progeny.

Measurements of the characteristic radionuclides of the ***U and ***Th natural series has
been performed to better understand the transport and the sedimentation process in a marine
environment, which is strongly influenced by the rivers at North Greece.
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Abstract: A large volume (1m®) spherical proportional counter has been developed at CEA/Saclay, for low flux
neutron measurements. The high voltage is applied to a small sphere 15mm in diameter, located in the center of
the counter and the wall of the counter is grounded. Neutrons can be measured successfully, with high
sensitivity, using *He gas in the detector. The proton and tritium energy deposition in the drift gaseous volume,
from the reaction *He(n,p) H, can provide the neutron spectra from thermal neutrons up to several MeV.

The detector has been installed in the underground laboratory in Modane (LSM) to measure the
neutron background. The sphere has been has been filled with gas mixture of Ar + 2% CH,4 +3gr He-3, at 275
mbar. The thermal neutron peak is well separated from the cosmic ray and gamma background, permitting of
neutron flux calculation. Other potential applications requiring large volume of about 10 m in radius are

described in detail in reference

1. Introduction

The investigation on the large volume
spherical proportional counter resulted in the
development of a new neutron detector, based
on the “He(n,p)’H reaction[1]. The low
background of the detector and the possibility
to separate the y ray pulses from the protons
and alpha particle pulses increases the
sensitivity on the neutron detection. The
detector can successfully measure very low
neutron fluxes
(10°n/cm*/s, for thermal neutrons), providing
the neutron energy spectrum from thermal up
to several MeV at ground and underground
level.

The large spherical geometry drift
(Im’), the good energy resolution (<2%
FWHM with alpha particles at 5.5 MeV) and
the simple read out (one channel reading) are
some of the advantages of the detector. Other
potential applications of this device requiring
large volume are described in detail in
reference [2,3,4,5,6,7].

2.The detector

The detector consist of a copper
sphere, 1.3 m in diameter and 6mm thick
(figure 1). The spherical vessel is well pumped
(up to 10™® mbar) and then is filled with a gas
mixture at a pressure from several hundreds of
mbars up to 5 bars. Out gassing in the order of
10® mbars/s is necessary for the amplification
stability, because the present of the O, in the
drift ~ volume changes the  detector
characteristics.

A small stainless ball of 14 centimeter
in diameter fixed in the center of the spherical
vessel by a stainless steel rod (figure 2), acts
as an electrode with positive high voltage and
as a proportional amplification counter. The
detector was operated with positive bias
applied to the anode (inner sphere) while the
cathode (external sphere) remained at ground
potential. A high voltage -capacitor was
decoupling the high voltage cable to protect
the sensitive preamplifier.
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Figure 1. A photograph of the
spherical vessel

Figure 2. Sketch of the detector.

3. The electric field

The electric field in the drift
volume plays a very important role for the
proportionality and the energy resolution
of the detector. The ideal detector is a
spherical capacitor with perfect radical
symmetric electric field. In a real
implementation of the spherical TPC
concept, the ideal spherical symmetry is
broken by the rod that supports the central
electrode and that necessarily connects it
to the front-end electronics, placed outside,

44

to amplify and read the signals. In figure 3
the equipotential lines are plot for this
simplest geometry, showing how the
presence of this rod makes the electric
field to be far from spherically symmetric.
It means that the amplification depends on
the direction and the position of the track
of a charge particle in the drift volume and
makes impossible the energy resolution.

To solve the problem of field
distortion due to voltage anode electrode, a
cylinder around the high voltage rod,
placed at 4 mm away from the central
sphere and powered with an independent
voltage V, (which can be zero, i.e., at
ground). The equipotential lines for the
described “corrected” configuration are
shown in figure 4.

Energetic charged particles, x-rays,
Oor gamma rays or even neutrons entering
the detector strip electrons from the gas
atoms to produce positively charged ions
and negatively charged electrons. The
electric field created across the electrodes
drifts the electrons to the positive
electrode. Near the inner anode sphere the
electric field is high enough and electrons
gain enough energy to ionize more gas
atoms, a process that produces more
electrons. Typical gases at atmospheric
pressure required field strength on the
order 10kV/cm to produce the avalanche
of secondary electrons around the small
anode ball. The avalanche is produced at a
few mms distance from the anode and the
positive ions drifting toward the cathode
are inducing a pulse to the charge
preamplifier. Since the avalanche takes
place near the small ball and the electrons
are attracted to it the positive ions travel a
much greater distance. Therefore the
induced pulse to the preamplifier is mainly
due the ion movement; electrons produced
during avalanche process have a negligible
contribution to the signal.
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Figure 3. The epuipotential lines around the 14 mm sphere without

any correction.

cm
L5

/|||. |

Figure 4. Electrostatic configuration for the readout electrode, with the "corrector"”

4. The energy resolution

The energy resolution of the detector
has been tested using ***Rn gas and detecting
the alpha particles from **Rn and **Rn
daughters. Since the *”Rn gas cover
homogenously all the drift volume of the
detector, we have alpha emission in every
direction and in all the positions of the
detector. The gas mixture consist of Ar (98%)
and CH4(2%) at pressures, from 150 mbars up

to 1 bar. The high voltage vary from 1.5 kV up
to 5 kV depending on the gas pressure. In the
figure 5 is shown the peaks observed from a
**’Rn radioactive source. From left to right we
observe the *’Rn peak at 5.5 MeV, the *'*Po
and *™Po at 6.0 MeV and 7.7 MeV
respectively. The energy resolution was 2%
FWHM at 200 mbar gas pressure and 2.8 kV
High Voltage.
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Figure 5. The peaks observed from a
*Rn radioactive source. From left to
right we observe the *’Rn peak at 5.5 MeV,
the *'®Po and *'*Po at 6.0 MeV and 7.7 MeV
respectively.

5. The thermal neutron flux in the LSM

In the present work we have been used
the *He gas as converter for thermal and fast
neutron detection up to several MeV. Neutrons
interact with ’He as follows,
n+’He—p+"H+765 keV. The signal is the sum
of the p and *H energy deposition in the drift
volume and depends on the neutron energy. In
the case of thermal neutrons we measure one
peak 765 keV and for the fast neutrons the
energy peak is En + 765 keV, were En is the
fast neutron energy.

The detector has been installed in the
LSM, to measure the underground neutron
flux. The gas mixture was Ar +2% CH4 at
p=280 mbar with 3 gr of He-3. Thermal
neutron capture rate was 0.0048 evts/s = 417
evts/d and the thermal neutron flux was
®y=1.9 10° n/cm?/s. In the figure 6 is shown
the thermal neutron peak after rise time cut.
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Figure 6. The thermal neutron peak after rise
time cut.

6. Conclusions

The spherical proportional counter is a
high sensitivity neutron detector. The sensor is
stable for long time measurements and the
decrease in gain is small (= 0.2% per day). The
detector can measure low fluxes of the
underground thermal neutrons and the seasonal
variation of the flux.
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