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Abstract
An algorithm to search for isolated high pT tracks in the ATLAS precision tracker suit-
able for use in the LVL2 trigger is described. A histogramming method employing a
Hough transform is used to select sets of points forming track candidates. For each se-
lected set of points, fits are performed to all combinations of one point per detection
plane. The best candidate is chosen on the basis of the fit residuals. The algorithm has
been implemented in the t2scFex package of the ATRIG trigger simulation program
and also for benchmarking studies in a stand-alone program SCTFEX. Efficiency, fake
track rate and timing measurements are presented for a number of algorithm options.
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1 Introduction

The first level trigger (LVL1) uses information from the calorimeter and muon systems to reject
un-interesting events and to identify Regions of Interest (RoI) within potentially interesting
events. These RoIs are analysed in more detail at higher trigger levels where finer granularity
calorimeter information is available and where the information from the inner detector can be
utilised. The LVL1 trigger produces RoIs for jets, e/γ, τ/hadron and µ. In this note, a Feature EX-
traction (FEX) algorithm designed to search within an e/γ RoI for a high pT track is described.

For jet events after the LVL2 calorimeter selection, ~90% of e/γ RoI are due to a photon. Al-
though ~20% of these photons subsequently undergo a conversion in the inner detector, requir-
ing a track provides a means to reduce the trigger rate due to jets significantly. This is important
as it allows a lower calorimeter ET threshold to be used for the electron trigger than that used
for the photon trigger.

The inner detector of ATLAS consists of three parts, the pixel detector system, the Semi-Con-
ductor Tracker (SCT) and the Transition Radiation Tracker, see Figure 1-1. In one possible trig-
ger implementation, track searches are performed independently in the precision tracker (SCT
and pixel detector) and in the TRT. In this note an algorithm to search for tracks in the precision
tracker is presented. The geometry of the SCT and pixel systems is described in more detail in
Section 3.

Prior to the track search the raw data passes through several processing steps. The complete set
of steps from raw data through to the reconstruction of track candidates are as follows:

• Pre-selection: The input data consists of the information from all Read Out Buffers (ROB)
which have at least one module lying within the geometrical bounds of the RoI. A
number of modules are connected to each ROB (in the current design, 24 SCT modules or
48 pixel modules1). Typically only a fraction of these modules lie within the RoI. The
pre-selection step selects the data from the subset of modules which lie within the RoI.

Figure 1-1 The ATLAS inner detector
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• Clustering: a track can produce hits, signals above the electronic read-out threshold, on
more than one pixel or strip. The clustering stage combines the hits on adjacent
strips/pixels into a single cluster.

• Association of stereo information (SCT only): An SCT module consists of two layers (φ
and stereo) each providing a 1-dimensional measurement. Detectors in the stereo-layer
are rotated with respect to those in the φ-layer in order to provide information in a second
dimension. Clusters from the φ-layer are combined with compatible clusters in the
stereo-layer in order to produce a 2-dimensional point represented in the local coordinate
system of the detector module. For this study, only points formed from the association of
a φ and a stereo cluster are used in the subsequent steps. Un-associated clusters are
rejected.

• Space-point formation: Transformation from the two-dimensional representation in the
local coordinate system of the module to a three-dimensional point in the global coordi-
nate system.

• Post-Selection: Once three-dimensional points have been formed a further level of geo-
metrical selection is possible. This time only selecting space points lying within the RoI.
However this post-selection has not been used for the results presented here.

• Track Candidate Search: Sets of points likely to lie on a track are selected using a histo-
gramming method.

• Fit and track candidate selection: For each set of points selected by the histogramming
stage, fits are made to all combinations of one point per detection plane. Track quality
cuts are applied and the best candidate is chosen on the basis of pT and the residuals of
the points with respect to the fitted track.

The first 5 steps, up to and including post-selection, can be considered as data preparation and
are described in a separate note [1]. The details of the implementation of these steps have yet to
be finalised. All steps might be executed in the FEX processor or it is possible that one or more
steps might be performed before the data is transferred to the FEX processor. The last two stag-
es, which constitute the track reconstruction algorithm, are the subject of this note.

Note that the input to the algorithm described here is a list of three-dimensional space-points.
For the SCT, these points are formed by combining information from the φ and stereo layers.
This is not the method used offline, where φ and stereo layer clusters are treated independently
through-out the pattern recognition process. An advantages of the method used here is that
after the data preparation steps, points from the pixel detector and SCT have the same format.
Barrel and end-cap points also have the same format and differ only in the precision of the R, z
and φ measurements. Hence another benefit is that the transition from barrel to forward
geometry is treated automatically.

A disadvantage of the use of space-points is that ghost points will be formed when there is more
than one stereo-layer cluster in the region of overlap with the φ-layer cluster (each stereo strip
crosses about 60 φ−strips). A ghost point arises from the incorrect association of a cluster in one
layer with a cluster in the other layer that is due to a different track or due to noise. Since the
φ-stereo association is performed on a module-by-module basis, there is also a small loss of effi-
ciency at the edges of the module due to the cases where tracks pass through only one layer of
the module. This efficiency loss could be reduced with a more complex algorithm which search-
es between neighbouring modules for stereo associations.

1. These numbers may be doubled in the final design.
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The algorithm described in this note has been implemented in C as the module t2scFex in the
trigger simulation package ATRIG [2] and also in C++ as part of the stand-alone package
SCTFEX [3]. Within ATRIG, the LVL1 trigger is simulated and RoI created. The LVL2 algo-
rithms are then run on the data inside these RoI. ATRIG also has the capability to write out the
data from with-in the RoIs to an ASCII data file. These ASCII data files provide the input for the
SCTFEXpackage. The ATRIG implementation was used for the efficiency measurements shown
in this note. The probability of reconstructing a fake track has also been measured for artificial
RoI containing only the pile-up of minimum bias events. Care was taken in SCTFEXto imple-
ment the algorithm in a time-efficient way. The measurements of execution time are shown for
the SCTFEXimplementation. The algorithms are almost identical in the two cases. Where there
are differences, these will be high-lighted. Efficiency measurements were made with the SCT-
FEX algorithm as a cross-check that the same results are obtained from the two packages1.

Results are given for a number of algorithm options illustrative of the trade-off between effi-
ciency and execution time and efficiency and fake track probability. An overall assessment of
performance can only be made after the information from different systems has been combined
to form the trigger-objects used in the final trigger decision. This is done in Ref. [6] where effi-
ciencies and trigger rates are presented for the electron trigger-object formed from the combina-
tion of information from the precision tracker (using the algorithm presented here), TRT and
calorimeter.

2 Data-sets

The performance of the FEX algorithm has been determined using samples of single particles
with and without pile-up for efficiency measurements and di-jet events with pile-up for timing
measurements. The latter were produced from 106 generated PYTHIA di-jet events. To save
computation time, a particle level filter was applied to reject events outside the inner detector
acceptance or with low pT, details can be found in Ref. [7]. The surviving sample of jets and the
full samples of single particles were passed through a full GEANTsimulation of the ATLAS De-
tector. The version of the ID design used for the simulation is that described in the section 3 of
Ref. [8]. Details of the simulation of the calorimeter are given in [9]. Following the detector sim-
ulation, a loose set of calorimeter cuts, designed to reject events that would clearly fail the LVL1
e/γ trigger, were applied to the jet sample. The pile-up of minimum bias events corresponding
to running at design luminosity (1034 cm-2s-1) were added to the surviving sample of jet events.

The following data-sets were used for the measurements presented in this note:

• Single particle events were generated at two pT values, 20 GeV (µ, e+, e-) and 30 GeV
(e+, e-), corresponding to the ET threshold values currently envisioned for the LVL1 e/γ
trigger at low and high luminosity respectively. The pT = 30 GeV data-sets were produced
both with and without the addition of pile-up.

• Jet events with the addition of pile-up corresponding to design luminosity. The trigger
rate after the LVL1 trigger will be dominated by background from jet events. It was this
sample, therefore, which was used for the timing measurements.

1. The t2scfex version of the algorithm has also been implemented in the C/C++ algorithm develop-
ment environment, CTrig [4], and in the LVL2 test-bed software framework [5]. Timing and efficiency
measurements have also been made in these frameworks.
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3 Geometry

The data-sets used for these studies were generated for the ID TDR [8]. The geometrical layout
used in this simulation is described below. There have been a few changes to the detailed design
of the inner detector since these data-sets were generated and the major changes will be listed at
the end of this section. More details can be found in the Pixel TDR [10].

The pixel detector provides 3 - 4 measurements along a track, and the silicon micro-strip detec-
tors 4 - 5 measured points (3 in a small transition region from barrel to end-cap geometry). Indi-
vidual detectors are arranged in concentric cylinders in the barrel, and in disks in the end-cap
regions, see Figure 1-1. There are overlaps between adjacent detectors in z (barrel) or R
(end-cap) and in R-φ. It is therefore possible for a single track to give two measured points in a
single plane in small regions of the detector.

The inner “B-layer” of the pixel detector is at a
radius of 4 cm and provides coverage over the
entire pseudo-rapidity range | η | < 2.5. At
least two additional measurements on a track
are provided by barrel layers at radii of 11 cm
and 14.2 cm and by disks, of which there are
four in each end-cap in the ID-TDR design.
The individual sensitive element in the barrel
(end-cap) is a pixel 50 µm in R-φ and 300 µm in
z (R). The positional resolutions are given in
Table 3-1. The efficiency and noise occupancy used for the simulation are given in Table 3-2.

The SCT is composed of four layers of mod-
ules in the barrel and nine discs in each
end-cap. The transition region from barrel to
end-cap geometry occurs in the pseudo-rapid-
ity range 1.16 < | η | < 1.64. An SCT module
consists of two back-to-back detectors, one
with strips parallel to the beam-pipe in the
barrel and radial in the end-caps, the other
with strips rotated by ±40 mRad to give a stereo measurement.

There have been several sets of changes to the material description and to the details of the de-
tector design since the data-sets were generated for the ID TDR. The main changes are as fol-
lows (further details can be found in [10],[11],[12]):

• The sign of the tilt angle has changed for the pixel barrel modules. This has the effect of
reducing the width of the cluster in R-φ and reducing the occupancy. Due to an increase in
the signal to noise ratio the R-φ position resolution is also improved;

• The description of the material in the inner detector has been improved in the simulation
and the routing of the services from the B-layer has been changed;

• There is an additional 5% X0 of material at the outer radius of the end-cap TRT straws.

• The pixel detector thickness has been increased from 150 µm to 250 µm (200 µm for the B-
layer). The material has increased to 1.76% X0 per layer in the barrel and to 1.65% X0 in
the end-caps.

Table 3-1 Resolutions for the pixel and SCT subsys-
tems. The values given for the SCT are for a module.

detector σ(Rφ)
(µm)

σ(R)(µm) σ(z)(µm)

pixel 12 66 77

SCT 16 580 580

Table 3-2 The detector efficiencies and noise occu-
pancies used in the simulation.

Detector Efficiency (%) Noise (%)

Pixel 97 0.001

SCT 97 0.01
3   Geometry 5



• In each end-cap there are now five pixel discs each with a single ring of detectors as op-
posed to the ID TDR arrangement of three discs with two rings and one disc with a single
ring.

• The radii of the barrel pixel layers have been reduced slightly. All layers are now the same
length.

The overall effect on performance of the changes in the geometrical layout are small. The
change of sign of the tilt angle for the Pixel barrel layers will result in smaller clusters which will
reduce the time taken for the pixel clustering step described in [1]. The changes in the amount of
material represent a small fraction of the total material inside the radius of the calorimeter and
hence the impact on performance is minor.

4 Algorithm Description

The algorithm consists of a track candidate search followed by track-fits performed to select the
best candidate and to determine the track parameters. The purpose of the candidate search is to
find sets of points that lie within roads thereby reducing the number of point combinations to
be investigated at the track fitting stage. A histogramming method based on a Hough transform
is used. The roads correspond to bins of the histogram in transform space. The candidate search
is performed within a RoI identified by an external system. The shape and dimensions of the
RoI used in this study are given in Figure 4-1. This corresponds to the dimensions of a LVL1 e/γ
RoI. In a trigger architecture with a sequential processing scheme it would be possible to use a
smaller RoI based on the LVL2 calorimeter information.

Figure 4-1 RoI definition used for the precision tracker FEX. Dimensions are ∆φ × ∆η = 0.2 Rad × 0.2,Rad,
∆z = 11.2 cm.
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4.1 The Hough Transform

The algorithm makes use of the fact that the trajectory of a charged particle is linear in the φ−z
plane and in the φ−R plane approximates to a straight line for particles with high pT produced
close to the origin. The candidate search looks for points which lie on a straight line in the ap-
propriate projection; φ−z for the end-cap region (| ηRoI | > 1.5) and φ−R for the barrel region
(| ηRoI | < 1.5). The trajectory of a particle produced at (R, φ, z) = (R, φ0, z0) can be described in
terms of an intercept, φ0 ( ), and a slope, Ct (Cz), in the φ−R (φ−z) projection respectively:

φ ≈ φ0 + Ct R (φ−R projection) 4-1

φ = + Cz z (φ−z projection)

where

= φ0  - z0 Cz ,

The slope is inversely proportional to the pT of the track (in units of GeV):

Ct ≈ 0.003 Bz q / 2 pT (φ−R projection) 4-2

Cz = 0.003 tan(θ) Bz q / 2 pT (φ−z projection)

where θ is the polar angle of the track, Bz is z component of the magnetic field strength (in units
of T) and q is the particle charge (in units of e).

The principle of the Hough transform is to use each point in turn to define a series of entries in a
histogram constructed in (φ0, C) space. For each point, the value of φ0 is calculated for each val-
ue of C in steps between -Cmax and Cmax and an entry is made in the corresponding histogram
bin. The value of Cmax is determined by entering the minimum pT track to be sought in
Equation 4-2. Track candidates are identified as peaks in the histogram at the bin with the val-
ues of (φ0, C) corresponding to the track parameters.

A two-dimensional histogram is constructed in terms of slope C and intercept at the calorimeter
face, φcal (the calorimeter face is represented by a cylinder of radius 140 cm and half-length
360 cm). A value of = 5 GeV is used as the minimum pT for the track search. Only one
point per detector plane is allowed to contribute to a given histogram bin. This restriction is ap-
plied in order to minimise the impact of points due to low pT tracks from minimum bias events,
noise or ghost points. Thus, after the histogram has been filled, the number of entries in a bin
represents the number of detector planes with at least one point on the trajectory represented by
the parameters (φcal,C) of the centre of the bin.

The histogramming process is illustrated diagrammatically in Figure 4-2. The process consists
of the following steps:

• Construct a histogram with Nφ φ-bins in the range to and NC slope-bins in the
range -Cmax to Cmax.

• For each space point in turn, calculate the intercept, φcal, for each value of slope in steps of
size ∆Cstep between -Cmax and Cmax. Where the step size is ∆Cstep = 2 Cmax / (NC + 1).

• If the intercept is in the range of the histogram, the values (φcal, C) define a histogram bin.
The bin contents are incremented if there have been no previous entries from that detector
plane. The information for each space point contains the address of the module that gave
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rise to it. A check is made to determine whether the detector plane containing this mod-
ule has already contributed an entry to the histogram bin.

• If the number of entries in a bin reaches a pre-defined threshold, the identifier for this bin
is added to the output list.

An example is shown in Figure 4-3 (top) of the contents of a histogram for an RoI in a single
pT = 20 GeV muon event. Each space-point populates many (≤NC) bins forming the diagonal
lines of entries that can be seen in the figure1. Provided an appropriate bin size has been chosen,
there will be a bin (or bins) where all points on a track contribute an entry. In the figure, several
bins with the maximum number of entries (7) can be seen in the region where the diagonal lines
of entries meet, indicated by the arrow. Thus track candidates can be identified as peaks in the
histogram. If the number of entries in a bin reaches a pre-defined threshold (5), all points lying
within the road represented by the bin (i.e. points with φcal in the range of the bin for the given
value of C) are considered as forming a potential track candidate and are passed on to the next
stage. Shown in Figure 4-3 (bottom) is an example of a histogram for a RoI in a single
pT = 20 GeV electron event with pile-up at design luminosity. In addition to the entries due to
the points on the electron track, points on tracks from minimum bias events also give diagonal
lines of entries. However, since the majority of these tracks have a pT below 5 GeV, these lines
do not meet (they would converge at a slope value outside the range of the histogram). Thus the
majority of minimum bias tracks add to the occupying of the histogram, but do not yield peaks.
The peak due to the electron track can clearly be seen in the figure (indicated by the arrow) as
several bins with the highest number of entries (7). The number of bins forming the peak of the
histogram is larger than for the example shown in Figures 4-3 (top) due to the additional contri-
butions from minimum bias.

Figure 4-2 Diagram illustrating the histogramming process in the φ-R projection. The range of the histogram is
from to .The minimum and maximum slopes considered, -Cmax and Cmax, are shown. The step,
∆φstep, resulting from a single step in slope, ∆Cstep, is also indicated.

1. For a negatively charged particle, the slope of the line of entries is negative for the barrel and +z end-cap
and positive for the -z end-cap.
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Figure 4-3 A representation of the contents of the histogram for an RoI in a single pT = 20 GeV single muon
event (top) and for a RoI in a single pT = 20 GeV electron event with pile-up (bottom).
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4.2 Track fitting Step

The input to the track fitting stage is a list of identifiers for histogram bins with at least Nmin en-
tries ordered by decreasing number of entries and, for a given number of entries, by decreasing
pT. Contributions from minimum bias tracks increase the occupancy of the histogram and
hence the number of bins with at least the threshold number of entries. Some of these bins will
contain contributions from several different low pT tracks, forming ‘fake’ track candidates. The
bins with the highest number of entries are preferentially selected as these are more likely to
form a ‘real’ track candidate with points entirely or predominantly due to a single track.

The fitting procedure starts with the bin with the most entries and highest pT and proceeds, as
required, to bins with lower pT. If no good candidate has been found, the fitting procedure con-
tinues with bins with a lower numbers of entries. For each bin, the points are reselected, this
time without the restriction to a single point per plane. Un-weighted least-squared linear fits are
performed independently in the z-R, φ−R and/or φ-z projections to all combinations of one
point per plane. Track quality cuts are applied and the best combination passing these cuts is
kept. For bins with the same number of entries, the best overall candidate is chosen, depending
on the choice of algorithm options, either as that with the highest pT or on the on the basis of the
fit-residuals. A subsequent cut, , is applied to the transverse momentum of the fitted track.
Two values of this cut, 7 GeV and 10 GeV, have been used for the results presented in this note.

The choice of the minimum pT of the histogram, , is an important consideration as it deter-
mines a trade-off between execution speed and track reconstruction quality. The memory re-
quirement and execution time can be minimized by setting = . However this can lead
to a higher trigger rate, compared to a lower , due to an increased probability of selecting a
a fake or poorly reconstructed track. Even if a RoI contains no track with pT > , a bin con-
taining contributions from two or more tracks, or a track plus noise hits, may pass the threshold
on the number of entries. Such a candidate can give rise to a trigger due to a pT miss-measured
to be higher than . If a lower value of is used, there is an increased probability that the
RoI will contain a track with pT > , that it will be correctly reconstructed and subsequently
rejected by the cut on the reconstructed pT. A value of 5 GeV has been used for the results
presented in this note.

5 Implementation

The two implementations, t2scFex and SCTFEX, are described below. The algorithms are al-
most identical in both cases. Where there are differences, these will be high-lighted.

5.1 t2scFex Implementation

The t2scFex implementation of the histogramming algorithm consists of an initialisation step,
performed once per RoI followed by the histogramming step itself. At initialization the follow-
ing two arrays are allocated and initialized by the C function calloc:
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• A histogram array of dimension NC× Nφ words containing the histogram itself;

• A plane-id array of dimension NC × Nφ words used to ensure that only one point per de-
tector plane contributes an entry to any single histogram bin. This array contains, for each
bin, a bit pattern which represents the detector planes which have contributed an entry to
the bin.

Table 5-1 The user definable parameters of the t2scFex algorithm

parameter default Meaning

pTmin 5 Minimum pT track to be sought (GeV)

nSlope 101 Number of slope bins (if even, next highest odd value is taken)

nPhi 100 Number of φ-bins

histThresh 4a Require more than histThresh entries

qualCut 2 2 Use associated stereo pairs only

1 Additionally use un-associated φ−layer clusters

fexLevel 1 Word used to select a set of algorithm options, see Table 5-2

maxShared -1 -1 Return the parameters of only the best track candidate

0 Return parameters of all track candidates that have no shared points

n Return parameters of all track candidates that have ≤n shared points

a. i.e. at least 5 entries are required (Nmin = histThresh + 1 = 5).

Table 5-2 Options for the t2scFex FEX. The meaning of the bit fields of the FEX-level word are shown. The
default value is shown in bold (default FEX-level = 1).

Bit Parameter Value Action

0 fitAllComb 0 Stop fitting point-combinations in a bin when a good candidate is
found.

1 Perform fits to all point-combinations in bin; choose best candidate.

1 maxEntriesOnly 0 Select all bins with >histThresh  entries.

1 Only select bins with the highest number of points.

2 fitAllBins 0 Stop fitting once a bin with a good candidate has been found.

1 Perform fits in all selected bins and choose best candidate.

3 fitAllNclus 0 Only fit bins with lower number of points when no good candidate.

1 If maxonly = 0, perform fits in all bins with >Nmin points

4 overlap 0 Use non-overlapping φ bins.

1 Use overlapping φ bins.

6 useZcut 0 Do not use z information to select points

1 Only use points that lie with-in the RoI in the z-R projection.
5   Implementation 11



The histogramming step consists of a loop over space points, and for each space point, a loop
over slope values. For each slope value, Ci, the intercept, φcal(Ci), is calculated as follows:

φcal(Ci) = φcal(−Cmax) − i ∆φstep (i=0, NC)

where φcal(−Cmax) is the intercept for slope −Cmax and ∆φstep is the change in φcal resulting from
one step in slope:

∆φstep = 2 (  - Ri) * Cmax / (NC − 1) (φ−R projection) 5-1

∆φstep = 2 (  - zi) * Cmax/ (NC − 1) (φ−z projection)

For each step, the histogram array index is calculated, the plane-id array is checked and, if this
is the first entry for the plane, the histogram bin is incremented and the plane-id array updated.
If number of entries in the histogram equals the threshold (Nmin = 5) the array index, intercept
and slope for the bin are added to the output list. Once the histogramming process is complet-
ed, the output list is sorted in order of decreasing number of entries and then, for a given
number of entries, by increasing absolute slope (i.e. decreasing pT).

In order to ensure that there exists a bin containing all the points on a track, the value of ∆φstep
must be less than the histogram φ-bin size, i.e. for the barrel region:

NC > 2 Nφ (  - Ri) * Cmax / (  - ) + 1 5-2

for all planes at radius Ri. The most stringent requirement occurs for the inner pixel layer
(Ri ≈ 5 cm). The requirement is less stringent in the forward region due to the tan(θ) term in
Equation 4-2. Substituting for the width of the RoI (200 mRad) and the value of Cmax
(0.6 mRad cm-1 for a minimum pT of 5 Gev). The inequality becomes:

NC > 0.8 Nφ 5-3

Coarser steps in slope may be used without
loss of track reconstruction efficiency if the
histogram is constructed with overlapping
φ-bins such that each value of slope yields en-
tries in two adjacent histogram bins. However,
the use of non-overlapping φ-bins with an ap-
propriate choice of the slope step size was
found to be more efficient in terms of overall
performance. This will be discussed more ful-
ly below. For the results presented for the
t2scFex implementation a histogram with
dimensions of NC × Nφ = 101 × 100 non-over-
lapping bins has been used.

Various options have been implemented for
the t2scFex algorithm. In addition to setting
the histogram dimensions and value for the histogram, a set of options may be selected by
setting bits in the in a word used to define the FEX-level. The user definable parameters and the
meaning of the bit fields of the FEX-level word are given along with their default values in
Tables 5-1 and 5-2.

R
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R
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cal φmax

RoI φmin
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Table 5-3 Cuts used to define a good candidate.The
quantities (mRad2), (mRad2) and
(cm2) are the mean-squared residuals in the Rφ, zφ
and zR planes respectively. ∆z0 is the cut on the clos-
est approach to the origin in z (this cut. is effectively
switched off for the t2scFex  implementation).
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Following the histogramming step, the algorithm proceeds as follows:

• Select histogram bins: The value of the parameter maxEntriesOnly determines which
histogram bins are selected for the track fitting stage. By default all histogram bins with at
least Nmin entries are selected.

• Loop over selected bins: For each selected bin:

• Select points in bin: The points are reselected this time without the restriction to a
single point per plane. The set of selected points is compared with the set selected
for the previous bin. If the current set is identical to the previous set, it is skipped
and fitting proceeds with the next selected bin.

• Fit to point-combinations in bin: A point-combination consists of one point from
each plane with a hit. For each point-combination:

• Perform un-weighted linear least squared fits in two planes; the z-R plane
and the R−φ plane (barrel) or the z−φ plane (end-caps).

• Apply track quality cuts: A good combination is defined as one for which
the mean-squared residuals satisfy the conditions listed in Table 5-3 (there is
also an extremely loose cut on the intercept with the z-axis). Results are also
shown for an algorithm variation where, after the z-R fit, points lying outside
a road of width ±0.9cm about the fitted direction are rejected. The point fur-
thest outside the road is rejected first and the track re-fitted. The process is re-
peated until there are no points outside the road. The track is accepted if it
has at least Nmin points and it passes the quality cuts listed in Table 5-3.

• Select best track candidate in bin: By default the fitAllComb option is selected
and fits are performed to all point-combinations for the bin and the best candidate
is chosen as that with the minimum value of the mean-squared residual of the R−φ
fit (barrel) or the z−φ fit (end-caps).

• Select best overall track candidate: By default the fitAllBins option is not selected
and fitting stops once a bin with a good candidate has been found, i.e. the candidate pass-
ing the quality cuts with the most points and, for that number of points, the highest pT is
chosen. If, instead, fitAllBins is set, the best candidate is chosen as that with he mini-
mum value of the mean-squared residual of the R−φ fit (barrel) or the z−φ fit (end-caps). In
both cases, however, if no good candidate is found in the bin, fitting continues with the
next selected bin. If no good candidate is found in bins with the highest number of en-
tries, fitting proceeds with the highest pT bin with the next highest number of entries. To
prevent a very large time being spent on a bin with a very large number of combinations,
if the number of fits performed in a bin reaches a maximum of 10000, fitting in that bin
stops. There is also a limit of 30000 imposed on the total number of fits that are performed
per RoI. It is very rare for these limits to be reached. Such events could be accepted by the
trigger with negligible impact on the trigger rate.

Optionally the value of maxShared may be changed from the default so that more than one
track candidate is returned. In this case, when a good candidate is found it is compared with
each of the track candidates in the output list in turn. If the new candidate shares less than max-
Shared points with any other candidate, it is considered to be a distinct track and is added to
the list of output track candidates. However, if two candidates share at least maxShared points,
the mean-squared residual of the R−φ fit (barrel) or the z−φ fit (end-caps) are compared and only
the candidate with the better fit is retained.
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5.2 SCTFEX implementation

In the SCTFEX implementation, to save time the memory for the histogram and associated ar-
rays are allocated and initialised once only, rather than once per event as in the t2scfex imple-
mentation. The following arrays are allocated:

• A histogram array of dimension Nφ × NC words containing the histogram bin contents.

• An RoI identifier array with the same dimension as the histogram array containing, for
each histogram bin, a RoI identifier consisting of the event number and RoI number with-
in that event. At run time, before incrementing a histogram bin, this array is checked. If
the current RoI identifier does not match that stored in the RoI identifier array, the histo-
gram bin contents are initialised to one and the current RoI identifier is stored in the RoI

Figure 5-1 Program Structure Diagram for the histogramming algorithm as implemented in SCTFEX.
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identifier array. In this way, the necessity to initialises the whole histogram array once per
RoI is avoided, at the cost of additional memory usage.

• A detector plane array of dimension Nφ × NC × Νplane where Nplane is the number of
planes in the barrel plus one end-cap (13). This array is used to ensure that only one point
per plane can contribute to a histogram bin. To avoid the need to zero this array once per
RoI, there are Nplane words per histogram bin which each store an RoI identifier. Before a
histogram bin is incremented for a point from a given plane, the appropriate entry in the
detector plane array is checked. If the stored RoI identifier does not match the current RoI
id, the histogram bin contents are incremented and the current RoI id is stored in the de-
tector plane array.

Before the histogramming step, the slope values, Ci, corresponding to the histogram bins are
calculated and stored in a Look Up Table (LUT). For the R-φ projection (i.e. for RoI in the barrel
region), the slope values are the same for all RoI and so this LUT could be constructed at initial-
isation. However for the z-φ projection (RoI in the end-cap) the bins depend on | ηRoI |. Alter-
nate positive and negative slope values are stored, corresponding to the trajectories of positive
and negative charged particles. The values are ordered by increasing |Ci|, i.e. in order of de-
creasing pT of the track candidate. The histogram is filled via a loop over the slope values in this
array, and for each slope value, a loop over all the space-points in the RoI. For each space-point,
the value of the intercept, φcal, is calculated and the corresponding histogram bin identified. The
RoI identifier and detector plane arrays are checked and, if appropriate, the histogram bin is in-
cremented. When a histogram bin is incremented to the threshold value (Nmin = 5), the bin is
added to the end of a linked list of selected bins. The ordering of the values in the slope array
ensures that the output list contains bin identifiers ordered by decreasing pT. If the histogram
bin to be incremented already has Nmin or more entries, the bin identifier is moved up the link
list such that the list is ordered by decreasing number of entries and for a given number of en-
tries, by decreasing pT. The Program Structure Diagram for the implementation of the histo-
gramming algorithm is given in Figure 5-1.

The track fitting algorithm implemented in SCTFEX is almost the same at that implemented in
t2scFex. In the case of SCTFEX, four algorithm options have been implemented. These are
equivalent to the following FEX-levels:

• FEX-level 1 (t2scFex default): All bins with at least Nmin entries are selected. Fitting starts
with the highest pT bin with the highest number of entries. Fits are performed to all com-
binations within a bin, but fitting stops as soon as a bin with a good candidate is found
(i.e. for a given number of entries, the good candidate with the highest pT is chosen). If,
however, no good candidate is found fitting proceeds with the next highest pT bin and, if
necessary, continues to bins with a lower numbers of entries.

• FEX-level 3: (maxEntriesOnly ) As for FEX-level 1, but only the histogram bins with the
highest number of entries are selected. Fitting is abandoned if no good candidate is found
in these bins.

• FEX-level 5: (fitAllBins ) As for FEX-level 1, but fits are performed to all bins with the
same number of entries and the best candidate is chosen on the basis of the mean-squared
fit residuals. Fitting proceeds to lower numbers of entries if no good candidate is found.

• FEX-level 7: (maxEntriesOnly ∩ fitAllBins ) As for FEX-level 5, but only the histo-
gram bins with the highest number of entries are selected.

The SCTFEX implementation has the following features which differ from t2scFex:
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• before any fitting is performed for a bin, the number of combinations of one point per
plane is calculated, and the bin is skipped if the number of combination exceeds 1000 (this
is rare).

• for each point-combination, fits are performed in the three projections R−φ, z−φ and z−R
and quality cuts are applied to the mean squared residuals calculated in each of these fits.
The values of these cuts differ from those used in the t2scfex implementation and are
given in Table 5-3.

• The best candidate is chosen as that which passes the quality cuts and has the minimum
value for the quantity Q = × × , where , , and are the
mean-squared residuals of the fits in the Rφ, zφ and zR planes respectively.

Figure 5-2 Distributions of the mean-squared residuals for the barrel region (left) and the end-cap region
(right). The top plots are for the residuals in the projection used for the histogram (barrel: R−φ, end-cap: z−φ).
The middle plots are for the fits in the z-R projection. The bottom plots show the distributions for the additional
fits performed in SCTFEX in the φ-z plane (barrel) and the R-φ plane (end-cap) Note the different horizontal
scales.
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Including the residuals in the z-R plane in the
calculation of the quality parameter provides
discrimination against point-combinations
which lie on a line in the 2-D projection used
for the histogram, but in fact originate from
several different tracks. This is particularly im-
portant in the end-caps.

The distributions of the mean-squared residu-
als (obtained with the SCTFEX implementa-
tion) are shown in Figure 5-2 for track
candidates from ROI in electron events with
pile-up and jet events with pile-up. There is
only one entry per RoI in these plots which is
for the candidate with the minimum value of
Q. The quality cuts listed in Table 5-3 were chosen so as to give good efficiency for the best can-
didate in electron RoI. The top two plots show the distributions for the mean-squared residuals
of the fit in the R−φ (z−φ) plane for the barrel (end-cap) respectively. The middle two plots show
mean-squared residuals for the R-z fits applied to RoI in the barrel and end-cap regions. In both
implementations, SCTFEXand t2scFex , cuts are applied in the tails of the distributions to re-
ject point-combinations unlikely to be due to a single track. In the bottom two plots of
Figure 5-2 the mean-squared residual distributions are shown for the additional fits performed
in the SCTFEX implementation alone.

The intercept of the track in the z-R projection also provides some discrimination against bad
candidates. The distribution is shown in Figure 5-3. A cut of | z0 | < 25 cm is applied in the
SCTFEX implementation.

6 Algorithm performance

Efficiencies have been measured for RoI in sin-
gle particle events with and without pile-up.
Timing measurements were made for RoI in
jet events with pile-up on a Dell PC with an
400 MHz Intel Pentium II processor, 512 kbyte
cache and 64 Mbytes of internal memory. The
system bus speed was 100 MHz. The operat-
ing system was Windows NT 4.00. More de-
tails of how the timing measurements were
made can be found in [1]).

6.1 Histogramming step:

As a result of the histogramming step, track
candidates are identified as peaks in the histo-
gram. The bins with at least 5 entries are se-

Figure 5-3 The distribution for the absolute value of
the z-impact parameter with respect to the origin | z0 |.
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Figure 6-1 The distribution of the maximum number
of entries per RoI for a histogram dimension of
NC × Nφ = 101 × 100 and non-overlapping φ-bins for
single pT = 30 GeV electron events with pile-up (for
the histogram definition, see Section 5.1). Distribu-
tions are shown for the SCT alone and for the SCT
and pixel detectors combined.
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lected as track candidates (an additional selection of only the bins with the peak number of
entries is imposed if the option maxEntriesOnly is chosen). In the barrel region of the preci-
sion tracker, the maximum possible number of entries in any bin is seven (three pixel layers and
four SCT layers). However, in the forward region, due to the disc geometry, there can be as
many entries as there are detector planes contained within the RoI. Up to 10 entries are possible
at large |η|. A single track from the interaction point cannot cross all 10 detector planes, but
points from two or more tracks at different η may contribute to the same bin if they have similar
trajectories in the two-dimensional projection used for the track search. A further level of point
selection is possible using 3-D information at the track-fitting stage.

The distribution of the maximum number of entries in a histogram bin is shown in Figure 6-1
for RoI in single pT = 30 GeV electron events with pile-up. Distributions are shown for the SCT
alone and for the SCT and pixel detectors combined. The distribution for the SCT plus pixels
peaks at 7 entries.

The efficiencies for the histogramming step
are given in Table 6-1 for RoI in electron events
with pile-up. For the default histogram di-
mension (101 × 100 non-overlapping bins), the
efficiency is 98.4%. The efficiency is defined as
the fraction of RoI for which at least one histo-
gram bin has at least five entries. When the
number of slope steps is reduced from 101 to
25, i.e. so that the inequality of Equation 5-3 is
no longer satisfied, the efficiency for finding at
least one bin above threshold in is reduced by
2%. This is due to entries from the histogram
peak being divided between two or more adja-
cent φ−bins. The loss of efficiency can be par-
tially recovered by the use of overlapping φ−bins, but at the cost of more bins being selected as
track candidates, increasing the work to be done at the track fitting stage, as will be discussed
later. When the inequality of Equation 5-3 is satisfied, as is the case with the default histogram
dimension (101 × 100 bins), there is no gain in efficiency by using overlapping φ-bins.

Table 6-2 The mean number of bins selected per RoI for two options of the SCTFEX algorithm i) when bins with
at least 5 entries are selected and ii) when only the bins with the highest number of entries are selected. Results
are shown for RoI in single pT = 30 GeV electron events with pile-up and for RoI in jet events with pile-up.

 electrons (p T = 30 GeV) + pile-up jets + pile-up

≥ 5 entries Highest no. entries ≥ 5 entries Highest no. entries

non-overlapping
φ-bins

23.8 3.6 26.4 4.7

overlapping
φ-bins

47.6 7.0 52.5 8.5

Table 6-1 The efficiency for the histogramming stage
of the SCTFEX algorithm (Nmin = 5) for RoI in single
pT = 30 GeV electron events with pile-up. Efficiencies
are given for two different histogram dimensions
(NC × Nφ) and for histograms constructed with
non-overlapping or overlapping φ−bins.

Histogram dimensions E (%)

101 × 100, non-overlapping (default) 98.4

25 × 100, non-overlapping 96.5

101 × 199, overlapping 98.5

25 × 199, overlapping 97.8
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The distributions of the number of bins per RoI
with at least 5 entries are shown in Figure 6-2
for RoI in single pT = 30 GeV electron events
with pile-up both for non-overlapping
(101 × 100) and overlapping (101 × 199) φ−bins.
The means of the distributions are given in
Table 6-2. For non-overlapping bins (the de-
fault algorithm option), the mean numbers of
bins selected are 23.8 (26.4) for RoI in electron (jet) events with pile-up respectively. If overlap-
ping bins are used these numbers are doubled. If an additional selection is made of only the
bins with the highest number of entries (corresponding to the maxEntriesOnly option), the
number of bins selected per RoI is significantly reduced. The corresponding distributions are
shown in Figure 6-3. For non-overlapping bins, the average number of bins selected per RoI is
reduced to 3.6 (4.7) in electron (jet) events with pile-up respectively. However this is accompa-
nied by a drop in efficiency, as will be discussed in Section 6.2.

Timing results are given in Table 6-3 for the
SCTFEX implementation of the histogramming
step. For the default histogram dimensions
(101 × 100 non-overlapping bins) the algorithm
has a mean execution time of 8.64 ms on a
400 MHz Pentium II for RoI in jet events with
pile-up. Since the algorithm contains a loop
over slopes, the execution time is proportional
to the number of slope steps. The execution
time also scales linearly with the number of
space points, see Figure 6-4. A parameterisation of the execution time as a function of the
number of space points in the RoI is given in Table 6-4.

Figure 6-2 The number of histogram bins that are
selected per RoI when at least 5 entries are required
for single pT = 30 GeV electron events with pile-up.
Distributions are shown for histograms constructed
with non-overlapping (101 × 100) and overlapping
(101 × 199) φ-bins. The bin-width is the same in both
cases.The SCTFEX implementation was used.

Figure 6-3 The number of histogram bins selected
per RoI when only the bins with the highest number of
entries are selected. Distributions are shown for elec-
tron events with pile-up for histograms constructed
with non-overlapping (101 × 100) and overlapping
(101 × 199) φ-bins. Note the different horizontal scale
cf. Figure 6-2. The SCTFEX implementation was
used.
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Table 6-3 The mean execution time for the SCTFEX
histogramming algorithm for a 400 MHz Pentium II.

Histogram
Dimensions

Mean Time (ms)
Jet+pile-up RoI

101 × 100 8.64

25 × 100 1.90

Table 6-4 The parameters of a fit to the execution
time of the SCTFEX histogramming algorithm as a
function of the number of points in the RoI for jet
events with pile-up. The execution time was measured
on a 400 MHz Pentium II PC.

Bins: N C × Nφ gradient (ms)

101 × 100 40.3

25 × 100 8.58
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The timing results are based on the assump-
tion that the input to the candidate search al-
gorithm consists of points from all modules
lying wholly or partially within the RoI. The
number of space points, and hence the execu-
tion time can be reduced by about 45% for a
3% loss of efficiency by selecting, prior to the
histogramming stage, the subset of points that
lie within the RoI (see [1]).

6.2 Fitting Step

For each of the selected histogram bins, the points are re-selected this time without the restric-
tion to one point per detector plane. The fitting step is used to select a combination of one point
per detector plane passing the track quality requirements listed in Table 5-3. Fitting starts with
the bin with the highest number of entries and, for that number of entries, the highest pT and
proceeds to other bins as necessary and as determined by the algorithm options described in
Table 5-2.

The distributions for the total number of point-combinations per RoI for which fits were per-
formed are shown in Figure 6-5 for four algorithm options. The mean number of fits per RoI are
given in Table 6-5 for RoI both in single pT = 30 GeV electron events with pile-up and jet events
with pile-up. The total execution time of the fitting step is directly proportional to the number of
fits performed. The results for jet events are the most relevant to algorithm execution time, since
the background from jet events dominates the LVL1 trigger rate. The higher occupancy in jets
results in a larger number of bins above threshold and a larger number of combinations per bin.
Also given in Table 6-5 are the efficiencies for reconstructing a track in single pT = 30 GeV elec-
tron events with pile-up. Efficiency is defined as the fraction of RoI for which a track is recon-
structed with at least five points, satisfying the track quality requirements listed in Table 5-3 for
the SCTFEX implementation, and with a reconstructed pT > 7 GeV. Optimization of the algo-
rithm consists of maximizing the efficiency whilst maintaining a reasonably low mean number
of fits and hence an acceptable execution time.

Figure 6-4 The execution time of the SCTFEX histo-
gramming algorithm on a 400 MHz Pentium II for RoI
in jet events with pile-up. Results are shown for two
histogram sizes; 101×100 (upper distribution) and
25×100 (lower distribution). For each point, the box
size is proportional to the number of entries. Fitted
lines are shown for each distributions. The fit parame-
ters are given in Table 6-4.
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For the default algorithm options, fitting stops
as soon as a bin is found with a combination of
points which satisfy the requirements listed in
Table 5-3. Fitting only proceeds to other bins
with lower pT and lower numbers of entries if
no satisfactory candidate is found. In this case
the mean number of fits performed per RoI in
jet events with pile-up is 57. The correspond-
ing efficiency for a track to be found in RoI in
electron events with pile-up is 97.3%. If the
maxEntriesOnly option is chosen, only bins
with the maximum number of entries are se-
lected. In this case the number of fits is re-
duced by a factor 2.4 with a corresponding
drop in efficiency of 3.4% for the case of
non-overlapping bins.

If the fitAllBins option is chosen, rather
than stopping when a satisfactory candidate is
found, fits are performed in all bins with the
same number of entries and the candidate giv-
ing the best fit is retained. In this case the
mean number of fits for jet events with pile-up is doubled with respect to the default option and
there is no improvement in efficiency. However there is an improvement in track quality. The
fraction of RoI where all points on the selected track are due to the high pT electron is increased
from 55% when the first good candidate is selected (default option) to 85% when the fitAll-
Bins option is chosen. In addition the fraction of tracks which have has less than 50% of points
from the high-pT electron is reduced from 73% (default option) to 47% (fitAllBins  option).

Table 6-5 The mean number of point-combinations per RoI for which fits are performed for the four FEX Levels
tested (SCTFEX implementation). Results are shown for single pT = 30 GeV electron events with pile-up and for
jet events with pile-up. Also shown are the corresponding efficiencies for finding a track with reconstructed
pT > 7 GeV passing the quality cuts given in Table 5-3 for electron events with pile-up.

non-overlapping φ bins (101 × 100)a

a. Default histogram dimensions.

overlapping φ bins (101 × 199)

FEX
level FEX options set

e + pile-up
(pT = 30 GeV)

jet +
pile-up

e + pile-up
(pT = 30 GeV)

jet +
pile-up

No. Fits E (%) No. Fits No. Fits E (%) No. Fits

1 default b

b. For the default FEX options, see Table 5-2.

12 97.3 57 15 97.5 71

3 maxEntriesOnly 9 93.9 24 9 94.1 27

5 fitAllBins 34 97.2 113 61 97.3 164

7 MaxEntriesOnly
∩fitAllBins

32 93.8 92 57 93.9 139

Figure 6-5 The total number of point-combinations fit-
ted for RoI in electron events with pile-up (SCTFEX
implementation). Results are show for four different
sets of FEX options.
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The results of timing measurements are
shown in Table 6-6 for two algorithm options,
default and maxEntriesOnly , and for two
histogram sizes with 101 or 25 slope steps.
Measurements are shown for the fitting stage
and for the total algorithm time, including the
histogramming times given in Table 6-3. The
corresponding efficiencies are also shown for
RoI in electron events with pile-up. When only
the histogram bins with the highest number of
entries are considered at the fitting stage
(maxEntriesOnly option), the fit takes an
average of 0.6 ms on a 400 MHz Pentium II for
the default histogram size (101 × 100
non-overlapping bins). The total time, includ-
ing the histogramming time has a mean of
10.6 ms. The distribution of the total execution
time is shown in Figure 6-6 for the maxEn-
triesOnly option. The total execution time is less than 20 ms for 98% of RoI in jet events with
pile-up.

Since the time required for the fits is only ~10% of the overall execution time, the maxEn-
triesOnly option does not offer a significant saving in time. With the default algorithm op-
tion, all bins with at least 5 entries are considered at the fitting stage. In this case the mean total
execution time is increased by 1 ms to 11.6 ms with a corresponding 3.4% increase in efficiency.

As the execution time for the histogramming step dominates, the time decreases by a factor of
four when the number of slope steps is reduced to 25. However there is a 4% loss of efficiency.
This is due to a loss of 2% of candidates at the histogramming stage and an additional 2% loss in
the fitting step. The latter is a due to RoI where no track is found meeting the quality require-
ments. This is due to the fact that the points from the track may be split between adjacent φ−bins
due to the large slope step size. In addition the larger slope-bin size leads to an increased proba-
bility that a point from another track is included in the fit.

Table 6-6 Calculation times for RoI in jet events with pile-up and Efficiency for RoI in single pT = 30 GeV elec-
tron events + pile-up measured on a 400 MHz Pentium II.

FEX level FEX Options
Fit time

(ms)
Total time

(ms)
Overall

Efficiency (%)

101 × 100
(default)

1 default 1.2 11.6 97.3

3 maxEntriesOnly 0.6 10.6 93.9

25 × 100 1 default 0.4 2.6 93.2

3 maxEntriesOnly 0.2 2.3 90.5

Figure 6-6 The distribution (points) of the total execu-
tion time of the SCTFEX algorithm (maxEn-
triesOnly option) for the default histogram
dimension (101 × 100 non-overlapping bins) meas-
ured on a 400 MHz Pentium II. The fraction (r.h. scale)
of RoI with execution times below a given value is also
shown (curve).
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6.3 Overall Performance

The efficiency of the precision tracker FEX is shown as a function of | η | in Figure 6-7 (t2scFex
implementation) for single particles without the addition of pile-up. The efficiency is defined as
the fraction of RoI for which a track is reconstructed with at least five points, passing the track
quality cuts listed in Table 5-3 for the t2scFex implementation, and with a reconstructed pT
greater than 10 GeV. The efficiency for muons is close to 100% except for the region | η | ≈ 0
where there is a 4% loss of efficiency (this is a feature of the algorithm implementation). The
overall efficiency for pT = 20 GeV muons is 99%. The efficiency for electrons is 3-4% lower than
that for muons; 96% for pT = 30 GeV electrons and 95% for pT = 20 GeV electrons. The lower ef-
ficiency for electrons is due to bremsstrahlung energy loss in the material of the beam pipe and
in the precision tracker itself. The effect of this loss is more significant for pT = 20 GeV electrons
than for pT = 30 GeV electrons as the initial pT is nearer the threshold.

There is a negligible change in efficiency with the addition of pile-up, see Figure 6-8. However,
there is a decrease in track quality due to the inclusion in some track candidates of one or more
points from another particle track. The occupancy of the SCT is 0.3% - 0.6% for events at design
luminosity (corresponding to between three and five points per module) which leads to the pos-
sibility of points being incorrectly assigned to tracks.

Histograms of the number of space-points on a track are shown in Figure 6-9 for single electrons
of pT = 30 GeV with pile-up (top plot, solid line) and for fake RoI containing only points from
the pile-up of minimum bias tracks (lower plot, open histogram). For the electron events the
distribution of the number of points on a track ranges from 5 (the threshold number) to 10 with
a peak at 7. For the minimum bias events, however, the pT of the particles is in general lower
than the  of the histogram and so the distribution of is peaked at 5 points.

Figure 6-7 Efficiency of the precision tracker FEX
(t2scFex implementation) as a function of | η | for sin-
gle particles without the addition of pile-up when a
reconstructed track with pT > 10 GeV is required.

Figure 6-8 Efficiency as a function of | η | for single
particles of pT = 30 GeV with and without pile-up at
design luminosity (t2scFex implementation). Also
shown is the efficiency for reconstructing a track with
< 2 ‘wrong’ points (points from the track of another
particle).
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Superimposed on the plots in Figure 6-9 are
the distributions of the number of the points
on the track that are due to a single particle,
shown as the dashed line for the electron
events (top plot) and the hatched histogram
for the fake RoI in minimum bias events (low-
er plot). For the electron events, there are rela-
tively few tracks with less than 5 points from
the same particle; 6% have one and 3.4% have
two or more incorrectly assigned points. The
efficiency for tracks with no more than one
wrong point is show superimposed on
Figure 6-8. It can be seen that the effect of the
confusion from other tracks is greatest in the
end-caps.

As shown by the hatched histogram in the
lower plot of Figure 6-9, tracks in minimum
bias events frequently have contributions from
more than one particle. In most cases, for the
minimum bias events, no more than one or
two points are contributed by any one particle.

In addition to maximising the efficiency for
isolated high pT tracks, it is important to be
able to discriminate against “fake” track candidates caused by noise points and points from one
or more low-pT minimum bias particles. This is important for reducing the rate of triggers from

Figure 6-10 The probability of reconstructing a “fake”
track in a region ∆φ × ∆η = 0.2 × 0.2 of an event con-
taining only piled-up minimum bias events shown for a
threshold of ≥ 5 space-points, with and without the
restriction to a ±0.9 cm road in the z-R plane. The
“fake” probability is also shown for a threshold of ≥ 6
space-points.

Figure 6-11 The efficiency for reconstructing a track
in events with a single pT = 30 GeV electron plus
pile-up at design luminosity for the same sets of cuts
as applied in Figure 6-10.

Figure 6-9 The number of space-points on a track
(top: solid line, bottom: open histogram) and the
number of space-points on the track due to a single
particle (top: dashed line, bottom: hatched histogram)
for single electrons of pT = 30 GeV with pile-up (top)
and for fake RoIs containing only hits from mini-
mum-bias pile-up (bottom).
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jet events. A measure of the discrimination power of the precision tracker FEX against fake
tracks is the rate at which tracks are found in fake RoI created randomly in events containing
only the pile-up of minimum bias events. The fraction of these RoIs for which a reconstructed
track candidate is found is shown in Figure 6-10 for three different sets of cuts. The lowest aver-
age fake probability, 0.8%, is obtained when at least five points are required on a track and the
points are required to lie within a ±0.9 cm road in the z-R projection. The probability of finding
a fake track increases with | η | up to a maximum of 1.5% at | η | ≈ 1.8. This is due to the larg-
er number of detector planes that can contribute to a track, 10 in the end-caps compared to 7 in
the barrel, which increases the probability that a fake track can arise due to contributions from
two or more particles with similar trajectories. This effect is greatly accentuated when the re-
striction to a road in the z-R projection is removed, see Figure 6-10. The imposition of the z-R
road causes only a small (1%) decrease in efficiency, as shown in Figure 6-11. The fake probabil-
ity can also be reduced by increasing the number of points required on a track to Nmin = 6, but
this leads to a 4% loss of efficiency.

A disadvantages of the imposition of a z-R road is that it introduces an iterative step in the fit-
ting process and hence an increase in execution time. However this increase is relatively small
compared with the time for the histogramming step, for the histogram dimensions used in this
note. Another disadvantage is that there is loss of track quality due to the erroneous removal of
correctly assigned points from some tracks. The size of this effect will depend on detector align-
ment. This is an area of future study. Another very powerful method to reject fake candidates is
to require a match between the track parameters as measured by the precision tracker and the
cluster parameters as measured by the electromagnetic calorimeter. This is the method used for
the electron trigger performance measurements reported in [6][8][13].

7 Conclusions

A track finding algorithm for the SCT and pixel detectors has been presented. It is based on an
initial search for track candidates using a histogramming method followed by a fitting stage to
determine the track parameters and to choose the best candidate in the RoI. Various algorithm
options have been investigated. Execution times have been measured on a 400 MHz Pentium II
PC using jet events with pile-up corresponding to high luminosity running. The histogram di-
mension is the most significant factor influencing execution time. For the SCTFEX implementa-
tion of the algorithm with the default set of algorithm options, an average execution time of
11.6 ms has been measured with 98% of RoI having an execution time less than 20 ms. The cor-
responding efficiency for finding a track with reconstructed pT > 7 GeV is 97% for single
pT = 30 GeV electron events with pile-up. The execution time can be reduced by using fewer
slope steps at the histogramming stage, but with some loss of efficiency. A factor of four reduc-
tion in slope steps gives a factor of four reduction in execution time, with a 4% loss of efficiency.

The quality of the reconstructed tracks has been studied by measuring the number of incorrect-
ly assigned points, due to noise or points from a different particle, on tracks in single pT = 30
GeV electron events with pile-up. Of the reconstructed tracks, 6% have one and 3.4% two or
more incorrectly assigned points.

Methods of reducing the probability of reconstructing a fake track (composed of points from
several different particles) have been investigated. Measurements were made of the probability
of reconstructing a track in fake RoI created randomly in events containing only the pile-up of
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minimum bias events at high luminosity. A powerful rejection of fake tracks can be achieved by
requiring that points lie within a ±0.9 cm road in the z-R projection. In this case tracks are recon-
structed with pT > 10 GeV in 0.8% of fake RoI. Another very powerful method to reject fake can-
didates is to require a match between the track parameters as measured by the precision tracker
and the cluster parameters as measured by the electromagnetic calorimeter. This method is used
with the algorithm presented in this note for the electron trigger described in [6].
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