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ABSTRACT

To constrain cosmological models beyond ACDM, the development of the Euclid analysis pipeline requires simulations that capture
the non-linear phenomenology of such models. We present an overview of numerical methods and N-body simulation codes developed
to study the non-linear regime of structure formation in alternative dark energy and modified gravity theories. We review a variety
of numerical techniques and approximations employed in cosmological N-body simulations to model the complex phenomenology of
scenarios beyond ACDM. This includes discussions on solving non-linear field equations, accounting for fifth forces, and implement-
ing screening mechanisms. Furthermore, we conduct a code comparison exercise to assess the reliability and convergence of different
simulation codes across a range of models. Our analysis demonstrates a high degree of agreement among the outputs of different
simulation codes, typically within 2% for the predicted modification of the matter power spectrum and within 4% for the predicted
modification of the halo mass function, although some approximations degrade accuracy a bit further. This provides confidence in cur-
rent numerical methods of modelling cosmic structure formation beyond ACDM. We highlight recent advances made in simulating the
non-linear scales of structure formation, which are essential for leveraging the full scientific potential of the forthcoming observational

data from the Euclid mission.

Key words. methods: numerical — dark matter — dark energy — large-scale structure of Universe

1. Introduction

Significant progress in cosmological observations is expected
in the upcoming years, in particular from the Euclid survey
(Laureijs et al. 2011; Euclid Collaboration: Mellier et al. 2025;
Euclid Collaboration: Scaramella et al. 2022; Nesseris et al.
2022; Martinelli et al. 2021; Euclid Collaboration: Castro et al.
2023), Vera Rubin Observatory’s Legacy Survey of Space and
Time (LSST, Ivezi¢ et al. 2019), the Roman Space Telescope
(Spergel et al. 2015), and the Dark Energy Spectroscopic Instru-
ment (DESI, DESI Collaboration: Aghamousa et al. 2016).
These surveys will offer precision observations to high redshifts,
allowing us to study the evolution of the Universe with unprece-
dented accuracy and potentially uncover the nature of dark
matter and dark energy (DE). Gaining a deeper understanding
of the nature of DE and addressing the long-standing question
of whether the cosmological constant (A) is responsible for the
late-time accelerated expansion of the Universe is indeed one of
the primary goals of the Euclid survey (Amendola et al. 2018).

The Euclid space telescope was launched on July 1 2023
and is going to observe billions of galaxies out to redshift z =
2, covering more than a third of the sky in optical and near-
infrared wavelengths. Euclid will deliver precise measurements
of the shapes and redshifts of galaxies (Euclid Collaboration:
Bretonniere et al. 2022, 2023; Euclid Collaboration: Merlin
et al. 2023; Euclid Collaboration: Desprez et al. 2020; Euclid
Collaboration: Ilbert et al. 2021), from which we shall measure
weak gravitational lensing (Euclid Collaboration: Ajani et al.
2023) and galaxy clustering (Euclid Collaboration: Adam et al.
2019). These primary probes can be used to rigorously investi-
gate different cosmological scenarios, in particular those related
to DE that go beyond the Lambda cold dark matter (ACDM)
concordance model.

Although the ACDM model is generally very successful
in matching observations, the true identities of CDM and the
cosmological constant A remain unknown. Additionally, some
tensions have persisted in recent years, most notably the Hubble
tension (see Di Valentino et al. 2021a, for a summary and ref-
erences) whereby local measurements of the Hubble parameter
today, Hy, appear to disagree with those inferred from high-
redshift observations by around 5 o-. Further examples are the S
tension (see Di Valentino et al. 2021b, for a summary and refer-
ences) and some anomalies found in measurements of the cosmic
microwave background (Abdalla et al. 2022). The presence of
these tensions may hint at a breakdown of the ACDM model
and further motivates the exploration of alternative scenarios.
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Over the past few years, cosmologists have explored different
possibilities to account for the late-time accelerating expansion
of the Universe (Tsujikawa 2010; Clifton et al. 2012; Joyce et al.
2016) either by introducing a new field, referred to as the DE
field, or by proposing a modified theory of gravity (MG). A wide
range of MG or DE models is equivalent to adding a new light
scalar degree of freedom to the theory of general relativity (GR).

In these theories, the scalar degree of freedom exhibits time
evolution, sometimes accompanied by spatial fluctuations within
the cosmic horizon. Even in the absence of such fluctuations, the
background evolution may be different from ACDM, leading to
modifications in structure formation. Significant spatial fluctua-
tions in these models may arise due to various factors, including
a low characteristic speed of sound in the theory (Gleyzes et al.
2014; Hassani et al. 2019), or as a result of the non-minimal cou-
pling of the scalar field to matter or gravity (see Amendola 2004,
for an example). The MG and DE theories featuring a coupling
of the scalar field to matter can further affect perturbations at
sub-horizon scales by mediating a fifth force. If the coupling is
universal and includes baryons, a screening mechanism is essen-
tial to evade the precise constraints of local experiments (Will
2014). Screening mechanisms are typically achieved through
non-linear phenomena in such theories. If, on the other hand,
the coupling to matter is non-universal and confined entirely to
the dark sector, local experiments have no constraining power,
and cosmological observations provide the main constraints.

Given the diversity of possible DE or MG scenarios, a large
information gain is expected from non-linear scales in the cos-
mological large-scale structure. These scales must be studied
using N-body simulations that capture the essential aspects of
the DE or MG models under consideration. This usually means
that at least one additional equation needs to be solved for the
extra degree of freedom. In many cases, this leads to a diffi-
cult non-linear problem that could require special techniques or
approximations that need to be developed. This makes N-body
simulations for models of DE or MG a challenging task.

In this paper, we first review the main features of the differ-
ent classes of DE and MG models that have been proposed over
the past years (see also Amendola et al. 2018, and Frusciante
et al., in prep. for a more comprehensive and detailed overview).
For each of them, we then discuss the numerical methods imple-
mented within a selection of existing N-body codes (summarised
in Table 1). Focussing on MG models with a universal coupling,
we then compare the results of different N-body implementa-
tions for two well-studied theories; namely, the Hu—Sawicki f(R)
gravity (Hu & Sawicki 2007) and the ‘normal branch’ of the



Euclid Collaboration: A&A, 695, A230 (2025)

Table 1. Summary table of the N-body codes implementing various extensions to the standard ACDM cosmology that have been used to produce
simulations employed in Euclid pre-launch analysis, validation, and forecasting.

Treatment of mas-
sive neutrinos

Solver type -
scalar field

Approximations

Code (reference) Models Solver type -
gravity

C-Gadget (Baldi interacting DE, TreePM (FFT)

et al. 2010) dark scattering

ECOSMOG (Li et al. f(R), nDGP, cubic AMR + multigrid

2012, 2013b) galileon

ISIS (Llinares et al.  f(R), nDGP, AMR + multigrid

2014) symmetron

MG-Gadget f(R) TreePM (FFT)

(Puchwein et al.

2013)

MG-Arepo (Arnold f(R), nDGP TreePM

et al. 2019;  + hydro

Herndndez-Aguayo

et al. 2021)

PANDA (Casalino & f(R), nDGP TreePM (FFT)

Baldi, in prep.)

PySCo (Breton  f(R) PM + multigrid

2025)

MG-COLA (Winther f(R), nDGP;cubic 2LPT + PM

et al. 2017; Wright galileon, sym- (FFT)

et al. 2017) metron

Linear Poisson Quasi-static
approximation
Quasi-static -
approximation
Quasi-static -
approximation
Quasi-static
approximation

N-body particles
NGS + multigrid
NGS + multigrid

NGS + multigrid N-body particles

NGS + multigrid ~ Quasi-static

approximation

N-body particles

Linear Poisson +
screening

Quasi-static
approximation,
type 2 parame-
terised modified
gravity
Quasi-static -
approximation
Quasi-static
approximation,
type 1 or type 2
parameterised
modified gravity

N-body particles

Cubic multigrid

Linear Poisson + mesh

screening

Dvali—-Gabadadze—Porrati braneworld model (nDGP, Dvali et al.
2000; Schmidt 2009a). We choose simulation parameters follow-
ing the code comparison paper by Winther et al. (2015) [W15
hereafter], allowing us to validate a number of new codes against
existing results.
This article is part of a series that collectively explores
simulations and non-linearities beyond the ACDM model:
1. Numerical methods and validation (this work).
2. Results  from  non-standard  simulations
Collaboration: Racz et al. 2025).
3. Constraints on f(R) models from the photometric primary
probes (Euclid Collaboration: Koyama et al. 2024).

4. Cosmological constraints on non-standard cosmologies
from simulated Euclid probes (D’Amico et al., in prep.).
The purpose of this first article in the series is to serve as a
reference for models beyond ACDM and their existing imple-
mentations in various codes. This paper is structured as follows.
In Sect.2, we give a broad overview of different numerical
approaches to treating the additional physics of models beyond
ACDM. In Sect. 3, we discuss a number of different codes that
implement those approaches and carry out a validation exercise,
comparing several recently developed codes with the existing
state-of-the-art ones. We conclude in Sect. 4. In an appendix, we

discuss some performance considerations.

(Euclid

2. Methods
2.1. Non-standard background evolution

A wide range of models beyond the simplest cosmological
constant scenario are based on an additional scalar degree

of freedom — for example, a classical scalar field, ¢ — that
evolves dynamically in the expanding Universe and whose back-
ground energy density, ps, provides the source for the observed
DE abundance. To induce cosmic acceleration and to match
existing constraints on the background expansion history, the
equation-of-state parameter, w, of such an additional field must
be sufficiently negative at recent epochs but is poorly constrained
at earlier times. This allows for models where w also evolves
dynamically as long as it converges to values close to w = —1
in the late Universe. For these models, the DE component mod-
ifies the background expansion history of the Universe, which is
encoded by the general expression of the Hubble function,

Hz(a) — . _ a4 1+w@) ./
?zﬂma3+ﬂra4+9ka2+QDEe3l 7 da (D
0

where Qx denotes the density parameter of constituent X =
m, 1, k, DE for matter, radiation, curvature and DE, respectively,
and the equation-of-state parameter, w, of DE can be obtained
by solving the background field equations — including the evo-
lution of the additional scalar degree of freedom ¢ — or can
be parameterised. A common parameterisation suggested by
Chevallier, Polarski & Linder (CPL, Chevallier & Polarski 2001;
Linder 2003) is based on the desired evolution of w at low
redshifts,

w(a) = wo + wy(1 — a). 2)
Alternatively, one can set the desired relative abundance of DE
at late (Qpg = 1 — Q) and early (Qgpg) epochs as in the early
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dark energy (EDE, Wetterich 2004) parameterisation,

Wo 311)0

= —) b — . 3
1 +b1n(1/a) In =0mr | 1 -2 3)
Qgpg Q,

w(a)

The modified expansion history expressed by Eq. (1) will indi-
rectly affect the evolution of matter density fluctuations and
modify the formation process of collapsed structures by chang-
ing the Hubble friction term in the equation for linear matter
perturbations, which in Newtonian gauge and in Fourier space
for sub-horizon scales reads:

Sm + 2I-I(ASm = 47G (pmOm + PDEODE); 4

where 0y, and J0pg are the density contrasts of matter and DE
perturbations, respectively, G is Newton’s constant, and a dot
represents a derivative with respect to cosmic time.

Besides the richer background dynamics that is endowed by
an evolving field, whenever DE is promoted from a cosmolog-
ical constant to a dynamical degree of freedom, the model also
acquires an additional layer of complexity: the presence and evo-
lution of DE fluctuations around the mean-field configuration.
This corresponds to the situation where dpg in Eq. (4) is non-
negligible, whereas in ACDM it would vanish identically at all
scales. Like any other density perturbations, inhomogeneities in
the DE would then contribute to the peculiar gravitational poten-
tial that governs the evolution of matter perturbations and thus
the formation of cosmic structures, as is shown by Eq. (4).

However, in many of the simplest scalar-field scenarios, such
perturbations are negligible at sub-horizon scales because the
speed of sound, cs, of the scalar field is naturally close to the
speed of light. Ignoring them for the purpose of numerical sim-
ulations, the only modification of N-body algorithms required
to simulate these DE models is given by an appropriate calcula-
tion of the cosmic expansion rate. The most common approach
amounts to tabulating the specific expansion rate of the uni-
verse for the model to be simulated according to Eq. (1) and
replacing the standard analytical calculation of the Hubble func-
tion within the N-body algorithm with an interpolated value
from the tabulated solution that is provided to the code as an
input. This approach is implemented by most of the simula-
tion codes employed within the Euclid Collaboration to perform
cosmological simulations in homogeneous DE models beyond
ACDM.

2.2. Linearised dark energy perturbations

Although a wide range of DE models are characterised by neg-
ligible DE fluctuations, as was discussed above, some specific
scenarios may not fulfil this condition at all scales and/or at all
times (Kodama & Sasaki 1984; Amendola 2004). This can occur
either because they feature a lower value of the DE speed of
sound — the speed at which perturbations in the DE field prop-
agate — allowing DE perturbations to grow on scales above the
associated Jeans length that then falls inside the cosmological
horizon, or because additional interactions — besides gravity —
can induce the growth of such perturbations. The former case
corresponds to the class of clustering DE models, while the latter
is known as coupled DE.

2.2.1. Clustering dark energy

The clustering DE models are characterised by two time-
dependent variables: the speed of sound, cs, and the equation of
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state parameter, w. In these theories, the DE component clusters
on scales larger than the associated sound horizon or Jeans scale,
As = H/cs, and DE perturbations decay quickly below the sound-
horizon scale. For a sufficiently small speed of sound, we may
even expect non-linear DE structures to form. At a fundamen-
tal level, clustering DE models are analogous to the k-essence
type of theories, so that the action reads (Armendariz-Picon et al.
2001)

*R
S = f A V=g | e + P(X. $) + L] )
167G
where P is a general function of the kinetic term X = —%V,@V“(l)

and the scalar field ¢, and L, is the matter Lagrangian. For a
given P(X, ¢), the speed of sound and the equation of state are
given by (Armendariz-Picon et al. 2000)

P ) P

=, R — 6
YTPoxPy C T 2XPay + Py ©

where the subscript ‘, X’ denotes the partial derivative with
respect to X. We therefore need to specify the function P(X, ¢)
to derive the equations of motion for the k-essence scalar field.
However, since there are many possible choices, we can instead
employ the effective field theory of DE (EFT) approach to model
the dynamics of k-essence DE. The EFT framework, although
not a fundamental theory, offers several advantages (Gleyzes
et al. 2014; Cheung et al. 2008), such as being a description
of a wide range of theories within some scales. The EFT is a
perturbative approach based on the assumption that the scalar
field perturbations remain small over the scales of interest. It
is worth noting that the regime of non-linear matter clustering
is accessible to the EFT framework as long as the scalar field
perturbations remain small (Hassani et al. 2019). While the EFT
framework is useful for describing DE theories in a minimal way
at relevant cosmological scales, it is inherently limited to small
scalar field perturbations (low-energy limits) of an underlying
theory, assuming that higher-energy interactions are suppressed.
Additionally, the EFT framework is often constructed without a
clear connection to a fundamental theory, making it challeng-
ing to translate constraints on EFT parameters into meaningful
constraints on a fundamental theory.

The k-essence theories or clustering DE models are imple-
mented in several N-body and Einstein—Boltzmann codes. In
CLASS (Lesgourgues 2011) and CAMB (Lewis et al. 2000), these
theories are implemented using the fluid picture. In hi_class
(Zumalacérregui et al. 2017), the EFT equations are imple-
mented and can be controlled using the EFT parameter ax =
3(1 + w)c;? within the code. On the other hand, in k-evolution
(Hassani et al. 2019, 2020), which is an N-body code based
on gevolution (Adamek et al. 2016a), non-linear equations
for clustering DE are implemented as an independent compo-
nent, and the k-essence field for small ¢; can form non-linear
structures. In some N-body codes, for example in gevolution
(Adamek et al. 2016b), clustering DE is implemented through
a linear solution from an Einstein—Boltzmann solver. This is
a good assumption for large speeds of sound, but for small
ones, this method does not allow for the response of DE to the
non-linear matter structures.

2.2.2. Coupled quintessence

Moving to the case of coupled DE models, the interaction can be
formulated at a fundamental level by introducing a direct cou-
pling between the scalar field and the spatial curvature R in the
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so-called Jordan frame (see e.g. Pettorino & Baccigalupi 2008),
so that the action reads

SR 1
s = f d%ﬁ[% ~ SLOT V0~ V@) + L,

)

where f(¢,R) is a function that couples the scalar field to
the curvature, Z(¢) is a function that allows for non-standard
kinetic terms, V(¢) is the scalar field self-interaction potential,
and the matter Lagrangian contains at least one cold species
characterised by some rest mass, .

Alternatively, the interaction can be formulated by includ-
ing source terms in the covariant conservation equations of the
interacting species in the so-called Einstein frame',

_Bo(9)

(© — ()

VﬂTw ™ ——TV, ¢, (8)
_Bw)(#)

(b) _ (b)

VTR = o T V.9, )
1

VAT = . [Be@T® + By @T®| V.0, (10)

where T( ) is the stress-energy tensor of a given species Y, T is
its trace, ﬁ(y)(¢) is the coupling function of species Y, the labels
¢, b, ¢ refer to the dark matter, baryon, and scalar field species,
respectively, and Mp; = (fic)'/*>(87G)"/? is the reduced Planck
mass.

While in the former case the interaction will necessarily
be universal (i.e. involving all matter species with the same
strength, as the field ¢ couples directly with the scalar curva-
ture R), which goes under the name of extended quintessence,
the latter approach allows for non-universal couplings that may
selectively involve individual species, for example by separately
choosing the coupling functions for baryons and dark matter.

In the case of a universal coupling (that is, if S,y = B()), the
two approaches can be related to one another through a Weyl
transformation of the metric (see again Pettorino & Baccigalupi
2008), and are therefore equivalent. On the other hand, the pos-
sibility to leave the baryonic component of the Universe only
minimally coupled evades Solar System constraints (see e.g. Will
2014) on the deviations from standard gravity thereby avoiding
the need for screening mechanisms. This is the case of Coupled
Quintessence models (Wetterich 1995; Amendola 2000), where
the direct coupling between the scalar field and massive (non-
baryonic) particles can support stable perturbations of the DE
field at sub-horizon scales (see e.g. Amendola 2004). In general,
such perturbations may even become non-linear in the presence
of a sufficiently strong coupling (as in the case of Growing Neu-
trino Quintessence models, see e.g. Amendola et al. 2008; Mota
et al. 2008; Baldi 2012b; Ayaita et al. 2016). Nonetheless, a large
class of widely studied coupled DE models is known to feature
scalar perturbations of the order of the standard Newtonian grav-
itational potential (64 ~ @, see again Amendola 2004, for an
extended derivation), thereby remaining in the linear regime at
all times and scales of cosmological interest. This allows us to
linearise the corresponding field equations and derive modified
equations of motions for massive particles, including the contri-
bution of the additional force arising from the direct coupling
with the scalar field (see e.g. Baldi 2011).

! The mathematical equivalence of Jordan and Einstein frame are
discussed, e.g. in Postma & Volponi (2014); Deruelle & Sasaki (2011).

In fact, a general feature of coupled DE models is the exis-
tence of a ‘fifth force’ mediated by the scalar field. The new force
can be expressed as an additional acceleration experienced by a
massive coupled particle, which in comoving coordinates will be
given by

aysm = =By (P)Vop, (11

where Y identifies a coupled matter species, and d¢ is the scalar
field fluctuation. This extra acceleration term is added to the
standard Newtonian acceleration acting on all massive particles,
ay = —Hv — Vdy, (12)
where v is the peculiar particle velocity in comoving coordinates,
and @y is the peculiar Newtonian potential obeying the standard
Poisson equation

V2D = 41Gd> Z ovdy, (13)
Y

where the sum runs over all clustering species in the Universe.

Therefore, solving for the dynamical evolution of massive
coupled particles requires solving for the scalar field perturbation
0¢ entering in Eq. (11), which in the most general case follows a
non-linear elliptic equation,

V25 = F(6¢) + ) 81Ga’By(#)dy, (14)
Y

with F a function of the scalar field fluctuation ¢, and where the
sum runs over all the coupled matter species with their respective
couplings By)(¢).

For the particular case of a coupled DE model with a non-
universal interaction (Damour et al. 1990) involving only dark
matter and leaving baryons uncoupled (i.e. Sy = 0) the function
F(6¢) in Eq. (14) is negligible compared to the term associ-
ated with matter density perturbations (see Amendola 2004,
for a derivation) and can be safely discarded. As a result, the
scalar-field equation reduces to

V26¢ ~ 81Ga*Bie)(9)de = 2B(c)($) VD, (15)

where @, is the Newtonian potential generated by the distribu-
tion of the coupled dark matter particles, which is

V20, = 4nGd’pcb.. (16)

Therefore, the solution for the scalar field perturbations will
be directly proportional to the potential, ®@., according to the
relation

6¢ ~ zﬁ(c)q)c-

The acceleration equation for a coupled particle can then be
rewritten as

a7

a. = —Ho, — VO, — V(1 + 257, (¢)) © (18)
assuming here for simplicity that other clustering species (such
as massive neutrinos) give a negligible contribution to the
total Newtonian potential such that Ox = @, + ®y. This mod-
ified acceleration equation introduces a further modification
to be implemented in N-body simulation codes for Coupled
Quintessence cosmologies besides the specific expansion history
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of each particular model. This often requires substantial mod-
ifications in the gravity solvers of conventional N-body codes,
as the algorithms need to evolve coupled and uncoupled mas-
sive particles (typically dark matter and baryons, respectively)
with different equations and should therefore treat these com-
ponents separately. Even under the approximation of a purely
collisionless treatment (i.e. ignoring the hydrodynamical and
astrophysical processes that affect standard baryonic matter lead-
ing to the formation of stars and galaxies) that is often employed
for large-volume simulations targeted at galaxy surveys such
as Euclid, both coupled and uncoupled matter species must be
included in the simulation to provide a consistent representa-
tion of the dynamics at all scales: as baryons and dark matter
evolve differently, assuming that all matter is dark would lead
to an overestimation of the effects of the coupling and, thus,
biased results. This approach is implemented in the C-Gadget
code (Baldi et al. 2010; Baldi 2012a) that is employed for cou-
pled DE simulations performed within the Euclid Collaboration.
Thanks to this feature, the C-Gadget code may allow one to
run simulations of Coupled DE models that also include more
sophisticated treatments of galaxy formation processes that may
affect the observational properties of galaxies (Fontanot et al.
2015) or other observables related to the intergalactic medium
(see e.g. Baldi & Viel 2010).

Distinguishing between coupled and uncoupled particle
types in simulations of coupled quintessence is also crucial for
proper treatment of two other effects that characterise these cos-
mological models beyond the fifth force described by Eq. (11).
The first is the mass variation of coupled particles due to the
exchange of rest-frame energy with the DE scalar field, which
arises as a direct consequence of the modified continuity equa-
tions (8) and of the assumption of particle number conservation.
More specifically, the mass of coupled particles evolves as a
result of the evolution of the background scalar field according
to

P(a)

d¢
ﬁ(Y)(¢)M—P1) . (19)

my(a) = mgyexp (—
[

Such a mass variation, which involves only particle species with
a non-vanishing coupling to the scalar field, must be taken into
account in N-body algorithms by changing the mass of individ-
ual simulation particles at every time step. This is normally done
by tabulating the mass as a function of scale factor a by numeri-
cally integrating Eq. (19) along with the background dynamics
of the scalar field ¢, and interpolating from that table as the
simulation progresses.

The second effect is an additional force (on top of the fifth
force) acting on coupled particles as a consequence of momen-
tum conservation due to the particles’ mass variation described
by Eq. (19), which takes the form of a velocity-dependent extra
acceleration behaving either as a friction or as a drag, depend-
ing on the relative signs of the coupling function S(¢) and of the
scalar field velocity ¢ (see e.g. Baldi et al. 2010),

B (@)
ay, = —————¢v. 20

Y, Mo, ¢ (20)
Such a velocity-dependent acceleration is responsible for a very
rich phenomenology characterising Coupled Quintessence mod-
els, especially on highly non-linear scales (see e.g. Baldi et al.
2010; Baldi 2012a, 2023; Li & Barrow 2011), and must be
included in N-body simulations as well for a fully consistent
treatment of these scenarios. This is done by adding the extra
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acceleration described in Eq. (20) to the total acceleration (i.e.
Newtonian plus fifth force) of all coupled particles in each time
step,

Ay = anN + aysm; + Ay . (21)

The relevant quantities 3(¢) and ¢ can again be interpolated from
a table obtained by integrating the background dynamics of the
system. This is the approach implemented in the C-Gadget code
that has been used to run Coupled Quintessence simulations
within the Euclid Collaboration.

2.2.3. Momentum exchange and dark scattering

A further example of interacting DE cosmologies characterised
by scalar-field perturbations that always remain linear is given by
models of pure momentum exchange (see e.g. Pourtsidou et al.
2013; Skordis et al. 2015) between the DE field and massive par-
ticles like dark matter or baryons. A limiting case is given by the
dark scattering scenario (Simpson 2010) where the momentum
transfer between the two components is modelled as the elastic
scattering of massive particles moving through a homogeneous
DE fluid with equation of state w. This results in an extra force
acting on the moving massive particles that is proportional to
their comoving velocity, similar to the velocity-dependent force
described by Eq. (20) for Coupled Quintessence models. How-
ever, the origin of this force is completely different in this case,
as it does not originate from the mass variation of particles but
rather from the momentum transfer with the DE field. As a result,
the scattering acceleration can be expressed as

3H?Q
a, = (1 + w)TGDEgu, (22)
where the parameter £ is defined as
o
&= —, (23)
m

with o denoting the scattering cross section and m the typical
mass of the scattering particle species.

This type of interaction can be implemented in N-body
algorithms (see e.g. Baldi & Simpson 2015, 2017) in a very
similar way as the velocity-dependent acceleration in Coupled
Quintessence scenarios, as the factors entering Eq. (22) are all
either constants or background quantities that can be interpo-
lated at every timestep from tabulated data. This is the approach
implemented in the C-Gadget code that has been used to run the
DAKAR and DAKAR?2 simulations (Baldi & Simpson 2017; Euclid
Collaboration: Racz et al. 2025).

Although dark scattering represents a limiting case of the
more general class of pure momentum-exchange models between
matter and DE (also known as ‘Type 3’ models in the classifi-
cation of Skordis et al. 2015), for which further modifications
to the standard particle dynamics are expected besides the drag
force of Eq. (22), recent works (Palma & Candlish 2023) have
shown that such additional modifications are generally sublead-
ing with respect to the drag force so that their effect on structure
formation can be neglected. This ensures that the current imple-
mentation of dark scattering within the simulations used in the
Euclid Collaboration can be considered representative of the
general class of momentum-exchange cosmologies.
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2.3. Non-linear scalar field perturbations

In models where a scalar field couples to matter universally, or
at least to baryons in a relevant way, some mechanism to sup-
press the coupling is required to satisfy the stringent local tests
of gravity. This is commonly referred to as ‘screening’. Screen-
ing mechanisms are achieved by non-linearity in the scalar-field
equation coupled to matter. The equation determining the evolu-
tion of the scalar field is typically a wave equation of the form

o¢ = S(9, V.9, V.V, b, o).

Here, O = V,V¥ represents the d’Alembertian operator and §
is a non-linear function that depends on the matter density,
the scalar field, and its derivatives. Various methods have been
developed to solve this non-linear scalar field equation in N-
body simulations, where the non-linear density py, is modelled
by collisionless particles (see W15, for more details).

Several approximations are often used to solve these non-
linear equations. The most common one is the quasi-static
approximation. The scalar field can be split into a background
part, ¢, and a perturbation, 5¢, as ¢ = @ + 6¢. The quasi-static
approximation amounts to ignoring the time dependence of the
scalar field perturbation; that is, assuming ¢ ~ ¢. The partial dif-
ferential equation (PDE) of the field perturbation, which in its
original form may have been of the hyperbolic or parabolic type,
is therefore cast into an elliptic form so that the scalar field solu-
tion at any given time depends solely on the matter configuration
at that time. This is a good approximation whenever the speed of
sound of the scalar field is small (Sawicki & Bellini 2015), which
is the case for the MG models considered here. Non-quasistatic
cosmological simulations have been conducted for several MG
models using different techniques, such as the explicit leap-frog
method and the implicit Newton—Gauss—Seidel method (Llinares
& Mota 2013; Bose et al. 2015; Winther & Ferreira 2015b).

The scalar-field solution is required for the computation
of the total gravitational potential, @, that acts on the matter
particles,

(24)

V20 = 47Ga*(6pm + Openr(9)). (25)
where the effective density depends on the scalar field. There are
two common ways of solving for this total gravitational force.
The first option is to solve first for ¢ and then use this solution
to compute the source term in Eq. (25) and solve for @ using
a standard Poisson solver to get the total force V®. The other
option is to apply the total force V®y + V¢ to the particles.

Under the quasi-static approximation, the scalar-field equa-
tion assumes the same form as the usual Poisson equation,
V2p = 5(¢.Vig, ViV 6. 6pm)- (26)
The main difference is that the scalar-field equation is generally
non-linear. This non-linear behaviour implies that conventional
techniques, such as using Fourier analysis, cannot be used to
solve the equation. Numerous approaches have been developed
to address this challenge, and we refer the reader to W15
for details. For computational methods that aim to accurately
solve a non-linear equation on refined grids, the approach typ-
ically involves discretising the equation in a suitable way and
employing an iterative algorithm, such as the Newton—Raphson
method, to successively refine solutions based on an initial guess.
To speed up convergence, many of these methods incorporate
so-called ‘multigrid’ acceleration techniques that we quickly
review here.

2.3.1. Non-linear multigrid algorithm

A generic way to solve non-linear elliptic PDEs is to couple the
multigrid algorithm to the Newton—Raphson method,

L(u"ld)
new _ old _ 27
u u oL /6u°ld ’ 27

where u is the discretised field, £ is the differential operator
(which is a Laplacian for Newtonian gravity) and the super-
scripts refer to the new or old estimate of the solution in one
Newton—Raphson iteration. The Newton—Raphson method pro-
duces linear equations for the correction terms, which are solved
by the full-approximation storage multigrid algorithm (Brandt
1977; Wesseling 2004; Guillet & Teyssier 2011). For a review
of these methods applied to MG simulations, see e.g. Li (2018),
Llinares (2018) and W15.

A simple sketch of the algorithm goes as follows. One starts
with a guess for the solution on a grid; this could be anything
from a constant value across the grid to using the solution from
the previous timestep in the simulation. One then loops a few
times over all cells in the grid, updating the solution using
Eq. (27). This solution is then restricted to a grid with half
the resolution, the solution is updated again, and this process
is repeated recursively up to the coarsest grid (one with only 23
cells). The solution is then interpolated to the finer grid, updated
once more, and this is done recursively until one reaches the
finest grid we started with. One such cycle is called a V-cycle,
and one repeats such V-cycles until convergence is achieved. The
advantage of having this stack of coarser grids is that it helps to
accelerate the convergence of the largest modes in the solution.

2.3.2. Screening with non-linearity in potentials

In models where screening is achieved by non-linearity in a
potential or coupling function, the equation for the scalar field
becomes

V2 = 4nGa’B($)Spm + V(9), (28)
where B(¢) and V(¢) are non-linear functions of ¢. A typical
example is f(R) gravity. In this class of models, the value of
the scalar field changes by orders of magnitude. To enhance
numerical stability, a common technique involves redefining the
scalar field in terms of a new variable. The redefinition to choose
depends on the specific model under consideration. It is typi-
cally chosen to prevent the occurrence of unphysical values of
the scalar field during Newton—Raphson iterations. For exam-
ple, for f(R) models the scalar field ¢ = fr will be driven
towards zero in high-density regions, but at the same time fg
cannot cross zero, as the potential becomes singular in this sce-
nario. To avoid this issue, a commonly used field redefinition is
u = In[fr/ f r(a@)] (Oyaizu 2008). However, this transformation
introduces additional non-linearity and in some models, such
as Hu—Sawicki f(R) models, this transformation is not neces-
sary and might even lead to considerable performance losses in
a simulation.

In some cases, this can be avoided. For example, Bose et al.
(2017) noticed that for Hu—-Sawicki f(R) gravity with n = 1
(Hu & Sawicki 2007), when making the change of variable
u = +/—fg, the field equation could be recast as a depressed
cubic equation,

u3+pu+q=0, 29)

A230, page 7 of 21



Euclid Collaboration: A&A, 695, A230 (2025)

which possesses analytical solutions (Ruan et al. 2022).
Although the Gauss-Seidel smoothing procedure is still needed
(because p depends on the values of the field u in neighbour-
ing cells), this removes the Newton—Raphson part and expensive
exponential/logarithmic operations from the method of Oyaizu
(2008), therefore leading to significant performance gains. Ruan
et al. (2022) also generalised this improved relaxation approach
to the cases of n = 0 (which strictly speaking is not a variation
of the Hu—Sawicki model) and n = 2.

For other models like the symmetron, which has a Higgs-
like potential, the scalar field is free to cross zero, and no field
redefinition is needed (apart from a simple re-scaling).

2.3.8. Screening with non-linearity in kinetic terms

In another class of models, non-linearity emerges within the
kinetic term. For example, in models with the Vainshtein
screening mechanism (Vainshtein 1972), the equation exhibits
non-linearity in the second derivatives of the scalar field,
V¢ = 4xGa’B(a)opm + g(Vip, ViV ), (30)
where B(a) is a time-dependent coupling function. The simplest
example here is the DGP model (Dvali et al. 2000), which was
first simulated by Schmidt (2009b). In such cases, the operator-
splitting trick (Chan & Scoccimarro 2009) can be employed.
This approach can simplify the equations, avoiding potential
issues associated with imaginary square roots, and improving
code performance. This trick is particularly useful for the DGP
braneworld models and other Vainshtein screening models, such
as Cubic and Quartic Galileons (see Sect. 4.2.2 of W15, for more
information).

2.3.4. Approximate treatments of screening

Some models allow linearisation of the non-linear equation
using some approximation. One approach (Khoury & Wyman
2009; Winther & Ferreira 2015a; see also the appendix of
Schmidt 2009a) is to introduce the screening factor for the matter
density perturbation

ccm*a®

h2

Vi = ¢ + 471G A’ SpmeEcreen(@n, [VONL, V2ON), (31
where the screening function depends on the Newtonian poten-
tial ®@y. This type of parameterised modified gravity is referred
to as ‘type 1’ in Table 1. One specific method, developed in
Brando et al. (2023), starts from linearising Klein—Gordon’s
equation. In this formalism, one solves the Poisson equation in
Fourier space,

—I*® = 47Geg(a, k)a*6pm, (32)
where the function Geg(a,k) approximates the effective
Newton’s constant introduced by the screening effect of the
scalar field on small scales. This function is given by
Gesi(a, k) = G + AGegt(a, k) = G + (Ggg(a) - G) M(a, k), (33)
with Gg‘%(a) being the asymptotic linear effective Newton’s con-
stant that depends only on time, and M(a,k) is a function
that approximately captures the non-linear corrections intro-
duced by the scalar field on small scales. This function allows
Eq. (33) to transition from G.g(a, k) — G‘e‘f',}(a) on large scales
to Geg(a,k) — G on small scales. This type of parameterised
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modified gravity is referred to as ‘type 2’ in Table 1. A proce-
dure to fix M(a, k) is described in Brando et al. (2023), which
has the advantage of avoiding additional parameters to tune the
screening efficiency.

One can also choose to parameterise the non-linear contri-
bution using an effective Newton’s constant at both small and
large scales. If the modifications of gravity are encoded in a
scale-dependent function AGeg(a, k) as in Eq. (33), then we can
propose a similar equation in real space,

Geir(a,r) = G + AGeg(a, r), (34)

where AG.g(a, r) is the Fourier transform of AGg(a, k). In prac-
tice, an additional approximation is made, namely AGeg(a,r) =
AGeg(a, k — 1/r).

This approach allows for the encoding of non-linear con-
tributions over the whole range of scales modelled by N-body
algorithms through real-space equations, for instance, the Tree
Particle-Mesh (TreePM) method implemented in codes like
Gadget4. Provided the parameterisation is effective, this is
expected to increase the accuracy of the estimation of the
non-linear effects.

Several parameterisations have been proposed for this kind
of approach, either with additional tuning parameters, such as in
Lombriser (2016), or based on local small-scale environmental
properties to avoid the need for any extra parameters, such as in
Winther & Ferreira (2015a).

3. Additional code validation

A code comparison for simulations that solve non-linear scalar
field perturbations is presented in W15. Since then, various new
codes have been developed. In this section, we show a com-
parison of the predictions for the power spectrum and the halo
mass function using the simulations of W15 as a reference and
starting from the same initial conditions. These were gener-
ated using second-order Lagrangian perturbation theory in a
ACDM cosmology with Q,, = 0.269, Qx = 0.731, h = 0.704,
ns = 0.966 and o3 = 0.801. The simulations have N, = 5123 par-
ticles of mass M, =~ 8.756 x 10° h™! M, in a box of side length
L =250 h~! Mpc and start at redshift z = 49. Box size and mass
resolution are chosen to cover the transition from quasi-linear
to non-linear scales. In particular, for the f(R) gravity model
considered here, the Compton wavelength, A¢c = a™! \/W,
associated with the scalar degree of freedom, f, takes the value
Ac ~ O(10) h~! Mpc at the present epoch. As in W15, we com-
pare simulations for f(R) and nDGP models. In these models
(Schmidt 2009a), the background expansion history is closely
approximated by that of ACDM. Furthermore, the effect of mod-
ified gravity can be ignored at z = 49, thus it is justified to use
the initial conditions of ACDM. The measurements of the power
spectrum and mass function are performed by the pipeline devel-
oped in the second article of this series, Euclid Collaboration:
Récz et al. (2025). Based on two models only, our comparison
does not encompass the full diversity of numerical methods dis-
cussed in the previous section. In many cases some validation of
the various implementations can be found in the corresponding
references.

3.1. Summary of codes used in the validation

Table 1 shows an overview of the simulation codes considered in
this section and provides a quick reference of their capabilities
and limitations. For each of them, a short summary is presented
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here. In the Appendix we comment on the trade-off between
accuracy and computational cost of the implementations. The
parameter files and initial data of the simulations used in this
section are curated on a public repository?.

3.1.1. MG-Arepo

First presented in Arnold et al. (2019), this code is based on
the moving-mesh N-body and hydrodynamical simulation code
Arepo (Springel 2010; Weinberger et al. 2020), which uses a
TreePM algorithm to calculate gravitational forces. The addi-
tional modified gravity force (fifth force) is calculated with a
relaxation solver (Bose et al. 2017) that is accelerated by the
multigrid method and uses adaptive mesh refinement (AMR).
It currently also supports simulations for the nDGP model
(Hernandez-Aguayo et al. 2021), as well as massive neutrinos
implemented using the 6 f method (Elbers et al. 2021).

To solve the modified gravity equations, the density field is
projected onto the AMR grid, constructed in such a way that each
cell on the highest refinement level contains at most one particle
(except if a pre-set maximum refinement level is reached; the
cell size at this level is of the order of the smoothing length of
the standard gravity solver). Once the field equation is solved to
obtain the scalar field configuration, the modified gravity force
can be computed from its gradient using finite differencing.

Since MG-Arepo computes the forces on all particles simul-
taneously, and the modified gravity field equations are generally
highly non-linear (with a poor convergence rate of the relax-
ation algorithm), this is computationally expensive compared
to Arepo’s Newtonian gravity solver. However, the maximum
acceleration of the modified gravity force is smaller than that of
Newtonian gravity, mainly because the latter occurs in regions
with high density where screening occurs. This allows the modi-
fied gravity solver to run using larger time steps (Arnold et al.
2019), resulting in significantly reduced computational cost.
Together with Arepo’s efficient MPI parallelisation and lean
memory footprint, these have made it possible to run the large
number of f(R) simulations used in various recent works, such
as the FORGE-BRIDGE (Arnold et al. 2022; Harnois-Déraps et al.
2023; Ruan et al. 2024) simulation suite of 200 f(R) and nDGP
models. This has allowed accurate emulators of various physical
quantities or observables to be constructed.

Another highlight of MG-Arepo is its capability to run realis-
tic galaxy formation simulations in a cosmological box (Arnold
et al. 2019; Herndndez-Aguayo et al. 2021), thanks to the use
of the Illustris-TNG subgrid physics model (Weinberger et al.
2017; Pillepich et al. 2018). More recently, it has been used for
larger-box hydrodynamical simulations with a realistic recali-
brated [llustris-TNG model (Mitchell et al. 2022), enabling the
study of galaxy clusters in modified gravity.

The MG-Arepo simulations used in this paper were run using
a residual criterion of € = 1072 and a maximum refinement level
(MaxAMRLevel) of 10 for the nDGP simulations and 18 for the
f(R) models with a gravitational softening of 0.01 2~ Mpc.

3.1.2. MG-Gadget

MG-Gadget (Puchwein et al. 2013) is a modified version of the
TreePM N-body code Gadget-3 (which in turn is based on
the public code Gadget-2, see Springel 2005) implementing

2 https://zenodo.org/communities/beyond
lcdmsimulations

an AMR solver for the scalar degree of freedom fr charac-
terising the widely studied Hu—Sawicki f(R) gravity model. In
MG-Gadget, the same tree structure that is employed to solve
for standard Newtonian gravity is also used as an adaptive grid
to solve for the scalar field configuration through an iterative
Newton—-Gauss—Seidel (NGS) relaxation scheme (see Sect.2.3)
with the ‘full-approximation storage multigrid’ method (see
Sect. 2.3.1) and with the field redefinition # = In[f/ f r(@)] (see
Sect.2.3.2). MG-Gadget also allows MG simulations to be run
with massive neutrinos (see e.g. Baldi et al. 2014; Giocoli et al.
2018) using the neutrino particle method (see Adamek et al.
2023, for a review on numerical methods for massive neutrino
simulations).

For the simulations presented here, the relative tree opening
criterion was used with an acceleration relative error threshold
of 0.0025, and a uniform grid with 5123 cells was employed to
compute long-range Newtonian forces. Concerning the MG field
solver, a residual tolerance of € = 1072 was set for the V-cycle
iteration and a maximum refinement level of 18 was used for
the AMR grid, corresponding to a spatial resolution of 1 4~! kpc
at the finest grid level, compared to a gravitational softening of
18 =" kpc, following the setup adopted in W15.

3.1.3. ECOSMOG

ECOSMOG (Li et al. 2012) is a generic modified gravity simulation
code based on the publicly available N-body and hydrody-
namical simulation code RAMSES (Teyssier 2002). Originally
developed for f(R) gravity, this code takes advantage of the
adaptive mesh refinement of RAMSES to achieve the high reso-
lution needed to solve the scalar field and hence the fifth force
in high-density regions. The non-linear f(R) field equation is
solved with the standard Gauss-Seidel approach as first applied
by Oyaizu (2008), but it was later replaced by the more effi-
cient algorithm of Bose et al. (2017). The code has since been
extended for simulations for the generalised chameleon (Brax
et al. 2013), symmetron and dilaton (Brax et al. 2012), nDGP (Li
et al. 2013b), cubic Galileon (Barreira et al. 2013, 2015), quartic
Galileon (Li et al. 2013a), vector Galileon (Becker et al. 2020)
and nonlocal gravity (Barreira et al. 2014).

For the ECOSMOG simulations used in this paper, we have used
a domain grid (the uniform mesh that covers the whole simula-
tion domain) with 2° = 512 cells per dimension, and the cells are
hierarchically refined if they contain 8 or more effective® parti-
cles. The highest refined levels have effectively 2'° cells, leading
to a force resolution of about 0.0075 4~! Mpc.

3.1.4.1SIS

The ISIS code (Llinares et al. 2014), like the ECOSMOG code
above, is based on RAMSES (Teyssier 2002). It contains a scalar
field solver that can be used to simulate generic MG models
with non-linear equation of motion and has been used to sim-
ulate models such as f(R) gravity, the symmetron model, nDGP
and disformal coupled models (Gronke et al. 2014; Winther &
Ferreira 2015a; Winther et al. 2015; Hagala et al. 2016; Llinares
et al. 2020). It also allows for hydrodynamical simulations that
have been used to study the interplay between baryonic physics

3 Since the code uses a cloud-in-cell mass assignment scheme, it is
tricky to count particles in cells because a particle can contribute to
the densities of 8 nearby cells. Here ‘effective’ is used to mean that the
density in a given cell, multiplied by the volume of the cell, is equivalent
to the total mass of a specified number of particles.
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and modified gravity (Hammami et al. 2015). Furthermore, the
code has the capability to go beyond the quasistatic limit and
study the full time dependence of the scalar field (Llinares &
Mota 2013; Llinares & Mota 2014; Hagala et al. 2017). The scalar
field solver used in the code is a Gauss—Seidel relaxation method
with multigrid acceleration, very similar to the one in ECOSMOG
described above.

For the ISIS simulations presented in this paper, we have
used a domain grid (the uniform mesh that covers the whole
simulation domain) with 2° = 512 cells per dimension, and the
cells are hierarchically refined if they contain 8 or more effective
particles.

3.1.5. PySCo

PySCo* (Breton 2025) is a particle-mesh (PM) code written
in Python and accelerated with Numba that currently supports
Newtonian and f(R) gravity (parameterised as in Hu & Sawicki
2007, with n = 1 or n = 2). While multiple flavours of solvers
based on Fast Fourier Transforms (FFT) are available, for the
present paper, we use a multigrid solver to propose something
different from other codes in this comparison project (other
codes that also use multigrid are AMR-based). PySCo uses a
triangular-shaped cloud mass assignment scheme and solves the
linear Poisson equation using multigrid V-cycles with a toler-
ance threshold of the residual of 1073, and two F-cycles (such
cycles go through the mesh levels more often than V-cycles,
resulting in a higher convergence rate of the residuals at the cost
of increased runtime. For details on multigrid cycles see also
Ruan et al. 2022) to solve the additional field in f(R) gravity
with the non-linear multigrid method described in Sect. 2.3.1 and
Eq. (29). Our convergence threshold is very conservative since
we do not intend to conduct a convergence study in this paper
(a less conservative threshold could still give reasonable results
at much lower computational cost). Furthermore, to resolve the
small scales we use a coarse grid with 20483 cells, resulting in
roughly 500 time steps to complete the simulations.

3.1.6. MG-COLA

MG-COLA simulations were performed using the Fourier-
Multigrid Library FML®. These simulations are based on the
COmoving Lagrangian Acceleration (COLA) method (Tassev
et al. 2013), which combines Lagrangian perturbation theory
with the PM method to reduce the number of time steps that
are required to recover clustering on large scales. The MG-COLA
N-body solver in the FML library contains implementations of
various DE and MG models like the DGP model, the sym-
metron model, f(R) gravity and the Jordan—Brans—Dicke model
(see Winther et al. 2017, for more details). For the PM part,

we used ern/e 3511 = SNS/ 3; that is, a mesh discretisation five times
smaller than the mean particle separation, and the total of 150
time-steps linearly spaced along the scale factor to achieve a

good agreement of the mass function with AMR simulations.

We also ran low-resolution simulations with N;]/e 3sh = 3N]i/ 3
with 100 time steps, and checked that the non-linear enhance-
ment of the power spectrum from these low-resolution simula-
tions agrees well with the one from the high-resolution ones.
Screening is included using approximate treatments described
in Sect.2.3.4. For f(R) gravity models, the FML code has one

parameter to tune the strength of chameleon screening called

4 https://github.com/mianbreton/pysco
5 https://github.com/HAWinther/FML
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screening efficiency. For the model with f_,RO = 1076,
we used the default value screening efficiency=1 while
we used screening efficiency=2 for fro = 107, and the
parameter fro refers to fr evaluated at redshift z = 0. Setting
screening efficiency=1 implies that we use the screening
condition obtained by the spherical approximation (Winther &
Ferreira 2015a). Fiorini et al. (2021) introduced a screening
efficiency, f;, to increase or decrease the screening strength.
This is an empirical factor that needs to be calibrated by compar-
ing with simulations that solve the scalar field equation exactly,
and the choices used in this work were calibrated on the base-
line simulations from MG-Arepo. Furthermore, this factor will
depend on simulation parameters such as the mass and force
resolutions as well as the number of time steps. A more sophis-
ticated procedure to calibrate this factor was proposed in Saadeh
et al. (2024). For nDGP, we used Gaussian smoothing with a
smoothing radius of 1/4~! Mpc to compute the density field for
screening and did not use an option to enforce the linear solu-
tion at small wavenumbers k. We also ran simulations based on
the screening approximation using G.g(a, k) given by Eq. (33)
for nDGP, and in these simulations, we have used the same COLA
settings as in the other screening approximation implementation.
The biggest advantage of this screening implementation is that
it does not require any additional tuning parameter related to
screening; that is, the function Geg(a, k) is completely defined
by the theoretical model one wants to simulate.

3.1.7. PANDA

PANDA is an extension of the TreePM code Gadget4. It intro-
duces modifications at large scales in the PM part with an
effective Newton’s constant according to Eq. (33), while the
force at small scales is modified in the tree part with Eq. (34).
In this respect, PANDA implements an approximate solver for
the extra force induced by different possible MG theories. On
the other hand, differently from other approximate methods,
the dynamics of matter particles under the effect of the (dom-
inant) standard gravity force is treated with the full TreePM
solver of Gadget4 of which it retains the accuracy in modelling
the non-linear density field. For nDGP, the functional form of
G.ii(a, r) is described in Lombriser (2016), while for f(R) it is
introduced as in Winther & Ferreira (2015a). In the latter case,
no additional parameters are needed to describe the screening.
For the first nDGP case instead, in addition to the theoretically
defined parameters Ny = 1, B = 1/[38(a)], b = 2 and a = 3, we
consider the screening scale kg, = 0.4 2 Mpc™' defined by the
parameterisation

2 (3QmH2r§)”3
\— ] "
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where ry is the Vainshtein radius of the model for a spherically
symmetric density perturbation (see Lombriser 2016, for more
details).

3.2. Comparison of the power spectrum

Before discussing the effect of extra degrees of freedom, we
compare the different codes within a ACDM cosmology. For
reference and only for the case of ACDM, we include results
from the code PKDGRAV3 that was also used for the Flagship
simulations in Euclid (Potter et al. 2017; Euclid Collaboration:
Castander et al. 2025). Figure 1 shows the matter power spectra
at two different redshifts, z = 1 (left panels) and z = 0.667 (right
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Fig. 1. Matter power spectra from simulations carried out with different codes (different line styles) for a ACDM cosmology. The left panels
show the spectra at redshift z = 1 whereas the right panels show the spectra at redshift z = 0.667. The bottom panels show the relative difference
with respect to the simulation carried out with MG-Arepo, see text for a discussion. The Nyquist wavenumber of the particle initial data is kyy ~

6.4 hMpc™!.

panels). The lower panels show the relative difference to the sim-
ulation carried out with MG-Arepo that we use as a reference
throughout. Since ISIS and ECOSMOG have both been devel-
oped from the RAMSES code, the agreement between these two
codes is better than 1%. These AMR codes tend to underestimate
the power on small scales when compared to tree-based codes,
mainly due to the mesh refinement criterion used in our simu-
lations. Fine-tuning some precision parameters, we expect that
a better agreement can be achieved, cf. Schneider et al. (2016).
As we can see, the codes that perform closely to our benchmark
at small scales are the ones that also share the same tree-PM
gravity solver, PANDA and MG-Gadget. PKDGRAV3, which uses a
tree structure and the fast multipole method to compute gravi-
tational forces, is in excellent agreement with MG-Gadget up to
k ~ 1hMpc™!, yielding slightly more power at higher k.

Also shown in the figure are the results from COLA, a pure
PM code that uses a fixed grid to solve the Poisson equation.
The fixed resolution of the PM grid explains why COLA consis-
tently suffers from low force resolution at k 2 1AMpc~'. All
our simulations use the exact same initial particle data, such that
our comparisons should not be contaminated by cosmic vari-
ance. However, for COLA simulations, we also reconstructed the
initial density field from the initial particle distribution to esti-
mate the displacement fields required for the 2LPT calculations
in those simulations. While PySCo incorporates a full N-body
solver, its small-scale accuracy is constrained by resolution limi-
tations that arise from the absence of AMR. Moreover, within
the scope of this code comparison project, PySCo employs a
multigrid algorithm, resulting in reduced small-scale clustering
compared to FFT (on a regular grid), thereby explaining the
observed deficiency in power at wavenumbers k > 1 A Mpc ™.

For modified gravity models, we compare the ratio between
the power spectrum computed for that model and the one found
in the ACDM reference cosmology. Taking such ratios largely
cancels out the differences seen in ACDM between the codes,

making the differences due to the treatments of the extra scalar
field more apparent. Following W15, we consider two MG mod-
els that exhibit two different types of growth dependence and
screening mechanisms. The first one is the so-called Hu—Sawicki
f(R), which exhibits a scale-dependent growth factor at linear
order, and a screening mechanism realised by non-linearities
in the potential (see Sect.2.3.2). The strength of the modifica-
tion of gravity is characterised by the background value of the
scalar degree of freedom, and we study the cases fzg = 107>
and fro = 107, labelled ‘F5’ and ‘F6’, respectively, the lat-
ter being closer to GR. The second one is nDGP, a braneworld
theory defined in a five-dimensional spacetime. The growth fac-
tor in this theory is scale independent, and screening is realised
through non-linearities in the kinetic terms, as was discussed in
Sect. 2.3.3. Here, the strength of the modification of gravity is
characterised by the value of the cross-over scale, and we study
the cases ro = 1.2H;" and r. = 5.6 H;', labelled ‘N1.2° and
‘N5.6’, respectively, the latter being closer to GR.

Figure 2 shows the relative change (with respect to ACDM)
of the matter power spectrum due to modifications of gravity,
sometimes called ‘boost’, for the two f(R) scenarios at red-
shifts z = 1 (left panels) and z = 0.667 (right panels). Since
f(R) already exhibits a scale-dependent growth factor at lin-
ear order, we can see that on scales of k = O.thp(:_l this
effect is already present, and gets enhanced at large wavenum-
bers due to non-linearities of the density field. As we can see
the codes MG-Arepo, MG-Gadget, ECOSMOG, ISIS, and PySCo
all roughly agree to better than one percent down to scales of
k ~ 10hMpc™', as was expected. These minor discrepancies can
be caused by the refinement criterion used in the latter code or
by slight variations in the redshift of the particle snapshot out-
put. The present results are largely in agreement with a similar
analysis performed in W15.

In the same plots, we can also see how approximation
schemes to introduce screening from non-linearities in the
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Fig. 2. Amplification factor of the matter power spectra from simulations of two f(R) scenarios, fzo = 107> (F5, top row) and fry = 107° (F6,
bottom row), relative to the reference ACDM cosmology. The amplification factor Bp = P/Pxcpym is measured for different codes (different line
styles) at two different redshifts, z = 1 (left panels) and z = 0.667 (right panels). The bottom panel of each plot shows the relative agreement of the

individual measurements, using MG-Arepo as a common reference.

potential perform in contrast to the exact solutions. The results
that use these methods are showcased by the examples of COLA
and PANDA, where each uses a different scheme to approximate
the effects of the dynamics of the scalar field in dense envi-
ronments. As was expected, the two codes do not exhibit the
same level of agreement down to scales of k ~ 10AMpc™' as
their counterparts using full solvers. However, in both cases, we
can see that the deviations from the MG-Arepo reference results
are limited to 2% even in the most extreme regime of departure
from GR. Through closer inspection, we can see small differ-
ences in the agreement between the approximate schemes and
full solvers at different values of k. These deviations are caused
by different implementations of the approximate MG solvers in
the two codes. In fact, while COLA is an approximate method
that uses a PM algorithm to solve the Poisson equation on a
fixed grid with the use of the screening approximation to lin-
earise the Poisson equation, PANDA is a new implementation that
exploits the TreePM structure of the baseline Gadget-4 code to
solve for the small-scale particle dynamics by incorporating the
MG effects (including the screening) through a scale-dependent
Newton’s constant in both real and Fourier space.
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Figure 3 shows results for the matter power spectra in the
two nDGP scenarios we consider, characterised by the two val-
ues of the cross-over scale, r. = 1.2 HO‘1 (N1.2)and r. =5.6 H(;l
(N5.6). As before, we compare simulation results at two different
redshifts, z = 1 (left panels) and z = 0.667 (right panels). Since
the linear growth function has a scale-independent enhance-
ment compared to ACDM, we see a constant amplification of
power at small values of k. The Vainshtein mechanism sup-
presses the deviation from ACDM on small scales, leading to
a diminishing boost at large k. The agreement between differ-
ent codes at k < 1 hMpc™' is better than 1% for all codes,
including the approximate simulations with COLA and PANDA. At
k>1h Mpc‘l, the AMR-based codes, ECOSMOG and ISIS, show
larger deviations at the level of 2%, where the suppression of
the deviation from ACDM is slightly underestimated compared
with MG-Arepo. This could be caused by the difference in the
ACDM power spectrum shown in Fig. 1, even though this differ-
ence in the baseline code is largely cancelled out in the boost. On
the other hand, despite their approximations in the MG solvers,
COLA and PANDA agree with MG-Arepo at the level of 1% even on
these scales.
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Fig. 3. Amplification factor of the matter power spectra from simulations of two nDGP scenarios, r. = 1.2 H;' (N1.2, top row) and r. = 5.6 H;'
(NS5.6, bottom row), relative to the reference ACDM cosmology. The amplification factor Bp = P/Pcpm is measured for different codes (different
line styles) at two different redshifts, z = 1 (left panels) and z = 0.667 (right panels). The bottom panel of each plot shows the relative agreement
of the individual measurements, using MG-Arepo as a common reference.

3.3. Comparison of the halo mass function

To gain further insight into the non-linear dynamics of the
different models and their respective implementations we also
compare the cumulative halo mass functions measured in our
simulations. The impact of MG models on the structural prop-
erties of collapsed halos and on their mass distribution has been
extensively investigated in the past by means of N-body sim-
ulations carried out with many of the codes considered in our
comparison. Relevant results can be found in Cataneo et al.
(2016) for ECOSMOG, Achitouv et al. (2016); Hagstotz et al. (2019)
for MG-Gadget, Arnold & Li (2019) for MG-Arepo, and Fiorini
et al. (2021) for MG-COLA. For the purpose of our comparison,
halo catalogues are obtained with the Rockstar halo finder
by running a pipeline described in the second paper of this
series (Euclid Collaboration: Récz et al. 2025). To establish the
baseline for the comparison, in the spirit of the previous sec-
tion, Fig.4 shows a comparison of the cumulative halo mass
function for the different codes in a ACDM cosmology. Since
MG-Arepo and MG-Gadget are based on the same TreePM grav-
ity solver, their agreement is excellent. They also agree very
well with results from PKDGRAV3 that, as we like to remind
the reader, are only available for the case of ACDM and are

shown for reference here. On the other hand, ECOSMOG and ISIS
are based on the AMR method. They agree with each other,
but these simulations underestimate the abundance of low-mass
halos below 10"3h~! M. COLA uses a fixed-grid PM method,
thus it also underestimates the abundance of low-mass halos.
As was shown previously in Fiorini et al. (2021), COLA may
underestimate the mass function at the low-mass end when the
ROCKSTAR halo finder is used, mostly due to resolution effects.
However, in this work, we find that with a relatively high res-
olution (ern/e 3Sh = SN;/ 3), COLA agrees well with ECOSMOG and
ISIS. We note that PySCo exhibits a similar behaviour to COLA,
ECOSMOG and ISIS, albeit with a lower amplitude. This dis-
crepancy can be attributed to the fact that PySCo has the least
small-scale clustering (see Fig. 1), resulting in a smaller number
of halos within the simulation.

The chameleon screening in f(R) depends on the halo mass
such that high-mass halos are typically screened. The critical
mass above which screening is effective is determined by the
parameter fz. As we can see from Fig. 5, the ratio of the halo
mass function between f(R) and ACDM is enhanced for low-
mass halos but approaches unity at the high-mass end where
all halos are effectively screened. The agreement between full
simulations (ECOSMOG and ISIS, MG-Arepo, MG-Gadget) is
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of the individual measurements, using MG-Arepo as a common reference.

around 4% for all halo masses. Both COLA and PANDA employ
an approximation for screening based on the thin-shell condi-
tion for a spherically symmetric object. Although this captures
an overall effect of screening, it fails for low-mass halos in F6
and high-mass halos in F5, leading to larger deviations, which
are found to be very similar for both codes.

In the case of the Vainshtein mechanism, there is no halo-
mass dependence on the screening. Despite screening being
effective inside dark matter halos, these halos still feel enhanced
gravitational attraction. This increases the merger rate and ulti-
mately leads to larger enhancements of the halo mass function
for halos of larger masses. In nDGP, shown in Fig. 6, all codes
agree within 4%, with a sub-per cent agreement seen in the
intermediate mass range 10'24' My < M < 103 h™! M, The
MG-COLA results with and without G.g(a, k) show slightly dif-
ferent levels of agreement. This is expected as the screening
approximation with Gg(a, k) realises screening in Fourier space,
whereas the one without is performed directly in real space.
It is also worth noting that the screening approximation with
Gesi(a, k) was designed to implement screening in a fast way
at the level of the matter power spectrum and other n-point
statistics in Fourier space, and there is no guarantee that this

works for the halo mass function. Nevertheless, both approaches
are shown to agree well with each other. ECOSMOG shows a large
deviation for M < 5 x 10'"' 4~! M. For these masses, there are
fewer than 50 dark matter particles assigned to each halo, which
indicates that the results could be affected by the refinement cri-
teria of the simulations. The deviations are larger for the most
massive halos, but the number of these halos is low and the halo
mass function therefore becomes very noisy in this regime.

4. Conclusions

In this work, we have presented a comprehensive review of
numerical methods for cosmological N-body simulations in
scenarios extending beyond the standard ACDM model. Our
exploration spanned a variety of alternative DE and MG theories,
highlighting the critical role of N-body simulations in connect-
ing theoretical models with observational data. Through the
detailed examination of numerical solvers and approximations
tailored to these extended theories, we have showcased the state
of the art of modelling the non-linear scales of cosmic structure
formation under a wide range of cosmological scenarios. Our
code comparison exercise, based on the simulations from W15

A230, page 15 of 21



Euclid Collaboration: A&A, 695, A230 (2025)

and extended by incorporating new codes and approximation
techniques, has demonstrated a fair consensus among differ-
ent numerical implementations. This validation is particularly
important for the Euclid mission, as the forthcoming observa-
tional data will require precise non-linear modelling to constrain
cosmological parameters effectively.

This article is part of a series that explores simulations and
non-linearities in models beyond ACDM. The simulation codes
that we have considered in this article are used to generate simu-
lation products in the companion paper, Euclid Collaboration:
Récz et al. (2025), and are crucial for generating the simula-
tions needed to create the non-linear modelling in the companion
paper, Euclid Collaboration: Koyama et al. (2024), which fore-
casts constraints for f(R) gravity from photometric primary
probes of the Euclid mission. The validation checks performed
in this paper are therefore critical for being able to trust these
results.

The main outcomes of this work can be summarised as
follows:

— N-body simulation codes have been developed for a wide
range of extended cosmological scenarios, ranging from
simple DE models to more complex interacting scalar field
models and MG theories, to non-standard dark matter and
initial conditions; the availability of such codes will be a cru-
cial asset for the future developments of large galaxy surveys
such as Euclid; we have provided a concise yet compre-
hensive overview of several such codes, their main features,
implementation methods, assumptions and approximations;

— As a matter of fact, among these simulation codes the ones
involving algorithms for the solution of non-linear differ-
ential equations of some additional degrees of freedom, as
e.g. for the case of MG theories, are the most challeng-
ing in terms of implementation and numerical convergence;
we have therefore performed a thorough validation effort of
these methods through a code comparison study, extending
the approach adopted in W15 to more recent and diverse
algorithms;

— As a result of our validation effort, we found agreement
in the power spectrum boost at <1% up to k < 12 Mpc™!
and at <3% up to k < 10hMpc™! among all the codes
implementing full field solvers (MG-Arepo, MG-Gadget,
ECOSMOG, ISIS, PySCo), while approximate methods
(PANDA, MG-COLA) display slightly larger deviations not
exceeding 3% up to k < 7hMpc™;

— The halo mass function shows larger deviations among the
codes, also due to larger differences in the outcomes for the
baseline ACDM simulations; nonetheless, all codes agree
within less than 5% on the relative change of the halo
mass function except for the very largest and the smallest
mass ranges where poor statistics and insufficient resolution,
respectively, may impact the results;

— We also compared the computational requirements of the
different codes by measuring the CPU time needed to com-
plete a reference MG simulation starting from identical
initial conditions; we found that while full field solvers gen-
erally imply a substantial increase — up to a factor of ten — of
the total CPU time relative to a ACDM simulation, approx-
imate solvers are not significantly more demanding for MG
simulations compared to standard ACDM runs.

Looking forwards, the continued evolution of simulation tech-
niques will be paramount in leveraging the full potential of
upcoming large-scale structure surveys such as Euclid. N-body
simulations therefore continue to set a solid foundation for
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the next generation of cosmological inquiries. By persistently
pushing the boundaries of computational astrophysics, we are
poised to uncover the underlying physics driving the accelerated
expansion of the Universe, thereby opening new windows onto
the fundamental nature of DE, dark matter, and gravity itself.
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Fig. A.1: Comparison of the computational costs of simulations run
under different gravity models (labels on the x-axis) and with differ-
ent codes (markers and colours described in the legend).

Appendix A: Computational cost

One of the obstacles in producing accurate predictions in the
non-linear regime of structure formation is presented by the
computational cost of running large N-body simulations. This
issue becomes even more pronounced in the case of MG simu-
lations, due to the additional computational cost associated with
the solution of the Klein—-Gordon equation for the scalar field
describing the additional degree of freedom in these theories. To
provide some insights into the trade-offs between accuracy and
time-to-solution, we attempt here a comparative analysis of the
computational cost of the simulations run for this paper. Given
that these simulations were run on different machines and with
different parallelisation settings, we cannot conduct a precise
assessment of their computational cost. Instead, we limit this
analysis to an order-of-magnitude comparison of the simulations
run with the various codes and models discussed in this paper.

For this exercise, we use the information on the wall-clock
time, Trea, and the number of cores, N, recorded in the log
files of the simulation runs. This information was available for
all simulations except for the ones run with ISIS. We estimate
the computational cost of the simulations, C, as the product of
the wall-clock time and the number of cores:

C= Ncores Treal . (Al)
The estimates of the computational cost for the simulations are
compared in Fig. A.1. We can see that the cost of ACDM simula-
tions of Tree-PM and AMR codes is C ~ 10? CPU hours, while
for MG-COLA and PySCo the cost is about one order of magnitude
lower at C ~ 10> CPU hours. For f(R) gravity models instead,
the computational cost increases significantly (approximately by
a factor of ten) for the codes that solve the full Klein—-Gordon
equation of the scalar field, namely MG-Arepo, MG-Gadget,
ECOSMOG, and PySCo, while the overhead is smaller for the
codes that adopt screening approximations, namely PANDA and
MG-COLA. Finally, in nDGP gravity, only ECOSMOG has a sig-
nificant overhead compared to ACDM, while MG-Arepo and
the approximate codes, PANDA and MG-COLA, have just a small
overhead.

The performance of multigrid codes depends on the con-
vergence criterion chosen. For PySCo, we chose an extremely

conservative approach (see Sect. 3.1.5) with a very low tolerance
threshold, resulting in more V-cycles and almost double the CPU
time needed to solve the linear Poisson equation compared to
a more standard setup. Regarding the non-linear solver, we use
two F-cycles instead of a single one (which should in principle
be enough, but it is not the goal of the present paper to provide
a convergence study), therefore roughly doubling the CPU time
needed for the f(R) gravity models.

We stress that a thorough assessment of the efficiency of the
codes is beyond the scope of this paper and would have required
a much more methodical effort including (but not limited to)

— running the simulations in a controlled environment,

— conducting convergence tests for the various hyper-
parameters,

— testing the scaling performance of each code.

In fact, when focussing only on predictions of the amplifica-
tion factors, it is possible to achieve a similar level of accuracy
with lower force, mass or time resolution, since resolution effects
mostly cancel out when taking ratios of quantities affected by
the same inaccuracies (Brando et al. 2022). This has been shown
to be the case for MG-COLA simulations in Fiorini et al. (2023),
where the use of a lower resolution allowed accurate predictions
of power spectrum boosts in nDGP gravity with a theoretical
gain of ~ 300 with respect to the computational cost of the
COLA simulations presented here.

Such large speed-ups have paved the way for creating emula-
tors for the non-linear amplification of the power spectrum in
models beyond ACDM in a cost-effective way; that is, with-
out the need for supercomputers. This has already been done
for some of the models we consider in this paper (see e.g.
Ramachandra et al. 2021; Mauland et al. 2024; Fiorini et al.
2023). For instance, Fiorini et al. (2023) found that an emula-
tor for the nDGP model can be constructed with as little as a
few thousand CPU hours worth of computational time. Like-
wise, Mauland et al. (2024) who presented a generic pipeline
for using COLA to create such emulators, used f(R) gravity as
an example and found similar numbers for the required compu-
tational time. Gordon et al. (2024) described a simulation setup
that can also be used for emulating the full power spectrum (up to
a reasonable high wavenumber k ~ 1 4 Mpc™"), requiring around
~ 100 CPU hours per simulation on a modern CPU. Emula-
tors have also been constructed for beyond-ACDM models using
high-resolution direct simulations in the same way as has been
done for ACDM. This approach generally gives more accurate
emulators than those created with approximate methods, but this
comes at a much higher cost. For example, both Sdez-Casares
et al. (2024) and Arnold et al. (2022) have each presented a high-
fidelity emulator for the f(R) model considered in this paper, but
at a higher cost of about 3.5-4 million CPU hours.
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