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Abstract

This thesis presents a selection of neutrino interactions occurring within the Electromagnetic
Calorimeters (ECals) of the T2K off-axis near detector, ND280. ND280 is situated 2.5° off axis
with respect to the J-PARC neutrino beam and is used to constrain the unoscillated neutrino
flux for T2K oscillation analyses. The motivation for an ECal-target sample is three-fold: to
investigate the neutrino flux across a wider range of off-axis angles than is possible with the main
near-detector target; to measure the rate of muon production with a larger angular acceptance
than the standard near detector event samples; and to investigate neutrino interactions on lead,

a heavy nuclear target on which there is little published data.

To enable this analysis, the ECal vertex reconstruction was integrated with the rest of the
ND280 reconstruction software. For the first time, the accurate particle identification (PID)
and momentum reconstruction capabilities of the ND280 Tracker are used for particles produced
in neutrino interactions in the ECals. PID and kinematic reconstruction is not possible using

ECal information alone.

Using this newly facilitated reconstruction of ECal-originating final-state particles, distribu-
tions of the reconstructed kinematics for a sample of charged-current inclusive muon-neutrino
interaction candidates are compared between data and simulation. This highlights that a defi-
ciency in the ND280 simulation of entering background particles constitutes a more significant

problem than previously believed.

The data-simulation agreement seen is reasonable: the shape-only test statistic for the muon-
like sample was evaluated to be y? = 245 for 104 analysis bins. This motivates the further use
of the ND280 ECals for constraint of the T2K flux prediction as well as heavy-target, neutrino

scattering measurements.
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‘Yes, but quantum mechanics blows that out of the water. According to the Heisenberg Uncer-
tainty Principle it is impossible to look at a sub-atomic particle and know both where it is and

where it’s going at the same time.
Samantha Carter, SG-1

‘Nothing’s certain, 'cause of quantum.
Lu-Tze, History Monk
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Chapter 1

Introduction

1.1 Neutrinos and flavour oscillation

The neutrino is an electrically neutral particle that interacts predominantly through the weak
force. Proposed in 1930 by Wolfgang Pauli to explain the continuous beta particle energy
spectra seen in nuclear decays, it was first observed by Cowan and Reines in 1956 [I]. Three
‘flavours’ of neutrinos have been experimentally observed, corresponding to the three gener-
ations of matter; the electron-, muon-, and tau-neutrino. Measurements of the decay width
of the Z weak vector boson at the LEP electron—positron collider constrain these three to be
the only light, weakly interacting neutrinos [2]. For many years, the neutrino was believed
to be massless—indeed, the neutrino is taken as massless in the Standard Model of Particle
Physics, but there is now an overwhelming body of evidence that neutrinos have a small but
non-zero mass [3, 4, [5l 6, [7]. This evidence comes from observations of flavour change in neu-
trinos produced in nuclear reactions in the Sun, cosmic ray interactions in the atmosphere,
and in man-made accelerator-based neutrino beams and nuclear reactors. Neutrinos produced
in the atmosphere and from man-made sources have been shown to change flavour as a func-
tion of their production flavour, energy, and the distance travelled between production and
observation—this process is known as neutrino oscillation. While neutrino flavour oscillation

has been firmly established, some of the parameters governing the oscillation probabilities as a

13



14 Chapter 1. Introduction

function of neutrino energy and distance travelled are still only loosely constrained.

Neutrino oscillations occur because the three flavour eigenstates, v., v,, v;, are not the same
as the energy, or propagation, eigenstates, v, 1o, v3. The relationship between the two bases is
encapsulated in the Pontecorvo-Maki-Nakagawa-Sakata matrix, Mpyns, and can be expressed

as

Ve Ua Uesm Ues| |1
m = U,ul ng ng vy |- (11)

Vr UTI UT2 U’T3 g

MpmNs

This 3 x 3 unitary matrix can be expressed in terms of three real angles, 05, 03, 023, and one

phase, dcp. This can be parameterised as

1 0 0 Cis 0 Sige™r| | Cly S 0
Menns = |0 Chy Sas 0 10 —S1y Cp 0O (1.2)
0 —Ss Chs| |—Sie™™® 0 Oy 0 0 1
where C;; = cosf;; and S;; = sin6,;;. The probability for a muon neutrino, of energy E,,

travelling in a vacuum to be observed as an electron neutrino after a distance L is

Py = V)= 4% Re U Us- Uz U] sin? (Am2 1) (1.3)
2508 T Uy Uy Upy Uy | sin (Am? 5% ) |
where Am?j = m? — mj2 is the mass squared difference of the neutrino mass states. The

probability for electron anti-neutrino appearance, P(v, — v,), differs by a sign in the second
term. For the explicit derivation of the oscillation probabilities, the reader is directed to Ref. [§].

From Eq. [I.3] it can be seen why the term ‘oscillation’ is used: the probability for a neutrino
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produced in one flavour state to be later detected as another is sinusoidally dependent on Z/E,.

The oscillation parameter currently of most interest is d.p, which can generate differences in how
neutrinos and anti-neutrinos oscillate. For some values of d.p, the neutrino sector can generate
sizeable CP violation—potentially resulting in matter—anti-matter asymmetry. Models exist
that are capable of using this source of CP violation to explain the observed deficit of anti-
matter in the visible universe. For an overview of these ‘Leptogenesis’ models, the reader is
directed to § 4 of Ref. [9]. The anti-matter deficit is one of the greater unsolved problems in our
best pictures of the physical laws that govern the universe. The search for CP violation in the
neutrino sector is predominantly performed by long-baseline oscillation experiments exposed to

man-made muon neutrino beams.

1.2 Accelerator-based neutrino oscillation experiments

Man-made neutrino beams are used to study flavour oscillations generated by PMNS mass-
flavour mixing. Experiments generally use neutrino beams with peak energies of a few GeV and
investigate oscillation over distances of hundreds of kilometres. The neutrino beams are usually
first sampled near to the production site with so-called ‘near detectors’. Near detectors are used
to characterise a neutrino beam before significant oscillation has taken place; the properties of
neutrino oscillations can then be inferred from measurements made after oscillations have taken
place. The first accelerator-based, long-baseline neutrino oscillation experiment was the Main
Injector Neutrino Oscillation Search (MINOS), which started taking data in 2005 and made
world-leading measurements of two neutrino oscillation parameters: one mass squared splitting,
|Am3,|, and one mixing angle sin? (2053) [10]. These measurements have since been surpassed by
the two second generation accelerator-based experiments, T2K [I1] and NOvA [12], which are
both taking data at the time of writing. The confidence intervals for the current measurements
of these two parameters, which are measured by investigating muon neutrino disappearance, are
reproduced in Figure A summary of the relevant current and future long-baseline neutrino

oscillation experiments is shown in Table. [T}
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Experiment Years active | Oscillation parameter sensitivities

Super-K [3] 1996— |Am3,|, sin? (623)

MINOS [13] 2005-2012 | |Am3,|, sin? (20a3), [sin? (613) , Scp)

MINOS+ [14] 2013-2015 | |Am3,]|, sin? (2643), [sin? (013) , dcp)

IceCube [15], [16] 2011- |Am3,], sin? (6a3), [sign(Am3,)]

T2K [11] 2010- |Am3,|, sin? (63), sin? (0a3), [0cp, sign(Am2,)]
NOvA [12] 2013 |Am3,|, sin? (63), sin? (6a3), [0cp, sign(Am2,)]
T2K-1II [17] Exp. 2020— | |Am3,|, sin? (613), sin? (6a3), dcp, [sign(Am3,)]
Hyper-K [18] Exp. 2026 | |Am3,|, sin? (6;3), sin? (fa3), dcp, [sign(Am3,)]
DUNE [19] Exp. 2028 | |Am3,], sin? (6;3), sin? (fa3), dcp, sign(Am3,)
Experiment Energy/GeV | Baseline/km | Neutrino source

Super-K 0.2-10 15-13,000 | Atmospheric neutrinos

MINOS 3 (peak) 735 On-axis NuMI beam

MINOS+ 7 (peak) 735 On-axis NuMI beam

IceCube 10-100 10-12,700 | Atmospheric neutrinos

T2K 0.6 (peak) 295 Off-axis J-PARC (200-750 kW)
NOvA 2 (peak) 810 Off-axis NuMI beam

T2K-II 0.6 (peak) 295 Off-axis J-PARC (750-1300 kW)
Hyper-K 0.6 (peak) 295 Off-axis J-PARC (1.3 MW)
DUNE 2 (peak) 1300 DUNE beam

Table 1.1: Summary of the long-baseline neutrino oscillation experiments mentioned in this
chapter. The years that each experiment ran, or are expected to run; the neutrino oscillation
parameters that each experiment aims to constrain, where bracketed parameters are those for
which an experiment has weaker sensitivity; and approximate neutrino energies and oscillation
baselines are presented.
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Figure 1.1: The best measurements of |Am3,| and sin? (6,3) and the associated two-dimensional
90% confidence contours from a number of long-baseline oscillation experiments investigating
muon neutrino disappearance. Figure from Ref. [20]

This thesis describes an investigation performed using the T2K near detector. The T2K ex-
periment investigates muon neutrino flavour change between J-PARC [21], on the east coast of
Japan, and the Kamioka observatory 295 km to the west [II]. The unoscillated T2K neutrino
beam is first sampled 280 m from the production site by the near detector, which is named
ND28(H The neutrino flux is later observed by the ‘far detector’, Super-Kamiokande [22],
after the neutrinos have travelled along an experimental baseline of 295 km. This baseline
corresponds to the shortest distance at which maximal oscillation occurs for initially muon
neutrinos with approximately 0.6 GeV of energy—the T2K beam peak energy. In 2014, the
T2K experiment reached its design goal by making the first observation of electron neutrino
appearance [7]. Since then, the updated T2K collaboration physics goals include contributing
to the measurement of d.p, which will require precise measurement of the oscillation proba-
bilities for both neutrinos and anti-neutrinos [23]. To achieve this, an accurate prediction of
the neutrino flux is needed and the details of neutrino interactions with matter must be well

known.

At the time of writing, long-baseline oscillation experiments are just starting to become sensitive

to the value of d¢p, but any evidence for d.p taking CP violation-generating values is still just

L Attempts were made to arrive at a more inventive near detector name, but failed.
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— 1

Figure 1.2: The Neutrinos at the Main Injector (NuMI) proton beam target and two-horn
focussing system. The NuMI beam was used for MINOS [I4] and currently produces the
neutrino beam for the NOvA [12] and MINERvA [26] experiments. Electromagnetic horns
are used to focus and charge select a beam of secondary hadrons, which are produced when
protons from an accelerator beam impact on a target. If the current, I, is reversed, negatively
(positively) charged particles can be focussed (defocussed). Figure from Ref. [13]

a tantalising hint [20]. The next generation of long baseline neutrino experiments, DUNE [19)]
and Hyper-K [I8], project good sensitivity to dp if systematic uncertainties can be suitably

reduced.

1.2.1 Neutrino beams

Accelerator-based beams of muon neutrinos are created by focussing short-lived mesons, pro-
duced through hadronisation in a proton beam target, and allowing them to decay in flight to
neutrinos and other particles. While there are designs for muon storage-ring ‘neutrino facto-
ries’ [24], there is no agreed-upon timescale for the construction of such sources. The focussing
of the mesons is performed by one or more electromagnetic neutrino ‘horns’, which have a wide
acceptance for incoming particles and are capable of sign-selecting and focussing the mesons
into an approximately collinear meson beam [25]. A cartoon of the MINOS target and horn
configuration is reproduced in Figure [1.2] The polarity of a focussing horn can be chosen to
select (negative) positive mesons, which results in a (anti-matter-) matter-dominated neutrino
beam. The beam comprises mostly muon neutrinos, which are produced through the decay
of charged pions and kaons, 7% /K* — p* + v, (equivalent decays to electrons are strongly

helicity suppressed).
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Figure 1.3: The neutrino energy spectrum predicted as a function of parent pion parent and the
angle between the momentum of the neutrino and the pion—the off-axis angle. The flux seen
at greater off-axis angles has a finer spectral width in neutrino energy. Figure from Ref. [27].

Off-axis beams

Both T2K and NOvA have far detectors that are situated away from the central axis of the
neutrino beam. Because of the kinematics of the boosted meson decay in flight, this results
in a more fine-band neutrino energy spectrum. The neutrino energy spectrum as a function
of decay parent pion energy, for a range of off-axis angles, is shown in Figure [I.3] By placing
the detectors off axis, the number of events from high-energy neutrinos—which have a different

oscillation probability at the far detector—can be strongly suppressed.

1.3 Neutrino interactions with matter

To study the properties of flavour oscillation, a significant number of neutrinos must be observed
after they have travelled the baseline distance. Neutrinos are detected by the measurement
of charged final-state particles produced through weak interactions with matter. However,
the quantity of interest when studying oscillations is the number of neutrinos of each flavour
that passed through the detector, not the number that were observed. The true number of

neutrinos must be inferred through neutrino interaction and detector response models. At the
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time of writing, the properties of neutrino interactions with matter are not well-known. In
this precision era of neutrino oscillation measurement, these uncertainties are fast-becoming

the limiting factor on future sensitivity [28].

There are a number of competing factors which constrain the practical energy regime in which
neutrino oscillations can be studied. Neutrinos are most-often observed through charged current
interactions which produce a flavour-equivalent charged lepton; this production of mass has an
associated energy threshold that places a lower limit on the useful neutrino energyﬂ The
oscillation probability (Eq. is periodic in the ratio L/E, of the experimental baseline, L, to
the neutrino energy, F,. To attain the highest probability of flavour change at the far detector,

this ratio must be tuned so that sin (Am%%) o~ 0—the most common choice is at the so-

2 L ~ 7. The neutrino interaction rate should

called ‘first oscillation maxima’, where Am;; 57
v

also be considered. On the one hand, the inclusive charged-current neutrino-matter cross
section rises approximately proportionally to neutrino energy. But on the other hand, higher
neutrino energies necessitate longer experimental baselines to maintain the L/FE, ratio, and
beam dispersion causes an attenuation in neutrino flux that is proportional to 1/L?. Therefore,
to achieve the largest oscillation signal, the shortest baseline and lowest energy above threshold
is the most desirable. A further complicating consideration arises when an experiment aims to
make use of ‘matter effects’ [29, [30] to determine sign(Ams3,); here, higher neutrino energies
render the difference between oscillations in matter and in a vacuum more apparent. However,

the higher energy neutrino beam necessitates a longer experimental baseline to maintain the

L/E, ratio.

For all intents and purposes, neutrinos interact with matter purely through the weak nuclear
force. At very low four-momentum transfer the vector bosons that mediate the weak force
scatter coherently with large-scale structures—e.g., entire nuclei. At high four-momentum
transfer —above approximately 5-10 GeV*—the vector bosons scatter off the quarks that make
up nucleons. Interactions in the high four-momentum transfer regime are comparatively straight-
forward to model [3I]. Current and planned neutrino oscillation experiments have neutrino

beams in the £, ~ O (1-5 GeV) energy region. This energy range constitutes a transition regime

2For this reason, tau neutrino appearance cannot be effectively investigated at current oscillation experiments.
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Figure 1.4: Example Feynman diagrams for three charged-current neutrino scattering channels.

where neutrinos scatter from both bound nucleons within a nucleus and nucleon-constituent
quarks. Building accurate models in this non-perturbative regime is a difficult task [31]. Current
interaction models are pieced together from constituent, non-interfering free-nucleon interaction
channels, to which additions and corrections are made to account for the effects of scattering

off bound nucleons.

1.3.1 Interactions with free nucleons

Interactions with free nucleons are broadly split into three channels, quasi-elastic scattering
(QE), Single Pion Production (SPP), and Deep Inelastic Scattering (DIS). Example diagrams
for the three processes are shown in Figure The predicted total charged-current cross sec-
tions as a function of neutrino energy for each interaction type, as predicted by the NuWro [32]

neutrino interaction simulation, are presented in Figure[1.5

Charged-current quasi-elastic scattering (CCQE) from free nucleons is often modelled in the
Lewellyn Smith formalism [33]. This channel has historically been regarded as the ‘golden’

interaction channel because it is possible to calculate the initial neutrino energy using just the
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Figure 1.5: The charged-current cross section components (curves), as predicted by NuWro [32],
overlaid on some experimental muon neutrino flux profiles (solid areas). Each flux is the
predicted unoscillated flux sampled by a detector near to the production site, except for the
T2K (Far) flux, which is the T2K (Near) flux convoluted with the muon neutrino disappearance
probability for a 295 km baseline. The muon neutrino total cross-section and individual channel
cross-sections vary significantly over the spectral width of current accelerator-based neutrino
beams. Furthermore, the neutrino flux near to the beam production site and after oscillation
differ in shape. To infer the properties of neutrino oscillation from observed neutrino interaction
rates, scattering cross-sections must be well-understood.
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observed final-state charged lepton kinematics as

e _ 2MyBy — M7+ M3 — M3
" 2(My — B+ |pif cos (60))

Here, My is the mass of the initial state nucleon, which is assumed at restf’] My is the mass
of the final-state nucleon; and Ej, p;, and 6, are the energy, three momentum, and polar angle
of the final-state charged lepton respectively. As the neutrino energy governs the oscillation
probability, precision oscillation experiments must be able to reconstruct the neutrino energy
spectrum in an unbiased way. However, as neutrino sources most often have a wide neutrino
energy profile, it is not possible to use CCQE interactions in isolation. As highlighted in
Figure the flux profiles from each current and planned experiment span energies where the

interaction rate of non-QE processes is significant.

Single pion production mostly occurs via neutrino-induced baryon resonance excitation and
subsequent decay (an example diagram is depicted in Figure. Non-resonant SPP channels
may also be accounted for; these processes may occur through diagrams such as depicted in
Figure [34]. SPP models are significantly more complex than CCQE models. Historically,
the model of Rein and Sehgal has been used [35], but more recent models such as the HNV
model [34] and the GiBUU model [36] have shown better predictive power [37] and are capable
of simultaneously describing pion production in electron scattering processes. Neutrino energy
reconstruction for SPP interactions requires the measurement of both the final-state leptonic
and hadronic systems—this renders accurate energy reconstruction more difficult. As can be
seen in Figure the deep inelastic scattering channel forms a significant contribution to the
total cross-section for neutrino energies greater than about 1.5 GeV. The inclusive DIS cross
section as a function of four momentum transfer is calculated from nucleon structure functions,
usually determined from empirical parton distribution functions [38]; the final-state hadronic
system is often simulated by fragmentation models, such as PYTHIA [39]. Neutrino energy
reconstruction for DIS interactions requires accurate sampling of the full final-state hadronic

system.

3For nuclear targets, this should be replaced with the effective mass of the target nucleon, which includes
the nucleon binding energy
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Figure 1.6: Example neutrino-induced single pion production diagrams, used in the HNV model,
that do no include any intermediate baryon resonance. Figure from Ref. [34]

Free parameters in the neutrino—nucleon interaction models are often determined through com-
parison to historic hydrogen and deuterium bubble chamber scattering data, which are largely
free of the effects of interactions with nucleons bound within nuclei, which will be introduced
in the next section. An example tune of the NuWro CCQE and SPP models to data from the

ANL and BNL bubble chamber experiments is presented in Appendix

1.3.2 Interactions with nuclei

All current and planned neutrino scattering experiments use nuclear targets. For a number
of years, it was assumed that the free-nucleon interaction models could be simply extended
to nuclear targets by boosting into the momentum distribution of a simple nuclear model and
accounting for the effect of nucleon binding energies. A discrepancy between measurements of
the true CCQE cross section at lower energies by MiniBooNE [40], and at higher energies by
NOMAD [4I]-—shown in Figure [1.7a]led to the conclusion that significant components were
missing from this simple picture. The MiniBooNE result was best-described with a quasi-elastic
axial mass—an effective parameter in the dipole nucleon form factor used for CCQE [33]—of
M, ~ 1.3 GeV. The NOMAD data were consistent with global fits to bubble chamber data,

which preferred M, ~ 1.03 GeV [31]. This discrepancy resulted in the inclusion of a number
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Figure 1.7: The NuWro prediction for the flux-unfolded, carbon-target, muon neutrino
CCQE cross section over the E, ~ O (1-40 GeV). The ‘corrected’ CCQE data from the Mini-
BooNE [40] and NOMAD [41] experiments are overlaid. [[b)] A cartoon of a 2p2h interaction,
where a neutrino scatters off two bound nucleons. For an in-depth description of a 2p2h inter-
action model, the reader is directed to Ref. [42].
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of updated model components, some of which can be consistently combined and some that
cannot. The unifying feature of the latest models is the inclusion of multi-nucleon effects. These
come in the form of extra interaction channels, such as multi-nucleon currents, often termed
‘2p2h’ or ‘two particle two hole’ interactions (with diagrams similar to Figure [42, 43];
more careful consideration of the nuclear model, such as the Benhar spectral function [44];
and mean-field corrections to the mediator boson propagators—calculated using the ‘Random

Phase Approximation’ (RPA) [45] §3 A].

In neutrino—nucleus interactions, hadrons produced in the primary interaction will propagate
out of the nucleus. During this process, re-interactions of the hadrons can take place that
modify the observable hadronic system—referred to here as final-state interactions (FSI). These
processes are often modelled by a semi-classical cascade in which hadrons are ‘stepped’ through
the nuclear mediumﬂ and allowed to interact with other nucleons [47]. Such interactions can
hinder the investigation of neutrino—nucleus interactions by obsfucating the properties of the

primary interaction.

A sample of muon neutrino quasi-elastic interaction candidates, which is selected by requiring
one final-state muon and no pions, may contain significant contamination from 2p2h events,
where the primary interaction has a pion-less final state, and other events in which charged
pions were absorbed by FSI processes. This renders obtaining a high-purity QE event sample
difficult, even in the limit of a perfect detector. An example of the bias when using E3. to
reconstruct the neutrino energy for true QE events, 2p2h events, and other events with no
final-state, charged pions is shown in Figure [I.8 This highlights the need for well-understood
interaction physics when performing precision neutrino oscillation studies. While the T2K and
NOvA collaborations have different approaches to investigating oscillations, both use some
form of ‘mapping’ El between observed event properties and true neutrino energy. Even if the
energy reconstruction does not presume the £% formula, any such mapping will contain model

assumptions and these assumptions must be well motivated so as not to introduce bias into

1The use of a ‘free first step’ or formation zone has been shown to improve predictions [46].

SWhether this takes the form of a full neutrino flux and interaction model which is constrained by near
detector data [48], or an un-smearing matrix used to unfold from near detector data to a ‘true’ flux shape [49],
this is where assumptions about neutrino—nucleus interactions are evident.
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Figure 1.8: The quasi-elastic reconstructed energy bias for true CCQE interactions and other

non-QE channels with no final-state pions. EZ, is an unbiased estimator for true CCQE

interactions, with a width caused by the unknown event-by-event Fermi motion of the target

nucleon. For non-QE interactions, FZ.. systematically underestimates the true energy.

the inferred values of the oscillation parameters. While the use of a near detector does reduce
the reliance on cross section models, like-for-like comparisons are not possible. Oscillation
causes the far detector to be exposed to a different flux shape than the near detector, and by
design, this difference is most prominent at the peak energy. The T2K near- and far-detector
muon neutrino flux shapes are shown in Figure [1.5] Furthermore, when studying electron
neutrino appearance the properties of electron neutrino interactions with matter must also be
well-understood—it is not currently clear that they are [50]. As a result of these complex and
coupled model components, the only feasible way to interpret real neutrino scattering data is

through the use of ‘event generators’.
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1.3.3 Interaction simulations

Event generators use Monte Carlo techniques to produce fully-simulated neutrino interaction
events from theoretical models. Their use allows interpretation of neutrino scattering data in
the context of full interaction models, after corrections for detector response have been made.
The validity of any such interpretations is related to the degree to which the model can predict
the data in the absence of fine-tuning. Event generators provide an indispensable tool in the
development of particle physics analyses. However, over-use of the simulation can ‘bake in’ bias,
or cause interesting discrepancies to be discarded when investigating real data—an example of
this is candidly presented [51], specifically in Figure 20 and 21, where the interaction model

used in the simulation is shown to affect the extracted cross section.

The inclusive muon neutrino charged-current cross section prediction from two interaction
simulations, NEUT v5.3.5 [52] and NuWro version 11q, for a hydrocarbon and a lead targetﬁ
are shown in Figure [1.9) The two predictions are similar for lower energies where CCQE
scattering dominates, but differences in the treatment of SPP interactions and the transition
region between SPP and DIS interactions are evident for energies corresponding to the tail of

the T2K near detector flux.

The next chapter describes the T2K near detector and motivates the selection of a predomi-

nantly lead-target muon neutrino interaction candidate sample.

6These are the relevant nuclei found in the ND280 electromagnetic calorimeters, which will be the main
interaction target for the analysis presented in this thesis.
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Figure 1.9: The flux-unfolded, charged-current muon neutrino inclusive cross section (curves)
for lead and hydrocarbon targets, as predicted by NEUT [52] and NuWro. The T2K muon
neutrino near detector flux prediction (solid area) is also shown [53].



Chapter 2

The T2K near detector and

ECal-target motivations

The T2K experiment investigates muon neutrino flavour change over a 295 km oscillation base-
line [IT]. The experimental apparatus consists of a number of different components, each of
which are important to the highly-significant oscillation measurements that have been pub-
lished [54) Bo, A8, 7, b6, B7, 20]. This thesis focuses exclusively on an analysis of neutrino
scattering occurring within the off-axis near detector, ND280. The other components of the
experiment have been discussed in great detail elsewhere. The on-axis near detector, IN-
GRID [58], is used to sample the neutrino beam direction, which ensures that the flux that the
other detectors are exposed to remains consistent. A number of high statistics cross-section
measurements have also been performed using INGRID [59, BT, [60]. The off-axis far detector,
Super-Kamiokande, was first used in the discovery of muon neutrino disappearance as a func-
tion of distance travelled by observing muon neutrinos arriving from cosmic ray interactions in
the atmosphere. In this seminal discovery, the flux of muon neutrinos seen to be arriving from
above was significantly greater than that of those arriving from below—where the neutrinos

had traversed the diameter of the planet before being observed [3].

The next section briefly introduces the J-PARC proton driver and the production of the neutrino

beam. The rest of the chapter discusses the T2K off-axis near detector and motivation for the

30



2.1. The J-PARC neutrino beam 31

analysis presented from § [] onwards.

2.1 The J-PARC neutrino beam

The J-PARC neutrino beam is produced by impacting 30 GeV protons onto a graphite target.
A short description is given here, and the interested reader can find more details of the neutrino

beam production in Ref. [53].

Protons are accelerated up to 30 GeV by the Main Ring (MR)—the third and final stage in
the J-PARC proton accelerator facility [2I]—and directed down the neutrino beamline, which
is depicted in Figure [2.1a] The hadrons produced in proton interactions in the target are
charge-selected and focussed by three neutrino horns [61]. The secondary beam of particles is
then left to decay in-flight while travelling down a 96 m tunnel; many decay to neutrinos and
other particles. Surviving hadrons are stopped in the beam dump and through-going muons
are sampled by the muon monitor, which is used to provide pulse-by-pulse monitoring of the
properties of the secondary beam [62]. A diagram showing the target station, decay volume,

and beam dump is reproduced in Figure [2.1b

Protons are extracted from the MR into the neutrino beam line in ‘spills’, which consist of
eight narrow bunches of protons. Each bunch is approximately 5 ns wide and separated from
the next bunch by about 580 ns [62]. This structure is reflected in the resulting neutrino beam.
Currently, the MR repetition rate (which corresponds to the spill frequency) is 0.4 Hz [62].
Planned upgrades to the MR will allow for an increased repetition rate, which will facilitate the
J-PARC neutrino beam in surpassing the design power of 750 kW and reaching approximately
1 MW [17].

The number of Protons Per Spill (PPS) and total number of protons received, or Protons On
Target (POT), for the first four T2K data-taking periods are presented in Figure The peak
beam intensity is approximately 1.2 x 10'* Ppg, which for the proton energy and repetition rate
of the MR corresponds to a power of about 235 kW. The average beam power has continued to

rise since Run 4 because of an increased number of protons in each bunch. For the most recent
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Figure 2.1: Schematics of the primary and secondary beamlines that are involved in the produc-
tion of the J-PARC neutrino beam. The lower figure shows the secondary beamline, in which a
beam of secondary particles produced from hadronic interactions in the target are focussed and
allowed to decay in-flight to produce the neutrino beam. Just before the protons arrive at the
target, the Baffle collimates, and the Optical Transition Radiation (OTR) monitor measures
the two dimensional profile of the beam. The OTR is described in detail in Ref. [63]. Figures
from Ref. [53]
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run (Run 8), the beam power peaked at about 450 kW. More-recent near detector data are

excluded from analysis as they were either not processed at the time of writing, or were taken

in a predominantly anti-neutrino beam (c.f. §[1.2.1]).

The predicted muon neutrino flux at the near detector in neutrino mode is shown in Figure [2.25]
The neutrino flux variation as a result of the angular span of the near detector is presented

in § 2.6] and the effect of uncertainties related to the flux prediction on the analysis will be
discussed in § (.1}
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Figure 2.2: @ The protons per spill and the total number of protons on target up to the
end of T2K Run 4. The beam intensity (PPS) has steadily increased through the life of the
experiment. Data from the latter part of Run 3 and from the whole of Run 4 are used in
the analysis presented here. @ The neutrino mode flux predictions at ND280, sub-divided by
neutrino species. Figure from Ref. [64]
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2.2 The magnetised off-axis near detector: ND280

ND280 is a magnetised, off-axis, general purpose neutrino detector—a diagram of ND280 is
shown in Figure 2.3] Multiple sub-detectors are housed within a large electromagnet which
produces a 0.2 T field in the centre of the detector during nominal operation. The innermost
region, the Tracker, contains three gaseous argon Time Projection Chambers [65] (TPCs),
interleaved with two finely segmented plastic scintillator tracking detectors (Fine-Grain De-
tectors [66]—FGDs), and capped at the downstream end with a sampling electromagnetic
calorimeter (DsECal). The two FGDs are used as the primary neutrino interaction target. The
most upstream FGD, FGD1, consists entirely of layers of plastic scintillator bars, which provides
good vertex position reconstruction and tracking of charged particles near to an interaction ver-
tex. Alternate layers are oriented at 90 degrees to each other to facilitate three-dimensional
reconstruction. The more downstream FGD, FGD2, has some water-filled layers which act as
a passive target for beam neutrino interactions. Measurements from both FGDs are combined
to investigate differences in neutrino interactions on carbon and water targets, as water is
the target material at the far detector. The TPCs provide high-precision position tracking,
momentum reconstruction, and energy loss measurements for charged particles, which affords

accurate Particle IDentification (PID).

The Tracker is surrounded by another electromagnetic calorimeter, the Barrel ECal [67], which
consists of six separate modules. Both the Barrel and Downstream ECals are built from al-
ternating layers of active plastic scintillator bars and lead absorber sheets—an illustration of
how a charged particle activates bars in the two orientations, or ‘view’s, of a module is shown
in Figure 2.4a] The lead layers increase the number of radiation lengths across each module
to span the necessary range of particle energies that can be fully contained and sampled. The
ECal provides good discriminating power between electrons and muons which enter from the
Tracker—electrons will shower leaving cone-like energy deposits whereas muons will not, leav-
ing track-like signatures [67]. The ECal sub-detector almost completely surrounds the Tracker

in an attempt to measure all charged outgoing particles from interactions occurring within.

The most-upstream end of the detector houses the Pi-zero Detector (P@D) a detector designed



36 Chapter 2. The T2K near detector and ECal-target motivations

UA1 Magnet Yoke

POD
(o Downstream

ﬂr)/—-///’ FeAL

Solenoid Coil

Al

Incident
Beam

Barrel ECAL

Figure 2.3: A diagram depicting the various sub-detectors that make up the T2K off-axis near
detector.

to study neutrino-induced neutral pion production [68]. Decays of neutral pions to photons lead
to electromagnetic showers that can be mistaken for electron neutrino interactions at Super-
K. A good understanding of the neutrino-induced neutral pion production rate is important
to maximise the significance of the electron neutrino appearance measurement. The POD is
constructed from alternating scintillator layers and water bags, where the bags can be drained of
water and filled with air allowing water-target measurements through the statistical subtraction
of ‘water’ and ‘air’ data. Lastly, in-amongst the iron clams of the magnet return yoke sits the
Side Muon Range Detector (SMRD) [69]. The majority of entering and exiting charged particles

will leave some trace in the SMRD.

An example of the event topology used to sample the un-oscillated neutrino beam for input
into the T2K oscillation analysis can be seen in Figure An interaction candidate can be
seen in FGD1 which produces a number of charged particles which pass through the rest of the

Tracker and leave deposits in the Barrel and Downstream ECals.

ND280 is a general purpose detector that is used to measure a variety of neutrino interaction

channels. At the time of writing, published measurements include: carbon-target muon neutrino
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Figure 2.4: @ Exploded view of the ECal scintillator and absorber configuration. Alternate
layers of scintillator bars are oriented at 90° to facilitate 3D reconstruction. @ ND280 event
display showing a candidate interaction in FGD1, the charged final state particles can be seen
travelling through the tracker with one leaving a deposit in the DsECal. The neutrino beam
travels left to right.

inclusive charged-current cross section [70], carbon-target electron neutrino inclusive charged-
current cross section [71], and carbon-target muon neutrino true CCQE cross section [72], as
well as many others [73] [74, [7T], [50]. Perhaps the two most interesting measurements are the
CCOr [75] and CClr [76] measurements on carbon and water targets respectively. Both have
signals defined by the topologies of particles that leave the nucleus (i.e. after FSIs), rather than
signal definitions that require corrections that account for FSIs. For example, the extraction
of a ‘true’ CCQE cross section from an event sample with no observed pions involves using the
interaction model to determine the contamination from other interaction channels with similar
observable final state topologies. This inherently introduces unnecessary model assumptions
into the published data and adds little extra information to final-state topology-based results.
These two analyses have spearheaded a focus on model-independent results within the neutrino

scattering community, which is beginning to become the standard practice.
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2.3 The ND280 Tracker

The ND280 Tracker is used as the main detector element for the majority of analyses performed
using ND280. The FGDs present a significant target mass of ~ 1.1 x 103 kg that results in
a reasonable interaction rate. The scintillator bars have a 10 x 10 mm cross section and are
arranged in thirty alternately-oriented layers which allows accurate three-dimensional vertex
reconstruction and precise tracking of final state particles leaving an interaction. Every layer
is oriented perpendicular to the beam axis, which gives the best reconstruction efficiency for
forward-going final-state particles. Activated bars are read out from one end via wavelength-
shifting (WLS) fibres coupled to Multi-Pixel Photon Counters (MPPCs), silicon photo-detectors
developed for T2K that are capable of functioning effectively within a magnetic field [77]. Each
bar is co-extruded with a titanium oxide-based reflective coating to increase the scintillation

light read out by the MPPCs [66].

For charged particles that are produced and stop within the same module, the FGD recon-
struction algorithms can estimate momentum for each particle hypothesis by the length of a
reconstructed track and also provide energy loss-based PID. Because of the orientation of the
FGD scintillator layers, tracks that are approximately perpendicular to the beam axis do not
cross many layers and will be poorly reconstructed. As the FGDs are not used as the primary
target by the analysis presented here, it is only important that their hit efficiency is high enough
to allow charged particles to be followed through a module. The FGD hit efficiencies for cosmic
muon tracks as a function of the angle between the reconstructed track and the long bar axis,
and trajectory distance from the centre of the bar is shown in Figure [2.5l The efficiency is
suppressed for particles that travel approximately along a bar or those that only pass through
the very edge of a bar, but for tracks passing through an FGD module from a TPC or a Barrel

ECal module this efficiency is more than adequate.

The ND280 TPCs play a significant role in the analysis presented here, providing precise mo-
mentum measurement and PID for final-state charged particles leaving a Barrel ECal module.
Each TPC is filled with a mostly-argon gas mixture which is readily ionised by through-going

charged particles. The liberated electrons are drifted by a 25 kV potential difference to readout
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planes on the anodes at either side of each module. A schematic of one ND280 TPC module
is shown in Figure [2.6a] The functional unit of the readout system is a MICROMEGAS mod-
ule [78], a 36 x 34 cm planar unit of 48 x 36 readout pads. Clusters of hits are formed from
neighbouring pads, which are clustered by row or column depending on the local track angle of
the ionisation signature; i.e. for a particle travelling perfectly horizontally, along a row of 48
pads, vertical clustering would be used and would result in 48 distinct position measurements.
As the drift potential is uniform across the volume, the drift velocity of the ionisation deposit
is approximately constant and can be used to determine the relative positions of clusters in
the direction of the electric field, z. Without any other timing information it is not possible
for the absolute x position to be determined because the drift time for the earliest part of
deposit is not known. The neighbouring scintillator detectors are used to provide a reference
time measurement for each track, which is used to precisely determine the position in the drift
dimension using the mean drift velocity. This technique affords a spatial resolution for tracks

of within O (0.1 mm), which was one of the design requirements of the system [65].

The momentum and electric charge of a charged particle can be reconstructed by fitting the
observed track trajectory, taking into account the presence of the electric and magnetic fields.
The track curvature allows the momentum component transverse to the magnetic field to be
determined, which along with the reconstructed track direction yields the estimated particle
momentum. The fractional momentum resolution as a function of the transverse momentum is

shown in Figure it can be seen that the momentum resolution meets the design goal [65].
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Figure 2.6: @ A diagram depicting a TPC module. The potential difference between the
central cathode and anodes on either x face drifts electrons released by ionisation of the TPC
gas towards the MICROMEGAS detector modules. @ The TPC reconstructed transverse
momentum resolution as a function of transverse momentum. The dotted line shows the design
target resolution. Figures from Ref. [65].

The TPC particle identification uses measurements of the ionisation energy loss that a charged
particle experiences when propagating through the TPC gas. The expected energy loss is

described by the Bethe formula,

dE\ 4w nz* [ € ? | 2m.c*3? 9
\dz /) me® 3% \dmeg " I(1-p?%) 7

where n, z, and [ are the electron number density, proton number, and the mean excitation

energy of the material respectively. The relevant properties of the propagating particle are
encapsulated within the relativistic beta factor that includes the mass and momentum of the
particle. For a deposit with a given reconstructed momentum, an expected energy loss can be
calculated for each PID hypothesis from the known particle masses. A PID likelihood can be
formed between the observed and expected energy losses for each hypothesis from the observed
momentum-by-curvature. The expected and observed energy loss profiles for relevant positive
and negative charged particles are shown in Figure[2.7] The energy loss is calculated per cluster

by summing up the total measured charge per activated pad and dividing by the local track
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Figure 2.7: The measured energy loss and momentum for positive ((a)f) and negative (|(b))
charged particles passing through the TPC. Overlaid are the expected energy losses for muons,
electrons, protons and charged pions. Figures from Ref. [65]

length through the cluster pads. The estimated energy loss per distance travelled for the whole
deposit is then calculated as a truncated mean which includes the 70% of the clusters with
the lowest calculated energy loss. This removes a long tail that would otherwise reduce the
accuracy of the estimator. The energy loss resolution of the TPCs was determined to be better
than the design requirement of 10% [65]. However, because of the similarity in masses of muons
and equivalently charged pions, discrimination between the two purely through this technique
is very poor. For the majority of interesting event topologies that include a muon and a pion,

they will be of opposite charge, which reduces the impact of this issue.

At the time of writing, there are ongoing efforts to select neutrino interactions occurring on
argon nuclei within the TPC drift gas; in the current data set there are expected to be O (1000)
such events [79]. Because of the low density and high precision tracking within the TPC,
it is expected that the hadronic final state of argon-target interactions can be investigated
with unprecedented precision. As liquid argon is used as an active target for a number of
current [80, RI] and future [I9] neutrino experiments, such a measurement may provide a

valuable constraint on the nuclear effects involved in argon-target neutrino interactions.
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2.4 The ND280 Barrel ECal

The Barrel ECal modules are used as the primary interaction target in this analysis. Each
module is constructed from 32 layers built from bars of plastic scintillator and 1.75 mm-thick
lead absorber sheets. The bars are oriented so that alternate layers lie with the long bar
axis parallel or perpendicular to the neutrino beam axis. This construction was used to meet
the design requirement of optimally sampling charged particles that exit the Tracker; it also
means that high-angle particles produced in interactions occurring within an ECal module are
well-oriented for efficient reconstruction. The four top and bottom modules, and the two side
modules have the same dimensions and each module contributes a target mass of 5500 kg and
8200 kg respectively. Each scintilator bar has a cross section of 10 x 40 mm, which results in
reasonable tracking and vertex reconstruction resolution. The assessment and discussion of the
ECal tracking and vertexing performance is the focus of the next chapter. The ECal bars are
read out by WLS fibres attached to MPPCs, similarly to the FGD bars. Bars that are oriented
parallel to the neutrino beam axis are read out by an MPPC at both ends (double-ended)
because the length of these bars (3.84 m) is comparable to the attenuation length of the WLS
fibres (~ 4 m) (Figure 9)[67]. For single-ended bars, the far end of the WLS fibre is mirrored

to increase the scintillation light directed toward the MPPC.

When a pixel of an MPPC is hit by a photon, a charge pulse is generated. The charge from
each MPPC is collected onto a capacitor, from which the integrated charge is read every 580 ns.
The capacitor readout times are chosen so that each beam bunch arrives close to the centre of

an integration period.

The ECal response is calibrated in two stages. The online calibration uses the dark noise
spectra from each channel to tune the over-voltage of the corresponding MPPC so that a single
photon hit generates a consistent charge response. This calibration affects the recorded data
and is performed approximately once per week when taking data as the MPPC response is
sensitive to ambient temperature changes [82]. The offline calibration uses samples of cosmic
muons to ensure that the hit timing and charge response to through-going particles is consistent

across the detector. The attenuation properties of each WLS fibre are determined from the



2.4. The ND280 Barrel ECal 43

relationship between the recorded charge and the reconstructed distance along a bar that a

muon passed.

The ECal MPPC channels are read by a hierarchy of data acquisition (DAQ) subsystems.
Blocks of up to 16 MPPCs are read by a single “TriP-T’ chip, a microprocessor originally
designed for the D@ experiment at Fermilab. Four of these chips are housed on each of the 334
‘TriP-T Front end Boards’ (TFBs), with twelve ‘Readout Merger Modules” (RMMs) combining
the output of up to 48 TFBs each. The RMM output, along with the DAQ output from the
other ND280 sub-detectors, is built into an ‘event’, which corresponds to the recorded detector

response for a single detector trigger, such as a beam spill.

The two most important properties of the ECal for this analysis are the hit efficiency and
the hit timing resolution, which are used in the hit clustering algorithms (described in the
next chapter). The hit efficiency as a function of layer number, determined from a sample of
through-going cosmic muons, is shown in Figure The efficiency is reasonably high and
consistent throughout the bulk of each ECal module, the efficiency for the double-ended bars
is slightly higher; this is expected because the MPPC at either end may record a hit. The hit
time for the same sample of muons, averaged over the readout channels connected to each of
the 334 TFBs, is presented in Figure The spread in the calibrated mean hit time is more

than sufficient for efficient hit clustering.
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Figure 2.8: @ The ECal hit efficiency as a function of layer number for a sample of through-
going cosmic muons. The efficiency is reasonably high and flat across each type of bar. @
The mean hit time from each ECal readout subsystem for a sample of cosmic muons. After
calibration, a timing resolution of about seven nanoseconds was achieved, which is sufficient
for effective hit clustering. Figures from Ref. [67].

2.5 The ND280 software

The software used in the simulation and analysis of data from ND280 was designed to be
modular. The long-established ROOT framework [83] is used throughout for data persistence,

analysis, and visualisation.

When processing real data from the detector, the raw binary event output of the DAQ systems
is first converted to ‘digits’ in a ROOT-based event format. These digits contain information
about the time and ‘charge’ of an activated detector elementﬂ Sub-detector specific and time-
dependent calibrations are applied to the digits, which are used to create the detector hits that

are processed by the reconstruction algorithms.

When simulating neutrino beam interactions, a number of stages are performed before the
simulated detector response can be processed in an equivalent way to the real data. The first
stage is to simulate a realistic flux of neutrinos. The proton interactions and secondary re-

interactions in the T2K target are simulated by FLUKA [84] and GCALOR [85] respectively.

!For the different detection elements, the ‘charge’ of a hit has different meanings. For example, the ‘charge’
of an ECal hit is related to the number of photons counted by each MPPC. It is the job of the reconstruction
and analysis algorithms to translate this into physically useful information.
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Both models are tuned to experimental hadronisation data, most notably, the FLUKA model
is tuned to data from the NA61/SHINE [86] experiment at CERN [53]. The products of these
interactions are propagated out of the target, through the electro-magnetic horns, and into
the decay volume by a GEANT3-based model [87]. Neutrinos produced in decays of these
particles are recorded as a ‘vector’ of simulated neutrinos. This vector contains information
on the production species, position, direction, and energie of each simulated neutrino. These
neutrinos are then traced through the ND280 detector geometry and allowed to interact with
material in the detector. Interaction probabilities are determined by weighting positions along
the trace according to the total neutrino cross-section for the relevant material mixture and
neutrino species. These cross-sections are calculated by a neutrino interaction simulation; in
the ND280 software, this is most often NEUT, but can also be NuWro or GENIE [8§]. In this
way, a vector of neutrino properties, interaction positions, and target-nuclei is built up. For
each neutrino that interacts, the event generator simulates a primary interaction and any FSIs
that may take place. For a given neutrino energy, interacting with a given target nuclei, the
primary interaction is chosen proportionally from the relative cross-sections of each interaction
channel (c.f. Figure and §[1.3.1)). The output of the event generator is the list of particles
that escaped the target nucleus in the simulation. In addition to neutrinos which interact within
ND280, a significant number of interactions occur in the earth between the beam dump and the
near detector. These so-called ‘sand’ interactionsﬂ produce a flux of particles—mostly muons—
which enter the detector from outside. For some analyses, this constitutes a significant source
of background and as a result must be simulated. Unfortunately, while these are simulated as
before, but with a different geometry, the further processing of the final state particles is kept
separate from those produced in interactions occurring within ND280. This means that it is
not currently possible to determine the effect of ‘sand muons’ within the same simulated beam
spill as signal interactions, they can only be used to characterise entering backgrounds. These

first two simulation stages are not specific to the ND280 software.

The particles produced by the event generators are then propagated through the ND280 detector

geometry by a Geant4-based model [89], which incorporates a number of secondary interaction

2S0 called because the earth surrounding the ND280 complex is mostly sand.
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processes. Energy loss and electro-magnetic showering models are used to determine where
energy is deposited in the detector. Energy deposits that occur within active detection elements
are used to simulate the detector response. In addition to the simulated digits induced by
beam neutrinos, each sub-detector has a noise simulation, which can inject extra charge into
the simulated readout electronics according to data-motivated dark noise distributions. The
output of the electronics simulation is qualitatively similar to the real detector output, albeit
with extra ‘simulation truth’ information associated with each simulated digit. The processing
from this stage through calibration, reconstruction, and analysis is performed by the same
algorithms that process the real data. The reconstruction algorithms make extensive use of the

RECPACK [90] toolkit.

Versions of the ND280 software are tied to ‘Productions’ A Production encompasses all the
information, including a specific version of the software, needed to simulate ND280 data and
process the real data (a ‘Real Data Production’, RDP). At the time of writing, Production 6
is used for the main analyses and Production 7 is near-finalised. Production 7 will include a
significant number of simulation, calibration, and reconstruction improvements over Production
6. The additions to the ECal reconstruction software, which will be the focus of the next
chapter, motivated the use of the candidate Production 7 software and calibrations for this
analysis. As no new features are planned before the release of Production 7, this constitutes
the most up-to-date ND280 calibrations and reconstruction algorithms, which will form the
basis for future analysis. Unfortunately, it was not feasible to run the simulation from the event
generation stage. The analysis presented herein uses Production 7 software from the electronics
simulation stage onwards, which notably incorporates a much improved dark noise simulation
for the ND280 ECal. This means that NEUT v5.3.2 and Geant4 9.4 were used, instead of
Geant4 10.0 and the most recent version of NEUT, neither of these changes significantly

impact the interpretations of the data.
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2.6 Motivation for an ECal-target sample

This thesis presents a selection of beam neutrino interactions occurring within the ND280 Barrel
ECal. The main motivation for such a sample is three-fold: to provide a high-statistics neutrino
flux constraint across a wider range of off-axis angle than is possible in the FGDs; to investigate
the rate of muon production outside of the angular acceptance of the FGD, which may provide
insight into nuclear effects; and to measure lead-target neutrino interactions, a heavy nuclear
target on which there is very little published data. The geometry of the ND280 Tracker limits
the polar angular acceptance for charged particles produced in neutrino interactions occurring
within the FGD to less than about 50 degrees (Analysis II in Ref. [75]). The polar angle herein
is defined with respect to the axis of symmetry of the Tracker, which is in line with the neutrino
beam axis to within 1.7 degrees [20]. A muon neutrino charged-current interaction sample that
uses the Barrel ECal as a target may provide a complementary investigation of ‘high-angle’

interactions, for which 50° < 6, < 130°.

One of the proposed near-detector designs for future oscillation experiments in the J-PARC
neutrino beam, vPRISM, aims to use measurements taken at different off-axis angles to mitigate
the systematic error induced by the use of incorrect neutrino interaction models [0I]. An
arbitrary effective neutrino flux can be constructed after the data have been recorded by using
a linear combination of separate measurements taken at different off-axis angles. An analysis
of vPRISM data would be able to mock up a measurement using the predicted oscillated flux
at the far detector and compare observed event rates without a large reliance on the neutrino
interaction model. An example of such an effective flux is shown in Figure The correct
combination of separate measurements needed to form an effective flux relies on an accurate
understanding of the true neutrino flux. The off-axis flux prediction across the whole of the
face of ND280 is shown in Figure The Barrel ECal spans a significantly larger range of
off-axis angle than the FGD alone—currently the only target used when constraining the flux
prediction for oscillation studies. The observed muon neutrino interaction rate per target mass
in the Barrel ECal is shown in Figure the measured rate can be seen to vary as a function

of the off-axis angle. A high statistics measurement over a range of off-axis angles may provide
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Figure 2.9: @ A comparison of the oscillated J-PARC muon neutrino spectrum predicted at
Super-Kamiokande and a linear combination of simulated measurements taken at different off-
axis angles. The vPRISM experiment will be able to modify the effective flux shape during
analysis. @ The neutrino energy spectrum as a function of the off-axis angles that the near
detector is exposed to, calculated from the full J-PARC neutrino beam-line simulation.

a constraint of the off-axis flux that could improve the flux model for future analyses, including

those made by vPRISM.

The off-axis near detector at T2K is planned to be upgraded for an extended T2K data-taking
period, termed T2K-II [I7]. One proposed design re-orientates the FGD and TPC sub-detectors
with a focus on enabling high-angle measurements from hydrocarbon-target interactions. Mea-
surements of high-angle final-state particles from FGD-target interactions are not possible with
the current ND280 geometry (Figure as high-angle particles will not travel through the
Time Projection Chamber (TPC). However, high-angle measurements, which utilise the TPCs
for precise momentum measurement and particle identification, are already possible using the
Barrel ECal as an active target. Such measurements would provide an interesting constraint

on high-angle muon kinematics from interactions with a combined lead-hydrocarbon target.

The study of neutrino interactions is interesting for its own sake. The sum total of published
lead-target neutrino-scattering data is shown in Figure 2.1l Both results appear to show
that the simulation is able to predict the data to within the quoted uncertainties. However,

the CHORUS data are expressed relative to some unknown neutrino flux constant, C, and the

3 At the time of writing, a very interesting new analysis that includes a number of kinematic projections of a
new MINERvVA lead-target sample has just been submitted for publication. An eprint can be found in Ref. [92]
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Figure 2.10: The number of deposits observed in each module of the ND280 Barrel ECal,
normalised to the detector mass contained within each bin. Contours of constant off-axis angle
are overlaid. Significantly more deposits are seen in the bottom left module, which is exposed
to the smallest off-axis angle.

MINERVA data are presented as a ratio with carbon-target measurements, which may contain
distinct model biases. Furthermore, the MINER»VA data are presented as a function of recon-
structed neutrino energy, and as briefly discussed in §[I.3.3] such a mapping is detrimentally
model-dependent. It would be more interesting to investigate lead-target neutrino scattering
data in distributions of interaction model-independent observables. The ND280 detector con-
tains a number of nuclear targets that can be used, in a similar way to the CHORUS result,

to investigate the scaling of nuclear-target effects with nucleon number. A robust lead-target

analysis is needed if ND280 is to be used to its full physics potential.

2.6.1 Previous ND280 ECal measurements

Interactions occurring within the ND280 ECal have been assessed twice before. The first
analysis, performed in 2013, attempted to fit for the flux-averaged, charged-current inclusive
lead-target cross section by selecting a sample of neutrino interaction candidates reconstructed

to start within the ND280 ECal [95]. The fit varied the overall cross section normalisation of
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Figure 2.11: Recent lead-target measurements from the CHORUS [93] and MINERvA [94]
experiments. CHORUS measured the total charged-current cross section relative to some un-
known constant, C, for lead (Z/A ~ 0.39) and other targets. The MINERvA analysis presents
the ratio of extracted lead-target and carbon-target cross sections per nucleon. Both measure-
ments are relative to a carbon-target sample.

a lead, a carbon, and a background component, forming a test statistic between the predicted
and observed event rate in each ECal module. An FGD charged-current inclusive selection
was used as a separate constraint on the normalisation of the carbon cross section. Unfor-
tunately, the fit favoured an unphysical negative cross section for the lead-target component
of the event sample (§ 5.2.4)[95]; this has been attributed to a significant, unresolved data—
simulation discrepancy. One significant source of disagreement arose because no magnetic field
was simulated in the flux return yoke of the ND280 magnet [96]. In the actual detector, more
negatively charged particles travelling through the flux return yoke were directed into (out of)

the bottom (top) ECal modules. This mis-modelling has since been rectified (§ 6)[96].

The second analysis for neutrino interactions in the ECAL, performed in 2015, involved the
implementation of new vertex reconstruction algorithms (§ 5)[96], which will be discussed in
Further undetermined disagreement between simulation and data produced another unsat-

isfactory result.

The analysis selected interaction candidates using a fiducial volume, all deposits that were
reconstructed as starting outside of this volume were discarded. A diagram of the fiducial

volumes used to select one-track and multi-track interaction candidates is shown in Figure 2.12]
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The active volume of a Barrel ECal module is defined as the bounding box which contains all of
the scintillator bars and lead absorber sheets in a module. Selected interaction candidates were
then sorted into ‘signal’ and ‘reverse’, or background-enhanced, samples for each ECal module
by a number of other cuts which are detailed in § 7 of Ref. [96]. A similar fit to that implemented
in the 2013 analysis was used to extract the overall normalisations of three templates: carbon-
target, lead-target, and ‘background’. The pre- and post-fit selected event rates are shown in
Figure An evaluation of the relevant shape-only systematic uncertainties was encoded into
a covariance matrix that was used to calculate a test statistic (Eqn. 8.1)[96]—the corresponding
correlation matrix is shown in Figure The selected and reverse samples can be seen to be
strongly anti-correlated, which is expected from the shape-only treatment. Any event property
variations caused by the systematic assessment that resulted in candidates migrating across a
cut threshold will have moved events from the reverse sample to the corresponding selected
sample bin, or vice versa. The shape of the background template and the significant number
of carbon-target and lead-target events selected into the background-enhanced sample meant
that none of the templates could be varied while not incurring a significant penalty due to the
anti-correlations evident in the covariance matrix. As highlighted in Figure the reverse
sample contained ‘background’ events originating from a wide variety of sources: interactions
in the magnet, interactions outside of ND280 (‘sand events’), interactions in the Tracker or in
ECal modules other than the one that the candidate was reconstructed in. Each of these sources
may have been mis-modelled in understandable ways but by controlling the sum total with a
single normalisation parameter, most of the power to resolve any simulation—data differences
was lost. Furthermore, the events that contribute to the background template in the ECal
and FGD samples were likely to be very different, while the systematic uncertainty treatment
aimed to account for this, the uniform treatment of the ‘background’ normalisation parameter

appears highly susceptible to modelling deficiencies in the outer detector.

While it was not determined what exactly led to the poor fit results, data—simulation discrep-
ancies that differ from ECal module to module were apparent in some of the distributions
used in the selection. For example, the number of detector hits within a reconstructed deposit

(§ 8)[96], reproduced in Figure shows a data excess of deposits with a low number of
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Figure 2.12: The ECal fiducial volume definitions used in the 2015 analysis (§ 7.6.1.1)[96]. The
solid grey regions show two-dimensional projections of the active Barrel ECal volumes and the
dashed green (red) lines show the fiducial volume used to select one-track (multi-track) vertex
candidates.

hits. A second peak at ~ 40 hits—which corresponds to through-going particles which enter
the detector approximately perpendicular to the layer orientation and only activate a few bars
per layer—is more prominent in the simulation than the data. The cut thresholds used in § 7
of Ref. [96] to select charged-current inclusive interaction candidates were tuned to efficiently
retain a high-purity sample of true charged-current ECal-target interactions in the simulated
data set. This resulted in cuts placed through regions of data—simulation disagreement, which
can be seen in the two-dimensional cut on the cluster chargeﬁ and number of hits in a cluster—
shown in Figure 2.I5b}—that was tuned to select a region of low background to signal ratio.
The selection of events contributing to this region of disagreement reduces the validity of the

systematic uncertainty estimation.

In the analysis presented herein, the strategy was reassessed in an attempt to constrain and
mitigate the many potential sources of mis-modelling that plagued these previous analyses. The
data analysed in the 2015 analysis were taken at the end of Run 3 (c.f. Figure [2.2a]) between

2012-05-27 and 2012-06-09; in this analysis, those data are used to validate and cross-check the

41t can be seen in Figure that similar distributions of track charge are still poorly simulated.
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Figure 2.13: The pre- @ and post-fit @ selected event rates per ECal module from the 2015
analysis [96, Figure 8.41, Figure 8.42]. The black markers show the observed event rate in the
data and the red crosses show the total event rate and associated systematic uncertainty in each
sample. The pre-fit appears reasonable by eye, but when the covariance matrix is included in
the test statistic evaluation, the normalisation of the lead (red), carbon (blue), and background
(green) contributions cannot be satisfactorily fit to the observed data.
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Figure 2.14: @ The pre-fit correlation matrix which encodes the effects of systematic uncer-
tainties on the ECal selection [96, Figure 8.44]. The uncertainty assessment found that the
selected and reverse samples in a given ECal module are strongly anti-correlated, while se-
lected samples from different ECal modules are strongly correlated with each other, similarly
for the reverse sample. The background template for the reverse bottom left Barrel ECal
subdivided by true neutrino interaction position [96, Figure 8.48]. ‘Sand’ refers to interactions
occurring outside ND280 and ‘Magnet’ refers to interactions occurring in the iron flux return
yokes of the magnet.
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Figure 2.15: The distribution of the number of detector hits in each reconstructed deposit
shows significant data—simulation disagreement [96, Figure. 8.]. The shape of the disagreement
differs between ECal modules. The observed distribution is shown by the black markers and
the simulated distribution is subdivided into interactions occurring within ND280 (red) and
interactions occurring outside of ND280 (blue). Only events which passed the fiducial volume
cut, shown in Figure were included. The tuning of the two-dimensional track charge
and hit multiplicity cut to maximise the true signal selection resulted in a threshold that passed
through a region of poorly simulated phase space—as seen in @ Events above the black line
passed this cut.
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reconstruction and selection. To disambiguate this data set from those introduced in §[6] they

are referred to as the ‘Run3Cb’ data set.



Chapter 3

ND280 Reconstruction

When a neutrino interaction occurs inside ND280, charged final state particles may deposit
energy in any of the various sub-detectors that make up the detector. Figure shows a
simulated interaction in one of the Barrel ECal modules. Any interesting properties of such
charged particles need to be reconstructed from the deposits that are recorded by the data ac-
quisition system. During the first stage of reconstruction, sub-detector ‘isolated’ reconstruction
is performed on deposits within each detector module—these may be fully contained deposits
or segments of a longer track. These detector-isolated results are then combined by the ND280-
wide reconstruction algorithm, or global reconstruction, to better use the measurement strengths

of each sub-detector.

The developments described in this chapter concern improvements made to the ECal-isolated
vertex reconstruction and global track matching and vertexing algorithms. These improvements
were made to facilitate a more robust ECal-target interaction candidate selection that could
make use of ND280-wide reconstruction information. The key result of the developments made
is that a charged particle produced in a neutrino interaction within an ECal module can now
be followed through the rest of the detector. This allows precise momentum measurements and
PID estimates to be associated to the reconstructed final state tracks of ECal-target interaction
candidates. The ECal-isolated vertex reconstruction validation (§ , the TREx high-angle

reconstruction validation (§ , the inclusion of the ECal vertex reconstruction into global
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Figure 3.1: The simulated energy deposit from an ECal interaction occurring in the Top Right
Barrel ECal. The neutrino (dotted green) can be seen arriving from the left and interaction
within the Barrel ECal active volume. A number of final state particles can be seen leaving
energy deposits (coloured crosses) in the detector. A final state muon (green dashed) travels
through the Tracker and the Downstream ECal.

reconstruction (§ , and the validations of the ECal-tracker matching and global track
parameter reconstruction (§ and § are all original work. The ECal-isolated vertexing
was developed for the 2015 ECal-target analysis and the global reconstruction algorithms were
developed as the final stage of the standard ND280 reconstruction software, which was originally

used for oscillation studies.

The ECal-isolated vertexing algorithms developed by Brailsford [96] were ECal-only reconstruc-
tion algorithms—i.e. the reconstructed interaction candidates were not able to be used by the

ND280-wide reconstructionﬂ This limited the information available for analysis.

For measurements of interactions occurring within the fiducial volume and kinematic acceptance
of the ND280 Tracker, reconstruction and selection efficiency effects due to the position within
a detector, azimuthal angle, and occasionally polar angle may be integrated over. This is
justifiable when the efficiency is flat and well-understood in these projections, the neutrino
interaction model is well constrained, and the neutrino flux can be treated as homogenous across
the fiducial volume; in the Barrel ECal, however, none of these are defensible assumptions. To
be confident in the robustness of the sample presented here, the efficiency for each stage of the
reconstruction should be understood in each relevant part of phase space. This would be of

critical importance were a neutrino-scattering cross section measurement to be performed using

lthe ECal vertex reconstruction algorithm is not the ‘mainstream’ ECal reconstruction algorithm, which is
based on track—shower discrimination and is fully integrated with the rest of ND280 reconstruction
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the ECal as an active target. Throughout, reconstruction efficiencies are presented in multiple
kinematic projections with care taken to reduce effects from integrating over other dimensions

of phase space.

3.1 ECal reconstruction

The ECal-isolated vertexing algorithms make use of the Hough Transform [97] to find straight,
track-like features in amongst clusters of detector hits. A brief overview of the ECal-isolated
vertexing algorithm is given in this section, followed by validations of the reconstruction perfor-
mance. The reconstruction algorithm is summarised in Figure (3.2l The ECal-isolated vertexing

algorithms and any reconstruction thresholds determined in Ref. [96] have been kept as-is.

3.1.1 Standard reconstruction

The original ECal reconstruction algorithms were designed to maximise the discrimination
power between showering and track-like particles—specifically for the reconstruction of neutral
pions and to provide robust muon—electron separation [67]. The algorithms were developed
in the expectation that they would be used to reconstruct deposits left by a single, entering
particle. The reconstruction starts by forming two-dimensional clusters of calibrated detector
hits, firstly by a simple nearest neighbour search and then by conditionally combining the
nearest neighbour clusters based on similarity in charge-weighted position, time, and cluster
shape [96], §4.4]. Hits can only be added to a cluster if they occurred within 50 ns of at least
one clustered hit. Any isolated hits that appear to be related to the combined clusters in hit
time or position can also be absorbed. The clusters from each two-dimensional view are then
matched between the views to form three-dimensional clusters of hits. This matching calculates
a matching likelihood between each cluster from one view and every cluster in the other view.
The most likely match above some minimum likelihood threshold is made and the matched
clusters are ignored for future iterations; the process is repeated until no more matches can be

made. The likelihood is built from distributions of ‘correct’ and ‘incorrect’ matches in three
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Figure 3.2: A summary flow chart that depicts how ECal scintillator hits are reconstructed
as ECal-isolated vertexing algorithm used to reconstructed neutrino interactions that occurred
within an ECal module.
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observables; the distributions were determined from an analysis of simulated neutrino beam
data. The three observables are: the ratio of total hit charge in each view and the separation
of the ‘top’ and ‘bottom’ of each two-dimensional cluster in the coordinate shared between the
two views—the running coordinate, which corresponds to the layer number of the hit bars. The
expectation is that if two clusters describe two views of the same physical process, each will
have a similar extent in the shared coordinate and each will have clustered approximately half
of the visible energy. The results of the matching are three-dimensional clusters of distinct

detector hits—each hit can only be used by a single cluster.

The standard algorithms further process these three-dimensional clusters to reconstruct the
total electromagnetic energy deposited from the visible charge distribution and calculate PID
discriminators. These discriminators can be used to separate shower-like deposits (left by elec-
trons, photons, and neutral pions) from track-like deposits left by minimally-ionising particles
(muons and high-momentum charged pions) and highly-ionising particles (protons). The re-
sults of these reconstruction stages, while important for the other uses of ECal information in
ND280 analysis, are not used herein and so will not be discussed in more detail here. Interested

readers can find more information in Ref. [67].

3.1.2 Vertex track-finding

The ECal-isolated vertexing post-processes the three-dimensional clusters produced by the
standard ECal reconstruction. Each cluster has each of the two views processed by the two-
dimensional Hough transform, which transforms the distribution of hit positions to a distri-
bution of straight lines that pass through each hit. In this distribution, track candidates that

contain many of the hits from the reconstructed cluster appear as peaks.

The Hough lines are parameterised by an angle, #, and a displacement of closest approach
from the origin, p, with respect to some two-dimensional cartesian coordinate system. As each
cluster is transformed entirely independently of the other clusters, the origin is taken to be the
charge-weighted mean hit position in each view—this choice has no impact other than keeping

the range of p reasonably small. The relationship between cartesian points on the line, (x,y),
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and the track parameters, (p, ), is given by p = x cos — y sin §. This parameterisation is used
to avoid a problem for tracks perpendicular to the & axis which result in a singularity for the
standard cartesian line equation, y = mx + c. For each point in position space through which a
track could have passed, the track parameters of all straight lines which pass through the point
are added to the Hough-space distribution. For a cluster of detector hits, any charged tracks
that might be reconstructed must have only passed through bars that were ‘hitﬂ and not bars
that were not. The ECal scintillator bars are far from pixel-like detection elements—candidate
tracks could have passed through them in many ways that would have caused them to register
a hit. It was noted in [906], §5.2.1] that the most reduced set of points through which any infinite
Hough line through a bar must pass is given by placing the points on the diagonals of the
bar cross section as shown in Figure [3.3a] An example Hough transform of a single ECal bar
is shown in Figure |[3.3b] For each hit in a cluster, the transformed contributions to the track
parameter space are summed together to form the whole cluster (p, 0) distribution. An example
Hough transform of a simple cluster is shown in Figure The parameters of tracks that pass
through hits left by the simulated muon appear as a peak in the Hough parameter space—
this can be seen at p ~ 20mm and ¢ ~ 170°. In this way, analysis of the Hough parameter
space highlights the track parameters of all straight trajectories that may have contributed to

a cluster.

The two-dimensional track-finding proceeds iteratively by choosing the highest point in the
Hough parameter space and forming a two-dimensional track from all contributing hits. This
‘proto-track’ is then checked for quality; if it passes, the contributions from the used hits are
removed from the hough parameter space distribution and the process continues until no new
tracks can be formed. A two-dimensional track candidate must use at least three hits—fewer
than this provides too little information to have any degree of confidence that both views of
the deposit were left by the same particle [96]. While the Hough transform picks out the
infinite lines that pass through a representative set of points, the transform is not influenced
by any missed hits that might be expected if a charged particle propagated along the candidate

trajectory. To enforce the construction of contiguous candidate tracks, proffered Hough tracks

2or it may have passed through in-active material
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Figure 3.3: @ Each ECal scintillator bar is represented as a cross of points to be Hough
transformed. The Hough transform of a single, activated bar in Hough track-parameter
space. Figures from Ref. [96].
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Figure 3.4: A two-dimensional event display of a simulated neutrino (green, enters left)
interaction in the ECal. The simulated charged particles, and the scintillator bars that they
deposit energy in, can be seen to the right of the interaction vertex The Hough transform
of the hit cluster in @ The highest points in the two-dimensional parameter space describe
infinite, straight ‘tracks’ which pass through the greatest numbers of hits in the cluster. Figures

from Ref. [96].
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are rejected if a single ECal layer is missed along a track—i.e. if contributing hits occur in only
two out of three consecutive layers. Tracks are also rejected if more than one scintillator bar
within a layer is missed—where the candidate track includes hits from the same layer, which
are separated by two or more consecutive bars without hits. Hits from rejected tracks are not
allowed to appear in exactly the same combination again but are returned to the track-finding

pool to be used in the formation of other track candidates.

Once a set of two-dimensional tracks has been extracted from each view of the three-dimensional
cluster, they are matched together to form three-dimensional tracks. The matching is performed
in the same way and uses the same discriminating observables as the matching in the standard
ECal reconstruction—the cluster charge ratio and difference in position in the shared coordi-
nate. The probability distributions used to form the likelihoods were re-calculated using the
results of the Hough track-finding. The matching uses different distributions depending on the
number of reconstructed Hough tracks—one, two, or three or more tracks in each view [96],
§5.2.5]. An extra complication arises for the matching of vertex tracks in that what appears
as one long straight track in one view may be clearly two or more tracks in the other view.
This can be resolved by checking whether pair-wise combinations of Hough tracks from the
view with more tracks form more likely matches with long tracks in the other view. If the
combined track results in a greater likelihood than any other matches, the crossing point of the
combined tracks in the shared coordinate is used to split the long track into two sub-tracks.
The four tracks are then included in the list of tracks for further matching. This process is
described in detail in § 5.2.5 of Ref. [96]. Unlike the standard ECal reconstruction matching
procedure, no minimum likelihood threshold is used, and so the matching continues until all
the two-dimensional tracks are used from at least one of the views. This results in some very
poor-quality matches that need to be removed before further processing. The three-dimensional
tracks produced by the track-finding and matching processes then need to be combined into

reconstructed vertex candidates.
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3.1.3 Vertex candidate reconstruction

In the 2015 analysis, the three-dimensional Hough tracks were considered the final result of
the reconstruction; the reconstruction of vertex candidates was part of the ‘interaction can-
didate selection’ For this analysis, the vertex candidate reconstruction was ported back to
the ECal-isolated reconstruction so that the vertex candidates could be used by ND280 global
reconstruction. The steps and thresholds used to reconstruct ECal vertex candidates was mo-

tivated in §7.4 of Ref. [96] and have been left unchanged.

First, the three-dimensional Hough tracks are checked for quality and poor-quality tracks are
rejected. Poor-quality tracks are those that only include hits from a single ECal layer in one
of the views or those in which the two-dimensional tracks in the two views do not overlap in
the shared coordinate. Surviving tracks are then clustered to form vertex candidates. A point
of closest approach is calculated for each pair-wise combination of tracks. These points are
compared with the positions of the detector hits that make up the two contributing tracks. If
some of the hits are within 200 mm, then the crossing point is kept for further processing [96),
§7.4.2, Table 7.2]. The crossing points are then clustered together if the distance between any
two hit positions in a potential cluster is less than 140 mm [96], §7.4.2, Table 7.2]; the tracks
associated with each of the clustered crossings are then used to form ‘proto-vertex’ candidates.
The reconstructed position of each candidate is then taken as the point which minimises the
sum squared distance of closest approach to each of the contributing tracks. It should be noted

that there is no requirement that each track is only included in a single reconstructed vertex.

The final stage of the ECal-isolated vertex reconstruction attempts to merge three-dimensional
tracks. Charged particles that travel a significant distance within a module will often curve
due to the magnetic field inside the detector. However, as the Hough transform finds straight
tracks in clusters of hits, long curving trajectories may be reconstructed as more than one three-
dimensional track. The track merging tests all track pairs which have an isolated crossing
point—i.e. the calculated track crossing point is more than 140 mm away from any other
crossing point. The combination of track merging and the ability for tracks to be included

in multiple vertex candidates allows the ECal-isolated vertexing to fully reconstruct neutrino
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interactions which produce a multi-track deposit near the interaction point and a long curving
deposit left by a propagating minimally ionising particle, such as a muon or a charged pion.
This is a key topology of interest when searching for interactions occurring within an ECal
module. Such deposits would most-likely have been mis-reconstructed as a single track or a

large, distended ‘shower’ by the standard ECal reconstruction.

Each of the tracks associated with each of the reconstructed vertex candidates are then passed
to global track reconstruction to be matched with reconstructed objects in other sub-detectors.
While being matched by global reconstruction, the individual tracks are temporarily dissociated
from their vertex candidates and treated as separate, independent tracks that are all matched
with the equivalent priority. In the next section, the performance of the ECal-isolated vertexing

is assessed and comparisons between data and simulation are presented and discussed.

3.1.4 Reconstruction performance

To fulfil the requirements of this analysis, the ECal-isolated vertex reconstruction needs to be
able to accurately reconstruct neutrino interaction vertices and charged particles that deposit
energy in an ECal module. The important reconstructed track properties are the module-
exit direction and position, and the associated uncertainties. It is also important that the

reconstructed interaction vertex position does not exhibit any significant bias.

The Inward Muon particle gun sample

It is often useful to be able to simulate particles with arbitrary distributions of starting position
within the detector and initial kinematics; the General Particle Source (GPS) of the Geant4
framework, often referred to as a ‘particle gun’, performs this function. This technique can
be used to investigate the reconstruction of important particle topologies in isolation, and also

allows the simulation of topologies that are not predicted by any interaction model.

A sample of fake charged-current interaction vertices was used to assess the reconstruction

performance for muons originating in a Barrel ECal module passing through the Tracker—
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the main topology of interest for this analysis. The fake vertices were created by firing one
or two particles from the same point within the detector geometry. In each ECal module,
three samples of fake vertices were simulated: muon, muon + proton, and muon + charged
pion. The muon initial-state kinematics were restricted so that the generated muons were fired
approximately towards the Tracker. The protons (pions) were fired isotropically with kinetic
energies uniformly in the range [50,250] MeV ([0,400] MeV). The protons and pions were
included to account for the effect of multi-particle final states on the muon reconstruction
performance. The fake interaction vertices were distributed uniformly over the active volume
of each Barrel ECal module to preclude including regions of significantly different than average

performance.

Track reconstruction

The muon tracking efficiency of the ECal vertex reconstruction is shown in Figures|3.5 as a
function of the muon kinematics, p,, 0, and ¢,, which are all defined according to the ND280
coordinate system, c.f. §[2.6] These efficiencies were calculated with the Inward Muon particle
gun sample. The fake vertex positions were selected to occur within the fiducial volume of
each barrel moduleﬂ This selection was imposed to mitigate any phase space-sensitive edge
effects where the muon left the ECal module without passing through enough scintillator bars
to be reconstructed. The tracking efficiency can be seen to be very high across the momentum
phase space sampled (Figure and plateaus at ~ 90% for muons with momenta greater
than 400 MeV /c. For the polar and azimuthal projections, the momenta of included muons was
restricted to p, > 400 MeV /c; this is to mitigate effects from the shape of the low momentum
efficiency. This restriction is used for Figure[3.6|and Figure it is not carried through to the
interaction candidate selection. In these projections, the tracking efficiency is near unity except
in regions where poorer reconstruction is to be expected. Tracks that travel approximately in
the plane of a layer will cross enough bars in both views for the reconstruction to perform well;
this corresponds to tracks with cos (0) > 0.9 or ¢ ~ 0,180, —180 (¢ ~ 90, —90) for tracks in

the top or bottom (side) modules. In the most important regions of track parameter space,

3The fiducial volume is described in section
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Figure 3.5: The muon tracking efficiency for fake interaction vertices occurring within the Barrel
ECal fiducial volume as a function of the true particle momentum. The region p, < 400 MeV/c
is excluded when projecting the efficiency onto the angular phase spaces. For higher momentum
muons, the tracking efficiency is approximately flat.

the ECal tracking efficiency is more than sufficient for this analysis.

The reconstructed module-exit position, direction and associated uncertainties are the quan-
tities used to construct a matching likelihood between ECal-isolated tracks and tracks from
other sub-detectors. The global matching algorithm is described in detail in section 3.2.2] In
each ECal module, one of the three coordinate axes is treated as the ‘running coordinate’ for
the reconstructed track parameters. The running coordinate is used to parameterise the recon-
structed direction: if x is taken as the running coordinate, then the direction vector is given by
(1,99/dx, 9%/dz). The shared coordinate between neighbouring scintillator layers is the most nat-
ural choice for running coordinate. The reconstructed state vector for an ECal track in a side
barrel module, which has the x axis as the running coordinate, is described by three position
coordinates, two direction ‘slopes’, and an inverse momentumﬁ estimate, {z,y, 2, ¥/dz, 4/dx, 1/p}.
The inverse momentum estimate is used during global reconstruction to take account of the

helical trajectory followed by a charged particle propagating in an electric and magnetic field.

4the inverse momentum is proportional to the curvature in a magnetic field
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Figure 3.6: The muon tracking efficiency for fake interaction vertices occurring within the Barrel
ECal fiducial volume as a function of the true particle polar angle cosine. The efficiency is flat
for muons that do not travel approximately in the plane of a scintillator layer. The simulated
muons shown in this projection are limited to p, > 400 MeV /c.

For tracks in the tracker, where precise momentum measurements are facilitated by the TPCSEL
this momentum estimate is used and updated by the reconstruction. For ECal-isolated recon-
struction the inverse momentum is largely ignored and seeded with a value of 1 GeV ™' ¢. This
estimate is only used when fitting long, merged Hough tracks where the trajectory curvature in
the magnetic field is important. For tracks that are eventually merged with tracker components
by global reconstruction, the whole track is re-fit, and this re-fit is seeded by the momentum

state determined from the tracker component.

The important metric when assessing the suitability of the reconstructed properties for global

matching are the track parameter ‘pulls’

o= Xreconstructed - Xtrue’ (31)

0 X reconstructed

where 0 x reconstructed 18 the reconstructed uncertainty in track parameter X. The Inward Muon

STPC position resolution is ~ 1 mm [65, Figure 24-26] and momentum resolution is ~ 0.1 x py [65, Figure
27]
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Figure 3.7: The muon tracking efficiency for fake interaction vertices occurring within the

Barrel ECal fiducial volume as a function of the true particle azimuthal angle.

The range of

simulated muon angles is restricted for each module so that they propagate toward the tracker.
The efficiency is flat for muons that do not travel approximately in the plane of a scintillator
layer. The simulated muons shown in this projection are limited to p, > 400 MeV/c.
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particle gun sample was used to assess the ECal-isolated vertex track reconstruction in terms
of parameter pulls. To provide the most consistent comparison between reconstructed and true
properties, the reconstructed state of the track at the end closest to the tracker is propagated
along the running coordinate to a matching plane with the closest corresponding true state. In
this way, the model used for the propagation of reconstructed states, i.e. the RECPACK model,
is used to compare the reconstructed and true track parameters at an equivalent position. The
Geant4 model used to propagate the true particles through the ND280 geometry is not available

in the reconstruction framework and so could not be used for a fair comparison.

The pulls for the non-running position coordinates of the track-end closest to the tracker for the
top and bottom—where § is the running coordinate—and the side barrel modules are shown in
Figure 3.8 Pull distributions that follow the normal distribution highlight that the estimated
parameter is unbiased and that the quoted uncertainties are neither over-, nor under-, estimated.
It is clear from Figure that the track end position reconstruction is unbiased. However, the
shape of the distribution about ¢ = 0 shows that the uncertainty estimation provided by the
reconstruction is not ideal. The shape of the peak signifies an over-conservative estimation of the
uncertainty for some tracks, while the slow fall-off shows that for other tracks the uncertainty

is significantly under-estimated.

The pulls for the relevant slopes for the top, bottom, and side barrel modules are shown
in Figure 3.9 The direction pulls have similar features to the position pulls, however the
plateau-like tail is even more prominent here, suggesting that significant under-estimation of

the direction uncertainty is a systematic problem.

This situation is far from ideal and is partly a consequence of the generalised approach to
reconstructed state determination offered by RECPACK. When fitting for the position, direc-
tion, and associated uncertainties given a set of hits, the ECal bars are modelled as a gaussian,
rather than a top-hat function. This over-generalisation contributes to the situation shown in
Figure [3.8land Figure[3.9] A more detector-aware approach to uncertainty estimation may well
provide a more accurate uncertainty estimation—the reconstruction should take account of the

geometry of the ECal bars and layers. However, the discriminator thresholds used by global
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matching were tuned with such reconstruction in place and a robust re-tuning of the global
reconstruction was outside the scope of this analysis. Reconstruction improvements should be
a significant consideration for future work. This analysis used the track-state reconstruction as
described above. The ECal-Tracker matching efficiency is assessed in § [3.2.2] The discrepancy

between the apparent matching rate in data and simulation is assessed in § [5.3.2

The next subsection focusses on the important components of the ECal-isolated vertex recon-

struction.

Vertex reconstruction

In this analysis the fiducial volume of the ECal modules is re-assessed and designed to be con-
servative (c.f. § Unless there is significant bias in the reconstructed positions of true
ECal-target interactions, the net reconstructed vertex migration will be a negligible considera-
tion. As the uncertainty on the vertex position is not used in this analysis, the only important
quantity is the absolute reconstructed position bias. This is best shown by the distribution of
position residuals,

r= Xi,recon - Xi7truea (32)

for © € x,y,z. The distribution of residuals for the top, bottom, and side Barrel modules
is shown in Figure [3.10, These distributions were determined using the Run 3-equivalent
simulation data set; only reconstructed vertex candidates where the true vertex occurred within

the same Barrel ECal module were used.

It can be seen from Figure that the reconstructed vertex position is not biased in the
x or y directions, and any bias evident in the z direction is smaller than the 40 mm width
of a single ECal bar. The spread of the reconstructed position residual is consistent in each
module and prong multiplicity. Single track vertices will always be placed in the centre of a
bar as the reconstructed position is placed at the upstream end of the track. For the running
coordinate, this results in a residual distribution that is almost discretised; the majority of

neutrino interactions occur within the lead absorber sheets in-between layers of scintillator. As
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a result, the residual for these coordinates is not peaked about r = 0.

While the number of reconstructed tracks will not be a key component of the selection pre-
sented here, future analyses may want to try and create more granular, topology-based samples
in which well-understood individual track reconstruction would be more important. The distri-
bution of the true track topologies that contribute to a vertex candidate with a given number
of reconstructed tracks is shown Figure When combined with the distribution of recon-
structed tracks per vertex shown in Figure |3.15] it is clear that most reconstructed vertex
candidates underestimate the number of true tracks. This is to be expected from the ECal ge-
ometry and limitations in the reconstruction. The inability for one hit to be shared by multiple
tracks and the minimum number of six hits per reconstructed track limits the reconstruction
efficiency for short tracks from a vertex. The reconstruction necessarily prioritises creating
long tracks. This is not a deficiency for this analysis where the most important reconstructed
properties are the vertex position and the correct matching of an ECal track with a Tracker
track. However, improved short track reconstruction efficiency may open up new uses for an

ECal-target sample.

The next subsection contains comparisons between simulation and real data for a variety of

reconstructed properties of reconstructed ECal-isolated vertex tracks and candidates.

Comparison between simulation and data

The following distributions are presented as a low-level check that the ECal vertex reconstruc-
tion behaves similarly between data and simulation. All of these distributions are ‘physics
sensitive’ and may not be expected to display exact agreement if the simulation is imperfect.
The most important distributions to see good correspondence in are the track directions, shown
in Figure and Figure [3.13] The agreement here is satisfactory; there are no significant
discrepancies that might indicate a systematic difference in raw reconstruction performance

between data and simulation.

The reconstructed ND280 track length is used as an observable by some of the samples presented



3.1. ECal reconstruction

75

Count (A.U.)

-1

Count (A.U.

AU

Count (

Count (A.U.) Count (A.U.)

Count (A.U.)

x103 x103
T T T T T gyfr T T T T
o One track, Sim. E D o One track, Sim. E
15 F T. Left, # = 0.5mm, RMS, = 35mm 4 < r Left, 7 = 0.634 mm, RMS,. = 34.8 mm ]
[ ——— B. Left, 7 = 0.381 mm, RMS, = 34.5mm ] — 60 ——— Right, 7 =—0.862mm, RMS, = 33.9mm -]
r ——  B. Right, 0.707 mm, RMS,. = 35.1mm ] =1 o E
10 ——— T Right, 7 = —0.620mm,RMS, = 344mm o 3 r 3
L 4 @] 40 L 4
S5F 3 2 F -
E 5 Lo a b I 1L Ml d._u\ B4 ]
-100 -50 0 50 100 -100 -50 0 50
Vertex Position X (Recon. - True) (mm) Vertex Position X (Recon. - True) (mm)
x10% %103
wET — T T r ——T T T T T
One track, Sim. = - One track, Sim. 4
I T. Left, 7 = 1.03mm, RMS, = 34.8 mm 1 < r Left, 7 = 0.0725 mm, RMS,. = 35 mm 1
[ ———— B.Left, 7= -0346mm,RMS, =33.6mm | = 1 [ —— Right, 7 = —0.0411mm,RMS, = 34.6mm ]
[ ——— B Right, 7= —0.183mm RMS, =35mm | & - E
———————  T.Right, 7 = 0.986 mm, RMS, = 33.9mm 3 I ]
50 1= 1 © [ ]
i ] Sk 7
0--. o a1 B0 T E ]
-100 -50 .0 50 100 -100 -50 .0 50
Vertex Position Y (Recon. - True) (mm) Vertex Position Y (Recon. - True) (mm)
x103
n T T T T T T T T T T T T T T T T T T =
- One track, Sim. g
r T. Left, 7 = —8.96 mm, RMS, = 35.3mm Left, 7 = —8.83 mm, RMS, = 35.8 mm ]
10 B. Left, 7 = —9.7mm, RMS, = 35.5mm B. Right, 7 = —8.86 mm, RMS, = 35.8 mm -
F Right, 7 = —9.39 mm, RMS, = 35.2mm T. Right, 7 = —9.69 mm, RMS, = 35mm E
5 - —
- ]
-100 -50 0 5 100
Vertex Position Z (Recon. - True) (mm)
(a) One track vertex candidate position residuals
x103 x103
L e B B s B e SN BN - o B L e e R
o Multi-track, Sim. e D r Multi-track, Sim. ]
8 - T. Left, 7 = 0.858 mm, RMS, = 35mm . <C - Left, 7 = —0.939 mm, RMS, = 33.8 mm 4
o —————— B. Left, 7 = 1.13mm, RMS, = 34.1mm ] = 6 [ ——— Right, 7 = 0.0793 mm, RMS, = 32.9mm -]
6 [ ——— B.Right, 7 = —2.64 mm, RMS, = 35 mm . =1 r T
r ———— T. Right, 7 = =2.53mm,RMS, = 34.5mm ] é’ 4 L .
AF 3 S UF ]
2 F 3 2r 7
0E = 0
-100 -50 0 50 100 -100 -50 0 50 100
Vertex Position X (Recon. - True) (mm) Vertex Position X (Recon. - True) (mm)
X 103 % 10’3
T T T T T s 7T T T T T
r Multi-track, Sim. 1 :D 6 |  Multi-track, Sim. -
10 - T. Left, 7 = —0.736 mm, RMS, = 344mm 7| C Left, 7 = —2.51 mm, RMS, = 34.6 mm ]
: ——————  B. Left, 7 = 0.287 mm, RMS,. = 32.7mm : — [ ———— Right, ¥ = —2.68 mm, RMS, = 34.4mm ]
L ——  B. Right, 7 = 0.248 mm, RMS, = 34.2mm J = 4+ -
| — T Right, 7 = —0.952mm,RMS, = 33.1mm J 3 - R
51 4 © I ]
L ] 2r 7]
0 0
-100 -50 .0 50 100 -100 -50 .0 50 100
Vertex Position Y (Recon. - True) (mm) Vertex Position Y (Recon. - True) (mm)
x103
T T T T T T T T T T T T T T T T T T T
[ Multi-track, Sim. ]
| T. Left, 7 = 16 mm, RMS, = 37.4mm Left, ¥ = 15.4mm, RMS, = 36.9 mm i
4+ B. Left, 7 = 14.9mm, RMS, = 35.9mm B. Right, 7 = 15.4mm, RMS, = 37.3mm .
L Right, 7 = 15.6 mm, RMS, = 36.2mm T. Right, 7 = 15.6 mm, RMS, = 36.4 mm J
92 -
0
-100 -50 0 50 100

Vertex Position Z (Recon. - True) (mm)

(b) Multi-track vertex candidate position residuals

100
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Figure 3.11: The truth content matrix for the number of reconstructed tracks. Each row is nor-
malised to show the fractional content of true topologies for each reconstructed topology. True
topologies are defined by a number of produced charged particles with greater than 250 MeV /¢
of momentum to increase the tracking probability. The quality cuts, described in § [3.1.3] are
the only cuts made on the reconstructed tracks.

in the next chapter; the track length for ECal-isolated tracks is shown in Figure [3.14
Other distributions are presented in Appendix:[A.Tland Appendix:[A.2]for interest and posterity.

A general feature of these distributions is that the normalisation is generally over-predicted
in the bottom modules, approximately correctly predicted in the side modules and under-
predicted in the top modules. One plausible explanation would be a remaining mis-modelling
in the magnetic field simulation inside of the ND280 flux return—more entering particles may
be directed out of the top module and in to the bottom module by the outer magnetic field
when compared to the data. It was noted in § 6 of Ref. [96] that the magnetic field was not
simulated in the flux return of the ND280 magnet; this was cited as a major contributor to the
unsatisfactory result of the 2013 ECal-target analysis. An ad-hoc correction, implemented into
the ND280 simulation appeared to reduce the discrepancy, but the field model was very simple.
The implementation and assessment are presented in § 6 of Ref. [96]. It is also possible that the
discrepancy is caused, in part, by a deficiency in the neutrino flux model. These discrepancies,
and the repeated failure to produce robust ECal-target neutrino interaction cross-section results,

are the main motivation for the analysis presented here.
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Figure 3.12: The POT-normalised, polar track angle for all vertex tracks reconstructed by the
ECal-isolated vertexing for each of the six Barrel ECal modules. The distribution drawn from
the simulation is subdivided by the true interaction topology. The data overlay is calculated
from the Real Data Processing (RDP) Run3Cb neutrino beam data sample.
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Figure 3.13: The POT-normalised, azimuthal track angle for all vertex tracks reconstructed by
the ECal-isolated vertexing for each of the six Barrel ECal modules. The distribution drawn
from the simulation is subdivided by the true interaction position.
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Figure 3.14: The POT-normalised, track length for all vertex tracks reconstructed by the ECal-
isolated vertexing for each of the six Barrel ECal modules. The distribution drawn from the

simulation is subdivided by the true interaction position.
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Figure 3.15: The POT-normalised, reconstructed track multiplicity for all vertex candidates
reconstructed by the ECal-isolated vertexing for each of the six Barrel ECal modules. The
distribution drawn from the simulation is subdivided by the true interaction position. The
inlay figures focus on the distribution of multiplicity for vertex candidates with more than one
associated track.
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3.2 ND280 global track reconstruction

Global track reconstruction takes the objects reconstructed by the individual sub-detector re-
construction algorithms and attempts to match them together to form ND280-wide recon-
structed particle hypotheses. At the time of writing the reconstruction software used for TPC-
isolated reconstruction had been newly re-written; this was to allow for the reconstruction of
neutrino interactions occurring on the gas in the TPCs themselves. This new software, named
TREx (TPC Reconstruction Extension), is explained in detail in Ref. [79]. While TREx un-
derwent extensive validation during its development and it was written to be an improvement
over the previous software, tpcRecon, it has not been used in a published T2K analysis. The
improved performance of TREx motivates its use in this analysis. The next section presents a
study validating the use of TREx in the context of ECal-target interactions with TPC-entering

muons.

3.2.1 TPC tracking efficiency

The tracking efficiency of the TPC is expected to be very good. However, it has only been
extensively assessed for neutrino interactions occurring within the P@OD and the FGD. This
analysis necessitates effective tracking over a different range of incident angles than is spanned

by particles that enter from the P@D or one of the FGDs.

A comparison of the muon tracking efficiency for tpcRecon and TREx as a function of the true
momentum, polar angle, and azimuthal angle at the true entry point to the TPC is shown in
Figure Figure [3.17, and Figure [3.18] respectively. The efficiency is projected onto the
true muon kinematics at the entry point to the TPC, rather than the true kinematics at the
production point in the ECal. This avoids integrating over any effects of the ECal starting
position, such as any energy loss and re-scattering that may occur before the particle enters

the TPC. The position on the TPC detector face is still averaged over.

The efficiencies are only shown for the left-hand Barrel ECal modules—the symmetry of the

detector means that the results for the right-hand modules are qualitatively the same. The
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Figure 3.17: Muon tracking efficiencies as a function of true polar angle at the entry point to
the TPC subdetector. In every bin, TREx matches or out-performs tpcRecon when compar-
ing between muons that came from the same ECal module and displays a significantly more
consistent efficiency across the phase space.
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Figure 3.18: Muon tracking efficiencies as a function of true azimuthal angle at the entry
point to the TPC sub-detector. In every bin, TREx matches or out-performs tpcRecon when
comparing between muons that came from the same ECal module and displays a more smoothly
varying efficiency across the relevant phase space for each module.

tracking efficiency is taken as the probability of reconstructing a high—qualityﬂ, muon-like track
given that a true muon passed through an active region of the TPC sub-detector. A recurrent
difficulty when presenting efficiency-like metrics is disentangling effects that are most evident
in projections that are not presented. The denominator of this efficiency requires that the true
muon passed through the active region of the TPC, but some number of these will not have
passed through a large enough region to have left a track long enough to pass the quality cut.
Such effects are mitigated where possible in the design of the metrics, but are often summed
over. The efficiency as a function of momentum is approximately flat for muons that enter the
TPC with more than 300 MeV /¢ of momentum—this is used as a restriction when presenting
the two angular projections. It is clear from Figure[3.17 and Figure [3.1§ that TREx offers more
consistent tracking performance across the regions of phase space important for this analysis.
As a result of this study, it was decided that TREx should be used as the TPC reconstruction

software for this analysis.

For completeness, the TREx tracking efficiency as a function of the azimuthal angle is shown

SHigh-quality here refers to a TPC track with at least 16 MICROMEGAS pad clusters (c.f
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Figure 3.19: TREx muon tracking efficiency as a function of the true azimuthal angle at the
entry point to the TPC subdetector for muons entering from each of the Barrel ECal modules.
The overall tracking efficiency is consistent except for cos(@EPC Bnter) ~ (), @O e {—180,0}
where the muon is travelling approximately (anti-)parallel to the magnetic field.

for all Barrel ECal modules in Figure|[3.19, The sum of contributions from each barrel module
leaves few regions of the global azimuthal angle outside of the reconstruction acceptance. For

tracks travelling nearly (anti-)parallel to the magnetic field, (—)z, the tracking becomes very

poor—elsewhere the efficiency has a wide peak at around 75%.

The rest of this section introduces the method of inter-detector matching and presents a study
assessing the ECal-Tracker matching efficiency. The interfacing of the ECal-isolated vertexing
results with global vertex reconstruction is then described and the performance of the particle

kinematic reconstruction at the vertex is assessed.

3.2.2 Inter-detector object matching

The final stage of the pattern matching at ND280 attempts to reconstruct single particle tracks

that cross sub-detector boundaries by matching and merging reconstructed objects across mul-
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tiple sub-detectors. This process uses a Kalman filter to perform track-following; a brief de-

scription of the use of a Kalman filter for such pattern recognition is given here, for more details

see § 2.4.2 of Ref. [97].

A Kalman filter is an algorithm which processes time-ordered measurements of a dynamical
system. While accounting for measurement noise or other stochastic effects in the input mea-
surements, the Kalman filter builds up a best estimate of the parameters of some dynamical
model for the system being measured. The Kalman filter used at ND280 models a charged
particle propagating under the effects of an electric and magnetic field. It filters reconstruction
nodes—position, positional uncertainty, and time measurements—and produces a discriminator
for whether each filtered node was likely reconstructed from deposits that were left by the par-
ticle being followed. Accepted nodes are used to update the best guess of the current dynamical

properties of the particle, which affects the discriminator for later nodes to be accepted.

Global reconstruction uses the Kalman filter to estimate the position and momentum of a
particle in the Tracker, where such measurements can be quite precise. To match these objects
to reconstructed deposits in the outer detectors, the reconstructed properties of Tracker tracks
are propagated through the inactive volumes of the detector to matching surfaces on the faces
of the outer detectors. A y2-like discriminator, formed between the propagated Tracker object
position and direction and the position and direction of the outer detector object, is used to
decide whether the two objects should be matched (Figure. The discriminator is calculated
as:

X = (X — X (O — e, (33)

v J

where i, j € {x,y, z,9%/dy, ¥*/dy} enumerate the relevant matching state parameters—in this case
for a state with running coordinate y—and Vj; is the corresponding calculated covariance matrix
element. Tracks that are successfully matched are re-fit with the Kalman filter to incorporate
and propagate the new information gained from the match. The new, matched track is returned
to the pool to match again. Global matching processes potential matches between specific sub-

detector pairs until no further matches are possible. It then proceeds onto the next sub-detector
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Figure 3.20: The reconstructed position and momentum information from the TPC-exiting end
of a track is extrapolated to the active region of an ECal to be used in inter-detector object
matching.

pair topology. The first step is to attempt to match Tracker tracksﬂ to POD deposits. This is
followed by matching P@OD-Tracker deposits to Downstream ECal deposits, then Barrel ECal
objects, and finally PODECal and SMRD objects. In this way, ND280-wide deposits can be
effectively reconstructed, giving priority to matches between the most fine-grained detectors

before making matches to deposits in the outer detectors.

The most important matching topology to the analysis presented here is between ECal and

Tracker objects.

Comparison between data and simulation

The discriminator distribution for all attempted Tracker—Barrel ECal object matches for the
Run3Cb RDP sample and a reduced sample of the Run3-equivalent simulation data set is shown
in Figure [3.21) Global track matching applies a threshold of x? < 70 when matching objects

across sub-detector boundaries. This threshold was determined using single muon particle guns

"TPC and FGD objects are passed to global reconstruction pre-matched by a preprocessing algorithm—
trackerRecon.
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Figure 3.21: The y? distribution for attempted Tracker-Barrel ECal object matches. Global
track matching imposes a threshold of xy? < 70 in an attempt to maximise the efficiency x purity
of matched tracks.

and using the standard ECal reconstruction. It was tuned to maximise the efficiency x purity
of the matched deposits. The threshold is placed in the tail of the distribution, this is in part
due to the poor uncertainty estimation of ECal objects discussed in The distributions
shown here were produced using the ECal vertexing reconstruction, but the matching efficiency
and purity are still adequate. The correspondence between data and simulation is satisfactory
in the region where the majority of matches are made and becomes less good in the tail of the
distribution. Exact agreement should not be expected as the x? distribution is highly sensitive
to any mis-alignment of the sub-detectors in the geometry used to interpret the data. This
geometry model was originally constructed using design plans and surveys and is iteratively
updated using data from the detector—it is known not to be a perfect representation of the real
detector. The distribution of the hadronic deposits about a vertex candidate will be sensitive
to the accuracy of the neutrino interaction model, any significant mis-modelling in the shape

of hadronic deposits about a vertex may also be reflected in the matching discriminator.

This analysis requires ECal-tracker object matching that is efficient and consistent across the

polar angular phase space. The matching efficiency is assessed in the next section.
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ECal-Tracker matching efficiency

The tracking efficiencies of the ECal and the TPC for the topology of interest have been shown
in and respectively. Any inefficiencies as a result of the tracking are ignored in the
following distributions by requiring a truth-matched, reconstructed track in both the relevant
ECal module and the TPC. The matching efficiency is then the probability of finding the
two reconstructed tracks in the same global object; this is presented as a function of the three
relevant particle kinematics in Figures|3.2203.24. The efficiency as a function of the polar angle
highlights an oversight in the global reconstruction. For muons that enter the TPC from the
top modules at a forward, but high, angle (0 < cos(#7 **=) < 0.25) there is a significant drop
in efficiency which is not evident for even slightly backwards muons. Conversely, for muons
entering from the bottom with a backward, but high, angle (—0.3 < cos(€;7° ") < 0) the
inefficiency shape observed for the top modules appears reflected about cos(#;7 **) = 0. One
reason for the significantly less consistent reconstruction observed when using tpcRecon is poor
performance for tracks that curve back on themselves due to their orientation in the magnetic
field. An explicit check for curving back tracks is used by the global matching algorithms
to stop such tracks from being matched to objects in the outer detectors. It is likely that
when using the much-improved reconstruction that TREx offers, this check can be disabled.
Unfortunately, a re-assessment of the global matching performance with this check disabled was
outside the scope of the study presented here. The findings of these studies, that present the
clear motivation for using TREx and highlight a significant oversight in the global matching
algorithm for high angle tracks, will be addressed in the next versions of the ND280 analysis

software.

Once all global track matches have been made, each global track is re-fit under three particle
hypotheses, muon, electron, and charged pion. These fits are performed under the separate
hypotheses that the particle started at each end of the track—forward and ‘flipped’ kinematic
fits—resulting in six sets of reconstructed kinematics for each global track. This re-fit includes
an estimation of the energy lost by a particle as it travelled through active and in-active regions

of the detector; sub-detectors that do not provide reconstructed momentum estimates are not
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Figure 3.22: The ECal-Tracker matching efficiency for muons entering from a Barrel ECal

module as a function of momentum at the entry point to the TPC. The region p
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Figure 3.23: The ECal-Tracker matching efficiency for muons entering from a Barrel ECal
module as a function of polar cosine angle at the entry point to the TPC. Only tracks with

p.e P > 500 MeV /c are included. The matching efficiency is flat over a large range of the
= () is caused by an explicit check

polar angle projection. The sharp drop around cos(GEPC Fnter’)

that removes curving back tracks from global matching.
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Figure 3.24: The ECal-Tracker matching efficiency for muons entering from a Barrel ECal
module as a function of azimuthal angle at the entry point to the TPC. Only tracks with
pitC e > 500 MeV /c are included. The curving back track check can be seen to manifest in
module-specific regions of the azimuthal projection.

used to inform the kinematic fits, so the energy loss must be estimated from a model. In
this way, the reconstructed initial momentum of a particle produced in an interaction within
an ECal module can be estimated by an associated deposit left in the TPC—the energy lost
before the particle was measured by the TPC is compensated for by an energy loss model. The
accuracy of this process is assessed in the next section. The most likely of the six hypotheses

is then passed to global vertexing which performs the ND280 vertex candidate reconstruction.

3.3 Global vertex candidate reconstruction

For this analysis, only vertices reconstructed as occurring within the Barrel ECals need to
be carefully considered—any tracks that start upstream of a vertex candidate may be used
in a veto, but the precise positioning of interaction vertices occurring in other detectors is
not necessary. The reconstructed vertex candidates output by the ECal-isolated vertexing are

therefore used for the global vertex candidate reconstruction.
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The reconstruction proceeds by creating ‘proto-vertices’ from each of the separate vertex can-
didates output by ECal-isolated vertexing. Each ECal track is then replaced with the global
track that now contains itﬂ At this stage, multiple vertices may be associated to the same
track. For example, if a muon passed from the top left Barrel module to the bottom right,
through one of the TPC modules, both of the ECal modules would have reconstructed the
contained deposits as ‘vertex candidates’ with a single associated track; both of these would
have been replaced by the global object that includes the TPC deposit. Vertex candidates
are then grouped based on shared global tracks. The most upstream vertex candidate in each
group becomes the primary candidate and any others become secondary candidates stored as
child objects of the primary vertex. The shared track is removed from the secondary candidates
and any that have no unique global track associations are discarded. In this way, the example
presented above would be reconstructed as a single vertex candidate with a single global track

association which spanned two Barrel ECal modules and the Tracker.

The position of the primary vertex candidate may have to be readjusted as a result of the
candidate merging process. For example, consider a muon which originates from within FGD1
and leaves the detector, depositing energy in side Barrel ECal and the SMRD. It will initially
have its ‘ECal vertex’ position placed in the Barrel ECal module, even though this is now in
the centre of a long global track. The choice of vertex position is intertwined with the ability to
reconstruct, and the purity of reconstructed, backward-going particles. If the vertex is always
placed at the most upstream end of any tracks associated with the vertex, no particles will
appear to be backward-going. Truly high-angle and backward final states will be removed
from a selection by any entering background cut. But if the vertex is always placed at the
vertex candidate position which contains the most associated tracks, then truly forward going
particles that undergo a re-scatter within the ECal fiducial volume may be reconstructed as
vertex candidates in the ECal with one backward and one forward final state—in truth both
tracks were left by the same particle. This would significantly contaminate selections of events
with true backwards final states, which are very rare. Until recently, ND280 reconstruction has

always assumed that all particles were forward-going. This is an acceptable first assumption as

8The global track which contains an ECal vertexing track may just be the same track if no matches to it
were made.
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Figure 3.25: An event display depicting the results of the reconstruction on the simulated ECal
interaction shown in Figure The vertex candidate (red box) position and associated muon-
like Tracker track can be seen. The reconstruction of such a deposit was not possible before
the global reconstruction improvements that are described in this chapter.

the vast majority of neutrino interactions result in very forward final state particles. The result
of running the reconstruction on the simulated energy deposit shown in Figure is depicted
in Figure |3.25 The vertex position is well reconstructed and the Tracker track, which has a

muon-like PID, was correctly associated to the global vertex.

For the current analysis, the decision was made not to attempt ‘sense’-, or time-, based
reconstruction—calibrating the inter-detector timing to the precision required is a difficult
problem (c.f. § Including the track sense in the reconstruction would necessitate sig-
nificant systematic assessment. For primary vertex candidates with a single associated global
track, the vertex position is placed at the upstream end of the track. For primary vertices with
multiple associated global tracks the position remains where it was determined to be by ECal-
isolated vertexing. This method provides an attractive compromise between allowing for some
correctly reconstructed backward objects, when the ECal vertex has multiple tracks, without
introducing difficult-to-assess systematic uncertainties associated with using the track timing.
These criteria are clearly sensitive to the neutrino interaction simulation and if the model is

not representative, will result in discrepancy.

An unfortunate oversight in the global vertex reconstruction becomes apparent when two tracks
from the same ECal vertex candidate are merged into the same global track. This may result
in a global track end that is quite far away from the ECal vertex that it was associated to—it

may even extend into the neighbouring detector. For some deposits it may be correct to merge



3.3. Global vertex candidate reconstruction 93

the two ECal tracks, in which case the original ECal vertex reconstruction was at fault. For
other deposits, the second ECal track may have been left by a different particle, travelling
approximately back-to-back with the first. Reconstructing such a deposit as a single track will
cause a bias in the global momentum estimate due to extra energy loss compensation. It was
deemed too complex to fix this oversight given how infrequently it causes problems; instead,
reconstructed vertices that exhibit this pathology are cut by the selection by comparing the

position of the start of the global track with the reconstructed vertex position.

In the next section, the performance of the global momentum and track-angle estimation is

assessed for tracks associated to a vertex candidate in the ECal.

Reconstruction performance

The reconstructed momentum and polar angle residual distributions are shown in Figure |3.26
and Figure[3.27] The distributions were calculated using the Inward Muon particle gun sample.
Included events were restricted to those with well-reconstructed, muon-like TPC components
that were associated to a vertex within the ECal active region from which the particle guns
were fired. This topology is representative of the true topology of interest for this analysis. The
default reconstructed momentum estimate assumes that the track end closest to the associated
reconstructed vertex is the track start—the ‘flipped’ global track hypothesis is used when the
‘end’ of the track is closest to the vertex position. While the biases evident in Figure|3.26|should
be acknowledged when interpreting the data, there is no reason to believe that the cause should
manifest differently for real data events. The momentum residuals between the reconstructed
TPC momentum compared to the true momentum at the TPC entry point are shown in Fig-
ure [3.28] These exhibit a small skew for muons emanating from the side modules, but the
bias is significantly less prominent than in Figure It is therefore likely that the global
momentum bias arises mostly from the energy loss correction. This might be because of a bias
in the reconstructed track end position that systematically moves the reconstructed position
away from the TPC—this would result in an over-correction. However, Figure shows no

such bias. The detector model used to calculate the energy loss correction (RECPACK) is more
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Figure 3.26: The momentum residuals for globally reconstructed tracks associated to global
vertices in each of the Barrel ECal modules. The distribution is further separated into bins of
true production polar angle. A significant bias can be seen for forward going tracks originating
in the side ECal modules.

simple than the one used by Geant4 to simulate the true particles produced by the interaction
generator. This is to increase the computational efficiency of the reconstruction software. It is
possible that an over-simplification in the inter-detector spaces between the TPC and the side
Barrel ECal modules contributes to the bias. The bias is not observed to the same degree for

the top and bottom modules.

While the work presented in this chapter addresses the necessary reconstruction issues to be-
gin investigating muons produced in interactions within the Barrel ECal, there is scope for

improvement.
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Figure 3.27: The residuals of the polar angle cosine for globally reconstructed tracks associated
to global vertices in each of the Barrel ECal modules. The distributions are largely unbiased,
but have a long tail extending into a region where the reconstruction imparts a significant
forward bias onto angle estimate for specific regions of ¢, phase space.
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Figure 3.28: The momentum residuals for the TPC component of globally reconstructed tracks
associated to global vertices in each of the Barrel ECal modules. A small bias may be expected
as the true momentum used is that at the TPC detector entry point, which will not be quite
the same position as the nearest reconstructed node within the TPC active volume. The biases
for muons entering from the side Barrel ECal modules are less evident than in Figure [3.26]
which suggests that the effect is not solely due to the TPC reconstruction.
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3.4 Future work

Using the Barrel ECal as a target presents a unique opportunity within ND280 to perform
a precise, high-statistics study of high angle and backwards particles. This is because of the
scintillator layer orientation relative to the beam axis, the high target mass, and the proximity
to the tracker. Conversely, when attempting a similar analysis that uses the FGD as a target,
there is a much more limited phase space for high-angle final states to leave well-reconstructed
deposits within the TPC—most will travel straight into a Barrel ECal module. The recon-
struction improvements presented here have made such an ECal-target analysis possible, but
there is still scope for improvement. Future work should focus on developing a new procedure
for motivating ECal-isolated track slope uncertainties (c.f. §, which will allow a re-tune
of the global matching thresholds. Further assessment of TREx, specifically concerning the
reconstruction and global matching of backward curving tracks, would also be necessary to be
confident in the selection (c.f. §. A detailed investigation into the inter-detector timing
resolution and the use of the track sense to choose the reconstructed vertex candidate point
may significantly reduce the amount of forward-going background being reconstructed as ECal

vertex candidates with backward-going final states.

Future analyses may also want to use more ECal information. Improvements to the short
track reconstruction efficiency would be facilitated by allowing Hough tracks to share hits.
Investigation into tuning the ECal-isolated particle identification algorithms for Hough tracks

may allow selections of events with and without charged pions—a distinction important to

model builders (c.f. §[1.3.2)).



Chapter 4

ND280 ECal interactions selection

This chapter describes the samples and selection methods used to build ECal interaction can-
didate samples and investigates the selection performance on simulated neutrino beam data.
Real data are also used where possible to motivate or cross-check any choices made. The Real
Data (RDP) and simulated beam data (Sim.) used in this chapter are the Run3Cb and Run3-
equivalent data sets respectively. The Run3Cb real data set was chosen as it had already been
analysed for ECal interactions in the 2015 analysis [96]. While this analysis does not aim to be
fully blind, it is best to use statistically independent development samples and final analysis

samples where possible.

The 2015 ECal-target selection, described in [96], exclusively used ECal information; the devel-
opments described in § 3] allow for a more robust interaction candidate selection and the event
samples presented in more illuminating projections. In this chapter, four event samples will
be introduced: two that select interaction candidates that occur within the Barrel ECal, and
two that aim to characterise the sources of entering background. The next section presents the

choice of a new, data-motivated fiducial volume for the Barrel ECal.
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4.1 The fiducial volume

4.1.1 The previously-used fiducial volume definition

In the 2015 ECal-target analysis, a fiducial volume was defined to select well-reconstructed
vertices from neutrino interactions that occur within the ECal active volume—as opposed to
mis-reconstructed, entering background. The fiducial volume definition was tuned to maximise
Psel. = € X 1, where € is the selection efficiency and 7 the selection purity [96], § 7.6.1.1]. This
optimisation resulted in a very permissive fiducial volume—approximately a single scintillator
bar is excluded in each dimension except the upstream face, where a larger active veto region
is used. The fiducial volume that results from this definition is depicted in Figure This
choice retains a high event selection efficiency by design, but renders any efficiency corrections
susceptible to mis-modelling, both in the modelling of neutrino interactions occurring within
the ECal and in the distributions of, and detector response to, entering background particles.
Such a permissive fiducial volume would result in true interactions that occurred near the edges
of an ECal module being poorly reconstructed because of missed tracks, yet still being selected.
A number of the selection cuts used in the 2015 analysis were dependent on the number of
reconstructed tracks [96, § 7.6]. It is expected that the track reconstruction efficiency falls off
sharply in the few layers closest to the edge of each module. The rate at which tracks are
missed, and hence the frequency that the reconstructed vertex position is biased, is a function
of the ECal detector responseﬂ the neutrino interaction and hadronic re-interaction models,
and true interaction position within each module. In the 2015 analysis, every phase space

dimension except the ECal module in which the event candidate occurred was summed over.

Integrating over regions of sharply varying efficiency imposes model assumptions into any in-
ferences made. Event selections can contain cuts which are tuned in the context of a given
simulation that may include inappropriate models. The results of these selections on simulated
data may then be used to determine efficiency-like properties of the selection, which are often

used to inform ‘corrections’ of the observed data. If the efficiency correction is not flat in the

'The total ECal vertex track charge is known to be poorly simulated: c.f. Figure and Figure
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relevant regions of phase space it will alter the shape of the data—the full shape of an efficiency
correction is often unseen because many relevant dimensions of phase space are never explicitly
investigated. The alteration to the shape of the data will be correct if, and only if, the simula-
tion is a good representation of nature. The introduction of such irrevocable model dependence
severely impacts the utility and longevity of published data. Even when explicit corrections
are not made, any inferences about the data in the context of a poorly-understood, non-flat
selection efficiency will be biased. If an efficiency correction can be shown to be approximately
flat in all integrated-over dimensions of phase space, then any bias becomes effectively a nor-
malisation bias— simpler to control than a shape uncertainty only apparent in some dimension
of phase space that the data are rarely projected onto. Regions of flat selection efficiency should

be used wherever possible.

A fiducial volume that can be shown to exhibit an approximately flat reconstruction efficiency
is highly desirable as it better-justifies summing over the true interaction position within each

Barrel ECal module.

4.1.2 A data-motivated fiducial volume

A strong motivation for this selection was to provide a set of cuts which select true Barrel
ECal interactions with a high degree of confidence. This allows discrepancies between the
simulated prediction and the observed data to be investigated in isolation from other effects of
poor modelling in the outer detectors. An appropriate fiducial volume choice is a significant
step towards such a sample. While the neutrino flux normalisation and spectral shape do vary
across the Barrel modules because of the off-axis effect, the variations across a single module
should be small. Lead-target interactions occurring near the centre of an active region should
therefore produce a similar distribution of final state particles as those occurring near the edge
of the same module. The detector response should also be uniform across a module as each
pair of alternately oriented layers is constructed similarly through the bulk of the detectorEl.

The ratio of the number of reconstructed single-track events to multi-track vertex candidates

2discounting un-cooperative electronics.
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Module |Az| Constraint /mm | |Ay| Constraint /mm | |Az| Constraint /mm
Top/Bottom 650 125 1450
Side 650 900 1450

Table 4.1: The restrictions placed on the integrated-over dimensions in the distributions of
A{z,y, z} that are used to motivate the choice of fiducial volume.

can then be expected to be flat in regions of consistent reconstruction efficiency. It should
be expected that interactions that occur near the edges of a Barrel module will result in a
higher rate of missed charged particles where particles have left the active ECal region without
leaving a reconstructable deposit. Entering background particles are also most likely to be
reconstructed as a single-track vertex near the outer edge of a module. Therefore looking at

the ratio

e N single-track reconstructed vertices

N multi-track reconstructed vertices’

across each ECal module should highlight regions of consistent reconstruction efficiency and
minimal entering background. Furthermore, this ratio does not use any truth information from
the simulation and so can be used to check the correspondence of track acceptance between

real data and simulation.

The rates of one-track and multi-track reconstructed vertex candidates as a function of the z
distance from the centre of each module, Az, are shown in Figure [{.1] and Figure 1.2} respec-
tively. The Ax distribution and the Ay distribution for multi-track vertex candidates can be
found in Appendix: [A.2] To mitigate edge effects from dimensions that are not presented, the

other two dimensions are restricted; the restrictions are described in Table.

The correspondence between the shape of the rates for the data and simulation is good through-
out the bulk of the detector. Significant discrepancy can be seen near the outer faces of each
module—a good motivation for not tuning the fiducial volume on simulation alone. It is in-
teresting to note that the interaction rate does noticeably vary across the side modules as a

function of y position. The variation is also apparent in the data and can be seen in Figure [4.3|

The regions of poor track-reconstruction efficiency can be judged from the distribution of multi-

track vertex candidates. In the z dimension, the rate of multi-prong vertex candidates can be



4.1. The fiducial volume 101

8 - Top Left, one-track, Sim. B g 100 TOp nght m
a, 150 I BrECal Active [ Entering Magnet — A
© : B Sand [ Tracker : ®
S L 3 pPoD B Wrong BrECal 1S
. L @@ Other —e— RDP R3Ch 15
&, 100 = 7] g,
2 +
= 41 4
g 1 2 50
o o
@) 1 O
50 =

-1 0 1 -1 0 1
2 Distance from Module Centre (m) 2 Distance from Module Centre (m)
_I T T T I T T T T I T T T T I T T T I_ 200 T T T T I T T T T I T T T T I T T T L
5 I Side Left 15 1 Side Right ]
A 200 4 ~ . ]
é ] é 150 ]
o} 150 . o} ]
45 1 + 100 7
2 100 3 2 ]
50 _: 50 .

-1 0 1 -1 0 1
% Distance from Module Centre (m) % Distance from Module Centre (m)
E [ T T T T I T T T T I T T T T I T T T T ] E [ T T T T I T T T .I I T T T T I T T T T ]
o L Bottom Left ]l o | Bottom Right i
- 1 2 200
= 200 4=
8 1 8
=1 { A
E I
iy 100
S 100 43

-1 0 1 -1 0 1
z Distance from Module Centre (m) Z Distance from Module Centre (m)

Figure 4.1: The rate of reconstructed one-track ECal-isolated vertex candidates as a function of
the z distance from the centre of the module. The simulation predicts that a large proportion
of the one prong vertices that are reconstructed near the upstream face of each module can be
attributed to entering sand muons.
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Figure 4.2: The rate of reconstructed multi-track ECal-isolated vertex candidates as a function
of the z distance from the centre of the module. A possible localised data deficit may be apparent
at Az ~ —1m, it is difficult to decide with the data-statistics available in the control sample.
The feature observed in the side right module can be attributed to the damage sustained to
the ECal electronics in the Great East Japan Earthquake.
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Figure 4.3: The rate of reconstructed one-track ECal-isolated vertex candidates as a function
of the y distance from the centre of the module. The simulation prediction is subdivided by
true interaction topology. The interaction rate can be seen to vary over the extent of the side
modules due to the large span of angular distance from the neutrino beam axis within a single
module. The ‘other’ template is predominantly aluminium-target interactions on the support
frame of each ECal module and the ND280 magnet coils.
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Module MFV /kg MAC"‘/MFV Mﬁ//MFV M_I)TLV/MFV M?V/MFV
Top/Bottom 1558 3.55(1) | 1.52(5) | 1.72(6) | 1.34(8)

Side 2804 | 2.95(5) | 1.72(6) | 1.26(9) | 1.34(8)

Table 4.2: The fiducial masses of the two Barrel ECal module types. The associated mass
ratios show the relative increase in mass inside the ‘selected’ volume if the whole fiducial volume
restriction is ignored (Macr/Apy ), or one dimension at a time is ignored—e.g. z, Miv/Mpy.

seen to fall off at the downstream end of each module; here there are not enough bars down-
stream of the interaction to adequately reconstruct the tracks. This can be seen in Figure 4.2
It is clear that the majority of entering background is reconstructed near the outer faces of
each module. Specifically, the vast majority of the entering background from the magnet flux
return and sand muons are reconstructed on the largest outer face and the upstream face of
each module, as seen in Figure and Figure Selections of such vertex candidates can
be used to constrain distributions of entering background that may be poorly modelled in the

simulation.

The distributions of R}, R}, and RY for data and simulation, are shown in Figure Figure ,
and Figure respectively. The choice of fiducial volume was motivated to remove the sharp
change in R" at the edges of each module. The regions marked as included show the chosen
fiducial volume. The choice was made by-eye to preclude the introduction of model-dependence
from tuning to the simulation. A possibly interesting feature can be seen in Figure where
an apparent localised increase in the ratio is observed at about 1.2 m upstream of each module
centre—but only for data. This appears to be mostly due to a relative deficit in the number of
multi-track vertex candidates, rather than an excess of one-track candidates. This can be seen

from the comparison of Figure [{.1 and Figure [£.2]

The two-dimensional projections of the chosen fiducial volume, relative to the active regions of
each Barrel ECal module, can be seen in Figure[£.7] The fiducial masses of the modules and the
relative decrease in mass imparted by each dimension of the fiducial volume cut, and the total
fiducial volume cut, is shown in Table. Even the restrictive fiducial volume presented here
retains a total fiducial mass of 11,840 kg; as a result, this analysis is unlikely to be statistically

limited. The next section introduces the vertex candidate selection methods.
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Figure 4.4: The ratio of the vertex candidates reconstructed with one track to the number
reconstructed with more than one track as a function x distance from the module centre, Ax.
The regions marked as included constitute the fiducial volume for this analysis.
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Figure 4.5: The ratio of the vertex candidates reconstructed with one track to the number
reconstructed with more than one track as a function y distance from the module centre, Ay.
The regions marked as included constitute the fiducial volume for this analysis.
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Figure 4.6: The ratio of the vertex candidates reconstructed with one track to the number
reconstructed with more than one track as a function z distance from the module centre, Az.
The regions marked as included constitute the fiducial volume for this analysis.
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Figure 4.7: The fiducial volume definition used in this analysis. The solid grey regions show
the ECal active volumes, and the dashed purple lines show the fiducial volume used to select
interaction candidates.

4.2 The event selection

The aim of this analysis is twofold: to provide a robust measurement of interactions occurring
within the ECal, and to attempt to isolate poorly modelled regions that have plagued previous
ND280 ECal-target analyses. The fiducial volume is used to select high-quality ECal interaction
candidates in regions of approximately uniform ECal reconstruction efficiency and entering
background contamination. However, to highlight regions of poor data—MC correspondence,

reconstructed deposits that fall outside the fiducial volume should not be simply discarded.

Four mutually exclusive event selections, designed to separate events based on the degree of
confidence in reconstructed interaction position and available kinematic information, are de-
scribed in the rest of this section. A cartoon of the example event topologies for the two ECal
interaction candidate samples, the ‘golden” and ‘silver’ event samples, is shown in Figure 4.8
The golden and silver samples differ by the existence of Tracker information associated to the

ECal vertex candidate.
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Figure 4.8: Examples of the two interaction candidate event topologies. Golden event can-
didates are those that have a reconstructed vertex position within the fiducial volume of the
Barrel ECal (dashed lines) and have an associated muon-like Tracker track. Silver event can-
didates must also be reconstructed within the fiducial volume, but explicitly do not have any
associated Tracker tracks. No extra restrictions are placed on the topologies of other associated
tracks.

4.2.1 Golden events

Some of the most basic observables that can be used to constrain neutrino charged-current
interaction models are the kinematic of the final state charged lepton. The integration of the
ECal-isolated vertexing with ND280 global reconstruction allows the association of tracks with

momentum and PID measurements from the tracker to ECal interaction candidates.

The golden event selection is designed to sample muon neutrino interactions, occurring within
the ECal active volume, which produce a final state muon that was measured by the tracker.
In each Barrel ECal module, some restricted region of initial azimuthal angle will result in a

final state muon propagating towards the tracker.

Each pair of modules offers advantages and disadvantages for this selection. In the bottom
modules, the magnetic field will bend forward-going negative muons away from the Tracker;
but backward particles would be bent towards the TPC. The bottom modules are closer to
the beam axis and thus see a higher interaction rate. The side modules have the largest
fiducial mass, but a global momentum bias apparent for muons starting in the side modules

was presented in [3.3] The right side module sustained damage to two TFBs in The Great East
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Japan Earthquake, which renders two sections of it inactive. The top modules see the lowest
interaction rate as they are furthest from the beam axis, but there is very little inactive space
between the module edges and the tracker region compared to the other four modules, which

have readout and control electronics between them and the Tracker.

The next section discusses the geometric and electro-magnetic detector acceptance for muons
produced within the Barrel ECal to pass through an active region of a TPC. This complements

the discussions on reconstruction efficiency presented throughout

TPC acceptance

The Inward Muon particle gun sample (c.f. § was used to assess the TPC detector
acceptance for muons produced in ECal interactions. The detector acceptance should be ap-
proximately a binary function, a muon propagating from a given position with a given three
momentum either will, or will not, pass through the TPC-active volumeﬂ For each point in the
muon initial-state phase space, the detector geometry and electro-magnetic environment define
an exact trajectory (ignoring stochastic effects). When projecting the acceptance into a lower
dimension, variations in any integrated-over dimension of phase space can lead to a non-binary
acceptance distribution. The acceptance in some projection is defined as

NTPC (Xl)

Acceptance(X;) = N

(4.1)

where X;,i € {z,y,2,p,¢,0} is a relevant initial state property, N™°(X;) is the number in
the sample with a true muon passing through the TPC active region, and N(X;) is the total
number in the sample with a given initial state property, X;. For simplicity, the position within
a module will be always integrated over. This is a reasonable simplification as the fiducial
volume precludes most edge effects from the reconstruction. The muon TPC-active acceptance

fractions, projected onto initial momentum, polar angle, and azimuthal angle, are shown in

Figure Figure [4.10] and Figure respectively.

3Stochastic effects may also result in a probabilistic acceptance.
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Figure 4.9: The TPC-active acceptance fraction for muons starting in one of the Barrel ECal
module’s active regions as a function of muon momentum. The muon momentum restriction
shown in this figure is only applied to the other projections of this sample, it is not used as a
selection cut for the interaction candidate selections.
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Figure 4.10: The TPC-active acceptance fraction for muons starting in one of the Barrel ECal
module’s active regions as a function of muon cosine polar angle. The momentum of muons
included is restricted to p, > 0.4 GeV/c to avoid averaging over a varying momentum accep-
tance.
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Figure 4.11: The TPC-active acceptance fraction for muons starting in one of the Barrel ECal
module’s active regions as a function of muon azimuthal angle. The momentum of muons in-
cluded is restricted to p, > 0.4 GeV/c to avoid averaging over a varying momentum acceptance.

Due to the geometry of the ECal modules, forward-going, energetic muons will not curve into
the TPC and so have an expectedly low acceptance, otherwise the acceptance is good. For future
analyses that try to de-convolve the detector effects, the flat acceptance for p, > 0.4 GeV/c,
and the slowly varying acceptance for cos(f,) < 0.75 show promise. To provide robust data
for the constraint of interaction models, no attempt should be made to measure, or ‘correct
for’, regions of phase space outside of the detector acceptance. For example, understanding
the rate at which true muons with cos(6,)mwe > 0.75 are reconstructed as cos(6,)recon < 0.75
and correcting for it, is more robust than trusting the simulation to ‘fill in’ for the majority of
the events in the forward region. As all data—simulation comparisons presented herein are of

reconstructed observables, consideration of such subtleties is not necessary.

Selection cuts

The selection steps for all four samples are summarised in Figure While the selection is

presented as a flow, all cuts are fully independent and the ordering of the cuts has no impact
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Figure 4.12: A flow schematic describing the selection steps leading to the four analysis samples:
magnet- and upstream-entering backgrounds and silver and golden ECal interaction candidates.
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on how candidates are selected or discarded from each sample.

The first stage of the selection sorts the vertex candidates into bunches, which correspond to
the bunch structure of the J-PARC proton beam pulses (c.f. §. The timing window for
each bunch is defined relative to a beam spill trigger sent by the J-PARC neutrino beamline.
Candidates that did not fall within the time span of a bunch were discarded; this occurred for
less than 1% of candidates. For a variety of reasons, the quality of the data recorded by ND280
may be inadequate for analysis because of the operational state of the detector. This is decided
after the data have been recorded and the ‘data quality’ flags are checked on a spill-by-spill
basis. Vertex candidates reconstructed within spills that were flagged as having bad ND280

data quality were discarded.

There are six upstream veto flags, each of which tags deposits that occur upstream of the
vertex candidate and have no association to it. The veto cuts were kept separated by detector
system to allow for a granular assessment of any discrepancy in the rate that they fire. A veto
was used for deposits starting in the POD, the PODECal, the Tracker, the Barrel ECal, the
SMRD, or any deposits reconstructed as starting outside of an active detectoxﬁ The Tracker
track quality cut, and muon particle identification threshold are standard ND280 analysis cuts
and are discussed and motivated in § 4.6 of Ref. [9§]. The second fiducial volume cut, placed
on the Tracker track start position was chosen to remove poorly-reconstructed vertex tracks.
If the interaction did take place within the ECal, but the reconstruction matched two ECal
tracks left by different particles, the global momentum would be biased due to incorrect energy
loss compensation. The other likely possibility is that global track matching made the correct
decision and the reconstructed ECal deposit was left by a curving, or re-scattering entering
charged particle. In this case, the cut will increase the purity of the selected events. The
frequency with which such matches occur is sensitive to the hadronic final state distributions,

as well as the re-scattering probability for entering particles and may be imperfectly modelled.

4This can happen due to reconstruction failure or a vertex reconstructed from two or more entering tracks
may be positioned outside an active region
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Selection performance

The effect of the six positional upstream veto cuts are presented in Figures [£.13| to [£.18] These
are so-called ‘N — 17 plots, which show the effect of each cut as if it was the last cut in a
sequence . The only event candidates that enter each plot are those that pass all cuts other
than the one on the dimension presented. In this way, the effect of each individual cut on the
purity and efficiency of the selection is presented. Each veto removes a region of lower purity
than the selected sample, with the possible exception of the SMRD veto. The choice to include
data in these figures was to allow for any selection-breaking discrepancies to be highlighted
before looking at the analysis data sampl(ﬂ While on average the veto rate for data is slightly
higher, the agreement is certainly good enough to proceed. Each positional veto will remain in

use when analysing the full data set.

To show the effect of the fiducial volume cut, the cut in each coordinate axis is separated so
that when investigating the effect of the cut in z, the cut for y and z are applied. The ‘N — 1’
plots for the z, y, and z axes of the fiducial volume cut are shown in Figure [£.19] Figure [4.20]

and Figure [4.21] respectively.

The shape observed for some modules for some of the individual coordinate axes can be seen to
be due to the requirement of a Tracker track. The ‘N — 2’ plot for the z fiducial volume
restriction, where the presence of a Tracker track is no longer predicated, can be seen in

Figure 4.22

Each of the above ‘N — 1’ plots show the purity of the final selection; the selection efficiency and
purity are summarised in Figure The effect of each selection cut is displayed by presenting
the efficiency and purity with that cut i¢gnored. The efficiency is defined, with respect to the

acceptance discussed in the previous chapter, as

NSelected, Signal(
NTPC (mz)

Efficiency(m;) =

The Barrel ECal module is iterated by m; and NSelected, Signal(x) jg the number of selected true

5Unfortunately, it didn’t perform this task particularly well c.f. §
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Figure 4.19: The effect of the fiducial volume cut in the x direction on the golden candidate
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have been applied.
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Figure 4.21: The effect of the fiducial volume cut in the z direction on the golden candidate
sample. All other selection cuts, including the fiducial volume cut in the z and y directions,
have been applied.
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Figure 4.22: The effect of the fiducial volume cut in the x direction on the golden candidate
sample. All other selection cuts have been applied except for the requirement of a Tracker
track association. By comparison to Figure [£.19] it is clear that the Tracker track requirement
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interactions that occurred in, and were reconstructed in, the active volume of ECal module,

m;. N'™m;) is defined as in The purity is defined as

NSelected, Signal (m . )
)

NSelected (mz ) )

Purity(m;) =

where NSelected (

m;) is the number of selected interactions that were reconstructed in m;. As
could have been qualitatively determined from the ‘N —1’ plots above, the effect on the selection
from the veto cuts and the Tracker track fiducial volume cut are marginal. The majority of
the selection power comes from the fiducial volume cut along the running coordinate in each
ECal module, which cuts out entering background from the magnet flux return. These cuts
also have the largest impact on efficiency as they discard the largest mass fraction from each
module. A ‘projected’ efficiency increase is calculated for each dimension of the fiducial volume
cut. The average selection efficiency in that module is multiplied by the relevant mass ratio in
Table. This effectively extrapolates the full selection efficiency over the fiducial volume into
the selection volume, which has been increased by the relaxation of one dimension of the fiducial
volume cut. If the calculated efficiency increase is less than the projected efficiency increase,
then the fiducial volume cut in that dimension removes a region of lower average selection

efficiency than the average selection efficiency in the fiducial volume. For each dimension, in

each module, the calculated efficiency gain is less than or equal to the projected gain.

While the overall selection efficiency is low, it is known that for large regions of muon kinematic
phase space the tracking and matching efficiencies are good and reasonably flat (c.f §,
§ and § The large target mass of the Barrel ECal modules will result in a high
interaction rate, therefore a flat, well understood efficiency is more important than a high
efficiency. Furthermore, the simulation-predicted purity of the selected sample is about 80%,
and consistent across the modules. This bodes well for the future use of such a sample to
constrain both the flux and interaction model by utilising the degeneracy-breaking off-axis

angle variation across the detector.

The next section presents the content of the golden candidate sample for the simulation and

control sample data.
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Figure 4.23: The effect of each cut on the efficiency and purity of the selection. The difference
between the selection performance with each cut individually ignored and the full selection
performance (dashed line) highlights the effect of a single cut with all other cuts accounted for.
The black lines for each dimension of the fiducial volume cut show the naive expectation for
the efficiency gain when ignoring one dimension of the fiducial volume restriction. This naive
gain is calculated by extrapolating the selection efficiency over the fiducial mass to the selection
mass available when ignoring one dimension. The mass ratios can be found in Table.
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Sample content

The double differential event rate for the golden sample is shown in Figure The binning
was chosen to be more granular about the peak rate at p, ~ 0.6 GeV/c, but with momen-
tum bins no smaller than 100 MeV/c to reduce the sensitivity to event migration between
non-neighbouring bins because of the reconstruction smearing. This distribution is summed
over all of the Barrel ECal modules; when comparing to the full data-set, data—simulation
discrepancies may be more visible in distributions of candidates from individual modules. The
normalisation of the simulated prediction, for a high purity sample of ECal-target events, is
satisfactory. Without including systematic uncertainty estimates for the simulation, it is hard
to quantitatively compare the shape of the simulation and the data. This is the focus of the next
two chapters. The large statistical uncertainty also renders insightful, qualitative statements
difficult to make. However, there are no particularly worrying regions of the two-dimensional

phase space.

The reconstruction smearing of global track parameters, in an approximately isotropic muon
sample, has already been presented in §[3.3] It is interesting to investigate the effect of smearing
for the full neutrino beam simulation sample, in a relevant binning. The one-dimensional truth
content matrices for the momentum and polar angle binning used in Figure are shown in
Figure 4.25] and Figure |4.26| respectively. In the truth content matrix, each row is normalised
so that the sum of the values along the row is one. Each row shows the fraction of candidates in
one reconstructed phase space bin that were generated in each true bin. Perfect reconstruction
would result in a diagonal distribution, with smearing causing contributions to the near-diagonal
regions. Only interactions that were correctly reconstructed as occurring within a Barrel ECal
module are included. The binning for the ‘true’ and ‘reconstructed’ variables need not be the
same when constructing such a matrix; here, a more granular true axis would not offer any more
insight. These distributions cannot depict two-dimensional migrations, however, they fulfill the
purpose of gaining an intuitive understanding of the kinematic smearing in the relevant binning.
For momentum p, 2 0.4GeV/c, the matrices are diagonally dominated—as may have been

expected from Figure[3.26] It is clear from Figure[3.27]that the angular reconstruction performs



pu(GeV/e)

4.2. The event selection 129
—1 < cos(d,) < —0.5 —0.5 < cos(f,) <0
%) F T T T T I ':;:‘r l. tl tl It ll T : ) T T T T I T T T T I T T :
NG r ue interaction topology ] ~. -
% 150 » T [ BrECal Active . % 300 ]
&) L FI* @ Entering Magnet 4 5 1
C Sand ] ]
: 100 = T?acker - : 200 ]
5 L [ g ]
= e = 5\7@]) BrECal = :
+ r rong BrECa + -
g 50 Entering Other E g 100 i
o r @}
@) L fli_D.P R3Cb ®) | |
O O 1 1 1 1 1 1
0 1 2 1 2
pu(GeV/e) pu(GeV/e)
0 < cos(f,) <0.2 0.2 < cos(f,) < 0.4
O T T T T I T T ] O T T T T I T T T T I T T3
~ ] ~ -]
% 300 1% :
O 1 © ]
— 4 — <
g 200 el E
of ] S¥ ]
= 100 i ]
o @}
© 0 AR Wil ] ] ] 1] © ] ] ] ] ] ]
2 2
pu(GeV/e) pu(GeV/e)
0.4 < cos(6,) < 0.6 0.6 < cos(f,) < 0.8
3 o 600
~ ~
> -
© ©
© © 400
g g
o o
= 2 200 i
= j=
3 S |
0
0 1 2
pu(GeV/e)
0.8 < cos(f,) < 0.9
& T T T l T I T T T T I T T ] & 100
% 200 R
&) O I
— — i
g g 50
=100 = :
g g r
= = L
3 St
0 0
0 1 2 0 1 2
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events and are mostly filled with mis-reconstructed muons. Discrepancy between simulation
and data in these bins may highlight poor modelling of the processes which cause such backward
migration.
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well, but Figure shows that the backward-reconstructed bins are mostly contributed to
by forward-going muons. The interaction model, phase space acceptance, and initial neutrino
momentum coincide to produce very few true events in the backward-most bin. Instead, this bin
contains true, forward events which re-scatter, or curve, and result in mis-reconstructed vertex
candidates downstream of the true interaction. Any significant data—simulation discrepancy in
the backward-most bin may come from a number of different effects that would be difficult to
separate in the current analysis. However, such a discrepancy may hint at a deficiency in the
muon re-scattering model. While it may be unfortunate that the backward bins are heavily
contaminated by mis-reconstructed interactions, it does not impact on the robustness of any
data—simulation comparisons unless the reconstruction responds significantly differently for real
data. Validations of the ECal reconstruction presented in §[3.1.4]and Appendix: [A] suggest that

this is not the case.

Model dependence can enter into an analysis when regions of phase space that are connected
by the model are integrated over. For example, for a given neutrino energy and a given muon
production polar angle the interaction model predicts a muon initial momentum probabil-
ity distribution. If the selection is projected onto just muon momentum, and corrections or
interpretations based upon the simulation are applied that were determined assuming an incor-
rect correspondence between the production momentum and polar angle, the interpretations
are accordingly biased to the simulation model. An equivalent consideration was discussed
when motivating the fiducial volume choice in § [f.1.1] The relevant observables in this selec-
tion are the muon production momentum and polar angle, and these are always compared in
two-dimensional projections. Incorrect interpretations can still be made if the reconstruction
behaves differently between data and simulation, or if the geometry or electromagnetic field
simulations are poor, or if the model used to propagate the simulated particles through the ge-
ometry is deficient. If correlations in the interaction model do not change slowly and smoothly
over the (p,,cos(6,)) projections of phase space, then the finite bin widths in either dimension
of the projection could cause bias. The interaction model should not polarise the muon pro-
duction in the azimuthal angle and the reconstruction efficiency has been assessed and shown

to vary smoothly over this production angle. By projecting onto the phase spaces relevant for
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the interaction model and assessing the efficiency in important , integrated-over dimensions of
phase space, the selection aims to be as robust as possible and provide a new, granular way to

examine interactions in the outer detectors at ND2&0.

The selected golden events can be loosely termed the ‘signal” sample for this analysis. However,
because of the requirement that a charged track is reconstructed as passing through the TPC,
the full phase space acceptance is limited. To be more sensitive to data—simulation discrepancy,
more samples need to be selected. The next section discusses the silver event sample and

presents a comparison of the content between simulation and control sample data.

4.2.2 Silver events

A second sample of ECal interaction candidates was selected in each module—the silver candi-
date events. The selection follows as in § 4.2.T] except for an inversion of the associated Tracker

track requirement.

The content of the silver sample for the nominal simulation is shown in Figure [£.27] As the
distribution has no tracker component by design, the events are binned in the reconstructed
length and angle of the longest associated track. The binning was chosen to be significantly
wider than the track end position residual spread (§ , but there is no constraint that the
track is ECal-isolated; it just may not have a Tracker component. The correspondence between
data and simulation is reasonable, notably, the predicted normalisation is underestimated in
the two forward-most bins. These bins will contain more deposits left by energetic neutrinos
interacting with the detector and it may be reasonable that errors in the high-energy neutrino
flux model manifest as discrepancies in the forward-most bin. The selection performance as a
function of cuts ignored is shown in Figure |4.28, To ensure exclusivity of the golden and silver
signal definitions, the denominator of the efficiency used in Figure enforces that a true

muon from the selected interaction did not pass through the TPC active region.

In addition to studying interaction candidates reconstructed within the fiducial volume of the

Barrel ECals, data—simulation discrepancy may be apparent in distributions of properties re-
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Figure 4.27: The contents of the silver interaction candidate sample projected onto longest track
length and polar angle. The simulation prediction is subdivided by true interaction topology.
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Figure 4.28: The effect of each cut on the efficiency and purity of the selection. The difference
between the selection performance with each cut individually ignored and the full selection
performance (dashed line) highlights the effect of a single cut with all other cuts accounted for.
The black lines for each dimension of the fiducial volume cut show the naive expectation for
the efficiency gain when ignoring one dimension of the fiducial volume restriction. This naive
gain is calculated by extrapolating the selection efficiency over the fiducial mass to the selection
mass available when ignoring one dimension. The mass ratios can be found in Table.
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constructed from deposits that appear to have been left by particles entering the Barrel ECal

modules.

4.2.3 Entering background selections

In the previous analysis, deposits that started outside the fiducial volume were simply discarded.
A ‘reverse’ sample, containing events which passed the fiducial volume cut, but then failed any
other cut, was used to constrain all classes of background simultaneously [96, § 8.2]. Such
an analysis strategy places too much confidence on the ability of the simulation to predict
the combined effect of all sources of background accurately. In an attempt to remedy this,
two entering background samples were selected in this analysis. The first aims to provide a
representative sample of deposits left by charged particles entering from interactions within
the magnet flux return. The second aims to characterise background entering through the the
upstream face of the detector, which should largely consist of sand muons. Both of these
samples are selected purely by reconstructed vertex position. A limitation of the selection
presented in Ref. [96] is the high signal content in the background-constraining selections, about
40%. The effective constraint of either entering backgrounds or signal with such a sample is
highly model-dependent. As a result, the selection volumes are kept thin—a single bar or layer
thickness—to limit the number of true ECal interactions contained within the sample. The

selection volumes are depicted in Figure [4.29

The nominal simulation content for the magnet- and upstream-entering samples is shown in
Figure 4.30[ and Figure [4.31| respectively. The significant amount of aluminium-target interac-
tions occur on the Barrel ECal support frame and the aluminium coils of the ND280 magnet.
The entering background samples have no limitation on whether the selected track contains a
tracker segment. As the selected track may span the whole of ND280, the track length provides
a proxy observable for particle kinetic energy. As a result, the samples provide a constraint on

both the rate and approximate kinematics of entering background particles.

A general feature of the correspondence between data and simulation is that angular bins which

contain significant sand contribution are often over-estimated by the simulation. This may be
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Figure 4.29: The definitions of the two entering background samples in each module which aim
to select tracks entering from the magnet and the upstream ECal face.

because of a mis-modelling in the sand muon simulation, either as a result of a deficiency in

the neutrino flux simulation or the simulation of the magnetic field in the return yoke.

4.2.4 Selection summary

The selection presented here differs from the selection in the 2015 analysis in a number of ways:

e The Barrel ECal fiducial volume was re-evaluated to conserve regions of consistent track

reconstruction efficiency and entering background rate.

e The effect of the selection cuts was compared with a statistically independent data sample.

While no analysis choices were made after comparing to the data, the correspondence gives

confidence that the selection is behaving comparably on the simulated and observed data.

e The distributions of entering background were granularly sampled with two selections.

This is in contrast to the 2015 analysis, which discarded deposits that started outside

the fiducial volume and instead attempted to constrain the varied sources of background

with the interaction candidate sample.
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Figure 4.30: The contents of the magnet entering background sample projected onto longest

track length and polar angle.

topology.

The simulation prediction is subdivided by true interaction
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Figure 4.31: The contents of the upstream entering background sample projected onto longest

track length and polar angle.

topology.

The simulation prediction is subdivided by true interaction
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e The fiducial volume performs the majority of the background rejection.

e No attempt was made to separate charged-current and neutral-current in the silver ECal
interaction sample. In the 2015 analysis, this separation motivated complex multi-
dimensional cuts that were finely tuned to the background rejection capabilities of the

simulated ECal detector response.

e The integration of the ECal-isolated vertex reconstruction with ND280 global reconstruc-
tion allowed for information from the whole detector to be used in the selection, most

notably the use of the detector-wide upstream veto and the PID capabilities of the Tracker.

4.3 Future Work

The dominant background topology in the high-angle and backward bins of the golden selection
is interactions which were reconstructed to occur in the wrong ECal module. While it is possible
that some of these are due to global matching failures, it is most likely that a re-scattering caused
the vertex candidate position to be incorrectly reconstructed. The use of track timing may allow
some of these events to be reconsidered as signal originating from a different module. It would
be important when assessing the systematic uncertainty associated with using the track timing

to be able to make such a choice at the ‘selection’ level—even if the reconstruction was improved

as discussed in B3.4]

The reconstructed time of flight for the selected golden event candidates is presented in Fig-
ure [£.32] For the simulation prediction, the vast majority of the mis-reconstructed background
in the backward bins could be re-assessed if the time of flight was used to re-position the
vertex candidate. The simulation is clearly able to distinguish track sense based upon timing
information—more study would be required to properly assess the uncertainties associated with

making such choices for data events.

As shown in Figure the majority of the simulated signal events reconstructed to be

backward-going are in-truth, forward-going. A Michel electron tag might be able to iden-
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Figure 4.32: The time of flight for the muon-like global track of selected golden event candidates.
Tracks reconstructed with the wrong sense in the high-angle and backward bins are clearly
separable by timing information.
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tify the track end for particles that stop in an active detector. The active stopping volume for
selected muons from Barrel ECal interactions is shown in Figure [£.33] The requirement that
muons stop in an active detector will clearly shape the selection efficiency in the true muon
momentum and polar angle phase space—this would severely limit the confidence with which
the data could be used to constrain flux or neutrino interaction models. The addition of a
Michel electron tag may be able to increase the selection purity for backward-going tracks, but

its effect on the selection would need be to be studied in great detail.

The selection presented above provides a robust sample in which to granularly assess regions
of data—simulation agreement and disagreement. It is also a basis for further studies, such as

those mentioned in this section.
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Figure 4.33: The true stopping volume for muons produced in Barrel ECal interactions. Muons
that stop outside of an instrumented detector volume are shown as ‘Inactive’. It would not
be possible to use Michel electron detection to perform muon PID for these particles. High
momentum, forward muons frequently escape the detector. High angle and backward muons
stop in a variety of sub-detector systems.



Chapter 5

Sources of error

This chapter discusses the most important sources of error that are relevant to this analysis.
The effect of each error needs to be propagated to an uncertainty on the predicted event rate
in each bin of the golden interaction candidate sample. For a robust uncertainty assessment,
covariances between pairs of analysis bins also need to be understood. As no part of the
simulation model is to be fitted to the data, the uncertainty for the full prediction has been

assessed and presented.

All the uncertainties described in this chapter are propagated to the selection in the same
way. For some ensemble of toy parameter values, thrown within uncertainties, a covariance
matrix of the binned event rate was constructed. For the majority of the nuisance parameters
discussed in this chapter, the response to some parameter variation can be fully encapsulated
by an event weight; but a number of the detector parameters induce reconstructed kinematic
variations that may cause momentum bin migration. Covariance matrices determined from
uncorrelated sources of uncertainty are then summed together to give the full uncertainty band

on the predicted event rate.

The software and inputs used to determine the response of a given event to the variation of
parameters controlling the neutrino beam, neutrino interactions, and the tracker reconstruction
were not developed by the author. However, the study into the ECal-tracker matching and

tracking uncertainty, in §[5.3.2 is original work.
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Figure 5.1: The fractional uncertainties in the muon neutrino flux prediction at ND280 from
the three main sources of error. For neutrino energies near to the peak energy (0.6 GeV),
the total flux error is influenced by uncertainties in hadronic interactions in the target and
by uncertainties in the properties of the proton beam. Figure from Ref. [53]. These uncer-
tainties are constrained by comparison to external hadron-beam data from the NA61/SHINE

experiment [86] (c.f. §[2.5).

5.1 Neutrino beam

The neutrino beam spectral shape and normalisation uncertainties are ultimately determined
by an assessment of the effect of variations of fundamental physics parameters in the proton
beam simulation, hadronisation in the beam target, and the magnetic focussing horns. The
fractional error from each of these sources for the muon neutrino flux prediction at ND280 is
reproduced in Figure In the peak of the flux distribution (c.f. Figure , uncertainties
in both the hadronic interactions in the target and properties of the proton beam contribute

significantly to the total flux uncertainty.

The determination of the flux prediction response to variations of the fundamental parameters
is too computationally demanding to run at ‘analysis’ time. Instead, uncertainties on these
parameters are propagated to an uncertainty on the neutrino beam energy spectrum, which
is provided as a covariance matrix binned in neutrino energy and species. For a detailed

description of the J-PARC neutrino beam simulation and hadronisation tuning, the reader is
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Figure 5.2: Covariance matrix describing the correlated uncertainties in the muon neutrino flux
at the ND280 when running in ‘neutrino mode’. The neutrino flux uncertainties can be seen to
be positively correlated throughout.

directed to Ref. [53]. The covariance matrix for the muon neutrino beam component is shown
in Figure the dominant component for this analysis (c.f. Table. |5.1). Random vectors
of correlated neutrino energy bin weights can be thrown from the matrix and used to weight

selected interaction candidates by true energy of the neutrino that produced them.

The number of selected events per analysis sample in a Run3Chb-equivalent simulated data set
is presented in Table. The total non-muon neutrino contamination is below five percent

for each sample—only the golden sample actively selects muon neutrino events.

Unfortunately, no uncertainties were available for the neutrino flux prediction used in the sand
muon simulation. Instead, an ad-hoc, uncorrelated, fractional uncertainty of ten percent was
used. This was motivated by the fractional uncertainty determined from non-sand events, which

is between six and ten percent.
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N ) . Golden Silver Magnet Upstream
eutrino species

sample sample sample sample
Muon neutrino 1214 22368 28479 6796
Muon anti-neutrino 21.0 583 692 187
Electron neutrino 2.8 473 303 100
Electron anti-neutrino < 0.1 31.9 174 7.3
Total 1238 23457 29493 7091

Table 5.1: The number of selected Barrel ECal interactions in a sample of Run3Chb POT-
equivalent simulated neutrino beam data, separated by true neutrino species. Non-integer
counts are because of flux tuning and POT scaling. The interactions may have occurred, in
truth, outside of a Barrel module.

The effect of the flux tuning, and the uncertainty band generated using 1000 toy throws from
the four neutrino species flux uncertainty matrix, is shown in Figure [5.3] The visible width of
each component of the uncertainty band is such that two sources that contribute similarly to

the total bin variance will appear with the same width. For each source of uncertainty, o;, the

visible width, w;, is determined as

2
wi= [ 0?x . (5.1)
j 2.5 9;

For the majority of analysis bins, the neutrino flux uncertainties are significant. The analysis
bin correlation matrix for the flux uncertainty is presented in Figure [5.4l As expected from

Figure the effect of the flux uncertainty is strongly correlated across the analysis bins.
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Figure 5.3: The effect of the neutrino beam uncertainties propagated to the golden interaction
sample. The result of the flux tuning compared to the default neutrino flux is also shown. An
ad-hoc 10% uncertainty is included on the sand muon component.
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Figure 5.4: The correlation matrix determined from the neutrino beam uncertainties in golden
sample analysis bin number. The dotted regions correspond to the polar angle bins shown
in Figure The bottom left (top right) region corresponds to the backward-most (forward-
most) reconstructed muons. Within each region the binned momentum increases from 0 GeV/c
to 2.5GeV/c. Each angular bin has a corresponding momentum overflow bin, these are the
gaps to the above-right of each dotted region. The propagated neutrino flux uncertainties can
be seen to be strongly, positively correlated—the effect on the muon kinematic distribution is
largely a normalisation error.
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5.2 Neutrino interactions

As discussed in § [I.3.2] at the time of writing, the details of neutrino interactions on nuclear
targets are a limiting factor in interpreting neutrino scattering data. The current models are
built out of multiple constituent models, some of which have possibly overlapping components
that may double-count nuclear effectsﬂ. There is a significant global effort—which includes neu-
trino interaction theorists, simulation developers, and experimentalists—to develop and con-
strain consistent, complete interaction models. Unfortunately, because of the non-perturbative
energy-momentum transfer regime in which accelerator-based neutrino physics is performed,
this is a non-trivial task [3I]. Estimating well-motivated parameter uncertainties from models
that we know to be poor or incomplete is difficult. An effective, but model-dependent, method
of estimating such uncertainties is to fit state of the art model predictions to large, high-quality
neutrino—nucleus interaction samples. Unfortunately, there is very little published lead-target
neutrino scattering data (c.f. § The currently available models have significant trouble
consistently explaining the available carbon-target data [99]—the unconstrained extrapolation
of the findings of carbon-target analyses to a nucleus as large as lead is questionable at best.
Ideally, a high-purity sample, such as presented in § [l would be used to begin to constrain
the model predictions for lead-target interactions. Unfortunately, there was not enough time
left to robustly perform such investigations after having developed and assessed the selections.

This is left as a so-called ‘treat in store’.

The response to a variation from each of the parameters discussed in this section is determined
by cross section re-weighting. This technique is described in more detail in Appendix: [B] along-
side a description of NuWro reweight and fits of the neutrino-nucleon interaction parameters

to historic bubble-chamber data.

!The current default NEUT model has been humorously referred to as a ‘Franken-model. CCQE interac-
tions on carbon use Benhar’s nuclear spectral function [44] to model the nucleus and calculate the final state
kinematics—this model includes multiple nucleon ejection through short-range nucleon—nucleon correlations.
More multi-nucleon effects are included through the use of Nieves 2p2h, which is calculated using a Local Fermi
Gas (LFG) nuclear spectral function [42]. However, single- and multi-pion production, and deep inelastic scat-
tering interactions are simulated with a simple Relativistic Fermi Gas (RFG) nuclear spectral function. All
interactions on nuclei other than carbon, oxygen, or iron use an RFG nuclear spectral and the Lewellyn-Smith
formalism for true CCQE interactions [33]. Finally, the simulation of the hadronic cascade assumes an LFG-like
momentum-density distribution for spectator nucleons.
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The interaction model used here is motivated by a NEUT parameter tuning performed in
support of the T2K oscillation analysis. NEUT predictions were compared to nuclear target
data from the MINERvA and MiniBooNE experiments and a nominal model was selected [99).
While I was not involved in that analysis, I am a core developer of the open-source interac-
tion generator fitting and comparison framework that grew out of the work, NUISANCE. No
explicit discussion of NUISANCE is presented here, however, the interested reader is directed
to [I00]. The chosen interaction model consistently uses an RFG nuclear spectral function, with
target-dependent Fermi-surface momenta (py) and first nucleon removal energies (E},) informed
by electron—nucleus scattering data, e.g. [I0I]. True CCQE interactions are modelled in the
Lewellyn-Smith formalism [33]. A suppression of CCQE interactions at low energy-momentum
transfer is included through a relativistic ‘Random Phase Approximation’ (RPA) treatment,
which accounts for nuclear-medium corrections to the W propagator [45]. Other multi-nucleon
effects are included through the Nieves 2p2h model [42]. Single pion production is modelled with
the full Rein-Sehgal resonant pion production model, which also includes ‘background’ single
pion production from non-resonant, half-integer isospin processes [35]. The energy-momentum
transfer for deep inelastic scattering interactions is calculated with the Bodek-Yang model [38]
and the hadronisation is handled by PYTHIA [39]. The transition from resonant pion pro-
duction to deep-inelastic scattering is modelled by a smooth function that governs the fraction
of events generated with each of the single pion production and DIS models. Hadronic re-
interactions are modelled by a full, semi-classical cascade simulation, which uses the Oset [102]
hadronic interaction processes and cross-section parameterisation. The NEUT cascade param-
eters are tuned to thin-target, hadron beam scattering data (Table A.1 from Ref. [I03] shows

the pion scattering data used).

The model described above and used herein differs from the model used during the simulation
of the neutrino beam data that has been presented thus far. That model uses the Benhar
nuclear spectral function for CCQE interactions on carbon, oxygen, and iron; and takes the
quasi-elastic axial mass to be My, = 1.21 GeV. That model is re-weighted to the chosen model,
which uses an RFG nuclear spectral function and an updated, nominal quasi-elastic axial mass

of Mg, = 1.03GeV. The effect of these tuning weights on the predicted event rate is shown in
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Figure [5.5

The relevant physics parameters that can be varied in the neutrino interaction model and
nuclear model are presented in Table. parameter nominal values, prior uncertainties and any
relevant applicability limits are also shown. For the neutrino—nucleon interaction parameters, a
brief description of the CCQE and single pion production parameters is given in Appendix: [B]
The 2p2h normalisation parameters control the overall probability of 2p2h interactions—i.e.

the nominal value of 1 corresponds to using the Nieves model predicted cross section for 2p2h

C

voru = 1.2, results in 1.2 times as many 2p2h interactions

interactions; a variation to 2p2h

Other

vonu Darameter controls the 2p2h

on carbon, which increases the total event rate. The 2p2h
normalisation for all nuclear targets heavier than oxygen. The effect of the uncertainties on
hadronic cascade processes on the golden sample event rate will be small—a few more or less
charged pions may escape the nucleus, travel through the TPC, and be mis-identified as muons.
The uncertainty on the hadronic cascade is also taken into account. For a detailed description
of the implementation and motivation of these uncertainties, the reader is directed to [103].
All of the parameters, with the exception of the 2p2h normalisation parameters, are thrown
according to a Gaussian probability distribution with a mean at the parameter nominal and a

width of the parameter uncertainty. Parameter limits are observed by truncating the Gaussian

distribution.

The predicted true target nuclei composition of the four samples is summarised in Table. [5.3|
The contamination from targets other than lead and carbon is about six percent and sixteen
percent for the golden and silver samples respectively. Such backgrounds would need to be
handled carefully if these data were to be published as a lead- and carbon-target scattering

cross section.

The chosen uncertainties for the neutrino—nucleon interaction parameters is known to be con-
servative. As shown in Appendix: the single pion cross-section response to variations of
M2

s and C2(0) is strongly correlated—the use of uncorrelated parameter throws in Figure

results in a conservative assessment of the single pion production uncertainty.

The simulation ‘pass-through’ information required to calculate responses to interaction pa-
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Figure 5.5: The effect of the neutrino interaction, nuclear model, and hadronic re-interaction
uncertainties propagated to the golden interaction sample. The difference between the tuned
interaction model and the original simulation model is also shown. The effect of the nuclear
model and hadronic re-interaction uncertainties are negligible. The uncertainty band is sub-
divided into interaction uncertainties resultant from neutrino interactions that truly occurred
within a barrel ECal module and interactions that occurred elsewhere.
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Parameter class Name Nominal Pr101‘“ Limits
value uncertainty

pC /MeV 217 30 200,275
ES /MeV 25 9 [12,42]
PO /MeV 217 30 200,275
EY /MeV 25 9 [12,42]

Nuclear model pAl /MeV 233 30 [205,275]
EAL /MeV 28 9 20,56]
pEe /MeV 250 30 205,275]
EFe /MeV 33 9 [20,56]
pEP /MeV 245 30 205,275]
EE> /MeV 44 9 [20,56]
M),/ GeV 1 0.2 N/A
2p2h 1 1 [0,2]

Neutrino—nucleon interactions Qth%gﬁ 1 1 [0,2]
M/ GeV 0.95 0.2 N/A
C7(0) 1.01 0.2 N/A

Table 5.2: The nominal values, widths, and applicability limits for the most relevant neutrino
interaction parameters. Parameters are thrown with Gaussian PDFs, centred on the nominal
value, with a width of the prior uncertainty; where applicable, the distributions are truncated
at the limits. The two 2p2h normalisation parameters are thrown with a uniform distribution
between the limits. The nominal values for all parameters, with the exception of M gE, were set
to the default values in NEUT v5.3.2 [52]. The nominal value of My, was informed by the results
of Ref. [99]. The uncertainties on the nuclear model parameters were set at the default values
from the T2K event reweighting tools. Those on the neutrino—nucleon interaction parameters
were set to conservative values, informed by the default uncertainties in NEUT reweight, but

somewhat inflated.
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Target nuclei Golden Silver Magnet Upstream
sample sample sample sample

Hydrogen 10.8 306 69.2 44.8
Carbon 365 6483 1757 905
Oxygen 9.9 106 54.4 21.1
Aluminium 22.3 1308 11484 2557
Silicon 1.5 21.0 10.5 3.6
Chlorine 0.1 2.1 1.9 61.5
Titanium 2.8 47.9 11.5 4.6
Iron 16.3 1558 12226 2025
Cobalt 0.1 9.1 3.4 14.3
Copper 0.6 3.9 4.7 81.9
Lead 807 13603 3862 1357

Table 5.3: The number of selected Barrel ECal interactions, separated by target nuclei, in a
sample of Run 3Cb POT-equivalent simulated neutrino beam data. Non-integer counts are
due to flux tuning and POT scaling. Interaction targets that constitute less than ten expected
interactions in all samples have been omitted. The interactions may have occurred, in truth,
outside of a Barrel module.
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rameter variations is not available for the sand muon sample. As a result no interaction uncer-
tainties are evaluated for the sand component of the golden sample. The effect of the neutrino
interaction uncertainties on the flux of sand muons entering ND280 is likely obscured by uncer-
tainties in the neutrino flux simulation and muon propagation through the earth surrounding
the ND280 pit. Instead, a sample which includes regions of significant sand muon content, such
as described in § [4.2.3] should be used to provide a simultaneous constraint on the entering

sand muon flux.

The effect of the neutrino interaction, nuclear model, and hadronic re-interaction uncertainties
are shown in Figure 5.5 The freedom in the nuclear model and pion re-interaction parameters
contribute negligibly to the total uncertainty. The associated correlation matrix is presented
in Figure [5.6l The propagated uncertainties are highly correlated across the analysis bins, as
M., and C2(0),

should be expected from the cross-section response to variations in M2 RES)

Q’

which are discussed in Appendix:

In this section, the model uncertainties for interactions occurring both within a barrel ECal
module and for entering background events have been presented. If this sample were to be used
to extract the true interaction rate, the uncertainties on the ‘signal’ model would be largely
irrelevant as the true rate would be extracted. These uncertainties are presented in this analysis
to highlight the range of distributions that the model is capable of describingﬂ. The large, blue
uncertainty bands in Figure do not themselves constitute a problem for using this sample

to constrain true lead-target neutrino interaction physics.

20ne dimensional projections of correlated uncertainties are almost always misleading. For better results,
combine with a covariance matrix and evaluate a test statistic that takes account of the correlations.. In
Figure the x? per analysis bin, as in Eq. is 3.64, which corresponds to quite poor agreement.
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Figure 5.6: The correlation matrix determined from the combined effect of all interaction
uncertainties in golden sample analysis bin number. The errors can be seen to be strongly
correlated between analysis bins, this should be taken into account when assessing the goodness
of fit of the nominal model to the observed data.
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5.3 ND280 detector

A number of uncertainties related to the performance of the ND280 detector were assessed. The
next section briefly describes the inclusion of Tracker uncertainties, which were not developed
by the author. The following section describes the assessment of the ECal-tracker matching

systematic which was developed for this analysis.

5.3.1 Tracker reconstruction

The performance of the TPC momentum reconstruction and particle identification is a source
of error. The Tracker uncertainties used in this analysis are capable of inducing variations
in the reconstructed momentum of a global track and the TPC PID discriminators used to
decide if a track is muon-like. As a result of these variations, selected event candidates can
move between analysis bins and candidates that were originally selected may be cut because
the PID hypothesis has changed. The variations arise from uncertainties in the simulation of
the ND280 magnetic field within the Tracker, uncertainties in the reconstructed momentum
scale determined from a given TPC deposit, and uncertainties in the particle ionisation energy
deposit and charge response of the TPC. Variations of the reconstructed momentum within
the momentum resolution, which for TPC measurements is a function of the true momentum
component transverse to the magnetic field, are also accounted for. The Tracker uncertainties
that were deemed appropriate for inclusion in this analysis were TPC momentum resolution,
TPC momentum scale, magnetic field distortions, and TPC PID variations. The investigations
into how best to parameterise and constrain these uncertainties were performed during the
development of the T2K oscillation analysis near detector samples and are described in detail

in § 5.2 of Ref. [98].

The distribution of induced momentum variations over the ensemble of toy throws is shown in
Figure The binning is chosen to be wide enough to avoid significant bin-to-bin migrations.
However, such migrations are not intrinsically a problem as long as they are well modelled—they

are accounted for in the uncertainty covariance matrix.



5.3. ND280 detector 159

x 105 . . .

wn

z

e

= 6r .

>

e

3

g

QO

g

z AT 1
2 - -
0 " " " " 1 n " " " 1 " " " " 1 1 " " "
-100 -50 0 50 100

Recon, Nominal Recon, To
Ph e Y (MeV/c)

Figure 5.7: The reconstructed momentum variations, induced by the TPC momentum scale,
momentum resolution, and magnetic field distortion systematic assessment, for 1000 toy throws
of the simulated golden event candidate sample.

5.3.2 ECal tracking and Tracker matching

The selection of a golden event requires the existence of a Tracker constituent track. The ND280
global matching algorithms have been discussed and assessed in §[3.2.2] If the matching or ECal
tracking efficiencies differ between data and simulation, then a raw comparison between the
number of selected events will results in incorrect inference&ﬂ While it is not possible to assess
the true matching efficiency for data, an efficiency-like quantity can be constructed which

motivates correction and uncertainty propagation.

To assess any difference in the matching and ECal tracking efficiencies between data and sim-
ulation, a control sample of Tracker deposits that appear to be entering or leaving a barrel
ECal module was selected. The Inward Muon particle gun sample (c.f. § was used to
determine the volumes that contain the starting positions of Tracker segments that were left

by vertex-like deposits occurring within the Barrel ECal. The closest reconstructed Tracker

3 As discussed in §|4.1.2| and §|4.2.1|
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Figure 5.8: The reconstructed starting and ending positions of tracker segments of global tracks.
Twenty volumes were used to select track segments which appear to be entering the tracker.
Yellow markers demarcate positions that were reconstructed as occurring within one of the
TPC-active face volumes, magenta markers show those that were reconstructed as entering or
exiting an FGD module, and grey markers highlight tracker segments that started elsewhere.
The unselected positions (grey) appear to cluster around the TPC central cathode (XY view)
and micromegas gaps (YZ view); this suggests that they are mostly segments of broken, through-
going tracks that failed to be matched together by the global track reconstruction.

position to a sample of fake ECal vertices is shown in Figure 5.8, Volumes at the outer faces of
each TPC, with the exception of the upstream-most face of TPC1 and downstream-most face
of TPC3, were used to select deposits that appear to be entering, or exiting, each TPC module.
Upstream and downstream volumes were also used for each FGD, but because of the geometry
of the detector it is rare for an FGD segment to be the first Tracker segment in a global track

that enters or exits a Barrel ECal module.

The selected Tracker segments may be segments of a longer reconstructed track or the whole
of an isolated Tracker track. The only selection criteria is that the start or end of the Tracker
segment of the full track is reconstructed as occurring in one of the volumes shown in Figure[5.8]
For each of these candidates, the reconstructed track direction at the selected position is used
to define a ‘search’ direction. The search direction corresponds to the reconstructed direction
that the particle came from. Practically, if the dot product of the reconstructed direction with
the vector between the selected segment end and the other end of the segment is positive,
then the search direction is the negative of the reconstructed particle direction, otherwise the

reconstructed direction is used. If a single global track has a Tracker segment which both
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starts in one selection volume and ends in another, then both ends will be entered into the
control sample separately. The search direction is used to define a straight line extrapolation
from the selected segment end. If this line enters a Barrel ECal module, then the Tracker
segment is said to be pointing at the Barrel ECal and is selected. The simple straight line
extrapolation was used to preclude the inclusion of biases from the RECPACK propagation
used in global matching. In this way, a control sample for the global ECal-Tracker matching is
formed without a reliance on the same models used to decide when tracks should be matched
during the reconstruction. A straight line extrapolation becomes a very poor estimate of the
trajectory of a charged particle in the magnetic field after a short distance, therefore only
Tracker segments which start or end near to the edge of the active region of a TPC module

were selected.

The true matching efficiency should be a function of the true particle momentum and polar
angle at the entry point to the TPC. The contents for the control sample selected from the
Run 3-equivalent simulated data set and the Run 3Cb real data set is shown in Figure [5.9}
The sample is projected onto reconstructed Tracker momentum and search direction. As the
global momentum is a function of the matching efficiency, if a track is matched to an outer
detector object, the reconstructed global momentum will contain an energy loss compensation,
using the reconstructed Tracker momentum is the only consistent approach. The simulated

TPC momentum estimate was shown to be well behaved in in § 3.3]

The probability for a tracker segment that is pointing towards a Barrel ECal module to be
associated to a segment within the same ECal module is designated &, and is shown in Fig-
ure [5.10, The agreement for regions of higher momentum is generally good, although the data
statistics are lower, while the predicted efficiency for lower momentum, backward search di-
rectionsﬂ is over-estimated. A one-dimensional assessment in either relevant parameter would
have obscured such subtleties. The agreement of the POT-scaled rate of selected candidates in
the control sample, shown in Figure 5.9 is generally reasonable, but there are regions of statis-
tically significant discrepancy in the ¢ distribution. This suggests that the matching efficiency

is poorly estimated for some regions of this phase space.

4often from forward-going tracks



162 Chapter 5. Sources of error
P
0.1 < plracker < 0.2GeV/c 0.2 < plracker < 0.25 GeV/c 0.25 < pireer < 0.3GeV/c
100 - 100 - 100 -
H : LI | T TTT | T TTT | LI H : rTTT | LU | LU | LI : H : rTTT | LU | LU | LU :
£ 80 - 2 80 - . 2 80 - 3
S 60 S 60 F 4 S e0F 3
= F > 1 > F ]
Z 40 F 2 40 F J Z wE -
o o -1 o -1
O o 1 © ]
20 20 20
0 0 0
1 05 0 0.5 1 1 05 0 0.5 1 1 05 0 0.5 1
0.3 < piraker < 0.35 GeV/c 0.35 < piracker < 0.4 GeV/c 0.4 < piracker < 0.45 GeV/c
100 a 100 4 100 al
H : LI | LU | LU | LI : [—{ :I LI | LI | LI | LI : [—{ rTTT | LI | LI | LI I:
2 80 - - £ 80 - - 2 80 -
S 60 B d S ek 4 S0 3
> F 1 > F 1 = .
Z 40 F 1 2 40F 1 2 40 -
o o o -1
3 O O .
20 20 20
0 1 I 1 11 I 1 ] O 0 1 I 1 1 1
1 05 0 0.5 1 1 05 0 0.5 1 1 05 0 0.5 1
0.45 < pireker < 0.5 GeV/e 0.5 < pireker < 0.55 GeV/e 0.55 < pirecker < 0.6 GeV/e
100 4 100 a 100 a
H : LI | LU | LU | LI : H rTTT | LI | LI | LI : H :I LI | LI | LI | LI I:
2 %0 - - 2 80 - ) - -
= 60 ! 4 = 60 4 S e60f 3
SO 1 3 1 T Ok ]
Z 40F 1 2 40 ] 2 aF -
e} o -1 o - -1
o o i © F .
20 20 20
0 0 0
1 05 0 0.5 1 1 05 0 0.5 1 1 05 0 0.5 1
0.7 < ppar <0.7GeV/c 0.8 < ppr <0.9GeV/c 0.9 < pptr <1GeV/e
100 LI T TTT LU LI 100 LI TTTT LI LI 100 TTT1TT TTTT LI LI
o I I I ] = I I I ] = I I I
£ %0 - 2 80 - 2 80
2 60 3 S0 F EX
2 40 1 2 40 1 2 40
o Q o
O O o
20 20 20
0 0 0
1 05 0 0.5 1 1 05 0 0.5 1 1 05 0 0.5 1
1< pperer <1.5GeV/e 1.5 < pireckr < 2GeV/e 2 <pyerer <3GeV/e
100 100 100

]
o

Count/10'® POT
s
S 3

| PP I P

DO
[en)

-0.5 0

0.5 1
COS(Ganrch)

]
o

Count/10'® POT
s
S 3

-0.5 0

05 1
COS(Ganrch)

TT T T[T I T T[T T T T [TTT11
= Magnet

- Sand

—— RDP R3C

T[Trrprrrs

I T T

Count/10'® POT
D
3

-0.5 0

0.5 1
COS(Qanrch)

Figure 5.9: The ECal-Tracker matching control sample projected onto the Tracker segment
‘search’ direction polar angle and the reconstructed TPC momentum. The agreement between
the simulation and data is good across these dimensions of phase space.
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Figure 5.10: The distribution of the ECal-Tracker matching and ECal tracking efficiency-like
metric. This characterises the probability that a tracker segment which appears to be entering
the active region of a Barrel ECal module is associated to a reconstructed Barrel ECal track
segment in the correct module. The difference between £ in data and the simulation is used to
apply an efficiency-like correction to the predicted event rate.
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The £ metric encapsulates the systematic uncertainty assessment. The application of the find-
ings were separated into a correction and an uncertainty. For a given track with both ECal
and Tracker segments, the Tracker segment end closest to the reconstructed vertex is found.
Only the closest tracker segment end is used as the correction aims to account for tracks that
were matched and as a result selected in the simulation, but that may not have been in data or
vice versd’} The reconstructed search direction and Tracker momentum of the selected segment
end were then used to find the appropriate bin in the £ (pERACKER, cos («92“}‘0‘{)) distribution
(c.f. Figure . A correction weight was calculated from the ratio of the central value for the
data distribution with the central value for the simulation, in the relevant £ bin. This weight
attempts to correct for regions of poorly-estimated matching efficiency. The uncertainty on this
correction was then propagated by an ensemble of toys which throw the correction weight, cal-
culated for each simulated track, to random values distributed within the combined statistical

uncertainties of the data and simulation.

In this assessment, neutrino beam data were used so that the relevant regions of the matching
parameter phase space were adequately populated. It would be of interest to further assess the
matching using more neutrino beam data, as well as cosmic muon data, to investigate whether

the findings remained correct with a larger, more varied data sample.

5.3.3 ECal mass

Manufacturing processes come with associated tolerances, and each scintillator bar and each
lead absorber sheet used in the construction of the Barrel ECals will vary within those toler-
ances. This manifests as an uncertainty on the target mass, to which the neutrino interaction
rate is proportional, for a given neutrino flux. The uncertainties in the dimensions of each ECal

component are presented in Ref. [67].

The uncertainties on the dimensions of the ECal bars and lead absorbing sheets are given in

Table. The dimensions of the scintillator bars and absorber sheets are the only non-neglible

SWere time of flight, or Michel tags to be introduced into the selection then the matching efficiency of the
other Tracker segment end would need to be accounted for when assessing systematic affects in the the time of
flight or Michel tagging efficiency.
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Component Property Top/Bottom module Side module
_ Number || layers 15
Layer construction
Number L layers 16
Number /layer 2 4
idth +4 +4
Load absorber Width /mm 7657, (764) 233075 (2288)
Height /mm 175751
Length /mm 385875 (3856) 964.5%5 (964)
Number L layers 96
Length 1 /mm 1520 £ 0.1 2280 £ 0.1
N 1
Scintillator bar umber | layers 38 o7
Length || /mm 3840 £ 0.1
Width /mm 40904
Height /mm 10199

Table 5.4: The dimensions and manufacturing tolerances of the Barrel ECal scintillator bars
and lead absorber sheets. || and L refer to the layer orientation, whether the length of the bars
are aligned parallel or perpendicular to the detector 2 axis. The GEANT4 geometry uses the
nominal values except for where specified by bracketed values. The differences are negligible
except the width of the lead absorber sheets which is simulated as 1.8% too short.
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Simulation
Components Module Design /kg | geometry
/kg
Top/Bottom 1 1904
Scintillator bars p/ 878 90
Side 2817 2856
Top/Bott
Lead absorbers op/Bottom 3581 3627
Side 5454 5439

Table 5.5: The component masses for the two Barrel ECal module orientations, as calculated
from the detector simulation geometry and the design specifications given in Ref. [67].

contribution to the total active-mass uncertainty. The geometry used in the detector simulation
differs slightly from the survey presented in Ref. [67]. The only notable difference is the width
of the lead sheets used in the side modules, which is simulated as 42 mm shorter than was

detailed in Ref. [67].

The quality assurance that the scintillator bars underwent ensures an upper-limit to the di-
mensions of bar cross-section, the lead sheets were manufactured with minimum dimensions
and associated single-sided uncertainties. It is unclear from Ref. [67] how best to simulate the
variations when throwing toy ECals—should the quoted uncertainties be used as a width for a
Gaussian distribution, or did the quality assurance result in a uniform distribution within the

quoted tolerance?

The component mass extracted from the geometry and the nominal mass from Ref. [67] are
compared in Table. [5.5] The differences in the absorber mass can be explained by the lack of
any antimony contamination in the simulated geometry and the different side-module absorber
layer widths. The difference in bar mass can be attributed to a discrepancy in the bar density
when determined from the geometry compared to when calculated from the plastic composi-
tion, fibre channel radius, and fibre composition taken from Ref. [67]. Unfortunately, due to a
bookkeeping error, the T2K technical note that described the ECal geometry implementation
was not available for further investigation. However, the most significant effects of these uncer-
tainties will be apparent at the edges of each active region. The conservative fiducial volume

and unbiased vertex position reconstruction help to mitigate edge effects. Within the bulk of
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each layer, the ECal bars will have been packed as closely together as possible, which should

reduce the effects of any uncertainties except the layer height uncertainties.

The uncertainty on the layer height was propagated to the analysis bins by 1000 uniform toy
layer throws within the uncertainties quoted in Table. [5.4L The ratio of the thrown width to
nominal width was used as an event weight for interactions on the absorber layers and plastic
scintillator bars separately. The throws were handled artificially conservatively so that for each
toy throw, every layer component grew or shrunk to the thrown size; in reality some layers
would be slightly too thick and some too thin in a single ECal module. The effect of the mass

uncertainty is less prominent than the simulation statistical uncertainties in every bin.

5.3.4 Propagated uncertainties

The combined effect of the ND280 detector uncertainties is shown in Figure [5.11} The sig-
nificant detector uncertainty, apparent in the backward-most momentum bins, arises mostly
from the TPC reconstruction uncertainties. The correlation matrix for the combined detector
uncertainties is shown in Figure [5.12} Some analysis bins can be seen to be anti-correlated,
which is expected as momentum variations induce bin migration between nearby momentum
bins. The forward regions of correlated uncertainty are caused by the assessment of the ECal
mass uncertainty. In the distributions presented in this section, it appears that the match-
ing correction generally pulls the prediction closer to the data. The interaction model tuning,
shown in Figure [5.5] shows a similar overall reduction in the predicted event rate. in the next

chapter the fully tuned prediction is compared to the high statistics data sample.
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Figure 5.11: The combined effect of the ND280 detector uncertainties propagated to the golden
interaction sample. The effect of the ECal-Tracker matching efficiency correction is also shown.
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Figure 5.12: The correlation matrix calculated from the propagation of the ND280 detector
uncertainties in golden sample analysis bin number. The dotted regions correspond to the polar
angle bins shown in other figures. The visible anti-correlations occur because of bin migrations
induced by the TPC momentum measurement uncertainties.



Chapter 6

ECal-as-Target analysis results

6.1 The data sample

In the previous two chapters, the four selections and the uncertainty treatment have been
presented in the context of a reduced data set. The full comparisons use a larger data set that
comprises the rest of T2K Run 3C and the whole of T2K Run 4. At the time of writing, this
constitutes the majority of the fully-processed neutrino-mode data. Run 1 and 2 are excluded
to keep the detector configuration consistent after the damage sustained to the right side ECal
at the end of Run 2—both of these run periods only contain a comparatively small amount of

integrated POT.

The Run 4 data set is subdivided into ‘Air’ and ‘Water’, which correspond to the contents of
the POD water bags—this distinction makes no direct difference to the analysis presented here,

however, the intensity of the J-PARC proton beam increased between the two run periods.

6.2 Selected event rates

The reconstruction-level comparison of the golden sample events for the full data set is shown

in Figure [6.1] The overall agreement of the analysis data set with the predicted distribution

170



6.2. Selected event rates

171

Count per 10'® POT per 1 GeV/c

10

—_
o

ot

o

DO
S

10

—1 <cos(f, Recon) < —0-5

L [ B Y O B B
‘ Interaction (BrECal)

Interaction (Other) —

Neutrino beam
Detector

Sim. statistics
RDP R3Cb —
RDP R3Ca + R4

+HEN

0 < cos(f, Recon) < 0-2
|||||||||||||||||||

J I’A‘ Lol 1 | Ll Ll

0.4 < cos(6

u,Rccon) <0.6

< 0.9

0.8 < cos(
||||||T|||||||||||||||||

ep,Recon)

0 0.5 1 1.5 2 2.5

(GeV)/c

P, Recon

Count per 10'® POT per 1 GeV/c

10

—
ot

—
o

ot

o

—-0.5 < COS(Q“’RCCOH)

<0

la JLI_A.lIIIAllIIII
P 1)

0.2 < cos(f, Recon) < 04

0.6 < cos(6, Recon) < 0-8

09 < Cos(ep,Recon)

<1

@

1 -
1 | | I T | | | I T | | | I | ﬁgl 1
0.5 1 1.5 2 2.5
pu,Recon<GeV)/c

Figure 6.1: The golden sample reconstructed muon kinematic distribution for the simulation
and the two sets of real data used in this analysis. Note that the interaction uncertainties on
true barrel ECal events (blue) would not be included when extracting the event rate but are
presented here to cover the distributions that the model is capable of describing.
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POT Sample content/10'® POT
Name Dates 1018

/ Golden Silver | Upstream| Magnet
Run 3Ca 12/[04/08-05/25] | 111 | 49.5(7) | 951(3) | 421(2) | 1304(3)
Run 3Cb 12/]05/27-06/09] 23.8 51(1) 967(6) 420(4) 1304(7)
Run 4 Water | 12/10/19-13/02/06 | 162 48.3(5) 903(2) 418(2) 1289(2)
Run 4 Air 13/]02/06-05/08] 176 45.6(5) 883(2) 416(2) | 1287(2)

Table 6.1: The number of selected candidates per 10'® POT analysed for each sample. A deficit
of events is statistically evident for the two Run 4 data sets compared to the two Run 3 data
sets.

is acceptable—while the higher statistics data appear to be within the predicted uncertainty

band for the majority of bins, many of the error sources result in strongly correlated event rate

uncertainties.

It may not be clear from Figure[6.1] but the full analysis data set has a lower normalisation per
POT than the Run 3Cb data. The number of selected event candidates within each sample,
subdivided by run period, is given in Table. [6.1. The fractional discrepancy for the golden
and silver selected candidates in the Run 4 Air data set is about 10%, which is significantly
larger than the statistical uncertainties. This indicates some change in conditions between the
run periods that the ECal interaction selections emphasise—note that the entering background

selections seem less affected.

The effect of the silver selection cuts on this run-dependent data discrepancy is shown in
Figure [6.2] The silver sample was chosen as it exhibits smaller statistical uncertainties than
the golden sample. The discrepancy can not be resolved by the removal of any single selection
cut. However, if all of the veto cuts are ignored, the selected event rates per POT agree between
the data sets to within statistical uncertainties. The apparently unifying effect of ignoring the
fiducial volume cuts is most likely due to a dilution of the source of the discrepancy, as opposed
to a resolution. The most plausible explanation for the observed discrepancy is an increase of
coincidence, or ‘pile up’, veto triggers. This occurs when an unrelated energy deposit, from a
separate neutrino interaction, results in a veto flag that causes an otherwise well-reconstructed

ECal interaction to be discarded. The number of deposits reconstructed to start within the
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Barrel ECal fiducial volume, as a function of proton beam intensity, is presented in Figure [6.3]
The fraction of such event candidates which are associated to a veto flag can be seen to be
linearly related to the beam intensity, which has risen between and during T2K run periods. It
is likely that this increase is mostly because of coincident veto triggers, as opposed to correct
triggers which reject poorly reconstructed background. In the simulated data set, the veto cuts
reject more background than signal which motivated their use in §[4.2.1] This can also be seen

in Figure|6.3

Unfortunately, each run-equivalent simulated data set is generated using the mean run proton
beam intensity. For Run 3, the simulated beam intensity is one in which the real J-PARC beam
effectively never ran. When the rate of multiple interactions within the active detector in a
single beam bunch is low, this is not a significant worry. However, it is clear from Figure [6.3]
that even at the Run 3 proton beam intensity, this is already not the case. Furthermore, as the
sand muon simulation is generated completely separately from the rest of the neutrino beam
simulation, it is not currently possible to analyse the effect of sand muons entering the detector
within the same beam bunch as an interaction within ND280. For analyses that must use harsh
veto cuts to identify rare or complex processes, this constitutes a significant deficiency in the
simulation. The veto fraction can be seen to be poorly predicted within the simulated data set
and it is possible that the separation of ND280 interactions and sand muons is a significant
contributor to this mis-modelling. This deficiency will continue to become more apparent as

the J-PARC proton beam intensity increases.

As can be seen in Figure the Barrel ECal veto is involved in generating this discrepancy.
This veto is practically the same as the requirement that a selected interaction candidate is
the most upstream reconstructed deposit in the ECal subsystem—a cut that was used in the
2015 analysis. It is possible that the lack of simultaneous sand simulation contributed to the

unsatisfactory results of the analysis presented in Ref. [96].

Under the assumption that the discrepancy between data-taking periods is mostly as a result of
coincidence veto flags, the shape of the data should be unaffected; the net effect is an increase

in well-reconstructed interaction candidates being vetoed by unrelated physical processes. The
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Figure 6.2: The effect of the silver selection cuts, and combinations thereof, on the total rate
discrepancy between the different data taking periods. Each column shows the total number
of selected events in the sample when removing the corresponding selection cut(s). The two
left-most columns show the total number of ECal vertex candidates before any selection and
the number of selected candidates given the full silver selection. The uncertainties on each
data point are the statistical uncertainties for the relevant sample. The removal of all veto cuts
resolves the discrepancy to within statistical uncertainties.
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Figure 6.3: The veto fraction as a function of proton beam intensity. The number of vertex
candidates reconstructed as starting in the fiducial volume and the subset for which an upstream
veto was triggered are shown in the top two panes. A straight line fit to the ratio of these
distributions extracted a slope of 0.188(7) and an intersect of 0.147(7). The simulated neutrino
beam data are generated with a fixed, run-average proton beam intensity and predicts the
observed veto fraction poorly.
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form of V¢ (PPS) presented in Figure could be used to reweight the observed events to
reproduce a constant veto fraction. However, as the veto fraction is apparently not well modelled
in the simulation, the relative contribution of correct vetos and coincidence vetos to the total
fraction is difficult to infer with any confidence. Therefore, modifying the data to emulate the
coincidence rate determined from the simulation seems counter-productive. If a rate comparison
was needed, it would be better to run the simulation with a range of proton beam intensities
and reweight the simulated intensity distribution to match the real distribution. Then the
rate uncertainty resultant from coincidence vetos would just effect the prediction and not be
shared between a poorly-justified data modification and an imperfect simulation. Modifying
the neutrino vector generation to simulate a range of beam intensities was outside the scope of

this thesis, but this work highlights that the deficiency should be addressed.

As the overall normalisation cannot be relied upon, the following section presents shape-only
comparisons of the final results for the interaction sample. These comparisons take into account
the off-axis variations by including events from each of the Barrel ECal modules. The shape of
the charged-current inclusive muon momentum spectrum is sensitive to the contributions from

different interaction channels, so little information is sacrificed by the shape-only treatment.

6.2.1 Data—simulation comparison

The shape-only comparisons for the golden, silver, magnet-entering, and upstream-entering
candidate samples are shown in Figure Figure Figure and Figure [6.9 respectively.
The correlation matrix corresponding to the the total, shape-only, propagated event rate un-
certainty is shown in Figure[6.5. The fractional rate uncertainty from the most prominent error

sources can be seen in Figure [6.6]

For the golden sample, the shape-only correspondence between the data and the prediction in
the angular bins other than the backward-most bin is surprisingly good. While the reconstruc-
tion is less trustworthy in the backward-most bin, the apparent shape difference is intriguing.
As discussed in the true content of this angular bin is mostly mis-reconstructed, forward-

going events. Processes that cause migration to this bin are not easily distinguishable with the
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Figure 6.4: The shape-only distribution of reconstructed muon kinematics for all selected events
in the golden sample. The whole two dimensional distribution is normalised so that the sum
over all angular and momentum bins is unity—this includes a momentum overflow bin for each
angular bin. Within each angular bin, the distribution is then scaled down by the bin-widths
to give a consistent one dimensional histogram.
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Figure 6.5: The total shape-only correlation matrix determined from all of the error sources
described in the previous chapter. The demarcated areas correspond to the separate angular

panes shown in Figure
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Figure 6.7: The shape-only distribution of longest reconstructed track properties for all selected

event candidates in the silver sample. The distribution is normalised as in Figure |6.4!

The

non-sand components are tuned according to the interaction tuning described in § [5.2]
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Figure 6.8: The shape-only distribution of longest reconstructed track properties for all selected
entering background candidates in the entering magnet sample. The distribution is normalised
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described in § 5.2
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current reconstruction, but this shape difference strongly motivates continued improvement to

the reconstruction of backward-going final state particles.

A Pearson 2 test statistic was calculated to evaluate the compatibility of the prediction and
associated uncertainties with the observed data. The test statistic was calculated from the

simulated and observed data in Figure [6.4] and the associated covariance matrix as
2 = N v-l(z_7
= —d) V. —d 6.1
V=2 (5-d) vyt (5-d) (6.1)

where s; and d: are the selected event rate in analysis bin ¢ for the simulation and the observed
data respectively. Each bin that contained at least one simulated event was included in the
evaluation, this includes the momentum overflow bin. For the full reconstructed phase space,
the test statistic was calculated to be x?/NBins = 245/104 = 2.35. When restricting the
reconstructed muon polar angle to —0.5 < cos (6, Recon.), in order to investigate the sub-sample
with more reliable reconstruction, it was calculated as x?/NBins = 122/91 = 1.34. This
corresponds to reasonable agreement between the prediction and the observed data. Note
that the treatment is shape-only; had the overall data set normalisations been included, the
correspondence would be significantly less good because of the poorly-modelled veto fraction
discussed in the last section. The discrepancies in both the backward bin and the overall
normalisation highlight that more investigation is needed to be confident in the modelling of

interactions occurring within the ECal.

In the other samples, the agreement is comparable to that seen for the Run 3Cb data set
presented in previous chapters. For the forward-most bins, which contain significant sand muon
contribution, the prediction is often an over-estimate of the observed data. For a given POT,
the separation of the sand and ND280 interaction simulations may allow for extra candidates
to be selected. Bunches where both a sand muon and a true neutrino interaction within the
Barrel ECal leave a deposit in the same module should only contribute a single candidate to
the sample, rather than one for each separate prediction, which is possible with the current
simulation. This effect may also be partly to blame for the discrepancy in the second peak

evident in the predicted distribution of deposit hit multiplicity (c.f. Figure [2.15a]), which may
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have contributed to the unsatisfactory results in the 2015 analysis. For the magnet-entering
sample, the simulation significantly under-predicts the data in the high-angle and backwards-

going bins.

The distribution of E3Y for a restricted phase space of muon production angle is shown in
Figure [6.I0] The reconstructed neutrino flux shape can be seen to vary across the detector.
The overall correspondence between the simulation and the data is reasonable, but the relative
peak rates and peak energies do differ outside of the shape-only uncertainties. Such a sample
may provide a useful constraint of the off-axis variation of the T2K neutrino flux. While EZ’
is a biased neutrino energy proxy for non-QE interactions, it combines the two reconstructed
properties of the selected muons into a physically meaningful quantity. The counter-intuitive
variation of the peak rate in each module is because of differences in the detector acceptance
and golden sample selection efficiency between the barrel ECal modules. Robust efficiency and
purity ‘corrections’ are outside the scope of this thesis, and quite probably not the preferred
treatment for such a sample, as will be discussed in the final chapter. However, to recover the
expected event rate variation across the Barrel ECal modules, the average selection efficiencies
and purities from Figure 4.23| and Figure [4.28 were used to adjust the golden and silver inte-
grated event rates for each module. The results of this adjustment are shown in Table. (6.2
Here the relative module rates are ordered as expected from Figure 2.I0} the highest fiducial
mass-normalised event rate is found in the bottom left module, which is closest to the axis of
the neutrino beam. The top right and side right modules are predicted to have approximately
the same mass-normalised rate, but in the adjusted data the rates differ significantly. More

detailed study of the module-by-module event rates and an investigation into the constraining

power of such a sample on the off-axis flux prediction would be of great interest.

For completeness, the distribution of reconstructed azimuthal angle for the golden sample is
shown in Figure[6.11] The ND280 geometry and the golden sample requirement of an associated
Tracker track confine the contributions from each module into different regions of azimuthal

angular projection. No extra data—simulation discrepancies are apparent in this projection.
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Figure 6.10: The fiducial mass-normalised, shape-only distribution of reconstructed neutrino
energy under the assumption of CCQE kinematics. The reconstructed muon angle is restricted
to —0.5 < cos (0, Recon.) to investigate the regions of optimal reconstruction performance. The
off-axis variation of the rate and width of the reconstructed energy distribution can be seen
across the modules.
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Adjusted number of selected interaction candidates

Sim. Data

ECal Module

Count / 10%° kg Fraction of Count / 10%° kg Fraction of

POT Bottom left POT Bottom left

Top left 22.9(0) 0.51 22.2(1) 0.53
Top right 21.4(0) 0.47 19.7(0) 0.47
Side left 27.0(0) 0.60 24.3(0) 0.58
Side right 21.5(0) 0.47 20.6(0) 0.50
Bottom left 44.8(1) 1 41.2(1) 1
Bottom right 38.3(0) 0.85 35.8(1) 0.86

Table 6.2: The number of simulated true interactions per mass and POT in each of the Barrel
ECal modules. The calculated efficiency and purity for the golden and silver samples in each
module (Figure and Figure were used to adjust the observed event rate in a model-
dependent way. The ordering of the mass-normalised module rates is as expected given that
the axis of the beam passes closest to the bottom left module.

Count per 10%! POT per 1 degree

— i P -

—0.5 < cos(0, Recon) <1 _

- Sim. Top right - Sim. Top left - Sim. Side left
- Sim. Bottom left - Sim. Bottom right - Sim. Side Right-

—&— RDP R3Ca + R4

-150 —100 -50 0 50 100 150
¢M,Recon (degrees)

Figure 6.11: The shape-only distribution of reconstructed muon azimuthal angle for the golden
sample. Selected muons that originate from each Barrel ECal module contribute to a char-
acteristic region of phase space. The data—simulation correspondence is comparable to other
projections presented previously.



Chapter 7

Conclusion

The analysis presented in this thesis was designed to sample neutrino interactions occurring
within the electromagnetic calorimeters of the T2K near detector. Two previous measurements
of the lead-target muon neutrino charged-current cross-section have been made using these
detectors—Ref. [95] and Ref. [96]. Both analyses arrived at unsatisfactory results because of
unresolved disagreement between the observed data and the simulation. In this analysis, extra
emphasis was placed on remaining sensitive to localised regions of data—simulation discrepancy.
The summation of distributions covering varying efficiencies and purities was approached with
more care than in the 2015 analysis. Regions suspected of being problematic, such as the dis-
tributions of entering backgrounds, were investigated separately, rather than discarded. Where
feasible, a statistically independent sample of data was used to motivate and cross-check choices

made.

The ND280 reconstruction algorithms were adapted to incorporate the results of the ECal-
isolated vertex reconstruction. This allowed information from the whole of ND280 to be used
in the analysis. Four samples were developed and assessed, two interaction candidate samples,

and two samples that aimed to characterise the distributions of entering background.

The observed event rate of selected neutrino interaction candidates was seen to differ between
T2K data-taking periods. This was most likely caused by an increase in the rate of candidates

being rejected because of upstream veto flags. The rate that candidates occurring within the
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fiducial volume were vetoed was shown to increase linearly with beam intensity. As a result

the overall data set normalisation was ignored for the final comparisons.

Uncertainties in the neutrino flux, neutrino interaction model, and detector response and re-
construction algorithm performance were assessed and the shape-only test statistic for the
golden interaction sample was y?/NBins = 245/104 = 2.35. The backward-most angular bin
shows significantly worse simulation—data correspondence than is seen in the other angular bins
and contains predominantly mis-reconstructed forward-going muons. While this discrepancy
hints at modelling deficiency which would be interesting to investigate, when characterising
the simulation—data correspondence for well-reconstructed event candidates, this bin may be
temporarily ignored. The figure of merit for the golden interaction sample in a restricted phase
space (—0.5 < cos (0, Recon) < 1) was x?/NBins = 122/91 = 1.34, which corresponds to good
agreement between the simulation and the data within the estimated systematic uncertainties.
Determining the failure modes of the reconstruction that result in this backward migration

should be a focus for future improvement efforts.

The most important conclusion for analyses at ND280 is that the effect of using single, run-
averaged beam intensities in the simulation was far from negligible for this analysis. The use of
this shortcut, as well as the separation of the sand muon and ND280 interaction simulations,
should be re-assessed by T2K. While the rate that sand muons are selected for Tracker-based
analyses is generally insignificant, the poorly simulated effects from sand muon coincidence on
selections may well be a significant source of error. This will only become more problematic as

the J-PARC beam power rises.

7.1 Future improvements

The four areas most-ready for improvement in the analysis presented here are: the reconstruc-
tion for backward particles, the inclusion and systematic assessment of using track time of flight

in the golden selection, the use of ECal PID, and the re-assessment of the veto flags.

While the overall rate of reconstructed backward tracks is similar between simulation and
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data, the distribution of reconstructed momenta within the backward-most bin was observed
to differ significantly. As seen in Figure the vast majority of simulated tracks that were
reconstructed as backward-going were truly forward-going. It would be of great interest to
resolve the cause of such migration and allow the investigation of truly backward events, which

are interesting as high-angle and backwards muons are sensitive to nuclear effects.

The use of track end time to re-position vertices may allow for significantly increased efficiency
and purity of the golden event sample (c.f. § This feature was not included here as it
would warrant an involved systematic consideration and the apparent data—simulation discrep-
ancy would need to be well-understood first. However, an example of using the time of flight
to naively reposition vertex candidates is presented in Figure For candidates which are
associated to a Tracker track which appears to ‘end’” before it ‘starts’, the vertex candidate is
placed at the opposite end of the track before the selection takes place. This allows vertex
candidates that were determined to be reconstructed at the wrong track end to be reconsid-
ered as entering background or as a candidate signal interaction originating in another Barrel
ECal module. By including the time of flight, the number of simulated interaction candidates
in the golden sample increased from 52.4(8) ND280 and 1.00(7) sand muon events per 108
POT, to 54.0(3) and 0.84(6) selected events. The number of barrel ECal interactions in which
a true muon was selected increased from 42.2(7) per 10'® POT to 45.3(7), which corresponds
to a rise in purity from 79.(0)% to 82.(6)%. The majority of extra candidates were recon-
structed as backward-going, which further validates approaching this selection technique with
care. However, robustly incorporating the track time of flight would be a welcome improvement
toward using such a sample to study events which produce high angle and backward final state

particles.

The ECal PID algorithms were not designed or tuned to process the output of the vertex
reconstruction. However, the separation of minimally-ionising and highly-ionising vertex tracks
should, in principle, be possible. If effective, this would allow the interaction candidate samples
to be further sub-divided by the existence of a pion. Such samples may provide new constraints
for the near detector fit, which is performed as part of the T2K oscillation analyses, and could

be interesting for interaction model builders. Samples developed to select exclusive final-state
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Figure 7.1: The golden interaction candidate sample where the Tracker track time of flight
has been used to reposition reconstructed vertex positions to the earlier end of the track. The
simulation has been rescaled so that the prediction has the same overall normalisation as the
corresponding observed data.
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topologies such as these may provide new insights into the effects of using nuclear targets [104].

Finally, the veto flags that contributed to the observed run period-dependent rate discrepancy
may have been overly conservative. The harsh vetos were included to increase the purity of
the interaction target sample, and while they do result in a higher purity sample, a robust rate

comparison would provide new, useful information.

The data set used in this analysis constitutes one third of the currently recorded neutrino-mode
POT. With the inclusion of the suggested modifications above, the use of more data would be
worthwhile. Furthermore, there is a comparable recorded POT of processed anti-neutrino-mode
data that were not used in this analysis, but in principle could be similarly investigated. To
use the anti-neutrino data, studies into extra sources of background and poorly-reconstructed
event topologies would be needed, however, the simultaneous analysis of neutrino mode and

anti-neutrino mode data may provide a unique test of the flux prediction.

7.2 Future uses for an ECal-target sample

It is hard to envision a robust way to produce a lead-target exclusive cross section with such a
sample. It is not possible to separate the interaction target on an event by event basis and so
any published cross-section would necessarily be using a mixed carbon and lead target. It may
be possible to use an FGD sample for carbon subtraction, but the differences in reconstruction
efficiency, detector acceptance and neutrino flux shape exposure make this a very unattractive
solution. Furthermore, the reconstruction and selection efficiencies for golden candidate muons
are not flat in any relevant phase space dimension. As a result, the presentation as a one or
two dimensional mixed-target cross-section measurement will always include model-dependent
averaging over important dimensions of phase space. It would be challenging to present the
four samples, in six separate ECal modules, in a way that was simple to consistently compare
to. However, comparisons made at reconstructed-property level that have the access to the full

detector simulation can mitigate these problems.

The T2K near detector fit provides a constraint of the cross-section model and unoscillated
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neutrino flux for oscillation analysis. It uses the full reconstructed event candidates for a
number of mutually exclusive event topologies and, as a result, can account for the correlated
uncertainties and provide constraints on a large number of important parameters in the T2K
oscillation analysis. In recent analyses, the best-fit flux prediction at ND280 is significantly
increased relative to the nominal model [20]. If the golden and silver sample normalisations
can be well understood, a sample of Barrel ECal interaction candidates may be able to provide
a complementary constraint of the T2K flux prediction. This is largely because of the span
of off-axis angles sampled and the high event rate due to the large active mass. Even if this
sample is not ready to be included in the near detector fit, it provides a good model of one way
to use the samples presented in this thesis for the benefit of neutrino physics. A description of

the T2K near detector fit methodology can be found in Ref. [56].

One such compromise between performing a simultaneous fit of multiple samples and being able
to publish a useful subset of the data, is to perform a template fit in reconstructed variables.
In Analysis I of Ref. [75], the reconstruction smearing was encapsulated in templates that map
between true particle kinematics and reconstructed particle kinematics. These templates can
be presented as a smearing, or detector response, matrix, similar to those shown in Figure [.25]
and Figure 4.26| By including a column in the matrix that corresponds to simulated events
with given true properties that were not reconstructed, the effect of the detector acceptance
and reconstruction efficiencies can also be accounted for. Such a matrix might be said to
characterise the “smearceptance” of the detector. These matrices can be used to apply an
approximation of the detector effects to a simulated neutrino interaction vector and thus allow
comparison of models to observed reconstruction-level data. Furthermore, the development of
such matrices can be performed with particle guns and in many phase space dimensions, which
reduces the ways in which model dependence can enter into published results. Methods of effec-
tively including the effect of correlated systematic uncertainties into published acceptance and
response functions needs more investigation. One simple method might be to produce a num-
ber of smearceptance matrices, each corresponding to a toy throw of the detector systematic
parameters. However, to publish enough information so that future models could be compared

to reconstruction-level data more consistently than a cross section measurement, the smearcep-



7.2. Future uses for an ECal-target sample 193

tance matrices would need to be calculated for a large number of true final state topologies (e.g.
py b+ p, p+7m, p+p+7t, 4 2p 4, ete...). For each of these final state topologies, a full
description would require three dimensions per final state particle and three dimensions for the
detector position of the interaction—for example, a full description of a p + p topology would
require a nine dimensional histogram of final state properties to be well populated in regions
where current and future models are likely to generate events. Without more investigation, it
is not clear that this is computationally feasible. However, it may be an interesting way to
present results that are more accessible and have greater longevity than unfolded cross-section

measurements.
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Figure A.1: The POT-normalised, reconstructed track multiplicity for all vertex candidates
reconstructed by the ECal-isolated vertexing for each of the six barrel ECal modules. The
distribution drawn from the simulation is separated by the true interaction position. The data
overlay is calculated from the Run3C RDP control sample.
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Figure A.2: The POT-normalised, layer numbers of the innermost constituent hit for all recon-
structed vertex tracks reconstructed by the ECal-isolated vertexing for each of the six barrel
ECal modules. The distribution drawn from the simulation is separated by the true interaction
position. The data overlay is calculated from the Run3C RDP control sample.
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A.2 ECal vertex candidate comparisons

The distributions of the number of hits associated to a vertex candidate, and the number of
unused associated hits, ANHits, are shown in Figure and Figure [A.7] respectively. The
definition of ANHits used here is different to that used in [96] §7.6.1.3]. Here it is the number
of hits assigned to a vertex candidate less the number of hits used in reconstructed ECal
tracks. Unused hits left over from either the Hough transform, or by tracks that were rejected
during the vertex candidate reconstruction are allocated to the closest candidate. This results
in a difference for vertex clusters that were reconstructed into multiple vertex candidates but

more-accurately presents the distribution of unused hits around each vertex-like deposit.
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Figure A.9: The true interaction category of multi-track ECal-isolated reconstructed vertex
candidates as a function of the = distance from the centre of the module. The track reconstruc-
tion efficiency can be seen to fall at the edges of the modules where less true ECal interactions
are reconstructed as multi-prong than in the bulk of the detector.
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Figure A.10: The true interaction category of multi-track ECal-isolated reconstructed vertex
candidates as a function of the y distance from the centre of the module. The track reconstruc-
tion efficiency can be seen to fall at the edges of the modules where less true ECal interactions
are reconstructed as multi-prong than in the bulk of the detector.



Appendix B

NuWro ReWeight

The developments discussed in this appendix will be published in the proceedings of the The
XXVII International Conference on Neutrino Physics and Astrophysics (Neutrino 2016). The
following is an adaptation of the submitted manuscript, of which an eprint is available in

Ref. [105].

B.1 Event Reweighting

Simulating particle interactions is an often inefficient process where interaction ‘events’ are
generated according to some cross-section model. The correct distribution of the event prop-
erties is achieved by Monte Carlo techniques. Event generators often use rejection sampling, a
technique in which thrown interaction properties are rejected with a probability proportional

to the predicted cross section for producing such an event.

When generators are used as tools in particle physics analyses, it is sometimes useful to tune the
simulation prediction through comparison to data. Free parameters in the models can be varied
to maximise a likelihood formed between the prediction and observed data. This process often

requires a large number of parameter variations, each of which requires a recalculation of the

206
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simulation prediction. In the most simple cases, it may be possible to tune the model parameters
by evaluating the cross section directly, without generating discrete events. However, models
are often parameterised by kinematic variables that are not possible to precisely reconstruct
in the case of neutrino—nucleus scattering. For example, in general the neutrino energy and
four-momentum transfer cannot be exactly reconstructed. Furthermore, experimental event
selections often place restrictions on hadronic final states and no analytic models exist to fully
predict the distributions of leptonic and hadronic final states. As a result, the use of event

generators is invaluable in interpreting the observed data.

As mentioned, event generation is often computationally inefficient, but it is sometimes possible
to ‘reweight’ previously generated events in order to determine the response of a prediction to
variations in the model parameters. Each generated event comes with an associated ‘weight’
that is proportional to the probability for that event. Reweighting is the process of calculating
a scaling factor that can be combined with the original weight to determine the weight that an
event would have were it originally generated with a different set of model parameters. This
process involves no Monte Carlo techniques and so no computational time is ‘wasted’, and as
a result, it can be many orders of magnitude faster than re-generation. This significant boost
in calculation efficiency makes more involved studies of the compatibility between models and

data sets feasible.

Using reweighting to determine the response to parameter variations often only requires a re-
evaluation of the cross section for the original event kinematics. In this way, the event scale

factor, sF, and event weight, W, are given by

: o (%', k)
SF (x', k) = k) and (B.1)
w (x', k) = sF (x', k) x w(x,k), (B.2)

where x and x’ are the original set and the varied set of model parameters respectively, k is

the vector of event properties required to evaluate the event cross section, o (x/, k).

This is a mechanically simple process but requires careful validation.
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Figure B.1: The wall time taken to generate 5 x 10° carbon-target events with the NuMI on-
axis flux compared to the time taken to reweight the same events 50 times. When reweighting,
the majority of the CPU-time is spent evaluating cross section predictions, this is trivial to
parallelise and scales well with multiple CPU cores

B.2 NuWro Reweight

NuWro [I06] is a neutrino interaction generator capable of producing predictions for neutrino-
nucleus interactions for neutrinos of energies between 0.1 and 100 GeV. NuWro is written and
maintained by the Wroctaw neutrino group and contains a wide variety of models and variable
parameters. Until now it has had no facility to perform event reweighting. This has limited
its use in neutrino scattering analysis for anything more than final cross-section prediction
comparisons. NuWro ReWeight was written to facilitate the use of NuWro at current and

future neutrino interaction experiments.

NuWro ReWeight was written to be a fast and scalable tool for investigating prediction-data
correspondence. An example of the time needed to generate and reweight events is shown in
Figure For parameter variations that can be assessed through reweighting, reweighting

can be seen to be orders of magnitude more efficient.

NuWro ReWeight supports variations of free-nucleon interaction model parameters for Charged
Current Quasi Elastic (CCQE) [33] and single pion production (SPP) events—the most relevant

interaction channels at current beam energies (c.f. Figure [1.5)).



B.2. NuWro Reweight 209

As the SPP reweighting was developed and validated by the author, the remaining discussion
will focus there. Three variable model parameters are available for SPP events: C#(0) and

MA

nps are free parameters in nucleon resonance form factors[I07]—most importantly the Delta

resonance which is the only nucleon resonance explicitly simulated by NuWro [32, [T08]. The
other free parameter, NRPXY  is a scale factor for the cross section of SPP through processes
that do not explicitly involve a nucleon resonance. The effect of varying these parameters can
be seen in Figure[B.2h] The resonance cross-section model is parameterised in terms of the four-
momentum transfer squared, Q* = — (p,, — pg)2, and the invariant hadronic mass of the final
state, W = | padrons P|- In @2, C2(0) and M}, have a significant effect on the normalisation,
with shape effects most evident at low four momentum transfer. Opposing variations of C3(0)

and My, result in a small change in the predicted cross section over a large fraction of the

o
@Q? range (Q? > 0.4 GeV?), which suggests that the parameters are strongly anti-correlated.
The Delta resonances have a mass peak centred about W = 1232 GeV-—as can be seen in
Figure The non-resonant SPP scale acts to fill in the transition region between Delta

resonance production and multiple pion production and deep inelastic scattering interactions,

both of which result in final states with greater W.

Validation of the reweighting was performed by comparing re-generated and reweighted pre-

dictions. The reweighting can be seen to accurately reproduce the generated predictions, as

shown in Figure
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Figure B.2: SPP parameter reweighting validation. Solid (dashed) lines show the generated
(reweighted) prediction. The reweighting of parameter set (2) to parameter sets (1) and (3)
can be seen to reproduce the generated predictions well. Response of the carbon-target
flux-averaged SPP cross section to variations of the SPP model parameters, as a function of

Q? and W.
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B.3 Free Nucleon Model Tuning

To test the event reweighting and the current predictions of NuWro, the NuWro CCQE and SPP
models were tuned to historic bubble chamber data from ANL [109, [1T10] and BNL [I11], [TT2].
Comparison to bubble chamber data is important because interactions on deuteron targets are
expected to only exhibit weak final state interaction effects [I13]. Subsequent comparison to

nuclear-target data can be used to tune theoretical models of nuclear effects.

The global neutrino cross-section comparison framework, NUISANCE [100], was used to jointly
fit a number of published projections of muon neutrino CCQE and SPP event selections. A
binned Pearson x? test between the generated (and reweighted) events and the released data
was extremised to find the best fit parameter values. Event rate distributions, such as BNL
CClrt @2, Figure were included in a shape-only way. Cross sections, such as ANL
CCQE flux-unfolded o (E,), Figure were also used in the fit. A consistent goodness of fit
test, such as x? per number of degrees of freedom, is difficult to define because the bin-to-bin
covariances were not published along-side the data. The pre- and post-fit parameter values

are presented in Table. . The fit converged and the best fit values of M2 and M. . were

QE RES
within the uncertainties of the nominal NuWro values. The best fit for C2(0) was found to be
lower than in Ref. [107], however, this fit allowed the non-resonant background contribution

PEG and included a different subset of the available data. A similar value

to vary through N
of C2(0) was found in Ref. [I14]. This preliminary investigation did not include any hadronic

mass projections for which the response of C3(0) and NR™ might be less correlated.

As part of the minimisation, MINUIT [I15] computes an approximate parameter error matrix—
the default errors produced by MINUIT are renownedly un-reliable [IT5]. More involved proce-
dures can be run, such as the MINOS error estimation procedure, but were not for this example
fit. Uncertainty bands were generated by throwing toy sets of parameter values, distributed
according to the post-fit error matrix (c.f. §. The post-fit parameter correlation matrix
is presented in Figure it shows that C2(0) and M, are strongly anti-correlated. These
anti-correlations render unique minimisation difficult because a variation in one parameter can

result in a similar response of the test statistic as some variation in other other. Efficient
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Figure B.3: Example best fit distributions and post-fit uncertainty bands for projections used
in the free-nucleon interaction parameter tune@ and show the comparisons to ANL
CCQE flux-unfolded o (E,) [109] and BNL CC 1proton, 17" [I12] event rate distribution
respectively. Naively, the test statistic for both distributions suggest reasonable agreement
between the prediction and the data, but because the covariance was not published, the use of
a Pearson y? is poorly motivated.
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Param NuWro nominal  Best fit

Mg, /GeV 1.03 1.05+0.03
M./ GeV 0.94 0.93 £0.03
C2(0) 1.19 0.94 +0.03
NRPKEG 0.00 1.35+£0.13

Table B.1: The best fit CCQE and SPP parameter values from preliminary tune to ANL and
BNL data compared with the NuWro nominal. The axial mass values remain near their nominal
values while the other SPP parameters are pulled away significantly.

1
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cA NRP*®

RES
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Figure B.4: The post-fit parameter correlation matrix. Variations of each of the SPP parameters
are anti-correlated with each other. The two parameters governing Delta resonance productions
are strongly anti-correlated as might have been expected from Figure m (Bottom).

reweighting is an important tool in investigating models with correlated free parameters and

their efficacy at reproducing the data.

Event reweighting has been added to the NuWro event generator. This facilitates more sophis-
ticated investigations into the compatibility of models with data, as well as determination of

well motivated, correlated model uncertainties for use in neutrino scattering analyses.



Appendix C

A lightyear of lead

At the time of writing, many neutrino physicists semi-frequently receive email purporting to
disprove the observation of neutrino oscillations and thus claim that the 2015 Nobel prize, for
the discovery that neutrinos are massive particles, was awarded in error. Among the many
dubious comments presented in these correspondences, one of the more laughable claims is that
physicists couldn’t possibly have sampled a beam of neutrinos because everyone knows that at
least a lightyear of lead is needed to stop a neutrino. From Table. [5.5] the ND280 Barrel ECals
contain 25,200 kg of lead, this contains approximately 1.22 x 10° mol, or 1.216 x 10% lead
atoms, each with a Van de Waals radius of 2.02 x 107!% m. If placed in a row, one atom thick
and one atom wide, this would form a column approximately 1300 lightyears long. It seems
that everyone would agree that ND280 is the detector in which to perform lead-target neutrino

physics.
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