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Abstract

A search for the pair production of the lightest supersymmetric partner of the top quark, the top
squark (t,), is presented in this thesis. The search targets the four-body decay of the t,, which is
preferred when the mass difference between the top squark and the lightest supersymmetric particle
is smaller than the mass of the W boson. This decay mode consists of a bottom quark, two other
fermions, and the lightest neutralino (v?), which is assumed to be the lightest supersymmetric particle.
The data correspond to an integrated luminosity of 138fb™" of proton-proton collisions at a center-
of-mass energy of 13 TeV collected by the CMS experiment at the CERN LHC. Events are selected
using the presence of a high-momentum jet, an electron or muon with low transverse momentum, and
a significant missing transverse momentum. The signal is selected based on a multivariate approach
that is optimized for the difference between m(t,) and m(x?). The contribution from leading back-
ground processes is estimated from data. No significant excess is observed above the expectation
from standard model processes. The results of this search exclude top squarks at 95% confidence
level for masses up to 480 and 700 GeV for m(t,) — m(x?) = 10 and 80 GeV, respectively.
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Resumo

Nesta tese, é apresentada uma pesquisa para a producao de pares do parceiro supersimétrico
mais leve do quark top, o squark top (t,). Esta pesquisa tem como alvo o decaimento em quatro
particulas do ?1, que é preferida quando a diferengca de massa entre o squark top e a particula
supersimétrica mais leve € menor que a massa do bosdo W. Este modo de decaimento consiste
em um quark bottom, dois outros fermides e o neutralino mais leve (YY), que é assumido como
sendo a particula supersimétrica mais leve. Os dados correspondem a uma luminosidade integrada
de 138fb~! de colisdes protdo-protdo com energia de centro de massa de 13 TeV coletados pela
experiéncia CMS no LHC do CERN. Os eventos sdo selecionados usando a presenca de um jato
de alta energia, um eletrdo ou mudo com baixo momento transverso e um momento transversal em
falta significativo. O sinal é selecionado com base em uma abordagem multivariada que é otimizada
para a diferenca entre m(?l) e m(f{?). A contribuicdo dos principais processos de fundo é estimada a
partir dos dados. Nenhum excesso significativo & observado acima da expectativa dos processos do
modelo padrdo. Os resultados desta pesquisa excluem top squarks com 95% de nivel de confianga

para massas até 480 e 700 GeV para m(t,) — m(;??) = 10 e 80 GeV, respetivamente.
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1.1 Introduction

[Supersymmetry (SUSY)| [1H6] predicts the existence of a new symmetry that requires that, for
each fermion (boson) in the [Standard Model (SM)| there is also a bosonic (fermionic) superpartner.

Searches for[SUSY] are among the important focal points of the physics program at the
[Hadron Collider (LHC)| since naturally solves the problem of quadratically divergent loop cor-

rections to the mass of the Higgs boson [7-11] and could provide an explanation for dark matter. If

the [SUSY]quantum number R parity [12] is conserved, supersymmetric particles would be produced

in pairs, and their decay chains would end with the [Lightest Supersymmetric Particle (LSP)} often

considered to be the lightest neutralino ¥? . Such an being neutral, weakly interacting, and
massive, would have the required characteristics for a dark matter particle, and thus, would offer a so-
lution to an outstanding problem in the cosmological model. When the symmetry is broken, the scalar
partners of an fermion acquire a mass different from the mass of the partner, with the mass
splitting between scalar mass eigenstates being proportional to the mass of the [SM| fermion. Since
the top quark is the heaviest fermion of the [SM| the splitting between its chiral supersymmetric part-
ners can be the largest among all supersymmetric quarks (squarks). Furthermore, the top Yukawa
coupling can be the greatest among all fermions, which affects the masses of the squarks through the
renormalization group equations. The lighter supersymmetric scalar partner of the top quark, the top
squark (t,), could therefore be the lightest squark and thus the most accessible experimentally.
If[SUSY]is realized in nature, cosmological observations imply that for many models the lightest top
squark is almost degenerate with the LSP|[13]. In this scenario, because the mass difference between
the 71 and the vY is smaller than the mass of the W boson, the two- and three-body decays of the
t, are kinematically forbidden, while the two-body decay to cx? can be suppressed depending on the
parameters of the model. This motivates the search for the four-body decay ?1 — bff'%?, where b
stands for the bottom quark, and the fermions f and ' can be either quarks or leptons. Throughout
this thesis, charge conjugation is assumed. Figure represents a simplified model [14419] of the

production of ?1?1 in proton-proton (pp) collisions, where each ?1 and ?1 undergoes a four-body decay.

b
l, q
P2 :EI _ &F— v, df
- Rt
Te~el X
Py t v, qf
4q
b

Figure 1.1: Stop pair production at the LHC with four-body decays.

In this thesis, the previous 2016 result of CMS at /s = 13 TeV [20] is combined with data recorded



in 2017 and 2018. The results of 2016 are directly taken from Ref. [20], except the integrated lumi-
nosity and its uncertainty, which are updated to their latest values [21]. The total integrated luminosity
for the combined 2016—-2018 analysis is 138fb .

In the present search a final state is considered, where the fermions f and i represent a charged
lepton and its neutrino for the decay products of one 71, and two quarks for the other top squark. A
100% branching fraction is assumed for the four-body decay when interpreting the results [14]. The
considered final states contain at least one jet, a large missing transverse momentum, and exactly
one charged lepton, which can be either an electron or a muon. The choice of final states where one
top squark decays into a lepton is motivated by the decrease of the contributions from the multijet

background in this mode, while increasing the selection efficiency with the other top squark decaying

hadronically. The selected jet, attributed to the[Initial-State Radiation (ISR)| of a parton, is required to

have high transverse momentum (pr). Both neutralinos and the neutrino escape undetected, leav-
ing high missing transverse momentum. Electrons and muons can be efficiently reconstructed and
identified with pr as low as 5.0 and 3.5 GeV, respectively. The signal selection is based on a multi-
variate analysis, followed by a counting experiment. This approach takes advantage of the different
correlations between the discriminating variables for signal and background, and is adapted for dif-
ferent Am = m(t,) — m(x?) kinematic regions, thus enhancing the reach of the search across the
(m(t,), m(x?)) space. The main contributions to the background events are W+jets, tf, and Z+jets
processes, and are predicted from data. W+jets refers to processes where a W boson is produced
and decays into a charged lepton and a neutrino accompanied by jets originating from tt stands
for the top quark (t) pair production where one W boson decays leptonically while the other decays
hadronically. Processes where a Z boson is produced and decays into a neutrino and a anti-neutrino
along with [[SR]jets are referred as Z+jets, they contribute to the background composition when a jet
is misidentified as a lepton. In Figure the Feynman diagrams of the main contributions to the
background are represented.

A search in the single-lepton final state for the four-body decays of the ?1 has been performed by
the ATLAS Collaboration at /s = 13 TeV [22], and a comparison of its results to the present search is

provided in this thesis.

Figure 1.2: Diagrams of W +jets (left), tf (middle) and Z+jets (right) in pp collisions.

| am one of the main authors of this search within the [CMS| collaboration. The publication of



the excluded t, masses in the compressed scenarios, one of the most difficult regions to probe,
passed the collaboration internal review, and | was the contact person at all stages. This process
included the development of all the analysis steps, constant reporting within the [SUSY| group at the
end of each step, and subsequent presentations of the analysis for the unblinding of the data, pre-
approval and approval within the collaboration, the respective addressing to the answered raised by

fellow colleagues during the review, as well as the implementation of the suggestions brought by the

[Analysis Review Committee (ARC)l The results of this work were presented by me on The XXIX

International Conference on Supersymmetry and Unification of Fundamental Interactions [23] on the

29th of June of 2022 in loannina, Greece and featured on the CMS news website [24]. The answers

to the questions from the [Journal of High Energy Physics (JHEP)|referees were also prepared by me
and approved by the [ARC| within the collaboration. The results of this thesis have been published by
the [25]. With the help from the [LIP]| group and the [CMS] collaboration this research has been

carried, to a large extent, by my effort.

This thesis is structured as follows: after the introduction to the thesis (present Chapter[) the [SM]|
and its[SUSY|extension are reviewed in Chapter[2; the[CMS|detector at the[LHC] i.e. the experimental
apparatus, are briefly described in Chapter [3} in Chapter[4]the details about the event reconstruction
and selection, and the simulated event samples in the data analysis are provided; the description and
validation of the multivariate methods targeting the t, signal under study are detailed in Chapter ;
two data-driven methods are used to estimate the contribution of the main background processes,
theses methods constitute Chapter [6 Chapter [7] is dedicated to the systematic uncertainties, their
effects on the analysis and the combination between the different data-taking years; the results of this
thesis are summarized in Chapter[8} and Chapter[9|finishes the thesis following up the search results

by conclusions and a discussion of the results obtained.
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Particle physics is the study of the fundamental building blocks of matter and their interactions. The
[SM]is the most successful theoretical framework that describes the behavior of the matter particles,
and the fundamental forces. In the [SM|] all matter particles are fermions, all force carriers are bosons,
and the Higgs boson is responsible for giving particles mass through the mechanism of electroweak
symmetry breaking. Despite its success, the[SM|has some shortcomings, such as: it does not account
for the observed baryon asymmetry of the universe, the lack of a candidate for dark matter, and there
is no consensus on the mechanism that introduces the neutrino oscillations. [SUSYlis an extension of
the[SM|that proposes the existence of a new symmetry between fermions and bosons. This symmetry
predicts the existence of supersymmetric particles, including the top squark, or stop, which is the
supersymmetric partner of the top quark.

In this chapter, an overview of the [SM]and its particle content, gauge symmetries, and the Higgs
mechanism is be provided. The concept of supersymmetry is introduced, with its motivations and
implications for particle physics, with a specific focus on the four-body decays of stop. This thesis
does not provide a comprehensive coverage of the [SM| and [SUSY] Instead, it focuses on the most
critical and relevant elements. For a more comprehensive introduction, interested readers can refer
to [26H29].

2.1 The Standard Model of Particle Physics

The of particle physics is a theory that provides a description for the electromagnetic, weak
and strong interactions of elementary particles. It is founded upon the principles of quantum field
theory, which combines special relativity and quantum mechanics. The [SM] describes particles in

terms of three classes, summarized in Figure [2.1] from [30]:

» Fermions, characterized by Fermi-Dirac statistics, have half integer spin, and are the con-
stituents of matter. Fermions are further subdivided into quarks and leptons, each subdivided
into three generations that differ only by the masses of their members. There are six types of
quarks: up (u), down (d), charm (c), strange (s), top (t), and bottom (b). Quarks are the building
blocks of protons and neutrons, which make up the nuclei of atoms. There are also six types of
leptons: electron (e), muon (u), tau (), and their corresponding neutrinos (i, v,, 1,). Leptons
interact only electroweakly, while quarks interact both electroweakly and strongly. They are also
distinguished by their electric charge: leptons have charges of either —1e or Oe, while quarks
have charges of either +2Ze or —3e. The corresponding antiparticles have opposite charges.

More details on other quantum numbers can be found in Ref. [31].

» Gauge bosons, characterized by Bose—Einstein statistics, have spin one, and the exchange of
bosons between fermions constitutes the interactions between the fermions, hereby serving as
force carriers. The photon (v) is the boson that mediates electromagnetism. The W and Z
bosons mediate the weak nuclear force, which is responsible for radioactive decays. The gluon

(g) mediates the strong nuclear force that holds quarks together in protons and neutrons.



» The scalar Higgs boson (H), which is produced by the quantum excitation of the Higgs field
and has spin zero. The Higgs mechanism is the one responsible for giving mass to the other
particles in the [SM]

Standard Model of Elementary Particles

three generations of matter interactions / force carriers
(fermions) (bosons)
| ] 1]
mass =2.2 MeV/c? =1.28 GeV/c? =173.1 GeV/c? 0 =124.97 GeV/c?
charge | % % % 0 0
spin | %2 u Y2 C Y2 t 1 % 0 H
Higgs
u charm to luon
P P \ 9 boson
=4.7 MeV/c? =96 MeV/c? =4.18 GeV/c? 0
-% - - 0
» d 5 (8 « @ Y
down strange bottom photon
——
=0.511 MeV/c? =105.66 MeV/c? =1.7768 GeV/c? =91.19 GeV/c?
-1 =1 =1 0
& I @ |- @ &
electron muon tau Z boson
<1.0 eVic? <0.17 MeV/c? <18.2 MeV/c? =80.360 GeV/c?
0 0 0 +1
% Ve % Vu Y% V’E 1 W’
electron muon tau
neutrino neutrino neutrino W boson

Figure 2.1: Elementary particles of the Standard Model.

Moreover, the [SM| adheres to the principles of gauge theory, respecting a group of symmetries.
The gauge symmetry of the[SM]is the SU(3) x SU(2) x U(1) gauge group. The SU(3) group describes
the strong force, and is associated with three colors for quarks. The SU(2) x U(1) group describes the
electroweak force, and is associated with the weak isospin, and the weak hypercharge of particles.
In the [SM] the fields of the elementary particles are assigned to representations of the gauge groups.
Thus, the choice of the gauge group determines the structure of the lagrangian. Table presents
a summary of the field content of the [SM] and their respective representations. The left—handed
antiparticles have been substituted for the fields of the right—handed particles. Additionally, the gauge
fields are included for completeness. The most general renormalisable lagrangian, invariant under
gauge transformations of SU(3) x SU(2) x U(1), is expressed in[2.1] where each separate contribution
will be elaborated on individually.

‘CEW = /:free+interaction + EGauge + £Higgs + ['Yukawa- (2-1)

The gauge invariant Dirac lagrangian in Equation [2.2] defined as the "free+interaction” term, rep-



resents the free fermions and their interaction with the mentioned gauge fields:

3
Lireeinteraction = Z[\IﬂLi'Y#Du\I/ZL + Rii"YHDpRi + QzLZ.’YMDuQZL
1=1
+ Upin" D, Uk + Dxiv" D, Dj),

2.2)

where the covariant derivative D, combines the electromagnetic and the weak fields, and is ex-

pressed as:

D, =0, - z‘%lYBH — %o, Wi, (2.3)
where the coupling constant ¢’ is the coupling to the B boson, and the constant g,, represents the
coupling to the weak isospin via the three vector bosons W7 (j=1,2,3), whose components are the
Pauli matrices o;.

Equation represents the gauge term, which is fully constrained by the selected gauge group,
and represents the kinetic energy terms of the vector fields. Due to the non—Abelian structure of the
SU(2) and SU(3) gauge groups, the self-interactions of the W, and G, fields are accounted for in
this term. This allows for the triboson couplings in the [SM|

1 , 1= . 1 v
Loauge =~ BB = W - W — 18,“, el (2.4)

Equation represents the Higgs term, where the Higgs field ® is a complex scalar doublet field. The
first term describes the behavior of the Higgs field, its interaction with the gauge bosons and how the

bosons get masses. The second term is the Higgs potential. The lagrangian Lyqgs is expressed as:

2
ﬁHiggs = |Du¢)’ - V(®), (2.5)

where the covariant derivative is the same as the one for the fermion fields. Equation [2.6} is the
most general Higgs potential that is compatible with the gauge invariant transformations of SU(2) x
U(1).

V(®) = 42 0Td 4+ A(@T D)2 (2.6)

The final term in the lagrangian £y is the Yukawa coupling, which in the absence of right handed
neutrinos is the most general term and expressed in Equation[2.7} This term describes the coupling
between the fermions and the scalar ®. Through this term, the fermions are conferred a mass when
the SU(2) x U(1) symmetry is broken.

3 3
Lyykawa = Z {Gi(\piLRiq) + h-C-)} + Z [GZ(CTLU}%EI; +h.c.)

i=1 i=1
3
+ > [@GiDh+he)],
i,j=1

where h.c. is the hermitian-conjugate.



In the lagrangian L gy, the gauge bosons B,,, W, and G, and all fermions are massless. If the
1 parameter of the Higgs potential is negative, a spontaneous symmetry breaking takes place. At a
distance of v from the origin , the Higgs potential reaches its minimum energy state, which is achieved
by transforming the Higgs field by a constant, as in Equation[2.8] This transformation from the origin

point to a distance of v generates new terms in the [SM|lagrangian.

1 /0
d=— . 2.8
V2 (V) (28)
Therefore, the [SM|comprises a complex scalar Higgs doublet field with an unstable potential. The

Higgs field develops a|Vacuum Expectation Value (VEV)|that spontaneously breaks the electroweak

symmetry SU(2) x U(1). As a result from the interaction with the Higgs field through the Yukawa
lagrangian (see Equation , the Z, and W™ bosons acquire masses , while the photon remains
massless. From the complex Higgs doublet, only one neutral scalar particle remains, the H boson
with a mass of 125 GeV. It is from the breaking of this symmetry that the physical states Z, W™, and

W~ in Figure [2.1]arise, which are mixtures of the weak isospin and weak hypercharge.

Table 2.1: Field content of the Standard Model, including the gauge fields, fermion fields, and Higgs field, along
with their associated charges, groups, couplings, and representations. The transformation of each field under
the gauge group is shown in the columns, in the order (SU(3), SU(2), U(1)). The presence of an antiparticle is
denoted by the superscript C, and for the U(1) group, the value of the weak hypercharge is listed instead. The
superscript i is the particle generation index.

Gauge Fields - Spin 1
Symbol Associated Charge Group Coupling Representation

B Weak hypercharge  U(1) q (1,1,0)
w Weak isospin SU(2) G (1,3,0)
G Color SU(3) s (8,3,0)
Fermion Fields - Spin 1
Symbol Name Representation
v Left-handed quark (3,2, %)
Ui’ Left-handed antiquark (up) (3,1,-%)
D}%C Left-handed antiquark (down) (3,1,-2)
53 Left-handed lepton (1,2,-1)
R Left-handed antilepton (1,1,2)
Higgs Fields - Spin 0
Symbol Name Representation
) Higgs boson (1,2,1)



2.1.1 Strengths of the Standard Model

The [SM|was completed in the mid-1970s, and its predictions have been experimentally confirmed
with great success. As an example, tests of quantum electrodynamics show experimental results
agreeing with theoretical predictions with an accuracy of 10 parts in a billion (107%). The overall
success of the [SM] can be illustrated through the global electroweak fit of the theory [32]. This fit
compares the observed and predicted values of different parameters of the Since the discovery
of the Higgs boson, all input parameters are known, allowing for a complete assessment of the
consistency. Fig. extracted from [32] provides the results of the fit, displaying the pull values
for each parameter. Importantly, these pull values never exceed 3 standard deviations (30), which
confirms the overall consistency of the theory. This robust testing has positioned the [SM| as one of

the most rigorously evaluated and validated theories in physics.

= with M, measurement
m w/o M,, measurement

M, ‘ |‘: | G l 0.0
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(O, Oumess) / Ormeas
Plot inspired by Eberhardt et al. [arXiv:1209.1101]

Figure 2.2: This figure displays the deviations between the SM prediction and the measured parameter, in units
of the uncertainty for the fit with the inclusion of M} (depicted in color) and without My (in grey).

2.1.2 Shortcomings of the Standard Model

Despite the remarkable achievements of the [SM] it is not exempt from limitations and shortcom-
ings. For instance, the observed matter—antimatter asymmetry cannot be explained within the [SM|
framework. Another shortcoming of the [SM]is that it does not offer a candidate for dark matter. The
[SM|can only explain about 5% of the mass—energy content of the Universe, with dark matter account-

ing for approximately 26% of the mass—energy content, and dark energy for the rest. Another problem

10



of the is its lack of explanation for the large discrepancy between the gravity and the three other
interactions, where the gravitational interaction is 10** times weaker than the weak interaction. Fur-
thermore, the mass of the Higgs boson is much lighter than what would be expected at the Planck
scale, at which gravity becomes as strong as the other fundamental forces. To better understand
this problem, consider f as a Dirac fermion which acquires the mas m, by interacting with the
Higgs field H. The mass term in the [SM|lagrangian is spontaneously generated when the Higgs fields
develops the [VEV]

Fermionic loops in the Higgs field (see Figure modify its mass, where a term —\;Hf [ is
added to the bare Higgs mass M, with A being the coupling of the Higgs field to the fermion f. The
correction to the mass of the Higgs is:

2
|Af
2

A . o1
[—2A7 + 6mff log(—2¥) + higher-order terms in ) (2.9)

Ay = Ay

167

where Ay, represents the ultraviolet cutoff in the momentum of the fermion f introduced by the
one—loop diagram of Figure[2.3]

Figure 2.3: One—loop contributions to the Higgs field with a fermion f.

This correction to the Higgs mass is quadratically divergent in Ay, which can be as high as the
Planck scale: Mpjang ~ 2.4'° GeV. This means that within the [SM], the corrections of the Higgs mass
are many orders of magnitude higher than the measured mass at 125 GeV. This hierarchy problem
in turn suggest that either the [SM]is highly fine—tuned, or it is an incomplete theory of nature. In the
latter case, the hierarchy problem suggests the existence of new physics between the electroweak
and Planck scales, that introduces a mechanism canceling the quadratic divergence of the Higgs
boson mass.

[SUSY]is one of the possible extensions of the[SM|that solves the problem of quadratically divergent

loop corrections to the mass of the Higgs boson [7H11].

2.2 Supersymmetry

The limitations of the [SM] suggest that it is an effective theory. [SUSY|is an extension to the
[SM] that offers a solution to some of these limitations such as the hierarchy problem by introducing
new particles that cancel out the divergent corrections; the possibility to unify the electromagnetic,
weak and strong forces at high energies; and a candidate for dark matter often considered to be the
[LSP| [SUSY| predicts scalar partners for the [SM]| fermions, and fermionic partners for the [SM] boson,

11



called superpartners. The superpartners have the same characteristics as their[SM|counterparts, just
differing by half a spin. No superpartner has so far been observed. Therefore, if realized in nature,
[SUSY|must be a broken symmetry.

By only generalizing the spin of the particles, offers a solution to the aforementioned
hierarchy problem. To understand this, consider a theory with a massive scalar (®), a fermion (¥) and

a Higgs filed (k). The lagrangian can be written as:
L~ —g;UWh — geh*®. (2.10)

In this simplified theory, Fig. [2.4] depicts the one—loop contributions to the mass of Higgs boson,
and Eq gives the terms that contribute to the Higgs mass.

f S
P
H I i
H M.l
(a) (b)

Figure 2.4: One—loop contributions to the Higgs field, with a fermion (a) and scalar (b).

2 2
M} ~ Mo+ j—FQ(AQ +my) — 49752(A2 +m3) + logarithmic divergences + uninteresting terms (2.11)
v m

If the coupling constants of the fermion and scalar contributions, denoted by g and g4 respec-
tively, are equal, then the terms that increase with A” in the Higgs boson mass would cancel each

other, resulting in the absence of the quadratic divergence:

2

M2~ M2, + i%(m% —m3). (2.12)

In this scenario, the Higgs boson mass is described by Eq. and is well behaved if the masses
of the fermion and scalar are comparable. Efforts to quantify "comparable" have determined that the
difference between the masses should not surpass 1 TeV [33].

establishes a symmetry between particles with different spin. As a result, in a supersym-

metric theory, such as the [Minimal Supersymmetric Standard Model (MSSM), the particle fields that

differ by half spin are combined into a superfield. By constructing the superfield in this way, the
combined fields have the same coupling, i.e. g = gg, reducing the impact of the hierarchy problem.

In the case of the MSSM, only two categories of superfields are considered: Chiral Superfields
and Vector Superfields. A Chiral Superfield is composed of a complex scalar field, denoted as S,
and a two—component Majorana fermion field, represented as ¥. A Vector Superfield is comprised
of a massless gauge field with strength Flf‘,, along with a two-component Majorana fermion field,
denoted as \,. Being an extension of the [SM] which only generalizes spins, the respects

12



the same gauge symmetry SU(3) x SU(2) x U(1). Therefore, in the MSSM| the same gauge group
representations as the ones of the [SM| are utilized to define superfields which contain the [SM]fields
and their supersymmetric counterparts. Consequently, [SUSY]increases the particle content of the
Furthermore, [SUSY| contains two complex Higgs doublets, whereas the has only one.

The hypothesized superpartners are paired with the original particles in superfields, which are

summarized in Table[2.2]

Table 2.2: Field content of the Minimal Supersymmetric Standard Model. The column representation indicates
under which representations of the gauge group each field transforms, in the order SU(3), SU(2), U(1). The
presence of an antiparticle is denoted by the superscript C. A tilde over a field is used to denote the correspond-
ing supersymmetric partner field. For the U(1) group, the value of the weak hypercharge is listed.

Vector Superfields
Superfield Representation Field Composition

B (1,1,0) B,B
4% (1,3,0) w? W
G~ (8,1,0) G, G"

Chiral Superfields
Superfield Representation Field Composition

QL (3,2,3) QL Q1
—~C _ O —~C
UIZ% (3717_%) U]l% 7U]Z%
¢ 34 2 i i C
D/R\ (37173) DR 791%
—~C c =~¢C
Ri (17172) Rz 7Ri
(I)l (17271) (I)lvq)l
(1)2 (17 ,_1) (1)27@2

In a supersymmetric theory, the most general renormalisable lagrangian, invariant under gauge
transformations of SU(3) x SU(2) x U(1), is written in|2.13} where each separate contribution will be

elaborated on individually.

/:'MSSM = £KE + Einteraction + £W + Esoft~ (2-1 3)

Equation accounts for the kinetic energy terms of the fields. The summation over the index
i refers to the fermion fields in the which are represented as ;. The supersymmetric scalar
partners of these fermion fields, denoted as S;, as well as the two Higgs doublets, X4, and their
corresponding fermion superpartners, are also included in this summation. The summation over the
index A covers the gauge fields and their respective supersymmetric fermion partners, which are

referred to as gauginos. Within this context, the kinetic energy term incorporates the [SM| equivalent

13



terms from both Equation[2.4|and[2.2]

Lk = Z {(D,S)(D"S;) +i¥~+"D,V,;}
i (2.14)
+Z{ +Fu Apr +2>\A7"DM>\A}.
The interactions between the gauginos and the chiral superfields, and the quartic interactions

of the scalars are determined solely by supersymmetry and the gauge symmetries. Equation|2.15

defines these interaction terms, where the symbol g, represents the gauge coupling constant.

2
Linteraction = *% Z (Z gAS:TASi> - \@ZQA [S:TA\ili)‘A + h-C-} . (2.15)
A i A

Equation gives the most general superpotential W, considering only the first generation of
the quark and lepton superfields. Typically, mixing among the 3 generations is allowed because the

parameters )\, can be matrices.

Tiad —i i pC =i~ ¢ e
W=e;u®1P; +€; [ ALP1VL R +ApP1Q . Dr + Ay®2QUg

(2.16)

’7 ’7 ~C /; ’7/-\0 —~C—C—C

+€Lj )‘1\IJL\IJLR +)\2\IJLQLDR +)\3UR DR DR .

From the superpotential W results the term Ly in the [MSSM| lagrangian, expressed in Equa-

tion This term is solely dependent on the chiral superfields, denoted as z;, and it comprises

terms that involve two and three fields. Within this term, the scalar potentials and the Yukawa cou-

plings are included, which are defined by a portion of Equation [2.5/and Equation [2.7] of the [SM]
2
- [\IJ oW ——%; +hc.

Do, (2.17)

o2l

In the superpotential W, the mass terms for the Higgs bosons rise from the term u@ﬁ@é. The

Yukawa coupling arise from the terms proportional to A\;,, A\p and )\;;. The terms that are proportional
to A\{, A, and A\; pose a challenge as they lead to terms that violate lepton and baryon numbers. A
new symmetry, called R parity [12], is introduced to solve this problem. Particles are assigned a new
quantum number, where all the [SM| particles have an R parity value of +1, while their corresponding

superpartners have a value of —1. The R parity value of a particle is determined as follows:

R=(—1)*P-0t2 (2.18)

where s is the spin of the particle, B its baryon number, and L its lepton number.

The conservation of this new quantum number would lead to the production of supersymmetric
particles in pairs, and their decay chains would terminate in a stable [LSP} which is often considered
to be the lightest neutralino 52? . Such an would have the required characteristics for a dark
matter particle, being weakly interacting, neutral, and massive, thereby providing a solution to another
shortcoming of the [SM]
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The[MSSM]lagrangian, with Lxg, Linteraction @Nd Ly, describes the[SM|particles and their respective
supersymmetric partners. Nonetheless, as it stands, supersymmetry is not broken, and all particles
would be massless. Since the [SM|particles have mass, this means that, if SUSY]is realized in nature,
it must be a broken symmetry. The mechanism behind the breaking of supersymmetry is yet to be
fully comprehended. As a result, a set of "soft" mass terms are introduced. For a single quark and
lepton superfields generation, Equation [2.19] introduces the mass terms for the scalar members of
the chiral superfields and for the gaugino members of the vector superfields. These mass terms
are referred to as "soft" as they are selected in a way that prevents the reintroduction of quadratic
divergences. In the lagrangian — L (Equation [2.19), the "soft" operators are constrained to have a
dimension of at most 3. This limitation implies that the allowed "soft" operators, which are mass terms,
can be bi-linear mixing terms (referred to as B terms), or tri-linear scalar mixing terms (referred to as
A terms). The B term introduces mixing between the scalar components of the two Higgs doublets,
where the parameter p is the Higgs mass parameter. The mass terms m, and m, are associated with
the Higgs fields, H, and H,, which are part of the two Higgs doublets. In the presence of non-zero A
terms, the scalar counterparts of the left- and right-handed fermions can mix. The mass terms M,
M, and M, represent the mass associated with the superfields évo‘ ﬁfvj and B respectively, as well
as their conjugates. The masses of physical states are obtained by diagonalizing the mass terms in

the lagrangian — L.

—Lsoit = m} ULI1|2 +mj |Hz|2 - B.ueij<H§H% +h.c.)
+ M3Q;Qp + MiURUR + MpDj Dy + Mg W3 ¥, + MpR*R

~ C ~ —C—— i~
n % [M?,G" G* + MyW? W' + M,B°B (2.19)

g Mp ini o, Mu i, Mg iqd Tk
” D —— Ay H. U, ——= ApH|V h.c.| .
\/?MWEU |:COS5ADH1QL R +sinﬂ vHyQLUR +cos[3 gH{V7 R +he
The lagrangian for the Lrssu, contains 18 independent parameters that correspond to

+

the [SM ones plus 104 which mostly originate from "soft" breaking terms. Since there are more than

100 parameters involved, it is practical to introduce the concept of [SUSY|[Simplified Model Spectral

A[SMS] scenario introduces a specific set of superparticles and their decays to [SM]in order
to produce a specific [SUSY] signature, where the principal free parameters are the masses of the

introduced supersymmetric particles and branching ratios of their decays.

2.2.1 The case for the lightest stop

The third generation of supersymmetric particles, such as the stop, are often considered as the
most promising candidates for discovering Equation represents the mass matrix for the
top squark of the MSSM| The mass matrices for the quarks of the other families are similar, with the

necessary variable substitutions. This mass matrix M7 is defined as follows:

~r2 2 201 202 .
M£2 _ (Mg +mi+ mz (5 — 5sin” Oy ) cos 23 L m2t(Ag —|—2,u f:o;c B) 7 (2.20)
m.(Ap + pcot 3) My +my + 5m7z sin” Oy, cos 23
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where ]\ZI% is the left-handed squark mass, M is the right-handed up—type squark mass, A, denotes
the top quark tri-linear coupling, m; is the mass of the [SM|top quark, 1 the Higgs bi—linear mixing
parameter, and 3 the Higgs [VEV}-specific parameter, where tan 3 is the ratio of the two The
off-diagonal elements in the mass matrices are proportional to the quark mass and directly contribute
to the mass mixing effects mentioned earlier.

When [SUSY|is broken, the scalar partners of an [SM| fermion acquire a different mass from their
[SM] partner, with the mass splitting between scalar mass eigenstates being proportional to the mass
of the fermion. Because the top quark is the heaviest fermion of the [SM] the mass splitting
between its chiral supersymmetric partners can be the largest among all squarks. As a result, the
lighter supersymmetric scalar partner of the top quark, stop (71), could be the lightest squark. The
higher masses of the third generation particles can also result in more pronounced mass mixing
effects in the sector. Another motivation for the search of the stop is that it is enough that the

stop is of the order of TeV for the hierarchy problem to be more naturally solved [34].

2.2.2 The four-body decays of stop

If SUSY]is realized in nature, cosmological observations imply that for many models the lightest
top squark is almost degenerate with the[LSP|[13]. The current measurement of the [Cold Dark Matter|

density, denoted by Qcpash’, is 0.1153 + 0.0019[35). To explore the potential relationship

between the mass difference ém = mj; — my", and the mass of the i? as a function of Qyh?, where

the XV is the particle, Figurd2.5/from [36] is presented. Given the observed value of Q¢ y;, this

figure suggests that the mass difference Am should not exceed approximately 50 GeV, with a ¢ in

the GeV-TeV range.

When Am is smaller than the mass of the W boson (my,), known as the compressed scenario,
the two—body (t, — tx7, t,t, — by;) and three-body (f, — bW'x?) decays of the lightest top
squark are kinematically forbidden. In this scenario, the stop may decay via off—shell top quarks
denoted as the four-body decay of stop (?1 — bf?;??), or via the chargino—mediated decay ( ?1 —
bY{ — bff';? ), where in both cases the W is off-shell. The chargino—mediated decay of stop is
only possible if the mass of the lightest chargino is lower than the top squark mass. Another possible
decay mode is the loop-induced flavor changing neutral current process (?1 — c;??), which can be less
favorable depending on the parameters of the model compared to the four-body decay of stop [37].
Figurerepresents the simplified models of the production of le in proton—proton collisions in the
compressed scenario. The four—body decays of the stop are one of the most motivated of its decays,
because taking place in a kinematic region that is compatible with a scenario of annihilation with the
Q? , considered to be the[13, 36]. Itis, therefore, the focus of this thesis.
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Figure 2.5: Contours of constant h* = 0.5 (solid), 0.1 (dashed) and 0.025 (dotted) in the (m 0, om) plane,
where ém = mg, —mo. The parameters n, mg and m 4 are fixed to be multiples of M, ~ 2m _ 0 as indicated,

whereas tan 8 = 10 is kept fixed. The parameter A, varies between about 2.5m, and 3. 2m0, W|th larger A,
values corresponding to smaller values of m. In this Figure, m, is the mass of a supersymmetric fermion, A, a
trilinear soft breaking parameter at the Grand Unification scale My = 2 - 10'®, 1 the higgsino mass parameter
and m 4 the mass of the CP-odd Higgs boson.
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Figure 2.6: Diagrams for the direct top squark production in the compressed scenario with four-body (left),
chargino—mediated (middle), and loop-induced flavor changing neutral current (right) decays in simplified models.
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3.1 The Large Hadron Collider (LHC)

The [LHC located at [CERN| beneath the border of France and Switzerland near Geneva. As the
most massive and energetic particle accelerator worldwide, the [LHC|is capable of generating three
types of collisions: proton-proton, proton-ion, and ion-ion, with its primary purpose being the collision
of beams of protons or heavy ions. This thesis examines data from proton-proton collisions.

The [LHC| is situated in a 26.6 km circumference tunnel, approximately 100 m below the ground
level. This tunnel was initially constructed in the [CERNJs accelerator complex for the
[Positron Collider (LEP)|[38]. Detailed information on the is available in Refs. [39, 40]. Figure [3.1]

illustrates the geographic location of the [LHC] and the layout of the accelerator, including the main

detectors’ locations. There are four main beam crossing points that host four primary detector exper-
iments, as well as several other access points to the accelerator tunnel. In an underground cavern at
point 5 on the accelerator ring, the [CMS| detector is installed.

The protons used for the collisions originate from ionized hydrogen atoms. Then, they undergo a
series of accelerations, increasing their kinematic energy at each stage: Linac2 [41] boosts the energy
up to 50 MeV, the [Proton Synchrotron (PS)| Booster [42] increases it to 1.4 GeV, the [PS|[43] elevates
it further to 25 GeV, and the [Super Proton Synchrotron (SPS)|[44] brings it to 450 GeV. After these

stages, the protons are injected into the [LHC| Once in the LHC, the proton beams are accelerated
to the operating energy and directed to collide at the interaction points of the accelerator ring. After
being injected into the [LHC] the proton beams are accelerated to the operating energy and focused
to collide at the interaction points along the accelerator ring.

The centre-of-mass energy achieved by the [LHC] in its proton-proton collisions reaches 13 TeV,
which represents the highest energy observed in a laboratory environment for particle collisions. The
peak luminosity produced by the is approximately 2 x 10*em 257, resulting in the collection
by the detectors at theof around 150 fb ' datasets of 13 TeV proton-proton collisions. However,
the large instantaneous luminosity also produces a significant background of pileup events, with an
average 50 collisions occurring per bunch crossing.

The [LHC] machine has the potential for improved performance after suitable upgrade to the ma-

chine. The new phase of the accelerator, known as the [High Luminosity LHC (HL-LHC)] is expected

to start in 2027 [45]. The upgrade program aims to achieve 14 TeV of centre-of-mass energy for
proton-proton collisions, increase the instantaneous luminosity by a factor of five, and achieve an or-
der of magnitude increase in the integrated luminosity, corresponding to datasets of approximately
3000fb~". The increased instantaneous luminosity will lead to a higher background of pileup events,
estimated to be 140—200 events per bunch crossing, which is approximately an order of magnitude

greater than the current level.
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Figure 3.1: The map of the CERN LHC site at Geneva (left), and the scheme of the accelerator with the four
main detectors and interaction points (right).
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3.2 The Compact Muon Solenoid (CMS) detector

The [CMS]is general-purpose particle physics detector that operates at the [LHC| at[CERN] Being
located at an interaction point of the [LHC] the detector has been designed to yield head-on colli-
sions of two proton (ion) beams of 7 TeV (2.75 TeV per nucleon) each, with a design luminosity
of 10* cm™2s7! (10 cm?s71). In order to meet the goals of the program, the detector
was designed to have radiation-hard front-end electronics and detectors with specific objectives in
mind: accurate muon identification and momentum resolution, precise resolution and efficiency in
reconstructing charged-particle momentum, reliable electromagnetic energy resolution, and effective
resolution for missing-transverse-energy and dijet-mass measurements.

In terms of shape, the [CMS| detector can be described as a cylindrical structure with a length of
21.6 m, a diameter of 14.6 m. It consists of several distinct layers or sub-detectors, arranged in an
"onion-like" structure. The primary distinguishing characteristic of the apparatus, which con-
tributes to its homenclature, is its superconducting solenoid. This solenoid possesses dimensions
of 13 m in length and 6 m in diameter, generating an axial magnetic field measuring 3.8 T. The

superconducting solenoid surrounds an all-silicon pixel and strip tracker, a lead-tungstate scintillating-

crystals [Electromagnetic Calorimeter (ECAL), and a brass-scintillator sampling [Hadron Calorimeter|

[[HCAL)] Additionally, the iron yoke of the flux-return is equipped with four stations of muon detectors,
effectively covering a significant portion of the 4 solid angle. The [CMS|experiment employs a coordi-
nate system with its origin positioned at the nominal collision point within the experiment. The z—axis
extends radially inward, towards the center of the[LHC] the y—axis is oriented in an upward vertical di-
rection perpendicular to the [LHC|plane, and the z—axis aligns with the anti—clockwise beam direction.
The polar angle 6 is determined from the z—axis, the azimuthal angle ¢ is determined with respect to
the z—axis within the x—y plane, and r is used to represent the radial coordinate. Denoted as pseu-
dorapidity, 7, is defined as n = —In[tan(6/2)]. Separated by pseudorapidity, the particle detection
systems are placed in two regions: the barrel and endcaps, with || < 1.4 and 1.4 < |5| < 2.5, respec-
tively. The pseudorapidity coverage is extended by forward calorimeters that cover 5.2 < |n| < 6.6.

The detector is almost entirely hermetic, allowing for energy balance measurements in the plane
transverse to the beam directions. A schematic drawing of the detector is displayed in Figure
Subsequently, the following paragraphs provide a concise summary of the [CMS|subdetector systems.
For further details about the [CMS|detector please refer to Ref. [46].
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CMS DETECTOR STEEL RETURN YOKE
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Overall diameter :15.0m Pixel (100x150 pm?) ~1.9 m? ~124M channels
Overalllength  :28.7m Microstrips (80-180 ym) ~200 m> ~9.6M channels
Magnetic field :3.8T
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Figure 3.2: A schematic representation of the CMS detector and main subdetector systems.

Barrel: 250 Drift Tube, 480 Resistive Plate Chambers
Endcaps: 540 Cathode Strip, 576 Resistive Plate Chambers

Silicon strips ~16 m* ~137,000 channels

FORWARD CALORIMETER
Steel + Quartz fibres ~2,000 Channels
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3.2.1 Inner tracking system

The inner tracking system measures charged particle trajectories and provides a precise recon-
struction of secondary vertices. The position of the charge particles is measured by their interaction
with the silicon trackers placed within the volume of the inner tracker. Operating at high luminosity, the
tracking system was designed to face challenges such as dealing with a large number of overlapping
proton—proton interactions and maintaining a balance between detector granularity, speed, radiation
hardness, and material minimization. This system is positioned closest to the beamline, covering
|n| < 2.5, and is composed entirely of silicon detectors. Silicon detectors operate based on the prin-
ciple of a reverse biased diode, which creates a depletion zone with an electric field between the
diode contacts. Through ionization, free electrons and holes are generated when a charged particle
passes through the depletion zone. Electrons and holes flow in opposite directions towards the diode
contacts, producing an electrical pulse that can be detected. Thus, measuring the position a charged
particle passed through. By covering a volume with multiple silicon detectors, the trajectory of the
charged particles can be measured.

Pixel detectors and silicon strip trackers compose the inner tracking system, and are used in their
respective tracker subsystems: the Pixel Detector and the Silicon Strip Tracker. Both subsystems
have barrel and endcap layers. Figure depicts a schematic representation of the CMS tracker,
specifically highlighting the various detector subsystems, in an r—z plane. A comprehensive discus-

sion of the tracker and its performance analysis is available in Refs. [47,/48].
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Figure 3.3: Schematic cross section through the CMS tracker. Each line represents a detector module. Double
lines indicate back-to-back modules which deliver stereo hits.

Closest to the interaction point is the Pixel Detector subsystem. It measures with precision r-¢
and z tracking points, achieving a small impact parameter resolution. Therefore, the Pixel Detector is
important for the secondary vertex reconstruction. Each pixel cell has a size of 100 x 150 pum? in order
to achieve a similar track resolution in both r-¢ and =z directions. This subsystem contains 66 million
pixels covering an area of 1.06 m? and is subdivided in three barrel layers and two endcap disks. This

arrangement gives a cover over the range |n| < 2.5. The low n region, closest to the interaction point,
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was designed to be radiation tolerant due to the very high track rate and particle fluences. Thus, a n+
pixel on n-substrate detector design was used, which permits partial operation at very high particle
rate. The detector exploits the 3.8 T magnetic field and the geometric arrangement to achieve subpixel
resolution. This is achieved due to the resulting Lorentz drift that leads to charge spreading over more
than one pixel. Thus, a spacial resolution in the range of 15-20 um is achieved.

The Silicon Strip Tracker uses single sided p—on—p type silicon micro—strip sensors totaling 9.3

million sensors across 198 m°.

This system is subdivided in the [Tracker Inner Barrels (TIBs), the
[Tracker Tnner Disks (TIDs)| the [Tracker Outer Barrels (TOBs), and the [Tracker End Caps (TECSs)

and arranged as shown in Figure The size of the strips and the thickness of the sensors differ

between the different layers. Depending on the 7 of the track, the Silicon Strip Tracker offers 8 to 14

high precision measurements of the track position.

3.2.2 Electromagnetic calorimeter

There are three main functions of the ECAL} measuring the energy of electromagnetic radiation,
identification of electromagnetic particles (electrons and photons), and enabling triggering capabili-
ties. To perform this functions the ECAL] uses lead-tungstate (PbWO,) crystals, 61200 crystals in the
barrel region (EB) with Avalanche photodiodes as photodetectors, and 7324 crystals in each of the
endcaps (EEs) with vacuum phototriodes. The barrel and the two endcap sections cover the range
[n] < 1.479 and 1.479 < |n| < 3.0, respectively. In the endcaps, a preshower detector is mounted in
front of the crystals to identify neutral pions. The preshower is a double layered sampling calorimeter
of lead radiators that start an electromagnetic followed by silicon strip sensors utilized to quantify the
energy deposited. The lead-tungstate crystals were chosen given their high density (8.28gcm_3),
their short radiation length (0.89 cm) and their small Moliére radius (2.2 cm), providing both the detec-
tion and absorption media of the calorimeter. Studies on the decays of the Z boson and the Higgs
boson indicate that the raw energy resolution of the calorimeter is 2-5% for electrons and 1.1-2.6%
in the barrel and 2.2-5% in the endcaps for photons. For further reading on the CMS|[ECAL] please
see Ref. [49].

Upon entering the lead-tungstate crystals, electrons and photons initiate an electromagnetic shower.
This shower results in a blue—green scintillation light emitted by the crystals that is then measured
by the photodetectors at the other end of the crystal. Therefore, the crystals serve their purpose
of measuring and absorbing the electromagnetic particles. These crystals have a scintillation decay
time that is comparable to the bunch crossing time of the [LHC} ~ 80% of the light is emitted in 25
ns. The dimensions of the crystals match their Moliére radius, which means that the electromagnetic
showers leak into adjoining crystals. Therefore, clusters of crystals are used to measure the energy
of the particles. This feature is also used in the particle reconstruction algorithms. An example of a
PbWO, crystal used in the endcaps of the ECALis shown in Figure[3.4]

The barrel region of the [ECAL] uses 360 PbWO, crystals in ¢ and 170 crystals in n. To prevent
particles from passing through gaps in the detector, the crystals are positioned at a slight angle

relative to the direction leading to the nominal interaction point. The PbWO, crystals in the barrel
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Figure 3.4: An endcap PbWO, crystal with a phototriode attached.

have a length of 230 mm, the dimensions of the front face are ~ 22x22 mm?, and at the rear face are
26x26 mm?”. These crystals have ~ 25.8 radiation lengths.

In the end caps regions of the ECAL] the PbWO, crystals are arranged in a rectangular grid along
the x and y—axis. Crystals are also mounted at a slight angle to the interaction point to avoid particles
escaping the detector. To do so, the crystals are oriented towards a focal point located 1300 mm
beyond the nominal interaction point. The PbWO, crystals in the endcaps have a length of 220 mm,
the dimensions of the front face are ~ 28.62x28.62 mm?, and at the rear face are 30x30 mm”. These

crystals have ~ 24.7 radiation lengths.

3.2.3 Hadron calorimeter

The is designed to measure the energy of hadrons that penetrate the and interact
with the brass absorbent material. The triggering capabilities of this subdetector are also used. The
[HCAL] is divided in the barrel detector (HB) and two endcap detectors (HE) that encapsulate the
The HB and HE cover the range |n| < 3.0. In addition to the HB and HE detectors, the[HCAL is
complemented with two subdetectors. Positioned at a distance of 11.15 m from the nominal interaction
point in both directions, forward calorimeters (HF) extend the [HCAL]cover range to || < 5.2. Located
outside the solenoid, the outer hadron calorimeter (HO) ensures adequate sampling depth for the
central pseudorapidity region (|| < 1.3). This is necessary because the the EB and HB do not
provide enough containment for hadron showers. Figure shows a schematic of a slice of the
[HCAL For further reading on the [CMS|HCAL] please see Refs. [50, 51].

The HB and HE detectors are sampling calorimeters composed of layers of brass interleaved
with tiles of plastic scintillators, which are the absorber and active material respectively. Brass has
a radiation length of 1.49 cm and is non—-magnetic, for this reasons, it was chosen as the absorber
material. The region between the outer boundary of the [ECAL] (r = 1.77 m) and the inner boundary
of the magnet coil (r = 2.95 m) imposes radial constrains to the[HCAL] barrel. At the same time,
was designed to maximize the amount of absorber material before the solenoid. The presence of

these two constraints led to the selection of plastic scintillator as the suitable material for the active
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Figure 3.5: Schematic of the CMS HCAL in an r-z slice.

material. Wavelength shifting fibers are used to collect the scintillation light.

The HB detector spans the range of || < 1.3 and is split into two half-barrel section. Each half-
barrel section consists of 18 wedges. Each wedge spans an azimuthal angle of 20° and is further
equally divided into four azimuthal angle sectors. The plastic scintillator is segmented in 16 , sectors,
ensuring a 0.087 x 0.087 segmentation in the n x ¢ space. At n = 0, the thickness of the detector
is 5.8 hadronic interaction lengths, which progressively increases to 10 as the absolute value of
reaches 1.2.

The HE detectors encompass the range of 1.3 < |n| < 3.0 and consists of brass disks interleaved
with scintillator tiles with no "dead" material. Figure [3.5 illustrates that each HE is divided into 14

towers (16—29) in . The towers closest to the beam line have a segmentation of 10°, while the ones
with the higher 1 have a segmentation of 5°.

3.2.4 The muon system

Muon detection is essential to pursue the physics program. The muon system of the
is of central importance, as it is implied in the name. Similar to the previous subdetectors, the muon

system has a cylindrical barrel section located outside of the solenoid and 2 endcap regions. Its three
main functions are: the identification of muons, the measuring of muon momentum and triggering.
The high magnetic field of the solenoid and its flux-return yoke enable the precise momentum resolu-
tion and triggering capability. The flux-return yoke also has the role of hadron absorber for the muons
identification. For the muon identification, depending on the radiation environment, the muon system
utilizes three distinct types of gaseous particle detectors: [Drift Tubes (DTs)|stations at || < 1.2,
[ode Strip Chambers (CSCs)|at 0.9 < |n| < 2.4, and [Resistive Plate Chambers (RPCs)|at |n| < 1.9.
The muon rates in the barrel region are the lowest, therefore [DTs|are used. It is in the encap region
where the muon rates are high, hence [CSCs] are utilized. The [RPCs|where added as a complemen-
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tary system to both the barrel and endcaps regions. They offer a faster signal but at the expense of
a relatively less precise resolution compared to the [DTs| and [CSCs| The use of [RPCs|it crucial to
address the challenge of the uncertain on background rates. Figure [3:6]illustrates the layout of the
detector components in the 7 plane highlighting the muon detectors. The resolution for muons with
momenta up to approximately 100 GeV is 1% in the barrel and 3% in the endcap, as reported in [52].
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Figure 3.6: A logitudinal representation of the CMS detector showing the position of the subdetectors in the
plane with the muon detectors highlighted.

3.2.5 Trigger

In order to use only the most significant proton-proton collision events for physics analyses, a two-
level trigger system is employed [63] [54]. The first level trigger, [Level 1 (L1)] is designed to handle
a collision rate of 1 GHz and reduce the front end readout bandwidth to 100 kHz of 1 MB events.
It is implemented in custom hardware that selects detector signals in accordance with streamlined

definitions of physical objects such as electrons/photons, muons, and jets. The output of the [C1] at

a rate of 100 kHz, is further reduced to 1 kHz for offline storage by the [High Level Trigger (HLT)| The

[HLCT]implements more refined reconstruction algorithms in software and runs on a farm of off-the-shelf
computers. The[HLT]s decision on whether to retain an event is considered final in the data acquisition

process. The data collected are then processed and analyzed offline.

3.2.6 CMS at the High Luminosity LHC

In order to be prepared for[HLC-CHC| phase and its challenges with respect to the data acquisition

speed and the radiation hardness, all [CMS] subdetectors will undergo an upgrade. The forthcoming
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upgrades will involve various components, including the pixel tracker upgrades [55], upgrades to the
inner and outer tracker [56-58], upgrades to the ECAL] [59], implementation of a new high granular-
ity [HCAL] [60], enhancements to the outer muon detectors [61], and the installation of a new Timing

Detector. The new Timing Detector will offer a timing layer to measure [Minimum Tonizing Particless|

[(MIPs)| with a time resolution of 30-40 ps, denoted as the [MIP Timing Detector (MTD)| [62], and will
be installed between the tracker and the [ECALL The [MTD]upgrade will provide timing information to

the [CMS] detector, a feature that is not currently present. The main purpose of this upgrade is to
reduce the effects of the high levels of pileup expected at the [HL-LHC] By exploiting the fact that the
individual interactions do not all occur at precisely the same time but over time with a RMS of 180-200
ps, charged tracks will be assigned to the respective interaction vertices. The [LTP|[CMS|group has a
significant role in the development of the electronics readout for this detector. As part of my Exper-
imental Physics responsibilities within the collaboration | contributed to the testing, characterization
and software development for the ASIC that is going to be responsible for the detection of the [MIPs]in
the [Barrel Timing Layer (BTL)] Figure [3.7]illustrates an overview of the BT

o BTL Module:
LYSC 1x16 crystals
. (32 channels)

BTL Read-out Unit:
3x8 modules
(768 channels)

BTL Tray:

6 Read-out units
(4608 channels)

BTL detector
72 trays: 2(z) x 36(p)
332k channels

Figure 3.7: An overview of the BTL.
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The four-body decay of stop (?1 — bff’;?? ) signal topology is characterized by the presence of
a soft charged lepton from the expected soft decays given the small mass difference between the 71

and the YV, high ET® due to the v and Y¥ escaping undetected as ET**, and by the presence of the

jets from quarks. A combination of ET'S- HT'® requirement is used to serve for triggering the events
during the data-taking period of the Detector. The collected raw data are then re-processed
using the best and most updated algorithms offline in order to reconstruct the physical objects needed

for this analysis. The output of the offline reconstruction is stored in the [Analysis Object Data

format which is then stored in the NandAOD][63] that leaves non-essential information for the analysis,
hence providing smaller, faster to produce and more manageable datasets.

The reconstruction and identification of the physical objects use the[Particle Flow (PF)|algorithm[64,
65]. The algorithm combines information from all sub-detectors in order to reconstruct all types

of particles in the event such as leptons, photons as well as charged and neutral hadrons, together
referred as [PF| objects. It is from this objects that higher-level objects and observables are recon-
structed such as jets and Hr, an observable which is defined as the scalar pr sum of all jets. Each
object and observable used in this analysis will be described further in this chapter. The process of
identifying and reconstructing each type of objects in the analysis is done by a dedicated group within
the CMS| collaboration that studies the performance of the algorithm for the corresponding object and
measures the efficiency and misidentification rate of the algorithm.

The choice of the object reconstruction criteria is based on the analysis of the 2016 data [20] while
being updated for the newer [CM§| algorithms. The updated jet identification efficiency is higher than
99%. The b-tagging is performed by the DeepCSV [66] algorithm which outperforms the one used for

the 2016 data analysis and is used for the validation of the [Multivariate Analysis (MVA)|tool. A tighter

lepton identification was chosen to reduce nonprompt lepton contamination.

Due to the complexity of both the [proton-proton (pp)] collisions and the complete [CMS]|detector re-

sponse, it is impractical to theoretically predict experimentally measured distributions. Instead, theory
is represented by simulating the collision events while including the detector response. To account for
any particularity on the detector response or beam conditions in specific data-taking periods and re-
duce differences between the reconstruction of simulated objects and the reconstruction of observed
data, the simulation is further calibrated.

Recorded data and simulated samples, online triggers, reconstruction tools, and simulation cor-

rection are described in the following sections.

4.1 Data samples

The search described in this thesis is performed using data from [pp|collisions recorded from 2017
to 2018 by the [CMS| experiment at the [LHC] at a centre-of-mass energy of 13 TeV corresponding to a
luminosity of 41.5fb™" and 59.8fb~! respectively. These results are then combined with the result of
the search in the data of 2016 [20] with an integrated luminosity of 36.3fb~". The final result of this

theses corresponds to a total integrated luminosity of 138fb~".
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The computing infrastructure identifies each dataset with a logical name defined in three
steps: the group of triggers that collected the events (eg. "MET") denoted as [Primary Dataset (PD)|
the data-taking epoch ("Run2018D") and the event reconstruction campaign ("Nano250ct2019-v1"),

and the dataset format ("NANOAOD"). This distinction between data-taking periods is done because
each data-taking condition can vary between epochs: pileup profiles, online triggers parameters and
other particular details can be different. Every data-taking campaign includes reconstruction calibra-
tions that were cross-checked. All the datasets and exact logical names are listed in Tables 4.7] and

4.2

Table 4.1: 2017 datasets used in this thesis.

Primary dataset Logical name
MET /MET/Run2017B-Nano250ct2019-v1/NANOAQD
/MET/Run2017C-Nano250ct2019-v1/NANOAQOD
/MET/Run2017D-Nano250ct2019-v1/NANOAQD
/MET/Run2017E-Nano250ct2019-v1/NANOAQD
/MET/Run2017F-Nano250ct2019-v1/NANOAQOD

Single Electron /SingleElectron/Run2017B-Nano250ct2019-v1/NANOAOD
/SingleElectron/Run2017C-Nano250ct2019-v1/NANCAQOD
/SingleElectron/Run2017D-Nano250ct2019-v1/NANCAQOD
/SingleElectron/Run2017E-Nano250ct2019-v1/NANCAQOD
/SingleElectron/Run2017F-Nano250ct2019-v1/NANOAOD

JetHT /JetHT/Run2017B-Nano250ct2019-v1/NANOAOD
/JetHT/Run2017C-Nano250ct2019-v1/NANOAOD
/JetHT/Run2017D-Nano250ct2019-v1/NANOAQD
/JetHT/Run2017E-Nano250ct2019-v1/NANOAQD
/JetHT/Run2017F-Nano250ct2019-v1/NANOAQD

Table 4.2: 2018 datasets used in this thesis.

Primary dataset Logical name
MET /MET/Run2018A-Nano250ct2019-v1/NANOAQOD
/MET/Run2018B-Nano250ct2019-v1/NANOAQOD
/MET/Run2018C-Nano250ct2019-v1/NANOAQOD
/MET/Run2018D-Nano250ct2019_ver2-v1/NANOAOD

Single Electron /EGamma/Run2018A-Nano250ct2019-v1/NANOAQOD
/EGamma/Run2018B-Nano250ct2019-v1/NANOAQOD
/EGamma/Run2018C-Nano250ct2019-v1/NANOAOD
/EGamma/Run2018D-Nano250ct2019-v1/NANOAQOD

JetHT /JetHT/Run2018A-Nano250ct2019-v1/NANOAQOD
/JetHT/Run2018B-Nano250ct2019-v1/NANOAQOD
/JetHT/Run2018C-Nano250ct2019-v2/NANOAOD
/JetHT/Run2018D-Nano250ct2019_ver2-v1/NANOAOD
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This analyses is performed using only events recorded in good data-taking conditions. The quality
of data recorded by the[CMS]|experiment is assured by a group dedicated to this effort that guarantees
that the sub-detectors, triggers and other systems performed well. Good runs are then encoded in
"lumisection certificates" for the analyzers to use. Each year has a "golden json" lumisection certificate
that filters all the events from proton-proton collisions collected under the best conditions. This events
are certified as good to be used in a physics analysis. Hence, the CMS recommendation. The total
data passing the 2017 "golden json" certificate corresponds to a recorded luminosity of 41.5fb™"
whilst the 2018 on corresponds to a recorded luminosity of 59.8 fo .

From detector noise, reconstruction inefficiencies or beam related effects, data events with anoma-
lously high values of E?iss can be produced. To remove these events, further requirements are ap-

plied, commonly referred as "MET filters". The following MET filters are used:

* goodVertices: sets quality requirements on the reconstructed vertices serving as a primary

vertex filter. This filter is applied to both data and|Monte Carlo (MC)|simulated events.

* globalSuperTightHalo2016Filter: removes the background of machine induced particles fly-
ing with the beam produced from the collisions of the beam with residual gas inside the [LHC|
vacuum chamber, interactions with the pipe, ect. This filter is applied to both data and

simulated events.

» HBHENoiseFilter and HBHENoiseIsoFilter: [HCAL noise filter to tackle electronics noise ac-
tivity that can cause rare anomalous signals in the sub-detector. These filters are also

applied to data and simulated events.

* EcalDeadCellTriggerPrimitiveFilter: certain channels saturate the energy range of
their readout that can wrongfully reconstruct high p?iss events. With this filter, such type of

events are removed. Both data and[MC]simulated events are filtered accordingly.

* BadPFMuonFilter: events where a muon is good enough quality to become a[PF|candidate but
is still too low quality to pass all [PF| requirements to be reconstructed as a muon. Particularly,
punch through pions mistakenly identified as muons. This filter is applied to data and to [MC|

simulated events.

* eeBadScFilter and ecalBadCalibFilterV2: in 2012, two[Electromagnetic Calorimeter Endcap|

[(EE)|5x5 crystal regions where found to give anomalously high energy. This filter is only applied

to data events removing events in this region.

These requirements discard less than 0.1% of the data events and are applied prior to the event

selection.

4.2 Background and signal event simulation

This analysis makes use of simulated samples for signal and background processes. The

background samples are used to estimate the relation between the control and signal regions
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for the main background processes, to validate the background estimation methods based on control
samples in data, and finally, to predict the contributions from rare processes.

The W+jets and Z — vi+jets processes are generated at|Leading Order (LO)|accuracy in
tum Chromodynamics (QCD)|by MADGRAPH5_aMC@NLO 2.4.2 [67]. The tf process is generated at
[Next-to-Leading Order (NLO)]accuracy in[QCD|by MADGRAPH5_aMC@NLO. The POWHEG v2.0 [68-

75] generators are used for the [NLO] simulations of single top and associated t W production. Di-
boson events are simulated at with MADGRAPH5_aMC@NLO and POWHEG. The
NNPDF3.1LO (NNPDF3.1NNLO) [76] parton distribution functions are used consistently with the or-
der of the matrix element calculation in the generated events. Additional rare backgrounds such as
tt produced in association with a Z boson, W boson, or photon, referred to as tf X, are generated
with MADGRAPH5_aMC@NLO at[NLQ| [77]. Hadronization and showering of events in all generated
samples are simulated using PYTHIA 8.230 [78] with the CP5 tune [79] for the underlying event. All[SM|
[MC|events are passed through a full simulation of the [CMS|apparatus, where the response of the de-
tector is modeled using the GEANT4 [80] software. Generated events are processed using the same
version of the event reconstruction software used as for data. Additional pp collisions in the
same or nearby beam crossings are simulated and overlaid on the main pp interaction
in the [MC|samples, with distributions that reproduce the conditions observed year-to-year in data. For
the pair production of top squarks (?1?1), simulated samples are produced for 250 < m(t,) < 800 GeV
in steps of 25GeV, and 10 < Am < 80GeV in steps of 10 GeV. The cross section for ?1?1 produc-

tion, calculated using PROSPINO v.2 [81H87], is computed at [Next-to-Nexi-to-Leading Order (NNLO)|

accuracy, and includes [Next-to-Next-to-Leading logarithmic (NNLL)| corrections. This cross section

varies between approximately 25 and 0.03 pb as m(¢,) goes from 250 to 800 GeV. The generation
of signal events with up to two additional jets, which can originate from is performed with MAD-
GRAPH5_aMC@NLO and then interfaced with PYTHIA for the decay hadronization and showering. The
modeling of the detector response for the signal is done with the[CMS]fast simulation program [88, [89].

Both signal and background simulated samples are corrected to account for discrepancies from
data. [Control Regions (CRs)|in data are used to measure the reconstruction efficiencies of leptons
and jets produced by the hadronization of b quarks, "b jets", as well as the b jet misidentification

probabilities for light-quark and gluon jets. The corrections are applied as a function of the p1 and 7 of
the objects. Fast simulation signal samples are additionally corrected to take into account any poten-
tial difference with respect to the GEANT4 modeling. The latter corrections translate into efficiencies
applied to b jets, leptons, and the modeling of the missing transverse momentum. The simulations of
W +jets, tt, and signal processes are corrected for the effect of The modeling offor these
processes is checked in data-based control samples that are highly enriched in tf or W+jets events.
The simulation of tf events is tested by comparing the jet multiplicity observed in a control sample
with the simulation, and the tf and signal samples are reweighted based on this comparison. The
simulation of W+jets events is corrected based on the distribution of the sum of the magnitudes of
the lepton ¢ transverse momentum p(¢) and the missing transverse momentum in a control sample.

This correction is detailed in Section
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Centrally produced[MC|samples from the NanoAODv7 campaign corresponding to Fal117NanoAQDv7
and Autumn18NanoAODv7 were used. The dataset names of the simulated background samples are
listed in Table 4.3

Table 4.3: Simulated samples of SM background and signal processes used in the 2017 and 2018 analysis. For
the background samples, the cross sections used for normalisation are also quoted.

Process Dataset o[pb]
tt:

MC@NLO: /TTJets_TuneCP5_13TeV-amcatnloFXFX-pythia8/ 831.8
W +jets:

Hry €[100,200] /WJetsToLNu_HT-100To200_TuneCP5_13TeV-madgraphMLM-pythia8/ 1632
Hry € [200,400] /WJetsToLNu_HT-200To400_TuneCP5_13TeV-madgraphMLM-pythia8/ 478.2
Hry € [400,600] /WJetsToLNu_HT-400To600_TuneCP5_13TeV-madgraphMLM-pythia8/ 67.30
Hry € [600,800] /WJetsToLNu_HT-600To800_TuneCP5_13TeV-madgraphMLM-pythia8/ 14.95
Hry € [800,1200] /WdJetsToLNu_HT-800To1200_TuneCP5_13TeV-madgraphMLM-pythia8/ 6.138
Hry € [1200,2500] /WJetsToLNu_HT-1200T02500_TuneCP5_13TeV-madgraphMLM-pythia8/ 1.253
Hry € [2500,+00] /WdetsToLNu_HT-2500ToInf_TuneCP5_13TeV-madgraphMLM-pythia8/ 0.009582
Z+jets:

Hy €[100,200] /ZJetsToNuNu_HT-100To200_13TeV-madgraph/ 346.7
Hy € [200,400] /ZJetsToNuNu_HT-200To400_13TeV-madgraph/ 96.09
Hry € [400,600] /ZJetsToNuNu_HT-400To600_13TeV-madgraph/ 13.56
Hy €[600,800] /ZJetsToNuNu_HT-600To800_13TeV-madgraph/ 3.966
Hry € [800,1200] /ZJetsToNuNu_HT-800To1200_13TeV-madgraph/ 1.818
Hry € [1200,2500] /ZJetsToNuNu_HT-1200T02500_13TeV-madgraph/ 0.4438
Hry € [2500,+00] /ZJetsToNuNu_HT-2500Tolnf_13TeV-madgraph/ 0.01012
Multiboson:

Www /WW_TuneCP5_13TeV-pythia8/ 115
Wz /WZ_TuneCP5_13TeV-pythia8/ 4713
zZ7 /ZZ_TuneCP5_13TeV-pythia8/ 16.52
Z/~", M(l) € [5,50]:

Hy € [100,200] /DYJetsToLL_M-4to50_HT-100t0200_TuneCP5_13TeV-madgraphMLM-pythia8/ 202.8
Hy € [200,400] /DYJetsToLL_M-4to50_HT-200t0400_TuneCP5_13TeV-madgraphMLM-pythia8/ 53.7
Hy € [400,600] /DYJetsToLL_M-4to50_HT-400to600_TuneCP5_13TeV-madgraphMLM-pythia8/ 5.66
Hy € [600,+c] /DYJetsToLL_M-4to50_HT-600toInf_TuneCP5_13TeV-madgraphMLM-pythia8/ 1.852
Z/~", M () € [50,+00]:

Hy €[100,200] /DYJetsToLL_M-50_HT-100t0200_TuneCP5_13TeV-madgraphMLM-pythia8/ 174
Hry €[200,400] /DYJetsToLL_M-50_HT-200to400_TuneCP5_13TeV-madgraphMLM-pythia8/ 53.27
Hy € [400,600] /DYJetsToLL_M-50_HT-400to600_TuneCP5_13TeV-madgraphMLM-pythia8/ 7.583
Hy € [600,800] /DYJetsToLL_M-50_HT-600to800_TuneCP5_13TeV-madgraphMLM-pythia8/ 1.882
Hy € [800,1200] /DYJetsToLL_M-50_HT-800to1200_TuneCP5_13TeV-madgraphMLM-pythia8/ 0.8729
Hy € [1200,2500] /DYJetsToLL_M-50_HT-1200t02500_TuneCP5_13TeV-madgraphMLM-pythia8/ 0.2079
Hy € [2500,+00] /DYJetsToLL_M-50_HT-2500tolnf_TuneCP5_13TeV-madgraphMLM-pythia8/ 0.003765
Single ¢:

s-channel /ST_s-channel_4f_leptonDecays_TuneCP5_PSweights_13TeV-amcatnlo-pythia8/ 3.681
t-channel /ST_t-channel_top_4f_inclusiveDecays_TuneCP5_13TeV-powhegV2-madspin-pythia8/ 136
W-associated /ST_tW_top_5f_NoFullyHadronicDecays_TuneCP5_PSweights_13TeV-powheg-pythia8/ 19.55
Single ¢:

t-channel /ST_t-channel_antitop_4f_inclusiveDecays_TuneCP5_13TeV-powhegV2-madspin-pythia8/ 80.95
W-associated /ST_tW_antitop_5f_NoFullyHadronicDecays_TuneCP5_PSweights_13TeV-powheg-pythia8 19.55
tt +X:

tt +y+Jets /TTGJets_TuneCP5_13TeV-amcatnloFXFX-madspin-pythia8/ 4.09
tt +W to lv /TTWJetsToLNu_TuneCP5_PSweights_13TeV-amcatnloF XFX-madspin-pythia8/ 0.2043
tt +W /ttWdets_TuneCP5_13TeV_madgraphMLM_pythia8/ 0.6105
tt +Z to ll/vv, M > 10 /TTZToLLNuNu_M-10_TuneCP5_13TeV-amcatnlo-pythia8/ 0.2529
tt +Z to ll/vv, M > 10 /TTZToLLNuNu_M-10_TuneCP5_PSweights_13TeV-amcatnlo-pythia8 0.2529
Multijet:

Hy €[100,200] /QCD_HT100t0200_TuneCP5_13TeV-madgraph-pythia8/ 2.785 x 107
Hy € [200,300] /QCD_HT200t0300_TuneCP5_13TeV-madgraph-pythia8/ 1.717 x 10°
Hy € [300,500] /QCD_HT300to500_TuneCP5_13TeV-madgraph-pythia8/ 3.513 x 10°
Hry € [500,700] /QCD_HT500t0700_TuneCP5_13TeV-madgraph-pythia8/ 3.163 x 10"
Hy €[700,1000] /QCD_HT700to1000_TuneCP5_13TeV-madgraph-pythia8/ 6802
Hry € [1000,1500] /QCD_HT1000to1500_TuneCP5_13TeV-madgraph-pythia8/ 1206
Hry € [1500,2000] /QCD_HT1500t02000_TuneCP5_13TeV-madgraph-pythia8/ 98.71
Hry € [2000,Inf] /QCD_HT2000toInf_TuneCP5_13TeV-madgraph-pythia8/ 20.2
Signal:

/SMS-T2tt_dM-10to80_genHT-160_genMET-80_mWMin-0p1_TuneCP2_13TeV-madgraphMLM-pythia8/  [75.5,0.0326]
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4.3 Trigger

In order to select from the produced collisions interesting physics events, a tow-level trigger sys-
tem is used in the [CMS| detector. The first level of triggering, designated as the trigger and
implemented in custom-designed electronics, has been designed to select p p interactions whose
final state includes signatures in the form of high transverse energy charged lepton, jets, or high
missing transverse energy. The [L1]trigger system processes data at a rate of 40 MHz, has a design
latency of 128 bunch crossings and an output rate of 100 KHz. The events pre-selected by [L1| are
fully reconstructed by the system. The is a streamlined version of the offline recon-
struction algorithms that runs in a processor farm, thus being fully parallelized. A software trigger
system requires a tradeoff between the complexity of the algorithms running with the available com-
puting power, the sustainable output rate, and the selection efficiency. By optimizing for speed some
features are sometimes only partially reconstructed and a limited set of information from the physics
objects is retrieved. The [HLT]|selection algorithms are organized in paths, an event is accepted by the

[HLT] if it is accepted by any path.

The online selection for the |Analysis Region (AR)|is based on ETSS—HT's (MET-MHT) triggers.
Data events collected through these triggers are required to have both ET'S and H® above

120 GeV, where H?iss is the missing transverse momentum based only on jets, or to fulfill the same
EMSS_[miss conditions and have Hyp > 60 GeV.

To measure the trigger efficiency of the EN'SS—fzmiss basedpaths, the Single Electron
an event sample independent to the one used for the analysis is used with the auxiliary triggers
HLT_EleX_WPTight_Gsf_v* (X=35,32) . To measure the trigger efficiency, the ratio of the number
of events selected by the trigger system to the total number of events iscomputed. However, it is
not practical to collect large amounts of data without using the trigger system, as the data rate is
too high to store everything. Therefore, a different primary dataset collected with a different trigger
configuration designed to collect events that are similar to those of the analysis is used. By measuring
the trigger efficiency in a sample of events that is independent of the one used for the physics analysis,
possible biases are avoided. Events are required to pass the following selection criteria: leading
electron pp > 40 GeV, leading jet pr > 100 GeV and H > 200 GeV. The measured efficiency is then
fitted with a function as illustrated in Figure for further trigger efficiency studies see appendix|A.1]

The ETS—HT"® based trigger efficiency reaches a plateau at values of ET'® of about 280 GeV.
The plateau efficiency is 97% and at 235 GeV it drops to around 90%. The drop in efficiency is due
to the fact that the number of events that could pass the trigger criteria is higher than the rate at
which the trigger can still perform its function. The efficiency is parameterized with a function. This
parametrization is used to correct the [MC| samples. It should be noted that all signal and control
regions in this analysis are safely in the trigger efficiency plateau. The correction for the trigger
efficiency is applied in all regions. The absolute value of the plateau depends, slightly, on the initial
parameters of the fit. This variance is smaller than 1% but to be conservative a systematic uncertainty

of 1% is included to take into account such biases in the measurement method.
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Figure 4.1: Trigger efficiencies as a function of ET° measured in single electron dataset after a requirement
on leading electron p > 40 GeV, jet p+ > 100GeV and Hy > 200 GeV fitted with a function. Trigger efficiency
measurement for 2017 on the left and for 2018 on the right.

38



For the[Measurement Region (MR})| used in the nonprompt lepton background prediction method|[6.1]
the online selection is based solely on H+ in order to enrich the dataset with high jet activity and con-

sequently in nonprompt leptons.
Events passing the [HLT| paths detailed in Table [4.4] are selected to be analyzed offline.

Table 4.4: HLT trigger paths used in the analyses.

Trigger path Kinematic Region
HLT_PFMET120_PFMHT120_IDTight_v* AR
HLT_PFMET120_PFMHT120_IDTight_PFHT60_v* AR
HLT_EleX_WPTight_Gsf_vx (X=35,32) Trigger efficiency measurement
HLT_PFHT1050_v*

39



4.4 Primary vertex

The [Primary Vertex (PV)|is taken to be the vertex corresponding to the hardest scattering in the

event, evaluated using tracking information alone, as described in Ref. [90]. To identify interaction
vertices, tracks consistent with originating from the same collision within the beam interaction region
are grouped together. Along the z-coordinate, the reconstructed vertices are required to have a
position within the nominal detector center (|z| < 24cm) , and a radial position within the beam spot
(Idg] < 2cm). Because of the presence of additional pp interactions, the reconstructed of the
collision is chosen to be the vertex with the largest value of summed physics object p7..

In this context, physics objects are the jets, clustered using a jet finding algorithm with the tracks
associated to each vertex as inputs, and the associated missing transverse momentum, taken as the
negative vector sum of the p1 of those jets.

Due to the high frequency of collisions and other pp interactions in the bunch crossing, particles
can pollute the currently detected event and clutter the detection environment. In cases of large
instantaneous luminosity, these [PU] collisions are inevitable. Given the high resolution of the [CMS]
detector, the charged particles originating from the [PV] are distinguishable from the charged particles
of [PU] vertices. From this detection, the neutral activity from the vertices can be estimated and

removed from the detected event.

4.5 Jets

The final state of this search is expected to contain jet activity and at least one b quark flavor jet
from each ?1 decay. Jets are obtained by clustering candidates using the anti-kr algorithm with
the cone parameter value of 0.4 (AK4) [91] 92]. The [PU] contribution to the jet momentum is partially

taken into account by not feeding the charged hadrons originating from a vertex other than the [PV|to

the jet clustering algorithm, this is known as the [Charged Hadron Subtraction (CHS)| technique. To

account for contributions from neutral [PU] and any inhomogeneity of detector response, the jet py is
further calibrated under the assumption of diffuse noise: [PU] particles are uniformly distributed on the
scale of the jet radius. The jet py is corrected by subtracting pA?, where p is the event noise level
and A’ is the jet area [93]. In the data, jets reconstructed using the AK4 clustering algorithm
from[PF|physics objects and cleaned from [PUJusing the [CHS|technique are referred to as "AK4PFchs
jets". Furthermore,the reconstructed jet energy is corrected to estimate the genuine jet energy.
adopted a factorized solution to the problem of jet energy corrections, where each level of correction
is a rescaling of the jet four momentum with a scale factor that depends on various jet parameters (p,
n, area, flavor, etc) and focuses on a different effect such as, the[PU|contribution, measured in the [MC|
simulation and verified in data; the detector response, pt°/p5" (pr,n), measured in the simulated
samples; and the residual data-to-MC correction for the detector response.

Jets are further required to pass the "tight" identification criteria to avoid fake jets which might
arise from noise in the calorimeters [94]. Jets with transverse momenta of pr > 30GeV, |n| < 2.4 and

separated from any isolated light lepton [ by AR(jet,l) > 0.4 if pp(1)/pr(jet) > 0.5 are considered in
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the analysis. They are also used to determine a measure of the hadronic energy in the event: Hr,
the scalar sum of the transverse momenta of the selected jets.

The tagging of jets produced by the hadronization of b quarks (b tagging) is performed with the
DeepCSV algorithm [66] that uses information from the secondary vertex and is based on a deep neu-
ral network. The b tagging discriminant is used to tag jets as b jets based on a set of working points
(loose, medium, tight) and to define further event variables based on the discriminant value or the jet
with highest discriminant value. The b jet identification working points are defined as the selection
values in the discriminator distribution at which the probability of misidentifying a light-flavor jet as a b
jetis 10%, 1% and 0.1%, respectively, for the loose, medium and tight working points [95]. The "loose"
and "tight" working points of this algorithm are used to define the W+jets and tt control regions,

respectively.

4.6 Lepton reconstruction

Electron candidates are reconstructed from energy deposits in the [ECAL and matched charged
particle tracks in the inner tracker obtained using the Gaussian sum filter algorithm [96]. To reduce the
number of misidentified electrons, additional constraints on the shape of the electromagnetic shower
in the[ECAL] the quality of the match between the trajectory of the track, and the[ECAL energy deposit
around the electron, and the relative[HCAL deposit in the electron direction are applied. Electrons are
required to have py above 5GeV and || < 2.5, with a veto on electron candidates in the [ECAL] gap
region (1.4442 < |n| < 1.5660). They are identified with requirements on the observables that describe
the matching of the measurements in the tracker and the [ECAL, the description of energy clusters in
the [ECAL] and the amount of bremsstrahlung radiation emitted during the propagation through the
detector. A loose working point of this algorithm is required for electrons to be selected, which has an
average efficiency of 90%.

Muon candidates are reconstructed by combining the information from the silicon tracking sys-
tems and the muon spectrometer in a global fit [97] that assigns a quality to the matching between
the tracker and muon systems and imposes minimal requirements on the track to reduce the misiden-
tification of muons. The medium working point of this algorithm is required for muons to be selected,
which ensures an efficiency above 98%. Muons are required to pass the selection requirements of
pr > 3.5GeV and |n| < 2.4.

To select electrons or muons originating from the [PV] the point of closest approach of the asso-
ciated track with respect to the is required to have a transverse distance |d,,| < 0.02cm, and a
longitudinal distance |d,| < 0.1cm. A lepton is defined as being nonprompt either when it does not
originate from the [PV} or when a jet is misidentified as a lepton. Background processes with non-
prompt leptons are one of the main contributions to the [SM|background in the signal regions. In this
analysis, nonprompt leptons mostly arise from heavy-quark decays in jets produced in association
with a Z — vv+jets decay, from multijet production, or from W+jets and tt events where the prompt

lepton was not reconstructed and a different one was accepted. In order to suppress these types of
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processes, a requirement on the lepton isolation is applied, which uses a combination of an absolute
and a relative isolation variable. The absolute isolation variable I, of the lepton is defined as the
scalar sum of the pr of PF candidates within a cone size of R = \/m = 0.3, where ¢ is
the azimuthal angle, around the lepton candidate, which is excluded from the sum, as are charged
candidates not associated with the The contributions from neutral particles originating from
[PU] are estimated according to the method described in Refs. [98,[99], and are subtracted from Is.
The ratio of the lepton I,,s to the lepton p is defined as the lepton relative isolation 5. A uniform
lepton selection efficiency as a function of pt is achieved by requiring leptons to have I,,; < 5GeV
for pr(¢) < 25GeV and I,y < 0.2 for pp(¢) > 25 GeV.

A summary of the lepton criteria use in this analysis is reported in table

Table 4.5: Summary of the lepton criteria.

Loose Tight
Electron ID cutlD Veto cutlD Loose
Muon ID Loose Medium

Lepton Isolation Tps <20GeVorl,, <08 I, <bGeVorl,, <02
Impact Parameter  |d,,| <0.land|d,| < 0.5 |d,,| <0.02and|d,| <0.1

4.7 Missing transverse energy

The missing transverse momentum vector, ﬁ%‘iss, is computed as the negative vector-sum of the pr

vectors of all objects selected in the event. The calibrations associated with the jet energy estimations
are propagated to the missing transverse momentum vector. This is defined as "PF Type-1 MET" in
miss

the dedicated performance studies [100]. The magnitude of this vector is denoted as pt in the

following chapters and is defined as follows:

et ==Y brer (4.1)
PFs

where PF refers to the [PF|objects in the event.

Additionally, the p@iss reconstruction in 2017 is corrected to address the transparency loss
issue. Due to aging effects, the [ECAL] transparency loss introduced additional noise in some high
n regions of the detector. This noise can have a sizable effect in the tails of TS To correct for
this effect, the 2017 analysis computes the pT° by completely excluding jets with pi™® < 50 GeV in

|n| € [2.650, 3.139] region.

4.8 Calibration of the simulated events

In order to tune and correct simulated detector performance to real data-taking conditions, event
weights are applied to all the [MC| datasets. These weights can serve two purposes: to reshape
the simulated kinematic distributions, without affecting the total number of simulated events or to
correct the object identification, affecting the number of selected events in the form of [Scale Factorss|
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They can be calculated for pre-event parameters, such as vertices, or for physics objects
specifications, such as the lepton identification. In general, given the different physical nature, it is
assumed that there is no correlation between the parameters being corrected. Under this assumption,
the product of the weights yields the full event correction weight. In cases where the parameters are
correlated, such as jet energy scale and 'S, the correlations are taken into account by propagating
the corrections between them.

The corrections applied to the simulated events are the following:

« Integrated luminosity (£): each simulated process is scaled to correspond the the year spe-

cific integrated luminosity of the data sample.
+ Cross section (o): the theory prediction for the cross section of the respective process.

+ Generated weight (w.): event weight within the total number of generated simulation events in

the process.

« [PU] distribution (wp¢;): to include the effect of real [PU, minimum bias interactions are super-
imposed on the simulated events. The number of pp interactions per bunch crossing is not
well reproduced in simulation. Because there is a discrepancy in the reconstructed simulated
events between simulation and observed data, the distribution of the number of primary vertices

is reweighed to match the [PU]interaction multiplicity of the observed data [101].

« Trigger (e.r;44): [HLT|trigger efficiency as measured in section [4.3]

+ Lepton identification (SF;p) and isolation (S F; ) scale factors: the difference in the per-
formance of the lepton identification, and isolation efficiencies are measured in data and sim-
ulation with a tag-and-probe method in Z — ¢7¢~ events [52, [102]. The simulated events are

corrected with the corresponding data-to-simulation [SFs| are reported in section

+ Jet energy scale (w;gg) and resolution (w;gg): following the methodology of Ref. [93], the

miss

corrections to the [Jet Energy Scale (JES), the Wet Energy Resolution (JER), and p'** scales

estimated. A factorized combination of corrections addresses the different effects in the JESE the
[PU] contribution, the detector response in the recorded data, and the residual data-to-simulation

disagreement in the detector response.

* b-tagging efficiency (wy,,4): to correct the whole DEEPCSV b-tagging discriminant (D) distri-
bution in [MC|to match that in data. [SFs|that are (D, pr, n)-dependent are applied to the event

as follows:

Njets

Whtag = H SF(DmPT,i?m) (4.2)

* Renormalization and factorization scales (w g): renormalization and factorization scales

for the production cross sections.
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o tt reweighting (w;gsg): the pt spectra of top quarks in data was found to be significantly
softer than those predicted by various [MC| simulations based on either [LO] or [NLO| matrix ele-
ments interfaced with parton showers. A reweighting procedure based on the number of[[SRjjets
is applied to cover the difference between the observed and predicted spectra. This correction

is applied to the tt and signal samples.

+ W+jets St reweighting (wg._): The simulation of the W p+, especially in boosted regimes, is
known to be harder than what was found in data. This particularly affects the pr of the lepton
+ v system. Given the Data/MC] discrepancies observed in these samples coming from the pr
of this system, corrections, derived in W +jets enriched control region were derived. For more

details, please see section[4.9] This weight is only applied to the W +jets samples.

+ Signal generator filter efficiency (esarsyuter): the signal sample used in this analysis has
been produces with a scan that has been pre—filtered requiring at the generation level poiss
80GeV and Ht > 160GeV. To account for these generator filters, this filter efficiency is mea-

sured as explained in section This efficiency is only applied to the signal sample.

weight (SFr,irast): @S mentioned in section the modeling of the detector response for
the signal is done with the [CMS]fast simulation program, in order to scale the generated sample
to the full simulation, lepton flavor, pr, and n[SFs|are applied. This weight is only applied to the

signal sample.

The general formula of the weight applied to the ith simulated event in order to correct it to match

the observed data is:

We
Ngen,
e=1

U)i:;CXO'X

X Wpy X €trigg X SF]D X SFISO

(4.3)

XWyps X WjER X Whtag X WLHE X WisR X Wg,,

X €SMS filter X SErunirast

4.9 Correcting W +jets samples

One important contribution of this analysis was the methodology developed for the correction of

miss

the W +jets samples in a kinematic region where H < pt>° , which is probed in this and in other
analysis.

As can be seen in figure [4.2)the MC|agreement with data in at preselection (defined in Section|5.1)
is poor, particularly in the region of 200 < Ht < 300 GeV in both years.

It is known that the p of the W boson is poorly modeled by simulation. Within the
collaboration, there are methods to correct this known issue, which were not solving the problem
for the phase space of this search. Therefore, a novel method to correct the W+jets samples was
developed by me, presented and accepted by the collaboration. The main idea is: knowing that the

pr of the W boson is poorly modeled by simulation, one can use the p of the decaying particles, a
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Figure 4.2: Comparison between Data and MC a function of H+ for 2017 (left) and 2018 (right) at preselection
level before being corrected.

lepton (p-(1)) and a neutrino (in the form of ) correct these variables simultaneously in a data
[CR enriched in W+jets. The derived corrections are [SFs] which are applied to the W +jets samples.
First, a [CR] enriched in W+jets is built. This [CR]is defined by the following kinematic selection:
N, (loose) == 0, and EF'® > 200 GeV, and p+(ISR) > 90 GeV, and A¢(j;,j,) < 2.5 radians, and
exactly one charged lepton. Then, the kinematic variable §T is built as the vector sum of p-(1) and
TS The magnitude of this vector is denoted as Syp. From the 4 yatio in this the correction
weights are extracted as a function of the St and used to correct W+jets samples accordingly. In
figure[4.3] the visualization of S before and after applying this correction in the W +jets control region

for both years.
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Figure 4.3: 2017 Data/MC agreement as a function of St in the W+jets enriched CR. Right: non-corrected
W +jets samples; left: corrected W +jets samples.

In figure [4.3]the correction for W +jets is derived and cross—checked that the weights are properly
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implemented. In figures [4.4] & [4.5] the effect of the derived weights at the preselection level for 2017
can be observed.
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Figure 4.4: 2017 Data/MC agreement at preselection level. Left: non-corrected W +jets samples; right: corrected
W +jets samples. From top to bottom: St, Hr and p1(ISR).
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In figures &[4.5)it can be observed that the overall harshness and the trends in St, pr(ISR),
p@iss and pr(¢) have been corrected by the use of the derived weights. The statistical uncertainty of
each weight is going to be used to derive the systematic uncertainty introduced by the use of this
correction. By applying the weights plus one standard deviation of their uncertainties, it is measured
how much it deviates from the central value, this process is repeated in the same manner for the down
variation. From the maximum difference between this variations, the relative systematic uncertainty
introduced by this [SFs|is determined.

It is important to note that this method of correcting W+jets samples was conceptualized, imple-
mented and tested by me in the context of this research, and approved by the CMS|[SUSY|MC] group.

See Section [B.1]for the 2018 figures.
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The selection of events in this search follows two steps. First, a preselection is applied in order
to select the final states consisting of a single charged lepton, high p@iss and jets, and to reduce the
contribution of the main background processes (Section[5.1). Then, Boosted Decision Trees
[103] [104] are trained and used to define the signal region (Sections [5.2H5.3). The characteristic

of the preselection is to be as inclusive as possible, as to preserve the efficiency for signals of all

possible Am, while leaving the main part of the selection to be performed by the [BDTs]

5.1 Preselection and discriminant variables

Without applying any type of selection the processes would dominate a possible signal by a
factor up to 9 orders of magnitude with [SM] multijet being the most predominant process, with the
highest cross section (see Table [4.3). This motivates the need to perform a selection to diminish
background as much as possible, while retaining a maximum number of signal events. As mentioned
before, this analysis focus on final states consisting of a soft charged lepton, high p2'*® and jets. With
this in mind, and in order to reduce the background while preserving signal, a kinematic region is
based on the online selection and on the reconstructed objects specified in the Chapter [4] called [AR]
The selection criteria used to create this region is defined as the preselection.

The value of the preselection p'* threshold is set close to the beginning of the maximum efficiency
plateau of the combined p'*® and HE'** trigger, while optimizing the separation between signal and
background performed by the Events with pI'sS > 280 GeV are selected, favoring the signal
where two i? ’s escape detection and where the p@iss is therefore larger than for processes. For
these events, the trigger efficiency is above 98% for both years as shown in Figure[4.1] To account for
the small inefficiency, simulated samples are reweighted as a function of ' to match the efficiency
of the triggers in data.

To suppress the contribution of [SM] processes, additional requirements are imposed on the se-
lected events. In particular, to reduce the W+jets background, H > 200 GeV is required. To select
the single-lepton topology, it is demanded exactly one identified electron or muon in the event, along
with at least one jet. This selection reduces the contribution from the dilepton topology of tt events.
To further improve the selection of signal over [SM| background events, at least one jet must have
pr > 110 GeV. These requirements are geared towards signal events in which the ?1?1 system recoils
against a high-momentum jet, Lorentz boosting the ¥ and increasing the pr'**. The jet will
often be the highest momentum (leading) jet in these events, and the leading-jet p+ threshold value
is optimized in the same manner as for pT%. Lastly, in events with at least two jets, the azimuthal an-
gle between the directions of the leading and second-highest-p+ (subleading), defined as A¢(j;, j2)
jets must be smaller than 2.5 radians if the subleading jet pr > 60 GeV, suppressing the [SM| multijet
background. Table[5.1]summarizes the preselection criteria.

At the preselection stage, the W+jets and tt processes are the main backgrounds, making
up about 70 and 20%, respectively, of the total expected background. Table reports the yields

at this stage. Both W+jets and tt lead to a final state with a real lepton plus jets and a real p?iss.
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Table 5.1: Preselection criteria.

Variable Selection
pros > 280 GeV
Hy > 200 GeV
Number of identified leptons (e* or 1 *) 1
pr(ISR) > 110 GeV
A¢(j1,J2) OR subleading jet pr < 2.5 OR < 60GeV

The Z — vw+jets process contributes to the background by having jets, genuine p?iss, and a
jet misidentified as a lepton. The remaining background processes are diboson, single top quark,
Drell-Yan (DY), multijet, and tf X production where X is a vector boson. These processes are a
less-important part of the expected background because of having a smaller cross section, a lower

acceptance, or both.

Table 5.2: Expected number of simulated background processes, total background and signal events, and total
observed data events at preselection lever for 41.5 fo~" (2017) and for 59.8 fb™" (2018).

Total Signal
Year W+jets tt Z+jets Other Background (625,545)
2017 110940 28883 1111 11373 152307 £ 499 237+6.0
2018 155863 44849 1643 16257 218612+ 752.2 353.4+7.4

Table 5.3: Input variables and their respective definition and symbolic representation.

Definition Symbol
transverse momentum of the lepton pr(£)
lepton pseudorapidity n(¢)
lepton charge Q)
negative vector p. sum of all candidates in the event e
transverse mass of the lepton + p1'*° mr
number of jets in the event satisfying the jet criteria Niet
pr of the leading jet pr(ISR)
the scalar p sum of all jets in the event Hr
number of loosely b tagged jets N(b"°%¢)
highest b tagging discriminant per event D(b)
transverse momentum of the jet with the highest D(b) pr(b

)
the distance in (1, ¢) space between the directions of AR(¢,b)
the lepton and the jet with the highest D(b)

Table gives the definition of each discriminating variable. The distribution of these variables
after the preselection from the 2017 and 2018 data and the simulations are shown in Figure |5.1|and
Figure respectively. The simulated background distributions for each year are normalized to the
corresponding integrated luminosity, to their theoretical cross sections, and reweighed according to
Section[4.8] Given the level of agreement with data, the simulated distributions are used in the second
step in the event selection.

At this level, the fraction of expected signal events to the total expected events is still smaller than

1%. The distributions of the kinematic variables at preselection of signal and background overlap
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Figure 5.1: From upper left to lower right: Distributions of pr(¢), n(¢), Q(€), pt=", mr , N, pr(ISR), pr(b),
Hr, N(b°°), AR((, b), and D(b) for the data of 2017 at the preselection level in data and simulation. The
background distributions are obtained directly from simulation, and are normalized to an integrated uminosity
of 41.5fb~" The distributions of two signal points are represented, while not being added to the background:
(m(tl), m(x )) (500, 490) and (500, 420) GeV. The last bin in each plot includes the overflow events. The

lower panels show the ratio of data to the sum of the SM backgrounds, where the dark shaded bands indicate
the statistical uncertainties in the simulated data.
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Figure 5.2: From upper left to lower right: Distributions of pr(€), n(¢), Q(€), pt°", mr , N, pr(ISR), pr(b),
Hrp, N(b*°), AR(¢,b), and D(b) for the data of 2018 at the preselection level in data and simulation. The
background distributions are obtained directly from simulation, and are normalized to an integrated uminosity
of 59.8fb’1. The distributions of two signal points are represented, while not being added to the background:
(m(ty), m(;??)) = (500, 490) and (500, 420) GeV. The last bin in each plot includes the overflow events. The
lower panels show the ratio of data to the sum of the SM backgrounds, where the dark shaded bands indicate
the statistical uncertainties in the simulated data.
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are detailed in Figure To better separate signal from background and improve the signal to

background ratio, a[MVAJis performed and described in the following Sections.
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5.2 Boosted decision trees

For an optimal separation between signal and background, a[MVA]approach is used that allows to
combine several discriminating variables into one final discriminator: D" — D where D is a discrimi-
nant variable and n the number of input variables at preselection level, in this case, n = 12. The [MVA|
method used is the BDTs| with adaptive boosting.

are a type of supervised [Machine Learning (ML)| algorithm that are used to create a model

that predicts the value of a target variable by learning simple decision rules from data. [BDTs| are

created by combining the predictions of multiple [Decision Trees (DTs)]

By sequentially applying a series of linear selections on the input variables, a[DT]divides the initial
sample of events in two sub—samples. For each sub-sample, the purity of signal, p, is defined as

follows:

_ S
S+ B’

where S and B are the signal and background yields respectively. The Gini index, p(1 —p), is used as

D (5.1)

the criterion to decide whether or not to further sub-divide each sub—sample. This process continues
until the maximum tree depth is reached, in general defined by the user. The [MC| events present
in the sub—sample with p > 0.5 are assigned a value of +1, while events in the other sub—sample
are assigned to —1. By adjusting the values of the linear selections, a [DT] is trained in order to
maximize the purity of signal of each sub—sample. Merely relying on the output of the [DT| may lead
to misclassification of some events. To overcome this, a technique called boosting is used. Boosting
is a [ML] technique that combines weak learners to create a strong learner (BDT). In order to
do so, on the same sample, a group of are trained, where a weight «,, is assigned to each
[DT] and updated during the training. By the minimization of the binomial log-likelihood loss function,
Equation the best weight for each [DT|is found for the sample of K events. In practice, poor
performing are penalized while the best ones see their contribution to the [BDT|augmented.

K
L(F,y)=> In(1+e ), (5.2)
k=1
where y is the label: y = +1 for a signal event and y = —1 for a background event. Considering x

as the vector of input variables and b, as the set of the selection values, each [DT|is interpreted as
a member of a family of functions f(z;b,). Thus, the [BDT|output is the weighted average over the
individual DTslfor IV trees:

N
BDT(Iaa7bn) = Z anf(van)va = (a13a23 '-'aaN)' (53)
n=0

Each [BDT]| used in this analysis has four hundred trees (400) with a minimum 2.5% of training
events required in a leaf node, a maximum depth of 3 layers, and uses adaptive boosting as men-
tioned prior. To improve the training, the input variables undergo a decorrelation transformation which

rotates the input space of the discriminant variables to a space with minimally correlated variables.
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Figure [6.3]illustrates a trained tree. The ROOT TMVA library is used to train the The
[BDT] output, defined by the ROOT TMVA library, is a real-valued number, that ranges from —1 or
+1, that represents the classifier’'s confidence that a given event belongs to either the background or
signal class. A perfect classification would classify all the background events as —1 and all the signal

events as 1. In a real scenario, typically, background events rank closer to —1 while the signal ones

Decision Tree no.: 0

are classified closer to 1.

Pure Signal Nodes

Pure Backgr. Nodes

Figure 5.3: Visualization of one of the trees of the Am = 30 GeV trained BDT.
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5.3 Classification and signal selection

After the Preselection has been applied, the goal is to put in place the best[MVAtraining, by finding
the best set of variables that show the most separation between signal and background and explore
the subtle differences in kinematics between them and having enough statistics to train the
For each event passing the preselection, the BDT]| discriminator value, henceforth referred to as the
[BDT] output, is evaluated. If the discriminator value exceeds the determined threshold, the event is
retained. The set of variables used in the BDT]training are called discriminant variables and serve as

input features. The choice of the discriminating variables is made by maximizing the following
[105]:

S+ B)-(B+d? 2 2
ront — Q(WW(‘ B (B >)()) 54
B.

B*+(S+B)-o; | op (B+0%)

where S and B stand for the expected signal and background yields. The term op = (f- B) represents

the expected systematic uncertainty in the background, with f being the relative uncertainty of the
background yield, taken to be f = 20%. This is chosen because it accounts for both the
signal and background yields, the statistical uncertainties of both, and systematic uncertainty of the
background. Therefore, it allows to capture, in a single number, a rather complete picture of the
performance of a given selection.

Various [BDTs|are trained with different sets of discriminating variables, and a variable is included
in the final set only if it significantly increases the obtained for any selection using the BDT
output. The discriminant variables used for the analysis of the 2017 and 2018 data are same as of
the 2016 published results. The list of the twelve retained input variables and a short description of

their signal and background distributions is as follows:

« Variables related to pT°°: pT°° and m+ , where m is the transverse invariant mass of the lepton

+ P system, defined as: mp = V2pipP[1 — cos(Ag, ms)], where A¢ is the azimuthal

angular difference between the lepton 5y and 57S. The p™' distribution extends to higher
values for the signal than for the backgrounds due to the two undetected in the signal
decays. The my spectrum peaks around 80 GeV for the background where a W boson is

produced, and is a broad distribution for the signal.

miss

* Lepton-related variables: p(¢), n(¢), and Q(¢). The correlation between p1>> and p(¢) is

miss

different for the signal, where p'® comes from three undetected particles (two y? and a v),
than for W+jets and tf backgrounds, where PSS is the result of a single undetected particle (v).
Because the decay products of the signal are more centrally produced than those of the W +jets
process, the lepton pseudorapidity 7(¢) distribution is populated at more central values for the
signal than this background. The lepton charge Q(¢) is a discriminating variable because W™*
and W™ bosons are not produced equally at the while the signal events contain equal

numbers of positively and negatively charged leptons.
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+ Jet-related variables: pr(ISR), pr(b), Niet, and Hr. The variable p(ISR) is defined as the pr
of the leading jet, and selects the high-momentum [ISR) jet in signal events. The pr(b) variable
is the transverse momentum of the jet with the highest b tagging discriminant value. Both the
pr(ISR) and pr(b) variables are sensitive to the available phase space, which depends on
m(ty) — m(x?) for the signal, and m(t) — m(W) for the tf background. The Njg variable is
sensitive to the mass difference Am, while the Hy variable provides discrimination between

signal and both the W +jets and tt backgrounds.

- b jet-related variables: N(b"°°®), AR(¢,b), and D(b). The number of loosely b tagged jets
N(b'°°*®), the distance in (1, ¢) space between the directions of the lepton and the jet with
the highest b tagging discriminant AR(¢, b), and the highest b tagging discriminant per event
D(b) are included as input variables. While the preselection has no requirement on b tagging,
information related to it is passed to the BDT to help discriminate between the signal and mainly
the W +jets background.

The five most discriminating variables, in decreasing power, are pr(£), pr°, p+(ISR), Hy, and mrp .

The discrimination power of the input variables varies as a function of Am, as illustrated in Fig-
ure An important feature of this search is the adaptation of the selection tool to the evolving
kinematic variables of the signal over the (m(t,), m(x?)) plane. Therefore, this plane is divided into
eight Am regions (from 10 to 80 GeV, in steps of 10), and a separate is trained for each Am
region. The W+jets and tt processes, which constitute a large fraction of the total background after
preselection, are included in the training of the BDT| This is done using both simulated signal and
background events. The[SM|background samples are normalized to their theoretical cross sections in
the training. As seen in Fig. different signal points with the same Am have similar input variable
distributions. This is expected since with the same Am they have the same available phase space.
Because of this, all the signal points with the same Am are grouped together when training the [BDT]
thus increasing the number of signal events for each training. Because of the large variation of the
pr(¢) spectrum across the (m(t,), m(x9)) plane, it is required that pr(¢) < 30 GeV for signal points
with Am < 70GeV before training the respective BDTs| while imposing no restriction on p4(¢) for
signal points with higher Am. This improves the ability of the[BDT|to separate the low Am signal from
the tt background.
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Figure 5.4: Variation of discriminant variables versus different Am for signal and for W+jets and t{. Starting
from top-left to bottom-right: pr(€), n(£), Q(£), pPT*°, mr , Nigi, pr(ISR), pr(b), Hy, N(b*%), AR(¢,b) and
D(b). Distributions are normalized to the same area and shown at preselection. We choose to represent here a
comparison between signal and the background process where the shape difference of the discriminant variable
is more notable in order to understand why a specific variable is a good discriminator, hence, used as an input
variable for the BDT.
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Figure 5.5: Discriminant variables for different signal points with Am = 30 GeV. Starting from top-left to bottom-
right: pr(£), n(£), Q(6), pPT*°, my , Net, pr(ISR), pr(b), Hr, N(b°*°), AR(¢,b) and D(b). Distributions are
normalized to the same area and shown at preselection.
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Before the training of the the signal and background datasets are split in half in order to
separate the training and the testing samples to avoid bias. After the [BDT|training is completed using
the training datasets, it is applied to the testing datasets where the BDT]|output distribution attributes a
classification to each event according to Equation[5.3] According to this equation, background events
are classified at low values of the output, while signal events are classified towards the higher
values.

The [BDT]| output distributions for data and simulated SM background are shown in Figs. and
for the 2017 and 2018 data, respectively. In each case a (m(t,), m(;??)) signal point belonging
to the Am value for which the training has been done is also reported. The BDT]output is found to be
different for various values of Am, which is to be expected because of the changing mix of signal and
background and the varying correlations across the (m(t,), m(x?)) plane, resulting in different
outputs for different Am values. A good agreement between the data and simulation is observed for
the [BDT| output distributions over their entire range, for all trainings; the region at small BDT output

values (e.g., <0.3) is dominated by background events.
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Figure 5.7: Distributions of the BDT output at the preselection level in data and simulation in 10 GeV steps of Am
from 10 (upper left) to 80 (lower right) GeV for the data of 2018. The last bin represents the SR. For each BDT
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By requiring a lower limit on each output, a [Signal Region (SR)|is defined. To determine

this value, a benchmark (m(?l), m(;??)) signal point at the exclusion limit of the 2016 search is
chosen. For each one of these points, the BDT]|trained for its Am is considered. The expected upper
limit on the signal cross section of each benchmark (m(t,), m(x?)) signal point is computed as a
function of the lower limit of the [BDT] output using the asymptotic CLs method [105, [106]. The value
that minimizes this curve is chosen to define the This value, BDTfﬁ, is cross-checked with the
efficiency curves of signal and background to avoid regions affected by statistical fluctuations. As
an example of this process, Figure illustrates this for Am = 30GeV for the year of 2017. The
complete exercise is shown in appendix In summary, the [SR|for a given Am region is defined
as Preselection &9 output > BDTRE. The benchmark signal points and the exact values of the
cuts of > BDTE," are reported in Table
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Figure 5.8: Minimization of the expected upper limit cross section at 95 % Confidence Limit for the year of 2017
for Am = 30 GeV. The signal region is defined when the selection criteria of BDT > 0.38 is satisfied.

Table 5.4: Am regions and corresponding benchmark (m(?l),m(if )) points. For each region, the SR is deter-
mined as a cut on the output of the corresponding BDT training.

Am  Benchmark 2017 2018
(GeV) point BDTRIE  BDTSE
10 (475,465) 0.31 0.32
20 (525,505) 0.32 0.39
30 (550,520) 0.38 0.35
40 (575,535) 0.40 0.43
50 (575,525) 0.43 0.46
60 (575,515) 0.47 0.41
70 (600,530) 0.39 0.40
80 (625,545) 0.41 0.42

In Tables the yields of the simulated [MC| background and the benchmark signal point at
both preselection and signal selection level are provided. As an illustration of the selection power of
the BDTs, in the case of Am = 80 GeV, the |SM|background is suppressed by a factor of ~3.7 x 10?

compared to the preselection, while the signal is only reduced by a factor of ~13.
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Table 5.5: 2017 expected number of simulated background processes, total background and signal events, and
total observed data events at various levels of the selection for 41.5 fo~'. The BDT used is the one for Am = 10
and the benchmark signal point is (m(tl),m(;? ))=(475,465). Uncertainties are statistical.

Selection Total Signal

level W+jets tt  Z+jets Other Background (475,465)
Preselection 43580 9946 1005 3380 57911 +£317 241 +6.1
BDT > 0.31 22.8 4.5 19.6 54 52.3 £5.1 29.1+2.1

Table 5.6: 2017 expected number of simulated background processes, total background and signal events, and
total observed data events at various levels of the selection for 41.5 fb~'. The BDT used is the one for Am = 30
and the benchmark signal point is (m(f,),m(x? ))=(550,520). Uncertainties are statistical.

Selection Total Signal

level W +jets tt Z+jets Other Background (550,520)
Preselection 43580 9946 1005 3380 57911 +317 369+ 7.2
BDT > 0.38 26.5 6.3 31.1 3.8 67.7+8.3 27.5+2.0

Table 5.7: 2017 expected number of simulated background processes, total background and signal events, and
total observed data events at various levels of the selection for 41.5 fo~". The BDT used is the one for Am = 60
and the benchmark signal point is (m(f,),m(x? ))=(575,515). Uncertainties are statistical.

Selection Total Signal

level W +jets tt Z+jets Other Background (575,515)
Preselection 43580 9946 1005 3380 57911 +317 249+6.0
BDT > 0.47 4.6 2.2 6.1 1.9 14.8 £ 5.8 10.34+1.2

Table 5.8: 2017 expected number of simulated background processes, total background and signal events, and
total observed data events at various levels of the selection for 41.5 fo~'. The BDT used is the one for Am = 80
and the benchmark signal point is (m(t,),m(x7 ))=(625,545). Uncertainties are statistical.

Selection Total Signal

level W +jets tt Z+jets Other Background (625,545)
Preselection 110940 28883 1111 11373 152307 £499 237 +6.0
BDT > 0.41 15.6 20.4 4.2 1.6 41.8+ 8.9 182+ 1.7

Table 5.9: 2018 expected number of simulated background processes, total background and signal events, and
total observed data events at various levels of the selection for 59.8 fo™'. The BDT used is the one for Am = 10

and the benchmark signal point is (m(tl),m(;? ))=(475,465). Uncertainties are statistical.

Selection Total Signal

level W +jets tt Z+jets Other Background (475,465)
Preselection 61696 14680 1499 4680 82555 +465.3 3522+ 7.1
BDT > 0.32 29.3 3.6 40.3 6.9 80.14+7.0 40.9+ 2.3

Table 5.10: 2018 expected number of simulated background processes, total background and signal events, and
total observed data events at various levels of the selection for 59.8 fb ™. The BDT used is the one for Am = 30

and the benchmark signal point is (m(f,),m(x? ))=(550,520). Uncertainties are statistical.

Selection Total Signal

level W +jets tt Z+jets Other Background (550,520)
Preselection 61696 14680 1499 4680 82555+ 465.3 530.0 £8.7
BDT > 0.35 50.6 20.8 56.1 32.3 159.8 £ 134 54.0 £ 2.7
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Table 5.11: 2018 expected number of simulated background processes, total background and signal events, and
total observed data events at various levels of the selection for 59.8 fb~'. The BDT used is the one for Am = 60
and the benchmark signal point is (m(f,),m(x? ))=(575,515). Uncertainties are statistical.

Selection Total Signal

level W +jets tt Z+jets Other Background (575,515)
Preselection 61696 14680 1499 4680 82555 +£465.3 401.1£8.7
BDT > 0.41 17.7 18.2 21.9 215 79.3 +£10.8 36.0+2.5

Table 5.12: 2018 expected number of simulated background processes, total background and signal events, and
total observed data events at various levels of the selection for 59.8 fo™'. The BDT used is the one for Am = 80

and the benchmark signal point is (m(?l),m(y? ))=(625,545). Uncertainties are statistical.

Selection

Total Signal
level W +jets tt Z+jets Other Background (625,545)
Preselection 155863 44849 1643 16257 218612+ 752.2 353.4+7.4
BDT > 0.42 14.3 11.8 7.7 18.9 52.7+9.9 25.5£2.0
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5.4 Validation of the MVA

The process of the [BDTs| validation are done via two procedures. First, each [BDT] is checked

for overtraining. This check is described in Section[5.4.1] In the second procedure, the [BDT] output

distribution is evaluated in|Validation Regions (VRs)|that are orthogonal but kinematically close to the
[AR]and reported in Section [5.4.2]

5.4.1 Checking for overtraining

In order to trust the [BDTS] classification results, they are checked for overtraining. If there is no

overtraining of the model, the [BDT] response of the test sample, which by definition has not been

exposed to the training, should be similar to the one of the training sample. In order to measure

this similarity, a Kolmogorov-Smirnov test is applied to all[BDTs] Figure [5.9]illustrate that these two

distributions are similar and pass the Kolmogorov-Smirnov test. For all the cases, see appendix[C.2|

In conclusion, because all[BDTs|pass the Kolmogorov-Smirnov test, there is no overtraining.
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Figure 5.9: 2017: Distribution of the output of the BDT for signal (blue) and background (red) across test- (full
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5.4.2 Validation regions

The final step to validate the[BDTs|is to ensure that the output of the[BDT]|in data is well reproduced
by the simulation over its entire range, including a signal-type region. For this purpose, the [VRs| are

orthogonal but kinematically close to the [AR|and are defined as follows:

miss

Validation Region 1 (VR1): invert only the pT'*° selection to be: 200 < pT'® < 280. The other

preselection criteria, are the kept the same.

- [Validation Region 2 (VR2):: In a similar approach to [VRT] but in a complementary phase-

space to this latter, invert only the p(¢) selection to be: 30 < p(¢) while keeping the remaining

preselection criteria. This region is only defined for Am < 60 GeV.

A graphical representation of these [VRs]is provided in Figure [5.10]

X0}
[Gev)

(1)
[Gev]

AR

30 —

35 —

T T o GeV] P, [GeV]
200 280 200 280

Figure 5.10: Definition of VR1 and VR2 as function of pT=* and p.(¢). for Am < 60 GeV (left) and for Am =
70 GeV and 80 GeV (right).

The distributions of the [BDT] output for [VRT] for the cases of Am = 10 & 80 GeV and for VR2Z|
for the case of Am = 10 GeV are shown in Figs. 5.11}5.12] for the data taking years of 2017 and
2018 respectively. As can be observed, the shape of the distributions in simulation is compatible with
data over the entire range of the BDT|output , covering a[SR|type region at the higher values of the
distributions. The [BDT] outputs for all the of all Am regions as well as the distribution of the
discriminant variables in the same regions are reported in appendices and Differences in
the shape of the BDT] distributions between data and simulation are taken into account as sources of
systematic uncertainties and are further developed in Section[7]

To note that the [VRs| as defined above are orthogonal to the [ARand can therefore be used as a
data-based region where the method used to predict the W+jets and tt backgrounds can be tested;
this is presented, along with the method of the prediction, in Section Not only are &
kinematically close to they are “complementary” to it in terms of both p™S and p-(¢).

Finally, it is important to measure the contamination of VR1] & [VR2 by the signal with the highest
cross section, (m(?l),m(?(? ))=(250,220). The signal contamination of the has to be kept neg-

ligible, otherwise, possible disagreements between observed data and predicated background can
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Data/MC

Figure 5.12: 2018 Data and expected MC contributions for the BDT output for L=59.8 fo~' at VR1 for Am
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falsely indicate the presence of signal. To avoid this, the choice of the is purposefully chosen to
be orthogonal to the [ARl The maximum signal contamination for [VR1] & is ~3.8% and ~1.0%
respectively. The contamination of a high Am signal in[VRZ]is also measured to be below 5%.
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The main background processes in this search are W+jets and tf with a prompt lepton, and
events having a nonprompt lepton that passes the lepton criteria, mainly Z — vv+jets process. The
latter category is labeled as nonprompt background. These three main sources of background are
estimated using data, as described in Sections[6.1]and[6.2] The background from rare[SM|processes,

such as single top quark, diboson, DY, and tf X production, are estimated from simulation.

6.1 Nonprompt background

Nonprompt leptons mostly arise from the decay of heavy-flavor quarks and from misidentified
hadrons. The processes contributing to the nonprompt background are mainly Z — vv+jets, and to a
lesser extent, W +jets and tt, where a jet is misidentified as a lepton. Furthermore, there can also be
events in which a genuine lepton (mainly from W+jets or tt) escapes detection, while a nonprompt
lepton is selected.

The nonprompt background is predicted from data using the “tight-to-loose” method [107]. The
loose selection is defined by relaxing the requirement on the lepton isolation to I,,s < 20 GeV for
pr(€) < 25 GeV and [, < 0.8 for pp(¢) > 25 GeV, as well as relaxing the impact parameter conditions
to |d,,| < 0.1cm and |d,| < 0.5cm. The tight criteria correspond to the selection of the lepton as
described in Section The probability e, for a loose lepton to pass the tight criteria is measured
as a function of its pr and 7 in a data[CR|that is largely dominated by multijet events, and is enriched
in nonprompt leptons defined as the [MR| For each [SR] a side-band region is defined with the same
requirements, but where the lepton is required to pass the loose criteria while failing the tight ones
(“L!T”). The number of such events is denoted as NL’T(Data). From the loose-not-tight data sample,
events where vector boson or a top quark produce a prompt lepton are subtracted, NPL’T(MC). The
predicted nonprompt yield YnspR in each is obtained by weighting the resulting events by the transfer

factor e, /(1 — €7p,):

yor— L NMT(Data) — NE'T(MC)). (6.1)
1-— €TL

The estimate is data-driven where the [MC| events with prompt leptons are subtracted from data in
the measurement and “LIT” regions. This requires the separation of events with leptons into prompt
and nonprompt categories. The tagging of prompt and nonprompt events is performed using [MC|
generated leptons matched to the reconstructed leptons. Furthermore, studies have shown that there
is a non-negligible contribution of nonprompt leptons arising from the mis-identification of hadronically-
decaying taus, which are not estimated well with this method, due to their differing isolation shapes.
These events have been tagged using the matching between the reconstructed nonprompt lepton and
generated taus coming from W, Z or v bosons. They are placed into the prompt category and thus
estimated via the method for prompt W +jets and tt, essentially separating them from the nonprompt
rate method. Their contribution relative to prompt backgrounds (and hence total background) is very
small.

The [MR]is constructed to be enriched in nonprompt leptons, where the “tight-to-loose” ratio €7,
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is determined as a function of the lepton pt and n. The is enriched in multijet events, where
events are extracted from the JetHT [PD] and are required to have passed the lowest un-prescaled
H [HCT|HLT_PFHT1050. Apart from an Hy selection of Hy > 1200 GeV, allowing the events to be on
the trigger plateau, selection on PSS < 40GeV and mp < 30GeV are applied to reduce the prompt
contamination. The lepton with the leading pr is considered for the measurement.

The lepton p distributions for both tight and loose leptons in the [MR] are presented in Figures|[6.1]
and[6.2)for 2017 and in Figures[6.3]and[6.4]for 2018. The measured ey, ratios as a function of lepton
pr in data for both years are shown in Figures[6.5]and[6.6] These measurements are further split into

two |n| bins at |n| = 1.5.
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Figure 6.5: 2017 “Tight-to-loose” ratios er;,, see eq. in data for electrons (top) and muons (bottom). The
Low 7 region, where |n| < 1.5, is on the left for both lepton flavors while the High » region, where |n| > 1.5, is
shown on the right.
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One of the main contributions to the systematic uncertainty of this measurement is the non-
universality of the e;;, due to the dependence on the flavour and the p of mother parton jets from
which the nonprompt leptons originate. In order to evaluate this systematic effect, the measurement
was additionally performed when enriching or depleting the sample with b tagged jets, by requiring
at least one b tagged jet, or by applying a b veto. These variations are presented in Figures[6.7]and
The systematic uncertainty in the “tight-to-loose” ratio is based on these b tagged variations, and
their values are shown in Table Furthermore, the [MC]| statistical uncertainty affecting the prompt
contribution which is subtracted from both the measurement and “L!T” regions is taken into account in
the total systematic uncertainty. Finally, the systematic uncertainty related to the W +jets reweighing

of the prompt samples is propagated to the estimate.

Table 6.1: Systematic uncertainties in the “tight-to-loose” ratio non-universality, based on measurements with b
tag variations.

pr(£) 2017 2018
(GeV) Sys. unc. (%) Sys. unc. (%)
[3.5, 5] 3 3

[5,12] 5 5
[12,20] 15 10

[20, 30] 50 70

[30, Inf.| 70 90
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The nonprompt background prediction for the [SRs|as defined in Table [5.4]is reported in Tables[6.2]
and [6.3| for the years of 2017 and 2018 respectively. The values of N*'"(Data) and N'" in Equa-

tion[6.1]is also reported.

Table 6.2: 2017 Estimate of the background with a nonprompt lepton for the eight SRs. The reported uncertain-

ties are statistical.

Table 6.3: 2018 Estimate of the background with a nonprompt lepton for the eight SRs. The reported uncertain-

ties are statistical.
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Am (GeV) NY7T(Data) NEFT Yor!
10 21+ 3 111 +0.34 20.08 + 3.31
20 53+5 358 + 0.61 49.55 + 3.35
30 43+5 1.72+0.36 41.70 + 4.79
40 34 + 4 0.91 +0.23 3259 + 4.10
50 23+ 3 0.61+0.21 22.31+3.34
60 8+2 0.13+0.04 7.60 +1.97
70 14 +3 1.03+0.59 12.86 + 2.64
80 9+2 0.27 +0.10 8.32+1.86

Am (GeV) NYT(Data) NFT Yot
10 18 £ 3 136 £ 043 16.71 £3.22
20 17 +3 221 +0.86 14.45+ 3.09
30 29+ 4 6.27 + 1.86 22.52 + 4.38
40 12+3 0.71 £ 0.17 11.66 & 2.67
50 11+3 0.48 £ 0.14 10.46 & 2.59
60 19+4 1.70 £1.00 17.32 +£3.40
70 19+3 2.04 +1.03 16.94 + 3.63
80 11+3 0.21 £ 1.63 10.86 + 2.69



6.2 Dominant prompt backgrounds

To estimate the prompt contributions from the W+jets and tf processes, a method based on the
number of these background events observed in data [CRs|is used. The method uses the output of
the and a transfer factor between the [CR| and the [SR] obtained from simulation. This factor,
of the order 10~ for both backgrounds and for both years, is the ratio of the number of predicted
events in the [SR| N5, to the one in the CR, N5, The estimated yield Y, of the dominant prompt

background in the [SR] estimated independently per process and per year, is then determined using:

- MYX)

YpSR(X) _ NT()()
p

{NCR(Data) - NPCR(non-X) - YnCpR} , (6.2)

where X refers to the background process being estimated, either W +jets or tf, and where the terms
prompt and nonprompt refer to their definition as given at the beginning of the present section. To
obtain a data sample enriched in the backgrounds being estimated, a [CR]is defined by applying the
preselection criteria, with the additional requirement BDT < 0. The number of such events is denoted
as N“%(Data). The number NER(non-X) is the number of prompt background events other than the
process being estimated in the [CR| estimated from simulation and subtracted from the number of
data events; e.g.: if X = W+jets, this term includes tf, and vice versa. The yield YH%R, which is the
predicted number of nonprompt background in the[CR] is also subtracted. To enrich the[CR]|in W +jets
or tt events, it is required that the number of loosely b tagged jets to be zero, or the number of tightly

tagged b jets to be at least one, respectively. Thus, these [CRs|are defined as follows:
Table 6.4: W+jets and ¢ CRs selection criteria.

CR(W +jets) CR(tt)
Preselection Preselection
BDT < 0.0 BDT < 0.0
Ny(loose) =0  Ny(tight) >0

Tables [6.5 and [6.7] show the composition of CR(W+jets) and CR(tf), which are summarized in
Tables and respectively in terms of the percentage of W+jets & tf processes to the total
background, as well as the level of signal contamination in each [CR| The [BDTSs]trainings for Am = 10
and 80 GeV for both years are considered. The signals with the highest cross section, (m(?l),m(ﬁ’
))=(250,240) GeV for the lowest Am signal and (m(?l),m(yf ))=(250,170) GeV for the highest one, are
considered in order to measure the highest possible signal contamination.

The purity of W+jets and tt in the correspondingis approximately 93% and 78%, respectively.
It is observed that the level of signal contamination is well below 5%.

In order to test the method for predicting the W +jets and tf backgrounds independently of the|AR|
the validation regions [VR1] and as defined in Section5.4.2] are further enriched in the specific
process in which the method is being tested. These are chosen because they are orthogonal
to the [AR| while at the same time being kinematically close to it, and kinematically complementary
with each other versus the [AR| Thus, and are used as data regions where this method is
tested. To gain events in the [SR|of these [VRs] the selection on is loosen to be BDT > 0.0; the
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Table 6.5: 2017 and 2018 expected number of simulated background processes, total background and signal
events in the control regions CR(W +jets) and CR(t{) for 41.5 fo™" and 59.8 fo~' respectively. The BDT used

is the one for Am = 10GeV and the benchmark signal point is (m(tl),m(if ))=(250,240). Uncertainties are
statistical.

2017
Selection Total Signal
level W +jets tt Z+jets Other Background (250,240)
CR(W+jets) 27960 801 192 1075 30028 200  360.5 £19.5
CR(tt) 797 5628 46 790 7261 + 157 77.149.6
2018
CR(W+jets) 36682 1015 223 1330 39250 + 268 417.2+19.3
CR(tf) 1221 8356 60 1114 10751 +£241 1209+ 15.3

Table 6.6: Percentage of the W+jets & tf processes to the total background, as well as the level of signal
contamination in each of the control regions CR(W +jets) and CR(tf). The BDT training considered is for Am =
10 GeV with the benchmark signal point (m(t,),m(xs ))=(250,240).

2017 2018
Signal Signal
Process W +jets tt (250,240) W+jets tt (250,240)
CR(W+jets) 931% 2.7% 1.2 % 93.5% 26% 1.1 %
CR(tf) 11.0% 77.5% 1.1 % 11.4% 77.7% 1.1 %

Table 6.7: 2017 and 2018 expected number of simulated background processes, total background and signal
events in the control regions CR(W +jets) and CR(t{) for 41.5 fo™' and 59.8 fb~" respectively. The BDT used
is the one for Am = 80GeV and the benchmark signal point is (m(f,),m(x? ))=(250,170). Uncertainties are
statistical.

2017
Selection Total Signal
level W +jets tt Z+jets Other Background (250,170)
CR(W+jets) 71446 1937 441 3443 77267 £ 295  1227.1 £35.2
CR(tf) 2107 15292 54 2643 20096 +262  728.1+30.1
2018
CR(W+jets) 92664 2582 601 4394 100240 +£402 1614.4 £+ 36.7
CR(tt) 3126 23606 68 3807 30607 £406  1284.8 £45.3

Table 6.8: Percentage of the W+jets & tf processes to the total background, as well as the level of signal
contamination in each of the control regions CR(W +jets) and CR(tt). The BDT training considered is for Am =
80 GeV with the benchmark signal point (m(t,),m(x} ))=(250,170).

2017 2018
Signal Signal
Process W +jets tt (250,170) W +jets tt (250,170)
CR(W+jels) 925% 25%  16% 924% 26%  16%
CR(tf) 10.5% 761 % 3.6 % 102% 771 % 4.2 %
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[CRs] are defined by inverting this criteria on the [BDT] output values to be BDT < 0.0. This value was
chosen taking into account the level of signal present as well as the statistics available in the [SR] of
the In these [VRs| the predicted yield from Equation is compared to the observed number of
data events in the [SR| of the These tests are presented in the Appendix and are the basis
for systematic uncertainty methods presented in Section

Tables to provide the necessary yields to calculate the predicted background YpsR from
Equation within the [SR] for the as defined in Table In these tables, the number of
background events other than W +jets, tf and nonprompt lepton are taken from simulation. To note
that, due to the selection power of the in some cases very few tt events (~15) populate the
Since the tt samples used in this analysis are simulated to in some Am cases, NfR(tf) is
negative. To deal with such cases, N,,S R(tt) is set to zero and the uncertainty to equal the uncertainty
of the negative value of NER(tf) before the correction. This approach was recommended by the

Statistics Committee).

Table 6.9: 2017 estimate of W +jets background for all Am cases. Number of observed data events and simu-
lated events in the control region CR(W +jets). Here, NPCR(Rare) designates the number of ¢t events in the CR.
Number of simulated events and number of estimated W +jets events in the signal region. The uncertainty in the
estimated yield is statistical only.

Am
(GeV) NSE(W + jets) NSF(W + jets) NYF(Data) Yoo o NER(Rare) Yo R(W + jets)
10 7.81 +£0.64 23222 + 169 36125 + 190 1440 + 63 1945 4+ 58 11.01 £0.91
20 26.50 + 1.40 23077 + 169 358414189  1404+62 1892458 37.37 +2.01
30 16.89 + 1.52 23011 + 169 35742 + 189 1387 + 61 1873 4+ 58 23.84 £2.16
40 11.28 +1.38 23057 + 169 35867 £ 189 1381461 1899+ 58 15.94 + 1.95
50 774+ 1.07 23086 + 169 35907 £ 189 1364461 1905+ 58 10.94 + 151
60 2.74 4+ 0.48 23111 + 169 35981 +£190 1369461 1918+ 58 3.88 £ 0.68
70 8.38 +0.92 62188 + 234 89485 + 299 4535 £ 116 2546 £ 66 11.10 £1.22
80 11.75 + 2.57 62043 + 234 89188 4299 4477+ 115 2538 £ 66 15.56 + 3.40

Table 6.10: 2017 estimate of tt background for all Am cases. Number of observed data events and simulated
events in the control region CR(tt). Here, NPCR(Rare) designates the number of W+jets events in the CR.
Number of simulated events and number of estimated tf events in the signal region. The uncertainty in the

estimated yield is statistical only.

Am

(GeV) NE(tf) NSE(tf) NY%(Data) Yo  NEF(Rare) Yy (tf)
10 1.53£1.55 4121 +131 7846 + 89 1157 + 31 661 4+ 36 2.25 + 2.26
20 2.26+3.21 4119+ 131 7828 + 88 1153 + 31 659 4+ 36 3.30 £ 4.70
30 0+4.95 4121 + 131 7811 + 88 1148 + 31 652 4+ 36 0+7.23
40 0+5.14 4104 + 131 7784 + 88 1144 + 30 650 + 36 0+7.50
50 0+4.40 4102 + 131 7766 + 88 1139 + 30 641 + 36 0+6.41
60 0+4.21 4100 4+ 131 7765 £ 88 1136 + 30 640 4+ 36 0+6.15
70 7.51+6.42 138194244  21209+146 4099 £+ 50 790 + 43 8.87 + 7.58
80 8.73+8.15 13810 + 244 21239 + 146 4103 4+ 50 787 + 43 10.34 £ 9.65

85



Table 6.11: 2018 estimate of W+jets background for all Am cases. Number of observed data events and
simulated events in the control region CR(W +jets). Number of simulated events and number of estimated W +jets
events in the signal region. The uncertainty in the estimated yield is statistical only.

Am
(GeV) NER(W + jets) NPCR(W + jets) NF(Data) Yn(p:R NSR(Rare) YPSR(W + jets)
10 12.48 £1.49 30460 £ 228 45582 £ 213 1759 + 84 1589 + 67 17.30 +2.08
20 13.30 £1.50 30242 £ 228 45221 £ 213 1730 + 84 1569 £ 67 18.43 £2.08
30 34.96 +4.00 30231 £ 227 45236 £ 213 1703 + 83 1560 £+ 67 48.54 £5.57
40 7.70 +1.58 30263 £ 227 45326 + 213 1709 + 83 1569 £ 67 10.70 +2.20
50 6.28 - 1.68 30267 £+ 227 45366 + 213 1685 £ 82 1558 £ 67 8.74 £2.34
60 11.85 £ 2.03 30301 £ 227 45402 £+ 213 1672 + 82 1562 £ 67 16.48 +2.83
70 27.20 £4.85 80685 £ 333 113774 £ 337 5879 £ 153 2153 £ 77 35.65 £6.37
80 12.41 £1.81 80669 £ 332 113731 £ 337 5810 £ 152 2158 £ 77 16.27 £2.38

Table 6.12: 2018 estimate of tf background for all Am cases. Number of observed data events and simulated
events in the control region CR(tt). Number of simulated events and number of estimated tt events in the signal
region. The uncertainty in the estimated yield is statistical only.

Am

(GeV) NJR(tf)  NIE(tf) NY%(Data)  Ya©  NSF(Rare)  YPR(t)
10 0+£1.53 5862 £ 198 11316 £ 106 1728 + 51 476 £ 47 0+238
20 0.16 £1.96 5848 + 198 11297 + 106 1724 + 51 474 + 47 0.25 4+ 3.05
30 5.88 +5.38 5834 4+ 198 11241 + 106 1711 £ 51 471 £ 47 9.13 £ 8.37
40 2.194+2.82 5803 £ 197 11197 £+ 106 1713 £ 51 470 4+ 47 3.40 +4.38
50 2.19+£2.82 5769 £+ 197 11164 £+ 106 1696 + 51 468 £ 46 3.42 +£4.40
60  10.36+£5.14 57504197  11135+106 1693 +51  460+46  16.19 +8.05
70 1297+ 7.18 20800 + 374 31120 + 176 6124 + 97 605 £ 58 15.21 + 8.42
80 9.29+6.57 20819+374 31175+ 177 6138 £97 610 £ 58 10.90 £ 7.71
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7.1 Systematic uncertainties in the MC estimated backgrounds

Processes for which the absolute yield is predicted by simulation are subject to systematic uncer-
tainties in the determination of the integrated luminosity, which is estimated year-by-year with uncer-
tainties in the 1.2-2.5% range [108|[109]. An uncertainty of 50% is assigned to the cross sections of
all backgrounds whose yields are predicted from simulation. The uncertainty due to the simulation of
pileup for simulated background processes is estimated by varying the inelastic pp cross section by
4.6% [101].

The systematic uncertainties in the scale factors applied to the simulated samples for trigger, and
lepton efficiencies are taken into account. The source of uncertainties for this efficiencies correspond
to the precision with which these [SFs|are known.

All simulated samples are subject to experimental uncertainties in the JES| and [JERI JES]| uncer-

tainties are primarily due to the imperfect calibration of the detector response to jet energy, which
can be affected by uncertainties in the energy measurement of individual particles within the jet, as
well as by the presence of additional particles in the jet environment. JER] uncertainties, on the other
hand, are mainly caused by fluctuations in the energy measurements of individual particles within
the jet, which can be affected by factors such as detector noise, pileup, and the intrinsic properties

of the jet fragmentation and hadronization processes. The uncertainties arising from miscalibration

of the JES| are estimated by varying the Jet Energy Correction (JEC) up and down by one standard

deviation of their uncertainties, and propagating the effect to the calculation of p?iss. Differences in

the JER] between data and simulation are accounted by smearing the momenta of jets in simulation
according to a Gaussian with a width that is given as a function of pt and n of the jet, in order to
match the measured resolution in data. The smearing parameters are varied up and down within their
uncertainties and the effect is propagated to p?iss and all jet-related variables [93].

Variations in the efficiency of the b jet identification would move events between the b tagged
bins, and change the fractions of W+jets and tf events in each bin, therefore affecting the predic-
tion of these two backgrounds (see Table [6.4). This also affects the event-by-event weight via the
Equation (see Section [4.8). Each jet is assigned a b tagging efficiency which is the product of
the simulated b tagging efficiency and the data-to-simulation scale factor. Both depend on the parton
associated to the jet (b quark, ¢ quark or light quark), and the pr and n of the jet. Variations are
done independently for light—flavor and for ¢- or b-quark jets. These variations are propagated to the
event level by calculating for every simulated event the probability to yield 0, 1 or > 2 b tagged jets
(“combinatorial weights”).

Uncertainties from unknown higher-order terms in the perturbative expansion are estimated through
uncorrelated variations of the renormalization and factorization scales by factors of 0.5, 1, and 2 [110].

The estimations of the W +jets and tf backgrounds rely partially on the simulation and are there-
fore sensitive to theoretical uncertainties in the modeling of [SR] For the tf process, half of the ISR
correction is assigned as the systematic uncertainty, which also applies to the simulated signal sam-

ples. For the W+jets process, the difference between the [[SR}corrected and uncorrected simulation
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is taken as the systematic uncertainty.

7.2 Systematic uncertainties in the nonprompt background esti-

mation

The systematic uncertainty in the prediction of the nonprompt lepton background has three com-

ponents:

» The uncertainty related to the reweighing of the prompt processes, which is the reweighing of

the W+jets process versus Sy (see Section[4.9), and the [ISR| correction of ¢f samples, both of

which are propagated to the estimate.

» The systematic uncertainty of the non-universality of the er; due to the dependence on fla-

vor and pr of the mother parton of the jets from which the nonprompt leptons originate (see

Section [6.7).

« A systematic uncertainty which is the measure of how well the method closes (see Appendix[C.5).

These three components are reported in Table [7.1] for 2017 and in Table [7.2] for 2018. The total

systematic uncertainty in the prediction of the nonprompt background, per Am region, is reported in

Section

Table 7.1: 2017: Relative systematic uncertainties affecting the data-driven nonprompt lepton prediction, this

per Am region.

Am St Lepton non-

(GeV) &ISR -universality Closure
10 0.8% 6.2 % 0.0%
20 0.9 % 9.1 % 0.0%
30 0.5% 9.0 % 0.0%
40 0.3% 9.4 % 6.3 %
50 0.3% 9.7 % 0.0%
60 0.2% 10.1 % 0.0%
70 0.3% 9.7 % 0.0 %
80 0.2 % 14.8 % 0.0 %

Table 7.2: 2018: Relative systematic uncertainties affecting the data-driven nonprompt lepton prediction, this

per Am region.

Am St Lepton non-

(GeV) &ISR -universality Closure
10 1.2 % 7.2 % 5.8%
20 1.5% 9.3 % 0.0 %
30 1.5% 8.3 % 0.0 %
40 0.7 % 8.7 % 0.0 %
50 0.3% 9.7 % 0.0 %
60 0.3% 9.3% 0.8 %
70 0.6 % 14.9 % 0.0%
80 0.4 % 26.9 % 0.0%
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7.3 Systematic uncertainties in the prompt background estima-
tion

To determine the inherent systematic uncertainty in the data-driven method for predicting the
W +jets and tt backgrounds, the predicted yield from Equation is compared to the observed num-
ber of data events in the[SR| this in a given For each of these background processes, Spp(X)
measures how well the predicted number of background events Yaey(X) = Yy (X) + N°%(non-X)
matches the number of observed data events N (Data) in the :

Spp(X) = [N*H(Data) — Yaea(X)]" " (7.1)

The quantity Spp(X) is taken as the absolute systematic uncertainty inherent to the data-driven
method. However this uncertainty cannot be known with a precision higher than on NSR(Data) —
NSR(Other) where Other refers to processes determined from simulation in this very calculation
(i.e. rare processes, Z+jets, either W+jets or tf). To estimate this precision, ds,, (X), the statistical
uncertainty in data, the uncertainty in rare [MC|processes as 50% of the yield of each rare and Z+jets
processes, and the uncertainty of the cross contaminating process (e.g. the tt contribution when
evaluating the W+jets uncertainty) as 20% of its yield, are quadratically added. All this in the [SR]
of the appropriate [VR} Consequently, it is considered the absolute systematic uncertainty inherent

to the data-driven method to be the maximum between S7,,(X) and 5§DD(X), once again, in the

appropriate [VR}

§hp(X) = Maz(ShHp(X),d5,, (X)) (7.2)

Therefore the relative systematic uncertainty Syspp inherent to the data-driven prediction is de-

fined as follows:

6DD(X)
[vaSR(X)}VR

By applying the method described above to [VR1] (Tables to and (Tables
to for the prediction of W+jets, the relative systematic uncertainty Syspp(W + jets) for data-
driven estimation of this background process according to two different [VRs]is reported in Table
for the year of 2017. This process is repeated for the year of 2018, in (Tables to
and (Tables to[C.52). The relative systematic uncertainty for W+jets in 2018 due to this
method is reported in Table[7.4] Similarly, the method described above is applied to[VR1](Tables[C.11]
to and (Tables [C.25| to for the prediction of tf in 2017. For the application of the
method in the prediction of tf in 2018 in [VR1] (Tables [C.39] to [C.46) and [VR2 (Tables [C.53|to [C.58).
The relative systematic uncertainty Sys,p(tt) for data-driven prediction of tt is obtained according
to two different[VRs]in Table[7.3]and[7.4]for 2017 and 2018 respectively. To be conservative, per year,
largest uncertainty per Am is taken.

Syspp(X) = (7.3)
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Table 7.3: 2017 Relative systematic uncertainties Syspp(W + jets) and Syspp(tt) affecting the data-driven
prediction of W+jets and tf per Am region in the two validation regions VR1 & VR2. The uncertainties are
calculated according to Equation NA stands for not-applicable.

Am  Syspp(W + jets) Syspp(tt)
(GeV) vri vr2 vri vr2
10 18.3 % 20.0 % 779% 68.7 %
20 8.9 % 111 % 26.5% 69.8%
30 13.0 % 74 % 26.4% 37.0%
40 10.8 % 6.2 % 410% 255%
50 12.6 % 6.8 % 152% 21.3%
60 11.5% 6.8 % 19.0% 20.5%
70 141 % NA 8.0 % NA
80 171 % NA 9.2% NA

Table 7.4: 2018 Relative systematic uncertainties Syspp(W + jets) and Syspp(tt) affecting the data-driven
prediction of W+jets and tt per Am region in the two validation regions VR1 & VR2. The uncertainties are
calculated according to Equation NA stands for not-applicable.

Am  Syspp(W + jets) Syspp(tt)
(GeV) vri vr2 vri vr2
10 14.6 % 21.6 % 66.9% 61.2%
20 5.8 % 10.4 % 354% 815%
30 12.0 % 7.7 % 458 % 431 %
40 20.7 % 7.7 % 31.3% 25.0%
50 20.8 % 6.9 % 255% 17.9%
60 23.1 % 71 % 21.8% 16.0%
70 16.5 % NA 11.2 % NA
80 17.7 % NA 8.1 % NA
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The next studies address the modeling of BDT| output. To cross-check the accuracy of the data-
driven prompt background prediction method, R(X) is defined for both the [CR]and[SR| of each [VR|as
the data to simulation ratio:

RCR,SR(X) —

N(Data) — N(Other) ] CR.SR (7.4)

N(X)

A visualization of the difference between R“%(X) and R°*(X) in both is reported in Sec-
tion If there is a difference in the shape of the distribution of the output of the BDT|between data
and simulation, R“"*(X) and R*"(X) would differ. The difference D, defined as D = R°" — R,
is an estimator of the percentual bias inherent to the data-driven method because of a shape differ-
ence affecting the prediction of the prompt background. The relative systematic uncertainty of the

data-driven prediction due to shape differences, ¢}, is defined as:

§pp = Max(D* - 63, ), (7.5)

where §, is the statistical uncertainty in D and ¢,,,(DD) the statistical uncertainty of the data-
driven prediction of the prompt background in the [SR] of [VR]

Tables and provide the values of the ratios R“F(X) and R°"(X), the difference D, and
the final relative systematic uncertainty 6, due to shape difference, all this in two sub-regions of
for W +jets and for tt and across the eight Am regions for both 2017 and 2018 respectively. It is
observed that within the available statistics, there is a slight difference in the variation of the shape of
the [BDT] output between data and simulation for W+jets, this across control- & signal-regions. This
shape comparison in the [CR| and [SR] of between data and simulation accounts for observed
trends which ultimately translate into a systematic uncertainty of the data driven estimation of the
prompt backgrounds. In Tables[7.6]and[7.8]the same analysis is provided for[VR2]

In order to be conservative, the final relative systematic uncertainty in the estimation of the prompt
backgrounds, in their respective year, is the largest percentual uncertainty across Tables [7.3|to [7.8]

The final systematic uncertainties are reported in Section|/.5
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Table 7.5: 2017 Relative systematic uncertainty Syspp affecting the data-driven prediction of W+jets (upper
table) & tf (bottom table) per Am region, in the VR1 region. The uncertainties are calculated according to

Equation[7.5]
Am VR1: W+jets
2
(GeV) REOF(W + jets) RST(W + jets) D D? — &%, (%Syﬁ_’;) Sys'op
DD
10 1.04 £ 0.01 094 £021  -010+021 -0.0343 0.0004 2.0 %
20 1.03 + 0.01 112+0.03  0.09+003 0.0073 0.0005 8.6 %
30 1.03 + 0.01 1174004  0.13+0.04 0.0164 0.0006 12.8 %
40 1.03 + 0.01 114+0.04  0.11+0.04 0.0105 0.0008 10.3 %
50 1.03 + 0.01 116+0.04  0.13+0.04  0.0152 0.0008 12.3 %
60 1.03 + 0.01 115+0.04  0.12+0.04 0.0125 0.0007 11.2%
70 1.01 + 0.01 115+0.03  0.14+0.03 0.0198 0.0003 141 %
80 1.01 + 0.01 118+0.02  0.17+0.02  0.0293 0.0002 171 %
Am VR1: tf
_ _ 2
(GeV) ROE(th) RSE(tf) D D? — &3 (‘L%’?XD))) Syspp
10 1.09 £ 0.03 024077 -085+077 0.1238 0.3342 57.8 %
20 1.09 + 0.03 1.04+026  -0.04+0.26 -0.0667 0.0298 17.3 %
30 1.09 + 0.03 0.80+£023  -0.29+023 0.0297 0.0357 18.9 %
40 1.09 + 0.03 064 +£012  -045+0.13 0.1835 0.0158 42.8 %
50 1.09 + 0.03 092+013  -0.17+0.13  0.0105 0.0119 10.9 %
60 1.09 + 0.03 0.88+0.10  -0.21+0.10 0.0321 0.0083 17.9 %
70 1.00 + 0.01 1.08+0.06  0.08+0.06 0.0019 0.0026 51%
80 1.00 + 0.01 1.09+0.06  0.09+006  0.0050 0.0023 71 %

Table 7.6: 2017 Relative systematic uncertainty Syspp affecting the data-driven prediction of W-+jets (upper
table) & tf (bottom table) per Am region, in the VR2 region. The uncertainties are calculated according to

Equation [7.5]
Am VR2: W +jets
(GeV) ROR(W + jets) RSF(W + jets) D D* — & (%s}gﬁ’;’)z Sysion
DD
10 1.01  0.01 121008  020+0.0765 0.0350 0.0006 18.7%
20 1.01 + 0.01 1124004  0.11+0.0384  0.0111 0.0002 10.5 %
30 1.01 + 0.01 1074002  0.06+0.0249  0.0030 0.0001 55 %
40 1.02 + 0.01 1.004+0.02  -0.01+0.0174 -0.0001 0.0001 1.0 %
50 1.01 + 0.01 1.01 £0.02  0.00+0.0182  -0.0003 0.0001 1.0 %
60 1.01 + 0.01 1.01 £0.02  0.00+0.0173  -0.0003 0.0001 1.0 %
Am VR2: tf
(GeV) ROE(th) RSE(tf) D D? — 82 (%)z Sys'pp
Npp(X)
10 0.84 £ 0.02 0.56 + 0.47 029+ 047 -0.1428 02649  51.5%
20 0.84 + 0.02 0.25 + 0.37 059+ 037  0.2097 02384  48.8%
30 0.84 + 0.02 0.71 + 0.17 0.13+0.17  -0.0104 0.0331 18.2 %
40 0.85 + 0.02 0.79 + 0.09 -0.05+0.09  -0.0057 0.0085 92%
50 0.84 + 0.02 0.89 + 0.08 0.05+0.08  -0.0033 0.0057 7.6 %
60 0.83 + 0.02 0.96 + 0.07 0.13+0.08  0.0107 0.0048 10.4 %
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Table 7.7: 2018 Relative systematic uncertainty Sysp, affecting the data-driven prediction of W +jets (upper
table) & tf (bottom table) per Am region, in the VR1 region. The uncertainties are calculated according to

Equation[7.5}
Am VR1: W+jets
2
(GeV) REOF(W + jets) RST(W + jets) D D? — 5%, (7251&1(’5;) Sysbp
DD
10 1.02 £ 0.01 095+ 015 007015 -0.0172 0.0004 19%
20 1.02 + 0.01 1.05+0.02 0044002  0.0007 0.0003 2.7 %
30 1.01 + 0.01 114+003  0.12+003 0.0138 0.0005 117 %
40 1.01 + 0.01 122+0.03  021+003 0.0427 0.0006 20.7 %
50 1.01 + 0.01 1224004  021+004 0.0428 0.0007 20.7 %
60 1.01 + 0.01 124+003  023+003 0.0534 0.0005 23.1 %
70 0.99 + 0.01 115+0.02  0.16+0.02  0.0261 0.0002 16.2%
80 0.99 + 0.01 116+0.02  0.17+0.02  0.0301 0.0002 17.3 %
Am VR1: tf
_ _ 2
(GeV) REE(th) RSE(th) D D? — &2 (‘j\]%’fxf’))) Sysop
10 1.06 £ 0.02 176 £ 024  0.71 £ 024  0.4397 0.0159 66.3 %
20 1.06 + 0.02 144 +027  0.38+027 0.0695 0.0245 26.4 %
30 1.06 + 0.02 155+ 025  049+025 0.1752 0.0193 41.9%
40 1.06 + 0.02 139+0.16  0.33+0.16  0.0851 0.0097 29.2 %
50 1.06 + 0.02 1.33+0.13  027+0.13  0.0557 0.0074 23.6 %
60 1.05 + 0.02 128+0.09  023+0.09 0.0448 0.0039 21.2%
70 0.95 + 0.01 093+012  -0.02+0.12 -0.0136 0.0111 10.6 %
80 0.95 + 0.01 093+012  -0.02+0.12 -0.0135 0.0117 10.8 %

Table 7.8: 2018 Relative systematic uncertainty Sysp,, affecting the data-driven prediction of W +jets (upper
table) & tf (bottom table) per Am region, in the VR2 region. The uncertainties are calculated according to

Equation|7.5
Am VR2: W +jets
(GeV) ROR(W + jets) RSE(W + jets) D D? — & (%S;’?f)))z Sysion
DD
10 1.01 £ 0.01 123+017  022+017 0.0180 0.0043 13.4%
20 1.01 + 0.01 1.04+0.04  0.03+0.04 -0.0009 0.0005 23 %
30 1.01 + 0.01 1.08+0.03  0.08+0.03  0.0050 0.0002 7.0 %
40 1.00 + 0.01 1.07+0.02  0.07+0.02  0.0041 0.0002 6.4 %
50 1.01 + 0.01 1.05+0.02  0.04+002 00013 0.0001 3.6 %
60 1.01 + 0.01 1.04+0.02  0.03+0.02  0.0007 0.0001 27 %
Am VR2: tf
(GeV) REE(th) RS®(th) D D? — 52 (#)z Syspp
Npp(X)
10 0.77 £ 0.02 030 £0.31  047+£032 0.1251 02034 451 %
20 0.78 + 0.02 0.14+0.10  -0.64+0.10 0.3927 00239  627%
30 0.78 + 0.02 045+ 0.08  -0.34+0.08 0.1081 0.0111 32.9 %
40 0.79 + 0.02 059 +0.05  -0.20+0.06 0.0357 0.0051 18.9 %
50 0.78 + 0.02 0.69 +0.05  -0.09+0.05 0.0064 0.0035 8.0 %
60 0.78 + 0.02 075+ 0.04  -0.02+0.04 -0.0017 0.0029 5.4 %
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7.4 Systematic uncertainties in signal

A relative uncertainty is taken into account for the limited statistical size of signal samples. This
uncertainty varies from 3 to 20% in 2017 and from 3 to 15% in 2018 signal samples, depending on
the signal mass point and on the corresponding selection. Signal samples are also subject to the
limitations of the generator to properly simulate the [[SR]jet. The effect of this systematic uncertainty
ranges from <1 to 5 %, depending on the signal mass point and on the corresponding selection
as well. Signal samples which are generated with the fast simulation program are subject to the
uncertainty affecting the data-to-full-simulation and the full-to-fast simulation corrections. These latter
are determined by the collaboration [111], and are applied to the signal as function of the p and
n of the leptons. A systematic uncertainty of 1% is added in order to take into account biases in
the measurement of the trigger efficiency, as described in Section The systematic uncertainties
affecting the signal points are summarized in table

7.5 Summary of systematic uncertainties

The inherent relative systematic uncertainties attributed to the data-driven estimation of the non-
prompt and prompt backgrounds are summarized in Table [7.9]

Table 7.9: Inherent relative systematic uncertainty affecting the data-driven prediction of fake lepton, W +jets,
and tt, this per Am region.

Am 2017 2018
(GeV) Wijets tt nonprompt W4+jets tt nonprompt
10 20.0% 77.9% 6.3 % 21.6% 66.9% 9.3%
20 11.1% 69.8% 9.1 % 104 % 81.5% 9.4 %
30 13.0% 37.0% 9.0 % 12.0% 45.8% 8.4 %
40 10.8% 42.8% 11.3% 20.7% 31.3% 8.7 %
50 126 % 21.3% 9.7 % 20.8% 25.5% 9.7 %
60 11.5% 20.5% 10.1 % 23.1% 21.8% 9.3 %
70 141% 8.0% 9.7 % 16.5% 11.2% 14.9 %
80 171% 9.2% 14.8 % 17.7% 10.8% 26.9 %

Table[7.10| provides a complete summary of all the systematic uncertainties affecting this analysis.
It has to be noted that in cases where the relative uncertainty is very high, the data driven background
estimated processes have a small yield,close to zero or one event, in the [SR] In such cases, the
statistical uncertainty dominates. In order to combine the results of different years, a systematic un-
certainty whose source is exactly the same across the years is considered as fully correlated, namely
the uncertainty in the cross section, the reweighting of the W +jets sample, the renormaliza-
tion and factorization scales, and the prediction of the W +jets, tf and nonprompt backgrounds. The
systematic uncertainty in the integrated luminosity has multiple components and is thus considered
as partially correlated between the years [21], [108, [109]. Similarly, the systematic uncertainty in b
tagging is considered as partially correlated across the different years.

The overall relative systematic uncertainties in the total background arising from the contribution

of W+jets, tt, and nonprompt lepton backgrounds, as well as the relative systematic uncertainties
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Table 7.10: Summary of input relative uncertainties separated by year and the correlation scheme across years
used. Numbers are measured in percentages over the total yields of the associated process they have an effect
on. Systematic uncertainty on the data-driven estimated processes include the statistical uncertainty added in
quadrature.

Source of Correlation 2017 2018

y ic unc. Affects Background Amplitude Signal Amplitude Background Amplitude Signal Amplitude
Int. luminosity Signal, Diboson, single-top Drell-Yan & t{ +X partially correlated 23% 23 % 25% 25%
Cross section W+iets, tf, Diboson, single-top Drell-Yan & tf +X fully correlated <1% - <3% -
PU Signal, Diboson, single-top Drell-Yan & tf +X fully correlated [1,8] % <3% [1,6] % <1%
Trigger Signal, Diboson, single-top Drell-Yan & tf +X uncorrelated 1% 1% 1% 1%
Lepton ID Signal, Diboson, single-top Drell-Yan & t{ +X. uncorrelated [0.9] % <1% [0,8] % <1%
Lepton ISO Signal, Diboson, single-top Drell-Yan & t{ +X uncorrelated <1% <1% <1% <1%
JES Signal, Diboson, single-top Drell-Yan & tf +X fully correlated [1,20]% [3,9]% [2,20]% [5,10]%
JER Signal, Diboson, single-top Drell-Yan & t{ +X uncorrelated <2% <1% <3% <1%
b-tag Signal, Diboson, single-top Drell-Yan & tf +X. partially correlated [0,9] % [0,6] % [0,8] % <1%
Ren. & fact. scales Signal, Diboson, single-top Drell-Yan & tf +X fully correlated [5,30]% <1% [1,30] % <1%
ISR Signal & tf uncorrelated 1% <5% 1% <5%
W +jets reweighing Wijets & tf fully correlated [1.6] % - [1,6] % -
FastSim Signal uncorrelated - <2% - <2%
W+jets and tf pred. Wijets & tf fully correlated [8,70] % - [10,81] % -
Fake-lepton pred. Fake-lepton fully correlated [6,15] % - 8,271 %

in the signal, are provided in Table Pulls and impacts on the signal strength of each source of
uncertainty are shown in Appendix The systematic uncertainties of the data driven background

prediction methods are the major contributors to the total uncertainty.

Table 7.11: Relative systematic uncertainties (in %) in the total background, and signal prediction for the 2017
(left) and 2018 (right) data analysis. The “—” symbol means that a given source of uncertainty is not applicable.
In the case of the background, the uncertainties are in the total background. The range of each systematic
uncertainty is provided across the eight SRs.

2017 2018

Systematic uncertainty Background Signal Background Signal
Integrated luminosity — 2.3 — 2.5
Pileup 1-5 0-3 14 0-1
Trigger 0-1 1 0-1 1
Lepton efficiency 0-1 0-1 0-1 0-1
JES 0-2 3-9 0-2 5-10
JER 0-1 0-1 0-1 0-1
b tagging 0-1 0-6 0-1 0-1
Renormalization &

factorization scales 0-7 0-1 0-10 0-1
ISR (tt and signal) 0-1 0-5 0-1 0-5
ISR (W +jets) 0-4 — 0-4 —
pT°° modeling (FASTSIM) — 0-2 — 0-2
Prediction of W+jets 2-6 — 4-9 —
Prediction of tf 1-5 — 2-7 —
Prediction of nonprompt bkg. 2-5 — 2-4 —
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Results and interpretation
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In this chapter, the results of the search for top squarks in the four-body decay mode with single
lepton final states in p p collisions at /s = 13 TeV, recorded with thedetector during the years
of 2016, 2017, and 2018, and corresponding to an integrated luminosity of 138fb " are presented.
The observed and expected numbers of signal and background events at the final selection level, as
well as their uncertainties, from the 2017-18 data analysis for the eight values of Am are given in
Table [8.1] and shown in Figs. [8.1and [8.2] The selected events require exactly one charged lepton
(electron or muon), at least one high-momentum jet, and high missing transverse momentum. One
is trained for each Am region, for each year. By doing so, the signal selection is adapted to the
difference in the kinematics through the (m(t,), m(x?9)) plane. In general, from Table the W +jets
contribution to the total background across the different [SRs| does not vary and is approximately
25%. The are rather efficient at rejecting tt events, which tend to contribute more to the total
background composition at higher values of Am. The nonprompt background is the main contributor
to the total background for the lowest Am regions (~40%), which is expected given that these regions
are characterized by the low pr of the lepton, while for the high Am regions, the contribution is
approximately 20%.

Table 8.1: The predicted number of W +jets, tf, nonprompt, and other (NSR'(Other)) background events and their
sum (N°%(Total)), in the eight SRs for the 2017 and 2018 data analysis. The first 3 predicted yields are derived
from data, while the yields of the other background processes come from simulation. The uncertainties shown
are the quadratic sum of the statistical and systematic uncertainties given in Table [7.11]for all the background
processes. The corresponding Am and BDT output threshold values for each SR are displayed in the first and
second columns, respectively, and the observed number of events in data is shown in the last column.

Year Am (GeV) BDT > Y "(W+jets) Yo () Yop' N5%(Other) N%(Total) N %(Observed)
10 031 110+24 22+29 201+35 54137 388+63 49
20 032 374+46 33+52 496+70 184+93 109+ 14 116
30 0.38 238+3.8 00+£72 41.7+61 194+099 85+ 14 86

2017 40 040 159+2.6 00+81 326+55 20410 69 + 15 66
50 0.43 109 +2.0 00+£67 223+40 17.9+92 51 +12 48
60 047 39+08 00+£62 76+22 103+54 21.8+85 23
70 039 11.1+20 89+76 129+29 197+098 53 + 13 50
80 041 156+43  103+97 83+22 171482 51 + 14 51
10 032 173143 0024 167+36 71+t45 A411+76 77
20 039 18428 03+31 145+34 63+35 39.4+64 57
30 0.35 485+ 8.1 91+94 225+48 33+14  114+19 127

2018 40 0.43 10.7 £3.1 34+45 11.7+29 123167 38.1+9.1 49
50 046 87 +3.0 34+45 105+28 103+52 329+80 36
60 041 165+47  162+88 173+38 22410 72+ 15 61
70 040 356+87 152486 169+52 30+12 97 + 18 96
80 042 163+37 109+78 107+43 215+98 59 + 14 41

The predictions and the associated uncertainties in Figs. and are given before a profiled
likelihood fit [106, 112, [113] is performed. The post-fit uncertainties do not get reduced because of
the lack of constraints from a single bin. It should be noted that the background composition varies
for the same Am region for different years. This is because an independent [BDT]is trained per Am
and per year, with a different selection on its output. There is good agreement between the observed
and predicted numbers of events for most of the The largest difference is for Am = 10GeV,
where there are 1.1 and 2.9 standard deviations (local significance) excesses of signal events over
the predicted background for the 2017 and 2018 data, respectively. The 2016 analysis had a similar

excess for the same Am value, corresponding to 0.7 standard deviations. Studies of this excess for
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the 2017 and 2018 data are reported in Appendix[D] which do not point to a problem in the background
estimation methods. None of these excesses is statistically significant, so it is concluded that there is

no evidence for direct top squark production in this decay mode.
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Figure 8.1: The observed yields in data (points) and the predicted background components (colored histograms)
in the eight SRs for the 2017 data. The vertical bars on the points give the statistical uncertainty in the data. The
hatched area shows the total uncertainty in the sum of the backgrounds. The expected yields for two signal points
with (m(t,), m(i{?)) = (500, 490) and (600, 520) GeV are also given by the lines, unstacked from the histograms.
The lower panel shows the ratio of the number of observed events to the predicted total background. The vertical
bars on the points give the statistical uncertainty in the ratio and the hatched area the total uncertainty.
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Figure 8.2: The observed yields in data (points) and the predicted background components (colored histograms)
in the eight SRs for the 2018 data. The vertical bars on the points give the statistical uncertainty in the data. The
hatched area shows the total uncertainty in the sum of the backgrounds. The expected yields for two signal points
with (m(t,), m(x?)) = (500, 490) and (600, 520) GeV are also given by the lines, unstacked from the histograms.
The lower panel shows the ratio of the number of observed events to the predicted total background. The vertical
bars on the points give the statistical uncertainty in the ratio and the hatched area the total uncertainty.
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The observed and expected number of events for each signal mass point and their corresponding
uncertainties are converted into 95% confidence level (CL) upper limits on the le production cross
section in the (mn(t,), m(x?)) plane. These are shown by the colored regions as a function of m(t,)
and Am, where the color scale gives the corresponding upper limit values, in Figures[8.3] and[8.5
for data collected in 2017, 2018 and the combined results of the data collected during the years of
2016, 2017, and 2018, respectively. The limits are calculated according to the modified frequentist CL
criterion [106), 112, [113]. A test statistic is defined as the likelihood ratio between the background-
only and signal-plus-background hypotheses, and is used to set exclusion limits on the top squark
pair production. The distributions of the test statistic are built using simulated experiments, where
statistical uncertainties are modeled with Poisson distributions, and where all systematic uncertainties
are modeled with a log-normal distribution. When interpreting the results, a branching fraction of
100% is assumed for the four-body decay scenario. For the combined results of the three years, the
largest excess in the data corresponds to 2.5 standard deviations (local significance) for the Am =
10GeV SR.

Using the measured upper limits on the top squark pair cross section and the theoretical predic-
tions for the cross section, it is determined the 95% CL lower limits on m(t,) versus Am. The solid
black line and thick dotted red line in Fig.[8.5give the resulting 95% CL observed and expected exclu-
sion contours, respectively, on m(t,) as a function of Am, obtained from combining the 2016, 2017,
and 2018 data. The corresponding thin black lines in Fig. [8.5 represent the +1 standard deviation
(o1neory) Variations in the limits due to the theoretical uncertainties in the case of the observed limits.
The thin dashed red lines give the +£1 and +2 standard deviation (experiment) Variations in the case of
the expected limits, coming from the experimental uncertainties. The maximum sensitivity is reached
for the highest Am (Am =~ m(W)), where top squark masses up to 700 GeV are excluded. At the
lowest Am value of 10 GeV covered by the search, the corresponding value is 480 GeV. The re-
duced sensitivity at lower Am is explained by the lower transverse momentum spectrum of the decay
products, as shown in Figures[5.1]and 6.2} which results in a loss of acceptance.

The limits of the previous analysis are improved. At low Am the top squark mass limit is 60 GeV
higher, thus improving the sensitivity at low mass splittings beyond simple luminosity scaling, while at
high Am the top squark mass limit is extended by 140 GeV. Compared to the results of a similar anal-
ysis by the ATLAS Collaboration for the same decay mode and final state [22], the search presented
here has comparable limits at intermediate and high Am values. However, at low Am, the excluded
top squark mass is 120 GeV higher than the ATLAS limit. This is attributed to a more inclusive prese-
lection criteria, where b tagging is not used, and where the discrimination between the signal and the
dominating W +jets background is done by a multivariate analysis tool, whose performance is further

enhanced by a[BDT]|specifically trained for each Am.
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Figure 8.3: Exclusion limit at 95% CL for the four-body decay of the top squark as a function of m(t,) and Am
for the data of the year of 2017. The color shading represents the observed limit on the cross section for a given
signal point. The solid black and dashed red lines represent the observed and expected limits, respectively.
These limits are derived using the expected top squark pair production cross section. The thick lines represent
the central values, and the thin lines the variations due to the theoretical or experimental uncertainties.
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CMS preliminary  59.8 fb™ (13 TeV)
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Figure 8.4: Exclusion limit at 95% CL for the four-body decay of the top squark as a function of m(t,) and Am
for the data of the year of 2018. The color shading represents the observed limit on the cross section for a given
signal point. The solid black and dashed red lines represent the observed and expected limits, respectively.
These limits are derived using the expected top squark pair production cross section. The thick lines represent
the central values, and the thin lines the variations due to the theoretical or experimental uncertainties.
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Figure 8.5: The 95% CL upper limits in the (m(t,), Am) plane on the cross section for the production and four-
body decay of the top squark using the combined 2016, 2017, and 2018 data. The color shading represents the
observed upper limit for a given point in the plane, using the color scale to the right of the figure. The solid black
and dashed red lines show the observed and expected 95% CL lower limits, respectively, on m(t;) as a function
of Am. The thick lines give the central values of the limits. The corresponding thin lines represent the + 1
standard deviation (oineory) Variations in the limits due to the theoretical uncertainties in the case of the observed
limits, and £ 1 and 2 standard deviation (oeperiment) Variations due to the experimental uncertainties in the case

of the expected limits.
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The results of a search for the direct pair production of top squarks in single-lepton final states
are presented within a compressed scenario where R parity is conserved, and the mass difference
Am = m(?l) — m(i{?) between the lightest top squark (?1) and the lightest supersymmetric particle,
taken to be the lightest neutralino Q?, does not exceed the W boson mass. The considered decay
mode of the top squark is the prompt four-body decay to bffli?, where the fermions in the final
state f and T’ represent a charged lepton and its neutrino for the decay products of one Tl, and two
quarks for the other top squark. The search is based on data collected from proton-proton collisions at
Vs = 13 TeV, recorded with the CMS detector during the years 2016, 2017, and 2018, corresponding
to an integrated luminosity of 138fb~". Events are selected containing a single lepton (electron or
muon), at least one high-momentum jet, and significant missing transverse momentum. The analysis
is based on a multivariate tool specifically trained for different Am regions, thus adapting the signal
selection to the evolution of the kinematical variables as a function of (m(t,), m(x7)). The dominant
background processes are W +jets, tf, and events with nonprompt leptons, which are estimated using
control regions in the data.

The observed number of events is consistent with the predicted standard model backgrounds in all
signal regions. Upper limits are set at the 95% confidence level on the ?1?1 production cross section
as a function of the Tl and v masses, within the context of a simplified model. Assuming a 100%
branching fraction in the four-body decay mode, the search excludes top squark masses up to 480
and 700 GeV at Am = 10 and 80 GeV, respectively. The results summarized in this thesis are among
the best limits to date on the top squark pair production cross section, where the top squark decays
via the four-body mode, and currently correspond to the most stringent limits for Am < 30 GeV.

In the [SR| where the data exceeds the expected background, the significance of the excess
is approximately 2.5 standard deviations, meaning that such a result is expected to be seen with a
probability of 1/160 even in the absence of [SUSY] pointing to the possibility of statistical fluctuations.
As far as investigated, this excess is not due to problems in methods to predict the [SM| background.
This excess can possibly be due to another signal whose kinematics is close to the four-body decay of
stop, such as the chargino—mediated one, which can co—exist in the same kinematic region. Finally,
this can be due to the signal of stop decaying in four bodies, and whose presence has not been
observed with enough significance. It will therefore be interesting to carry a similar search during the
Run-3, which is the next period of data-taking of the [LHC| The higher amount of collected data and

improved search methods will hopefully allow to see if this excess disappears or is further confirmed.
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A.1 Supporting material for the Trigger studies

Since this analysis uses ET'S- HT pased triggers, the measurement of figureis repeated as

miss

a function of Hy > at preselection.

[
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Figure A.1: Trigger efficiency as a function of HT™ measured in single electron dataset after a requirement
on leading electron p+ > 40GeV, jet pr > 100GeV, Hy > 200GeV and ET*° > 280 GeV fitted with an error

function.

miss

As one can observe in figure the trigger efficiency plateaus at Ht > ~ 200 GeV. The value of

this plateau is approximately 97%, which is the same value than the plateau of the trigger efficiency

miss

miss and used throughout the analysis. There is a small fraction of events with HI'S <

versus B

miss

200 GeV. To assess if these events have an impact in the analysis, we visualize Ht " at preselection
for different signal points in figure As it can be seen the fraction of signal events with H's® <
200 GeV is negligible.

Secondly, the fraction of the signal yield at preselection that permeates the region of Hss <

200 GeV is measured and reported in table

miss

Table A.1: Signal yields at preselection and at preselection @ Ht ~ < 200 GeV as well as the ratio between the
two yields for multiple signal points.

Signal point Preselection Preselection @ HT'*° < 200GeV Ratio (%)

(250,170) 11025 £ 79 51+5 05
(600,520) 408 + 6 1.94+0.4 0.5
(550,520) 511 + 6 1.840.4 0.4
(600,590) 83.6 & 2.3 0.47 £ 0.18 0.6
(800,790) 150+ 0.5 0.024 £ 0.017 0.2

As one can observe, the fraction of signal events with HI'® < 200 GeV is negligible, below 0.7%
for all the points in table Therefore, this has no impact on the analysis, particularly that the
systematic uncertainties due to trigger correction is of the order of 1%. In conclusion, the events with
HI'S < 200 GeV are negligible in this analysis and the trigger efficiency curve measured as a function

of ET'*® can be used.
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Figure A.2: Distribution of H»'** for various signal points.
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A.2 Pulls and impacts on the signal strength of each source of
uncertainty

The impact of a Nuisance Parameter (NP), 6, on the signal strength, r, is defined as the shift Ar
that is induced as 6 is fixed and varied up and down by one standard deviation of their uncertainties,
with all other parameters profiled as normal (see [114] for a description of this method). This is
effectively a measure of the correlation between the NP and the signal strength, and is useful for
determining which NPs have the largest effect on the signal strength uncertainty. The effects from
the variations of the NPs on the signal strength are shown in Figures [A.3/to [A.5]. As can be seen,
there are several NPs of almost exactly 0 and with uncertainty 1, which is the desired situation, where
the fit does not shift its value, nor squeezes its uncertainty. The pulls that are not zero are the result
of a spurious constraint coming from the data that pulls the nuisance parameter, nonetheless, the
effect is negligible and the pulls on the signal strength of all NPs have been considered to be good by
the collaboration. The systematic uncertainties of the background prediction methods are the major

contributors to the total uncertainty.
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Figure A.3: Pulls and impacts on the signal strength of each of the NPs representing the different sources of
uncertainty for the combination of all years using data. The uncertainties are listed in decreasing order of their
impact on r. Statistical and systematic uncertainties are denoted as st and sys respectively. The numbers 16,
17 and 18 stand for the year that the uncertainty has been considered, 2016, 2017 and 2018 respectively. W,
tt, and Fk represent the data—driven predicted backgrounds, W +jets, tt and nonprompt backgrounds. VV, ST,
TTX, and DY represent the backgrounds predicted from simulation, diboson, single top quark, tfX, and DY
respectively. EISR and ISR are used for the uncertainties arising from ISR corrections for the W +jets and tf
processes respectively. JES and JER refer to the JEC corrections. BTAG, ID and ISO are uncertainties that
correspond to the SFs used to correct for the b tagging efficiencies, and lepton identification and isolation. The
luminosity, trigger, pile-up, and renormalization and factorization corrections uncertainties are represented by

LUM, Trg, PU, and Q2 respectively.
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Figure A.4: Pulls and impacts on the signal strength of each of the NPs representing the different sources of
uncertainty for the combination of all years using data. The uncertainties are listed in decreasing order of their
impact on r. Statistical and systematic uncertainties are denoted as st and sys respectively. The numbers 16,
17 and 18 stand for the year that the uncertainty has been considered, 2016, 2017 and 2018 respectively. W,
tt, and Fk represent the data—driven predicted backgrounds, W +jets, tt and nonprompt backgrounds. VV, ST,
TTX, and DY represent the backgrounds predicted from simulation, diboson, single top quark, tfX, and DY
respectively. EISR and ISR are used for the uncertainties arising from ISR corrections for the W+jets and tt
processes respectively. JES and JER refer to the JEC corrections. BTAG, ID and ISO are uncertainties that
correspond to the SFs used to correct for the b tagging efficiencies, and lepton identification and isolation. The
luminosity, trigger, pile—up, and renormalization and factorization corrections uncertainties are represented by
LUM, Trg, PU, and Q2 respectively.
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Figure A.5: Pulls and impacts on the signal strength of each of the NPs representing the different sources of
uncertainty for the combination of all years using data. The uncertainties are listed in decreasing order of their
impact on r. Statistical and systematic uncertainties are denoted as st and sys respectively. The numbers 16,
17 and 18 stand for the year that the uncertainty has been considered, 2016, 2017 and 2018 respectively. W,
tt, and Fk represent the data—driven predicted backgrounds, W +jets, tt and nonprompt backgrounds. VV, ST,
TTX, and DY represent the backgrounds predicted from simulation, diboson, single top quark, tfX, and DY
respectively. EISR and ISR are used for the uncertainties arising from ISR corrections for the W +jets and tf
processes respectively. JES and JER refer to the JEC corrections. BTAG, ID and ISO are uncertainties that
correspond to the SFs used to correct for the b tagging efficiencies, and lepton identification and isolation. The
luminosity, trigger, pile-up, and renormalization and factorization corrections uncertainties are represented by
LUM, Trg, PU, and Q2 respectively.
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Monte Carlo Simulation quality
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B.1 Correcting W +jets samples
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Figure B.1: 2018 Data/MC agreement as a function of St in the W+jets enriched Control Region. Right: non-
corrected W +jets samples; left: corrected W +jets samples.
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B.2 Lepton identification and isolation scale factors

The electron low—p+ identification, and lepton isolation scale factors where derived by author,
and approved by the respective Particle Object Groups within the CMS collaboration. These SFs are
derived as function of lepton—p+ and lepton—,, because the efficiency of the reconstruction algorithms
depends on these same variables. The method used is the "tag-and-probe". The tag and probe
method is a data—driven technique for measuring particle detection efficiencies, ¢. It is based on the
decays of known resonances (e.g. J/v, v and W) to pairs of leptons being studied. In this method,
a "tag" lepton with a known and well-measured momentum is used to select the event. Then, a
"probe" lepton is selected and its momentum is measured. The tag and probe leptons are required to
have opposite electrical charges, and to have an invariant mass in a window around the mass of the
resonance. The efficiency is given by the fraction of probe leptons that pass a given set of criteria X,

where X can be identification, isolation or impact parameter criteria:

_ N(probe leptons passing criteria X)
= N (probe leptons)

) (B.1)

where, the denominator corresponds to the number of resonance candidates ("tag"+"probe" pairs)
reconstructed in the dataset, and the numerator corresponds to the subset for which the probe passes
the criteria X. The determination of the detector efficiency is a critical ingredient in any physics
measurement. It accounts for the particles that were produced in the collision but escaped detection.
The "tag-and-probe" method provides a useful approach for extracting efficiencies directly from data.

For high—p electrons and muon identification, the centrally produced ones were used. Figures[B.4]
and represent the low—p+ electron identification efficiencies, and figures and illustrate the

electron isolation scale factors. In figures [B.8|and[B.9]the muon isolation efficiencies are reported.
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Figure B.4: 2017 electron identification scale factor for p < 10 GeV derived from central tag-and-probe trees at
the Z peaks with respective uncertainties (statistical and systematic).
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Figure B.5: 2018 electron identification scale factor for pr < 10 GeV derived from central tag-and-probe trees at
the Z peak with respective uncertainties (statistical and systematic).
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Figure B.6: 2017 electron Impact Parameter and Isolation scale factors with respect to cutlD Loose identification
derived from central tag-and-probe trees at the Z peaks with respective uncertainties (statistical and systematic).
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Figure B.7: 2018 electron Impact Parameter and Isolation scale factors with respect to cutlD Loose identification
derived from central tag-and-probe trees at the Z peak with respective uncertainties (statistical and systematic).
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Figure B.8: 2017 muon Impact Parameter and Isolation scale factors with respect to Medium ID derived from
central tag-and-probe trees at the Z peaks with respective uncertainties (statistical and systematic).
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Figure B.9: 2018 muon Impact Parameter and Isolation scale factors with respect to Medium ID derived from
central tag-and-probe trees at the Z peak with respective uncertainties (statistical and systematic).



B.3 Efficiency of the signal generator filters

As mentioned in section[4.8] this signal scan has been pre-filtered requiring at the generation level

ET™® > 80GeV and Hy > 160 GeV. Per year, the generator filter efficiency esss e, IS computed as

a function of the masses of t, and 7 as:

N, )
_ passSMS filter
€SMS filter — N (mfla mxg) (Bz)
total

In figure [B.10} the eg/s firser for different (m(t,), m(X7)) signal points is reported per year. One

can observe the variation of the filter efficiency versus mass of the XV and versus Am.
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Figure B.10: Signal generator filter efficiency as a function of the masses of ?l and %? . On the top, esars pirter
for 2017 signal samples, 2018 is reported on the bottom plot.

The measured eg g finer fOr 2017 and 2018 signal samples are compared to the published results

of 2016 to show that the measured values for e€gy/s 7. are very compatible across different years.
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Tablegives an illustration of this, where one can also observe the effect of the mass of the x; and

Am on the filter efficiency.

Table B.1: Full Runll comparison of signal esy;s sz fOr 6 signal points

Signal POint 2016 GSMSfilter 2017 ESMSfilte'r 2018 GSMSfilte'r'

(250,170) 0.27 0.27 0.27
(250,240) 0.20 0.21 0.21
(550,520) 0.35 0.36 0.36
(600,520) 0.45 0.46 0.46
(800,720) 0.49 0.49 0.49
(800,790) 0.39 0.39 0.39

In order to complete this measurement, it has to be confirmed that there are no events in the

signal region that could possibly be affected by the generator selection of GenE&”iS‘S > 80GeV and
GenHy > 160 GeV. As can be seen in figure [B.11]there are no events in the SR close enough to the

region selected by the generator filters.
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C.1 BDT cut setting

The expected upper limit on the signal cross section of each benchmark (m(t,), m(x?)) signal
point is computed as a function of the lower limit imposed on the BDT output, using the asymptotic
CL, method [105] [106]. The value that minimizes this curve is chosen to define the SR. This value,
BDTﬁfZ, is cross-checked with the efficiency curves of signal and background to avoid choosing the

selection on the BDT output in regions affected by statistical fluctuations.
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Figure C.1: Minimization of the expected upper limit cross section at 95 % Confidence Limit for the year of 2017
for Am = 10, 20, 30, and 40 GeV.
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C.2 BDT overtraining plots for different Am
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Figure C.5: 2017: Distribution of the output of the BDT for signal (blue) and background (red) across test- (full
histogram) and train-samples (dot). The illustrated cases are the BDT for Am = 10 GeV (upper left) to 80 GeV
(lower right).
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Figure C.6: 2018: Distribution of the output of the BDT for signal (blue) and background (red) across test- (full
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C.3 Discriminant variables in the validation regions
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Figure C.7: Data and expected MC contributions for different variables in both final states and for L=41.2 fb™"

in the VR2 region. Starting from top-left to bottom-right: pr(¢), n(¢), Q(£), pr

miss

y Mo, ]Vjet’ pT(ISR’)s pT(b)’

Hry, N(b°%), AR(£,b), D(b). The systematic uncertainties in the background are quadratically added to the
statistical uncertainty when calculating the Data/MC ratio.
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Figure C.9: Data and expected MC contributions for different variables in both final states and for L=59.7 fo!
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Figure C.10: Data and expected MC contributions for different variables in both final states and for L=59.7 fo!
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C.4 BDT output for different Am for validation

Figures show the BDTs output for all the VRs of all Am regions.
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Figure C.11: 2017 Data and expected MC contributions for the BDT output for L=41.2 fb™" at the preselection
level, in the VR2 region. From top-left to bottom-right, plots show the BDT output for Am = 10, 20, 30, 40, 50,
60, 70 and 80 GeV.

C-13



g g i g
15— RO U — 15 = = 15— Tt
- [ PEROSSES————- .. % T 1 - [ eSS 1+‘ ] B rerrrerinsenennn et T L T
0 05— — 0 05— + 0 05— 4T
L B e Ob v b e by e e
-0 -0.4 -0.2 0 0.2 0.4 0.6 -0.6 -0.4 -0.2 0 0.2 0.4 0. -06 -0.4 -0.2 0 0.2 0. 0.6
. __CMS Preliminary 41.21b" (13 TeV) . __CMS Preliminary 41.21b" (13 TeV) 41.21b" (13 TeV)
S0° X B Multijet B Zow +jets Bl . X B Multiiet [ Zowv + jets B Multijet B Z-wv + jets
§ © = Diboson & Single top ~— Z/y" +jets 5 & © = Diboson 5 Single top —— 211" + jets E 8 Single top — Z/y" +jets -
T == W+Jets —Data 5| F et == W+Jets - Data Fommt S=WJets - Data i
10t —T, > bff 72(576,536) 1 10t —T, > bff 72(576,526) 10‘7 —T,>bff 7(576,516) ]
T g
107! 10!
0.2 0 0.2
g 2] S 2T
15— + al 15— < 15— T T
N et T l | g 4 w,,m...m,-....,,...‘.,Mnﬁ*ﬁ 5 8 L | ipteseessssisieonconnetstit 1] k 1
8 o5 | S o5 8 os- HE
L e OF v b e by [ e, ——
~ -0.4 -0.2 0 0.2 0.4 0.6 -0.6 -0.4 -0.2 0 0.2 0.4 0. -06 -0.4 -0.2 0 0.2 0.4 0.6

41.21b" (13 TeV)

B Multijet

. 2w+ ets
5 Single top ~— 27" + jets
== W+Jets —Data

CMS Preliminary 41210 (13 TeV)

X B Multjet B Zvv + jets
Diboson 5 Single top —— 211" + jets

=t =W Jets —-Data

—T, > b 7(526,505)
e

CMS Preliminary 41.21b" (13 TeV)

X B Mulijet B Zovv+jets =
E Diboson 5 Single top —— /7" + jets.
F . ==W+Jets — Data 4

t
— 1, > bff 7(550,520)

Figure C.12: 2017 Data and expected MC contributions for the BDT output for L=41.2 fb™" at the preselection
level, in the VRS region. From top-left to bottom-right, plots show the BDT output for Am = 10, 20, 30, 40, 50
and 60 GeV.

C-14



CMS Preliminary 59.7 b (13 TeV) - CMS Preliminary 59.7 fo" (13 TeV) CMS Preliminary 59.7 fb' (13 TeV)

2 @ 9 F -

H X B Multjet B Z-vv + jets H X B Vultiet B Zovv + jets H X B Multiet B Zw + jets

& Diboson & Single top ~— 217" + jets 2108 Diboson & Single top —— 217" + jets . Diboson Single top  Z/y" + jets
“=W+Jets - Data == W+Jets - Data Hho®;

==W+Jets —-Data

L - b f 72 (475,465)

et
ey

it
T, > bff 7(526,505)
svws

ona,

L
— T, > bif 7(550,520)

0.2
g 2 g 2 T g 2 T
- F————————re S e eeseennegeeniety S e ereesesaen oo
T A - Epes e s 1 - = ety g 1 rarerarety
Q05 T* 005 005
O b b b e T T U ] P S P S N
-06 04 02 0 0.2 0.4 06 -06 04 02 0 0.2 04 -06 04 02 0 02 04 06
CMS Preliminary 59.7 fb" (13 TeV) e CMS Preliminary 59.7 fb (13 TeV) ot CMS Preliminary 59.7 fb' (13 TeV)
@ 3 E r
s . X B Multiiet B Z-wv + jets 0 mmux B Multijet [ Zowv + jets S L mmuX . Multijet B Z-wv + jets
& . Diboson 5 Single top ~— 211" + jets & [ == Diboson Single top ~— Z/y" + jets & | = Diboson Single top — Z/y" + jets
10° - == W4 Jets - Data 10° tt == W +Jets - Data 1081 tt Wt Jets —- Data
—T, > bff7(576,536) E —T,>bff(576,526) P —T-obif7(576516)

g } 8.2
3 Trereemeemenengeetestet 1 B L erereenensnegeretis
£ 1l 4 £ 9 + Rt +
O 05 Qo5
[ ! - ) Y T T S
-06 -04 02 0 0.2 0.4 06 -06 04 02 0 02 04 06
CMS Preliminary 59.7 fb' (13 TeV) CMS Preliminary 59.7 fo' (13 TeV)
2
- X B Multiiet B Zow + jets Soel WX B Multiiet B Zovv +jets |
. Diboson 5 Single top ~ /1" + jets 3 B Diboson & Single top ~— 27" +jets -
=W+ Jets - Data = == W+ Jets - Data

it
T, - b ff 72(600,530)
ottt

e

|- b1 72(626,546)
N

g 2|

1.

- S < 1

Q 0.5 ‘
1] S RS S S S S S S S N1 T -
-0.6 -0.4 -0.2 0 0.2 0.4 0.6

Figure C.13: 2018 Data and expected MC contributions for the BDT output for L=59.7 fo™" at the preselection

level, in the VR2 region. From top-left to bottom-right, plots show the BDT output for Am = 10, 20, 30, 40, 50,
60, 70 and 80 GeV.
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Figure C.14: 2018 Data and expected MC contributions for the BDT output for L=59.7 fb™" at the preselection
level, in the VRS region. From top-left to bottom-right, plots show the BDT output for Am = 10, 20, 30, 40, 50
and 60 GeV.
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C.5 Raw closure test for the prediction of the background with a
nonprompt lepton

In order to test the closure of the method and associate a systematic uncertainty to it, the differ-
ence Diff, between the predicted background contribution with a nonprompt lepton YnSpR, and the

nonprompt leptons that pass the tight requirement, N%};ht(np), is measured:

Diff= Yo' — Npsp(np) (C.1)

To measure the systematic uncertainty of the closure method, the statistical uncertainty of Dif f,
opifs, and the precision of the nonprompt leptons prediction method Tysn are taken into account. To
be conservative, the maximum between both quantities is taken as the systematic uncertainty of the
closure method:

62RawClosure = ]\/[(L(E(D’Lff2 - UZDiff’ U;ISPR )7 (C2)

where the term o3, ¢ is subtracted to Dif f% in order to account for the precision associated with

the measurement of Dif f. The term o sr is the inherent uncertainty in the nonprompt background
np

prediction method. Tables and summarize the relative systematic uncertainty of the closure

for all Am regions for 2017 and 2018 respectively.

Table C.1: 2017: Simulated events for an integrated luminosity of 41.2fb™". In each Am region, the number

N}Sff,ht(np) of events with a tight non-prompt lepton passing the final selection is compared to the number of
events predicted by data-driven method in the same SR. The ensuing percentual disagreement is calculated.

Am Raw
(GeV) | Npiini(np) yor Closure
10 23.84 +1.51 | 23.65 £+ 1.09 4.6 %
20 46.38 = 2.19 | 46.06 + 1.63 3.5%
30 36.91 +2.00 | 39.05 + 1.62 4.1 %
40 2590 +1.63 | 30.34 =342 | 11.3%
50 15.78 +1.26 | 18.06 &+ 1.09 8.6 %
60 7.54 £+ 0.83 8.25 £ 0.70 8.5%
70 895+092 | 10.46 +0.76 9.0 %
80 5.13 £ 0.68 6.45 + 0.62 14.6 %

To compute the relative systematic uncertainty due to the closure of the method, the relative
systematic uncertainty of the non-universality of 7, is taken into account as shown in tables[7.1]and
7.2|(in the Lepton universality column). When performing the raw closure test, the central value of e,
is used without taking into account its systematic uncertainty from Table Therefore, the precision
of the raw closure test is constrained by the relative systematic uncertainty of the e;, due to the lepton
non-universality. The latter uncertainty is defined as 6,cpionuniversatity» @nd the uncertainty due to the

closure of the method as 05!

2 2 2
6Closure = Afa’x(aRawClosure - 5LeptonUnive7‘sality? 0)
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Table C.2: 2018: Simulated events for an integrated luminosity of 59.7fb~". In each Am region, the number
Nﬁfm (np) of events with a tight non-prompt lepton passing the final selection is compared to the number of
events predicted by data-driven method in the same SR. The ensuing percentual disagreement is calculated.

The relative systematic uncertainty from equation[C.3]is added to complete the tables[7.1]and

(in the Closure column).

C-18

Am Raw
(GeV) | Nppni(np) Yok Closure
10 4782 +294 | 54.01 £ 2.16 | 9.26 %
20 39.80 +2.23 | 39.57 £1.57 | 3.96 %
30 67.10 £3.26 | 67.54 +2.36 | 3.49 %
40 31.86 +2.29 | 33.27 +1.50 | 451 %
50 21.10+1.63 | 21.06 +1.23 | 5.84 %
60 2594 £1.77 | 2855 +1.42 | 4.96 %
70 23.23+1.98 | 23.40 +1.32 | 5.62 %
80 949 +1.16 | 10.75+0.88 | 8.18 %




C.6 Test of the prediction of W +jets and ¢t for different Am

As can be observed, from Tables [C.3|to across different selection tools (i.e. BDT trainings)
and different validation regions (with different background composition and kinematics), the number
of predicted background events in the SR is most of the time compatible with the number of observed
data events in the corresponding VR within one standard deviation. The systematic error ascribed
to the prediction of the background Nf;gpmmpt (X) is based on the difference between the prediction

and observed number of data events in the signal region of the VR, and is developed in Chapter [7]

Table C.3: 2017 validation in the VR1 region for the case Am = 10. Number of observed data events and
simulated events in the control region CR(W +jets), within the validation region VR1. Number of simulated events
and number of estimated W +jets events in the signal region within the VR1. The number of simulated rare
events is also provided to calculate the number of expected total background and compare it with the observed
data events. The contribution of the tf background is included in N°"(Other). The uncertainty in the estimated
yield is statistical only.

NYE(W + jets) N (Other) N (Data)
CR(W+jets) | 91461 £ 423 7202 + 152 102524 + 320

NE(W + jets) YpSR( W + jets) N % (Other) N (Predicted) N (Data)
SR(W+jets) | 5477.3 £ 103.4 | 5708.5 +£ 112.9 | 2337.0 + 1143.3 | 8045.5 + 1148.8 7500 + 87

Table C.4: 2017 validation in the VR1 region for the case Am = 20. Number of observed data events and
simulated events in the control region CR(W +jets), within the validation region VR1. Number of simulated events
and number of estimated W +jets events in the signal region within the VR1. The number of simulated rare
events is also provided to calculate the number of expected total background and compare it with the observed
data events. The contribution of the tf background is included in NSR(Other). The uncertainty in the estimated
yield is statistical only.

NYE(W + jets) N (Other) N (Data)
CR(W +jets) 91207 + 423 8321 £ 1151 102373 + 320

NE(W + jets) YPSR( W + jets) | N°%(Other) | N°F(Predicted) | N°%(Data)
SR(W+jets) | 5731.1 £103.3 | 5909.9 + 133.1 | 1217.8 £ 78.5 | 7127.7 + 154.5 7651 + 87

Table C.5: 2017 validation in the VR1 region for the case Am = 30. Number of observed data events and
simulated events in the control region CR(W +jets), within the validation region VR1. Number of simulated events
and number of estimated W+jets events in the signal region within the VR1. The number of simulated rare
events is also provided to calculate the number of expected total background and compare it with the observed
data events. The contribution of the t{ background is included in N°%(Other). The uncertainty in the estimated
yield is statistical only.

NE(W + jets) NE(Other) NF(Data)
CR(W+jets) | 92972 + 427 8493 + 1150 104355 + 323

N (W + jets) YpSR( W + jets) | N°F(Other) | N°F(Predicted) | N°%(Data)
SR(W+jets) | 3967.1 +86.2 | 4090.4 + 104.1 | 1045.6 + 85.1 | 5136.0 + 134.5 5669 + 75
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Table C.6: 2017 validation in the VR1 region for the case Am = 40. Number of observed data events and
simulated events in the control region CR(W +jets), within the validation region VR1. Number of simulated events
and number of estimated W +jets events in the signal region within the VR1. The number of simulated rare
events is also provided to calculate the number of expected total background and compare it with the observed
data events. The contribution of the t{ background is included in NSR(Other). The uncertainty in the estimated
yield is statistical only.

NEE(W + jets) N (Other) N (Data)
CR(W+jets) | 93768 + 429 8680 + 1151 105536 + 325

NE(W + jets) YpSR( W + jets) | N°F(Other) | N°F(Predicted) | N®%(Data)
SR(W+jets) | 31705 +76.4 | 32749+ 89.9 | 858.3 +78.2 | 4133.2 £ 119.2 4488 + 67

Table C.7: 2017 validation in the VR1 region for the case Am = 50. Number of observed data events and
simulated events in the control region CR(W +jets), within the validation region VR1. Number of simulated events
and number of estimated W +jets events in the signal region within the VR1. The number of simulated rare
events is also provided to calculate the number of expected total background and compare it with the observed
data events. The contribution of the ¢ background is included in N°®(Other). The uncertainty in the estimated
yield is statistical only.

NEE(W + jets) NF(Other) NE(Data)
CR(W+jets) | 93790 =+ 429 8715 + 1151 105538 + 325

NE(W + jets) YbSR( W + jets) | N°F(Other) | N°F(Predicted) | N°F(Data)
SR(W+jets) | 3149.1 +75.7 3250.9 £ 89.1 | 824.1 £ 67.3 | 4075.0 £ 111.7 4486 + 67

Table C.8: 2017 validation in the VR1 region for the case Am = 60. Number of observed data events and
simulated events in the control region CR(W +jets), within the validation region VR1. Number of simulated events
and number of estimated W +jets events in the signal region within the VR1. The number of simulated rare
events is also provided to calculate the number of expected total background and compare it with the observed
data events. The contribution of the ¢ background is included in N°#(Other). The uncertainty in the estimated
yield is statistical only.

NYE(W + jets) N (Other) N (Data)
CR(W +jets) 93127 + 427 8632 + 1151 104731 + 324

NE(W 1 jets) YpSR( W + jets) | N°%(Other) | N°F(Predicted) | N®T(Data)
SR(W+jets) | 3812.0 £ 86.0 | 3933.7 £ 102.9 | 907.2 + 69.9 | 4840.9 + 124.4 5293 + 73

Table C.9: 2017 validation in the VR1 region for the case Am = 70. Number of observed data events and
simulated events in the control region CR(W +jets), within the validation region VR1. Number of simulated events
and number of estimated W +jets events in the signal region within the VR1. The number of simulated rare
events is also provided to calculate the number of expected total background and compare it with the observed
data events. The contribution of the tf background is included in NSR(Other). The uncertainty in the estimated
yield is statistical only.

NYE(W + jets) N (Other) N (Data)
CR(W+jets) | 207907 + 588 20003 + 1171 230221 + 480

NF(W + jets) YpSR( W + jets) | N°%(Other) | N°F(Predicted) | N°%(Data)
SR(W+jets) | 7548.1 £113.3 | 7632.0 + 125.3 | 1841.2 £ 93.3 | 9473.2 + 156.2 | 10553 + 103

C-20




Table C.10: 2017 validation in the VR1 region for the case Am = 80. Number of observed data events and
simulated events in the control region CR(W +jets), within the validation region VR1. Number of simulated events
and number of estimated W +jets events in the signal region within the VR1. The number of simulated rare
events is also provided to calculate the number of expected total background and compare it with the observed
data events. The contribution of the tf background is included in N°*(Other). The uncertainty in the estimated
yield is statistical only.

NYE(W + jets) N (Other) N%(Data)
CR(W+jets) | 206609 + 586 19708 + 1170 228182 + 478

NE(W + jets) YpSR( W + jets) | NF(Other) | N°F(Predicted) N°%(Data)
SR(W+jets) | 8845.5 + 121.9 | 8925.3 + 136.7 | 2136.6 +98.4 | 11061.9 + 168.5 | 12592 + 112

Table C.11: 2017 validation in the VR1 region for the case Am = 10. Number of observed data events and
simulated events in the control region CR(tt), within the validation region VR1. Number of simulated events and
number of estimated tt events in the signal region within the VR1. The number of simulated rare events is also
provided to calculate the number of expected total background and compare it with the observed data events.
The contribution of the W +jets background is included in NSR(Other). The uncertainty in the estimated yield is
statistical only.

NE(t) N (Other) NE(Data)
CR(tf) | 21217 = 270 5684 + 562 28750 + 170

N°T(tf) Yo (t) | N(Other) | N°"(Predicted) | N°"(Data)
SR(tt) | 71+41 [78+45]| 11.3+4.0 19.0 £ 6.0 13+4

Table C.12: 2017 validation in the VR1 region for the case Am = 20. Number of observed data events and
simulated events in the control region CR(tt), within the validation region VR1. Number of simulated events and
number of estimated tt events in the signal region within the VR1. The number of simulated rare events is also
provided to calculate the number of expected total background and compare it with the observed data events.
The contribution of the W +jets background is included in N°®(Other). The uncertainty in the estimated yield is
statistical only.

NOE(tt) NYE(Other) NE(Data)
CR(tf) | 21139 + 269 5629 + 562 28605 + 169

NOE(tf) v, (tf) | N°F(Other) | N°F(Predicted) | N°"(Data)
SR(tf) | 87.7+149 | 953 +165| 666+ 11.0 | 161.9+19.8 158 + 13

Table C.13: 2017 validation in the VR1 region for the case Am = 30. Number of observed data events and
simulated events in the control region CR(tt), within the validation region VR1. Number of simulated events and
number of estimated tt events in the signal region within the VR1. The number of simulated rare events is also
provided to calculate the number of expected total background and compare it with the observed data events.
The contribution of the W +jets background is included in N°®(Other). The uncertainty in the estimated yield is
statistical only.

NOE(tt) NE(Other) NE(Data)
CR(tf) | 21149 + 269 5646 + 562 28653 + 169

NoE(tt) v, (tf) | N (Other) | N°F(Predicted) | N°"(Data)
SR(tf) | 754+ 141 | 820+ 155 | 496+ 7.6 1317 £17.2 110 = 10
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Table C.14: 2017 validation in the VR1 region for the case Am = 40. Number of observed data events and
simulated events in the control region CR(tt), within the validation region VR1. Number of simulated events and
number of estimated tt events in the signal region within the VR1. The number of simulated rare events is also
provided to calculate the number of expected total background and compare it with the observed data events.
The contribution of the W +jets background is included in NSR(Other). The uncertainty in the estimated yield is
statistical only.

NOE(tf) NE(Other) NYE(Data)
CR(tt) | 21039 + 269 5615 + 562 28563 + 169

NOE(tf) Y R (t) N°E(Other) | N°%(Predicted) | N°%(Data)
SR(tf) | 1851 +22.7 | 201.8 + 25.4 | 80.8 + 105 | 282.7 +27.5 200 + 14

Table C.15: 2017 validation in the VR1 region for the case Am = 50. Number of observed data events and
simulated events in the control region CR(tt), within the validation region VR1. Number of simulated events and
number of estimated tt events in the signal region within the VR1. The number of simulated rare events is also
provided to calculate the number of expected total background and compare it with the observed data events.
The contribution of the W +jets background is included in NSR(Other). The uncertainty in the estimated yield is
statistical only.

NOE(tf) NE(Other) NYE(Data)
CR(tt) | 20934 + 268 5573 + 562 28372 + 168

NOE(th) YpSR(tf) N°F(Other) | N°%(Predicted) | N°T(Data)
SR(tt) | 290.6 = 30.6 | 316.5 £ 34.5 | 122.6 + 12.3 439.1 £ 36.6 391 £ 20

Table C.16: 2017 validation in the VR1 region for the case Am = 60. Number of observed data events and
simulated events in the control region CR(tt), within the validation region VR1. Number of simulated events and
number of estimated tt events in the signal region within the VR1. The number of simulated rare events is also
provided to calculate the number of expected total background and compare it with the observed data events.
The contribution of the W +jets background is included in N°®(Other). The uncertainty in the estimated yield is
statistical only.

NOE(tf) NE(Other) NE(Data)
CR(tt) | 20807 + 267 5537 + 562 28236 + 168

NOE(th) Y (t) N°F(Other) | N°%(Predicted) | N°T(Data)
SR(tf) | 417.3£36.2 | 455.3 - 41.6 | 158.4 + 14.0 | 613.7 = 43.9 527 + 23

Table C.17: 2017 validation in the VR1 region for the case Am = 70. Number of observed data events and
simulated events in the control region CR(tt), within the validation region VR1. Number of simulated events and
number of estimated tt events in the signal region within the VR1. The number of simulated rare events is also
provided to calculate the number of expected total background and compare it with the observed data events.
The contribution of the W +jets background is included in N°®(Other). The uncertainty in the estimated yield is
statistical only.

NEE(tf) NYE(Other) NF(Data)
CR(tt) | 54266 + 438 13185 + 571 67446 + 260

NoE(th) Yo () N°%(Other) | N°%(Predicted) | N°F(Data)
SR(tf) | 1601.1 £ 78.4 | 1600.9 = 81.6 | 361.9 £ 18.7 | 1962.9 £ 83.7 | 2085 + 46
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Table C.18: 2017 validation in the VR1 region for the case Am = 80. Number of observed data events and
simulated events in the control region CR(tt), within the validation region VR1. Number of simulated events and
number of estimated tt events in the signal region within the VR1. The number of simulated rare events is also
provided to calculate the number of expected total background and compare it with the observed data events.
The contribution of the W +jets background is included in NSR(Other). The uncertainty in the estimated yield is
statistical only.

NEE(t) NYE(Other) NE(Data)
CR(tt) | 54006 + 436 13190 £+ 571 67144 4+ 259

NE(th) YpSR(tf) N°E(Other) | N (Predicted) | N°F(Data)
SR(tt) | 1860.6 +=84.8 | 1858.8 +88.7 | 357.0 + 17.7 | 2215.8 +90.5 2387 + 49

Table C.19: 2017 validation in the VR2 region for the case Am = 10. Number of observed data events and
simulated events in the control region CR(W +jets), within the validation region VR2. Number of simulated events
and number of estimated W+jets events in the signal region within the VR2. The number of simulated rare
events is also provided to calculate the number of expected total background and compare it with the observed
data events. The contribution of the tf background is included in N°"(Other). The uncertainty in the estimated
yield is statistical only.

NYE(W + jets) NYE(Other) NE(Data)
CR(W+jets) | 47662 + 178 4968 + 143 53205 + 231

N (W + jets) YpSR( W + jets) | N°F(Other) | N°F(Predicted) | N°%(Data)
SR(W +jets) 350.5 + 8.2 354.7 + 8.6 745+ 10.7 429.2 +13.7 500 + 22

Table C.20: 2017 validation in the VR2 region for the case Am = 20. Number of observed data events and
simulated events in the control region CR(W +jets), within the validation region VR2. Number of simulated events
and number of estimated W+jets events in the signal region within the VR2. The number of simulated rare
events is also provided to calculate the number of expected total background and compare it with the observed
data events. The contribution of the tf background is included in N°%(Other). The uncertainty in the estimated
yield is statistical only.

NE(W + jets) N (Other) N (Data)
CR(W+jets) | 46583 + 178 4750 + 141 51808 + 228
NE(W + jets) YpSR( W + jets) | N°T(Other) | N°%(Predicted) | N°%(Data)
SR(W +jets) 1429.9 + 18.7 14445 +21.3 | 292.3 £+ 24.0 1736.8 + 32.1 1897 + 44

Table C.21: 2017 validation in the VR2 region for the case Am = 30. Number of observed data events and
simulated events in the control region CR(W +jets), within the validation region VR2. Number of simulated events
and number of estimated W+jets events in the signal region within the VR2. The number of simulated rare
events is also provided to calculate the number of expected total background and compare it with the observed
data events. The contribution of the tf background is included in N°%(Other). The uncertainty in the estimated
yield is statistical only.

NE(W + jets) N (Other) N (Data)
CR(W+jets) | 44121 £ 175 4209 + 136 48713 + 221
NE(W + jets) YpSR( W + jets) | N°F(Other) | N°%(Predicted) | N°%(Data)
SR(W+jets) | 3891.1 +35.4 3924.8 +45.1 | 8329+ 46.9 | 4757.8 + 65.1 4992 + 71
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Table C.22: 2017 validation in the VR2 region for the case Am = 40. Number of observed data events and
simulated events in the control region CR(W +jets), within the validation region VR2. Number of simulated events
and number of estimated W +jets events in the signal region within the VR2. The number of simulated rare
events is also provided to calculate the number of expected total background and compare it with the observed
data events. The contribution of the ¢f background is included in N°™(Other). The uncertainty in the estimated
yield is statistical only.

NYF(W + jets) NE (Other) N (Data)
CR(W +jets) 39793 £ 171 3475 + 128 43898 + 210
NFE(W + jets) YbSR( W + jets) | N°F(Other) | N°%(Predicted) | N°%(Data)
SR(W+jets) | 8219.3 £51.1 | 8349.5+81.0 | 1567.5+63.7 | 9916.9 + 103.0 | 9807 + 99

Table C.23: 2017 validation in the VR2 region for the case Am = 50. Number of observed data events and
simulated events in the control region CR(W +jets), within the validation region VR2. Number of simulated events
and number of estimated W +jets events in the signal region within the VR2. The number of simulated rare
events is also provided to calculate the number of expected total background and compare it with the observed
data events. The contribution of the tf background is included in N°®(Other). The uncertainty in the estimated
yield is statistical only.

NE(W + jets) N (Other) NE(Data)
CR(W +jets) 40277 £ 171 3393 + 127 44216 + 210
NF(W + jets) YPSR( W + jets) | N°F(Other) | N°F(Predicted) | N°%(Data)
SR(W+jets) | 7735.4 +51.8 7840.3 £ 78.0 | 1649.6 = 65.7 | 9489.9 + 102.0 9489 + 97

Table C.24: 2017 validation in the VR2 region for the case Am = 60. Number of observed data events and
simulated events in the control region CR(W +jets), within the validation region VR2. Number of simulated events
and number of estimated W +jets events in the signal region within the VR2. The number of simulated rare
events is also provided to calculate the number of expected total background and compare it with the observed
data events. The contribution of the ¢ background is included in N°#(Other). The uncertainty in the estimated
yield is statistical only.

NE(W + jets) N (Other) N (Data)
CR(W+jets) | 39081 + 169 3178 + 124 42822 + 207
N (W + jets) | Yo (W + jets) | N°F(Other) | N°(Predicted) | N°"(Data)
SR(W+jets) | 8932.0 + 56.4 | 9060.8 + 88.6 | 1864.4 = 71.7 | 10925.2 + 114.0 | 10883 + 104

Table C.25: 2017 validation in the VR2 region for the case Am = 10. Number of observed data events and
simulated events in the control region CR(tt), within the validation region VR2. Number of simulated events and
number of estimated tt events in the signal region within the VR2. The number of simulated rare events is also
provided to calculate the number of expected total background and compare it with the observed data events.
The contribution of the W +jets background is included in N°®(Other). The uncertainty in the estimated yield is
statistical only.

NEE(tt) NE(Other) NE(Data)
CR(tt) | 11596 + 224 3701 + 47 13475 + 116

NE(th) YpSR(tf) N % (Other) | N°B(Predicted) | N°%(Data)
SR(tt) 148 + 7.6 125+6.4 | 188+ 21 31.3+6.8 27 £5
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Table C.26: 2017 validation in the VR2 region for the case Am = 20. Number of observed data events and
simulated events in the control region CR(tt), within the validation region VR2. Number of simulated events and
number of estimated tt events in the signal region within the VR2. The number of simulated rare events is also
provided to calculate the number of expected total background and compare it with the observed data events.
The contribution of the W +jets background is included in NSR(Other). The uncertainty in the estimated yield is
statistical only.

NEE(tt) NE(Other) NE(Data)
CR(tt) | 11595 + 224 3698 + 47 13476 + 116

NOE(tt) Y, (tt) | NPT (Other) | N°"(Predicted) | N°"(Data)
SR(tf) | 165+8.0 | 139+6.8| 21.8+26 35.7+7.3 26 +5

Table C.27: 2017 validation in the VR2 region for the case Am = 30. Number of observed data events and
simulated events in the control region CR(tt), within the validation region VR2. Number of simulated events and
number of estimated tt events in the signal region within the VR2. The number of simulated rare events is also
provided to calculate the number of expected total background and compare it with the observed data events.
The contribution of the W +jets background is included in N°"(Other). The uncertainty in the estimated yield is
statistical only.

NEE(tt) NE(Other) N%(Data)
CR(tf) | 11448 + 222 3574 + 47 13240 + 115

N (tt) Yo (tt) | N°%(Other) | N°F(Predicted) | N°"(Data)
SR(tf) | 163.6 =295 | 138.1 £25.1 | 1460+ 7.3 | 2841 +26.2 262 + 16

Table C.28: 2017 validation in the VR2 region for the case Am = 40. Number of observed data events and
simulated events in the control region CR(tt), within the validation region VR2. Number of simulated events and
number of estimated tt events in the signal region within the VR2. The number of simulated rare events is also
provided to calculate the number of expected total background and compare it with the observed data events.
The contribution of the W +jets background is included in N°®(Other). The uncertainty in the estimated yield is
statistical only.

NEE(th) NE(Other) N (Data)
CR(tf) | 11031 £ 218 3331 + 45 12654 + 112

NOE(tf) YR (t) N°%(Other) | N°F(Predicted) | N°%(Data)
SR(tf) | 579.9 £ 51.7 | 490.1 £ 452 | 3889 + 14.9 | 879.0 + 47.6 848 + 29

Table C.29: 2017 validation in the VR2 region for the case Am = 50. Number of observed data events and
simulated events in the control region CR(tt), within the validation region VR2. Number of simulated events and
number of estimated tt events in the signal region within the VR2. The number of simulated rare events is also
provided to calculate the number of expected total background and compare it with the observed data events.
The contribution of the W+jets background is included in N (Other). The uncertainty in the estimated yield is
statistical only.

NEE(th) NE(Other) NYE(Data)
CR(tt) | 10667 + 214 3207 £ 44 12146 £ 110

N (tt) YpSR(tf) N®F(Other) | N°%(Predicted) | N°T(Data)
SR(tt) | 944.2 +67.6 | 791.3 +59.8 | 5129+ 17.2 | 1304.2 +62.2 1356 £+ 37
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Table C.30: 2017 validation in the VR2 region for the case Am = 60. Number of observed data events and
simulated events in the control region CR(tt), within the validation region VR2. Number of simulated events and
number of estimated tt events in the signal region within the VR2. The number of simulated rare events is also
provided to calculate the number of expected total background and compare it with the observed data events.
The contribution of the W +jets background is included in NSR(Other). The uncertainty in the estimated yield is
statistical only.

NOE(tf) NE(Other) NE(Data)
CR(tf) | 10423 £ 211 3101 + 43 11745 + 108

NOE(tf) Yo () N°E(Other) | N°(Predicted) | N°F(Data)
SR(tf) | 1188.1 £ 76.9 | 985.4 - 68.1 | 619.1 + 185 | 1604.5 + 71 1757 + 42
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Table C.31: 2018 validation in the VR1 region for the case Am = 10. Number of observed data events and
simulated events in the control region CR(W +jets), within the validation region VR1. Number of simulated events
and number of estimated W+jets events in the signal region within the VR1. The number of simulated rare
events is also provided to calculate the number of expected total background and compare it with the observed
data events. The contribution of the tf background is included in N°"(Other). The uncertainty in the estimated
yield is statistical only.

NYE(W + jets) N (Other) N(Data)
CR(W+jets) | 121245 + 545 9402 + 167 133594 + 366

NE(W + jets) YpSR( W + jets) N % (Other) N (Predicted) N°F(Data)
SR(W+jets) | 7240.8 + 130.0 | 7416.8 + 139.4 | 2539.1 4+ 1079.2 | 9955.9 + 1088.2 9418 + 97

Table C.32: 2018 validation in the VR1 region for the case Am = 20. Number of observed data events and
simulated events in the control region CR(W +jets), within the validation region VR1. Number of simulated events
and number of estimated W +jets events in the signal region within the VR1. The number of simulated rare
events is also provided to calculate the number of expected total background and compare it with the observed
data events. The contribution of the tf background is included in NSR(Other). The uncertainty in the estimated
yield is statistical only.

NOE(W + jets) NEE(Other) N (Data)
CR(W+jets) | 118128 + 538 10307 + 1090 130476 + 361

NF(W + jets) Ypr( W + jets) N5%(Other) | N®F(Predicted) N°%(Data)
SR(W+jets) | 10358.5 + 156.5 | 10537.4 + 194.4 | 1634.4 + 68.2 | 12171.8 £+ 206.0 | 12536 + 112

Table C.33: 2018 validation in the VR1 region for the case Am = 30. Number of observed data events and
simulated events in the control region CR(W +jets), within the validation region VR1. Number of simulated events
and number of estimated W +jets events in the signal region within the VR1. The number of simulated rare
events is also provided to calculate the number of expected total background and compare it with the observed
data events. The contribution of the tf background is included in N°F(Other). The uncertainty in the estimated
yield is statistical only.

NYE(W + jets) N (Other) N (Data)
CR(W+jets) | 122667 + 548 10740 + 1090 135199 + 368

NE(W + jets) Y;,SR( W + jets) | N°F(Other) | N°%(Predicted) | N°%(Data)
SR(W+jets) | 5818.9 + 116.8 | 5903.9 + 133.1 | 1201.9 £ 62.8 | 7105.8 &+ 147.2 7813 + 88

Table C.34: 2018 validation in the VR1 region for the case Am = 40. Number of observed data events and
simulated events in the control region CR(W +jets), within the validation region VR1. Number of simulated events
and number of estimated W+jets events in the signal region within the VR1. The number of simulated rare
events is also provided to calculate the number of expected total background and compare it with the observed
data events. The contribution of the tf background is included in N°™(Other). The uncertainty in the estimated
yield is statistical only.

NOE(W + jets) N (Other) NE(Data)
CR(W+jets) | 123330 + 549 10803 + 1090 135576 + 368

NE(W + jets) Y;)SR'( W + jets) | N°F(Other) | N°%(Predicted) | N°%(Data)
SR(W+jets) | 5156.4 £ 109.9 | 5216.7 + 123.3 | 1138.8 £ 64.7 | 6355.5 + 139.3 7436 + 86
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Table C.35: 2018 validation in the VR1 region for the case Am = 50. Number of observed data events and
simulated events in the control region CR(W +jets), within the validation region VR1. Number of simulated events
and number of estimated W +jets events in the signal region within the VR1. The number of simulated rare
events is also provided to calculate the number of expected total background and compare it with the observed
data events. The contribution of the ¢ background is included in N*%(Other). The uncertainty in the estimated
yield is statistical only.

NYT(W + jets) N (Other) N (Data)
CR(W+jets) | 124630 + 552 10974 + 1090 137322 + 371
NE(W + jets) Y;)SR( W + jets) | N°%(Other) | N°%(Predicted) | N°%(Data)
SR(W+jets) | 3856.5+93.4 | 3909.7 +102.6 | 967.7 £60.9 | 4877.4 + 119.3 5690 + 75

Table C.36: 2018 validation in the VR1 region for the case Am = 60. Number of observed data events and
simulated events in the control region CR(W +jets), within the validation region VR1. Number of simulated events
and number of estimated W +jets events in the signal region within the VR1. The number of simulated rare
events is also provided to calculate the number of expected total background and compare it with the observed
data events. The contribution of the ¢ background is included in N°#(Other). The uncertainty in the estimated
yield is statistical only.

NYE(W + jets) N (Other) N (Data)
CR(W+jets) | 122916 + 548 10698 + 1090 134841 + 367.207

NE(W + jets) YpSR( W + jets) | N %(Other) | NS%(Predicted) N%(Data)
SR(W+jets) | 5570.3 £ 115.1 | 5625.9 + 129.8 | 1244.1 +68.9 | 6870.0 & 147.0 8171 +£ 90

Table C.37: 2018 validation in the VR1 region for the case Am = 70. Number of observed data events and
simulated events in the control region CR(W +jets), within the validation region VR1. Number of simulated events
and number of estimated W +jets events in the signal region within the VR1. The number of simulated rare
events is also provided to calculate the number of expected total background and compare it with the observed
data events. The contribution of the tf background is included in N°F(Other). The uncertainty in the estimated
yield is statistical only.

NYE(W + jets) NE(Other) NF(Data)
CR(W+jets) | 274962 + 763 25318 + 1139 296890 + 545
N (W + jets) YpSR( W + jets) NF(Other) N (Predicted) N (Data)
SR(W+jets) | 11844.9 +160.8 | 11698.9 + 171.0 | 2523.9 + 103.2 | 14222.8 + 199.7 | 16153 + 127

Table C.38: 2018 validation in the VR1 region for the case Am = 80. Number of observed data events and
simulated events in the control region CR(W +jets), within the validation region VR1. Number of simulated events
and number of estimated W +jets events in the signal region within the VR1. The number of simulated rare
events is also provided to calculate the number of expected total background and compare it with the observed
data events. The contribution of the tf background is included in N°F(Other). The uncertainty in the estimated
yield is statistical only.

NYE(W + jets) N (Other) N (Data)
CR(W+jets) | 275780 + 765 24864 + 1138 297245 + 545
N E(W + jets) YpSR( W + jets) NF(Other) N (Predicted) N°F(Data)
SR(W+jets) | 11026.7 + 151.4 | 10890.8 + 160.7 | 2978.3 + 112.9 | 13869.1 +£ 196.4 | 15798 + 126
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Table C.39: 2018 validation in the VR1 region for the case Am = 10. Number of observed data events and
simulated events in the control region CR(tt), within the validation region VR1. Number of simulated events and
number of estimated tt events in the signal region within the VR1. The number of simulated rare events is also
provided to calculate the number of expected total background and compare it with the observed data events.
The contribution of the W+jets background is included in N°®(Other). The uncertainty in the estimated yield is
statistical only.

NEE(th) NE(Other) NE(Data)
CR(tt) | 30947 £ 407 7452 + 125 40154 + 200

NOE(tf) Yo (t) N5 (Other) | N°F(Predicted) | N°%(Data)
SR(tf) | 340.3 + 42.6 | 359.5 + 45.3 | 266.0 + 19.5 | 625.6 & 49.3 866 + 29

Table C.40: 2018 validation in the VR1 region for the case Am = 20. Number of observed data events and
simulated events in the control region CR(tt), within the validation region VR1. Number of simulated events and
number of estimated tt events in the signal region within the VR1. The number of simulated rare events is also
provided to calculate the number of expected total background and compare it with the observed data events.
The contribution of the W +jets background is included in N°®(Other). The uncertainty in the estimated yield is
statistical only.

NEE(th) NYE(Other) NF(Data)
CR(tf) | 31103 = 408 7522 + 126 40559 + 201

NOE(tf) YR (t) N°%(Other) | N°F(Predicted) | N°%(Data)
SR(tf) | 1842 £ 28.7 | 195.6 - 30.6 | 196.1 - 16.4 | 391.7 + 34.7 461 + 21

Table C.41: 2018 validation in the VR1 region for the case Am = 30. Number of observed data events and
simulated events in the control region CR(tt), within the validation region VR1. Number of simulated events and
number of estimated tt events in the signal region within the VR1. The number of simulated rare events is also
provided to calculate the number of expected total background and compare it with the observed data events.
The contribution of the W +jets background is included in NSR(Other). The uncertainty in the estimated yield is
statistical only.

NEE(tt) NE(Other) NE(Data)
CR(tt) | 31028 + 407 7473 £ 125 40374 + 201

N (tt) YpSR(tf) N°F(Other) | N°%(Predicted) | N°T(Data)
SR(tt) | 259.7 +£35.9 | 275.3 +38.3 | 244.6 - 18.2 520.0 £ 42.4 646 + 25

Table C.42: 2018 validation in the VR1 region for the case Am = 40. Number of observed data events and
simulated events in the control region CR(tt), within the validation region VR1. Number of simulated events and
number of estimated tt events in the signal region within the VR1. The number of simulated rare events is also
provided to calculate the number of expected total background and compare it with the observed data events.
The contribution of the W +jets background is included in NSR(Other). The uncertainty in the estimated yield is
statistical only.

NEE(tt) NE(Other) NE(Data)
CR(tf) | 30769 + 406 7377 £ 124 39958 + 200

NOR(tf) YR (t) N % (Other) | N°F(Predicted) | N°T(Data)
SR(tf) | 518.6 £ 50.6 | 549.2 + 54.2 | 341.0 + 24.0 | 890.2 +59.27 | 1062 + 33
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Table C.43: 2018 validation in the VR1 region for the case Am = 50. Number of observed data events and
simulated events in the control region CR(tt), within the validation region VR1. Number of simulated events and
number of estimated tt events in the signal region within the VR1. The number of simulated rare events is also
provided to calculate the number of expected total background and compare it with the observed data events.
The contribution of the W +jets background is included in N°®(Other). The uncertainty in the estimated yield is
statistical only.

NOE(tf) NE(Other) NYE(Data)
CR(tf) | 30587 + 405 7320 + 124 39691 + 199

NOE(th) Yo (t) N°F(Other) | N°%(Predicted) | N°F(Data)
SR(tf) | 701.1 £59.5 | 7420 +63.9 | 398.0 £25.9 | 1140.0 +69.0 | 1329 + 36

Table C.44: 2018 validation in the VR1 region for the case Am = 60. Number of observed data events and
simulated events in the control region CR(tt), within the validation region VR1. Number of simulated events and
number of estimated tt events in the signal region within the VR1. The number of simulated rare events is also
provided to calculate the number of expected total background and compare it with the observed data events.
The contribution of the W +jets background is included in NSR(Other). The uncertainty in the estimated yield is
statistical only.

NEE(tf) N (Other) N%(Data)
CR(tt) | 29896 + 400 7021 £ 121 38536 + 196

NoE(th) Y (t) N°%(Other) | N°%(Predicted) | N°F(Data)
SR(tf) | 1391.2 £ 84.1 | 14665+ 91.4 | 697.3 £ 355 | 2163.7 £ 98.0 | 2484 +50

Table C.45: 2018 validation in the VR1 region for the case Am = 70. Number of observed data events and
simulated events in the control region CR(tt), within the validation region VR1. Number of simulated events and
number of estimated tt events in the signal region within the VR1. The number of simulated rare events is also
provided to calculate the number of expected total background and compare it with the observed data events.
The contribution of the W +jets background is included in NSR(Other). The uncertainty in the estimated yield is
statistical only.

NEE(tt) NE(Other) NE(Data)
CR(tt) | 84352 + 680 19717 £ 194 99723 + 316

NOE(tf) YpSR(l‘f) N°F(Other) | N°%(Predicted) | N°T(Data)
SR(tt) | 447.0 £47.0 | 423.9 +44.8 | 152.7 + 18.2 576.7 + 48.3 567 £+ 24

Table C.46: 2018 validation in the VR1 region for the case Am = 80. Number of observed data events and
simulated events in the control region CR(tt), within the validation region VR1. Number of simulated events and
number of estimated tt events in the signal region within the VR1. The number of simulated rare events is also
provided to calculate the number of expected total background and compare it with the observed data events.
The contribution of the W +jets background is included in N°®(Other). The uncertainty in the estimated yield is
statistical only.

NOE(tf) NE(Other) NE(Data)
CR(tf) | 84356 + 680 19785 + 195 99792 + 316

NOR(th) Y (t) N F(Other) | N°%(Predicted) | N°T(Data)
SR(tf) | 4434 £ 478 | 4205+ 455 | 848 + 141 | 5053 +47.7 498 + 22
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Table C.47: 2018 validation in the VR2 region for the case Am = 10. Number of observed data events and
simulated events in the control region CR(W +jets), within the validation region VR2. Number of simulated events
and number of estimated W+jets events in the signal region within the VR2. The number of simulated rare
events is also provided to calculate the number of expected total background and compare it with the observed
data events. The contribution of the tf background is included in N°%(Other). The uncertainty in the estimated
yield is statistical only.

NE(W + jets) N (Other) N (Data)
CR(W+jets) | 61375+ 278 6563 + 153 68652 + 262

NE(W + jets) YpSR'( W + jets) | N°(Other) | N°F(Predicted) | N°%(Data)
SR(W+jets) 100.9 + 6.6 102.0 £ 6.7 421+79 1441 +10.4 166 £ 13

Table C.48: 2018 validation in the VR2 region for the case Am = 20. Number of observed data events and
simulated events in the control region CR(W +jets), within the validation region VR2. Number of simulated events
and number of estimated W +jets events in the signal region within the VR2. The number of simulated rare
events is also provided to calculate the number of expected total background and compare it with the observed
data events. The contribution of the tf background is included in N°%(Other). The uncertainty in the estimated
yield is statistical only.

NE(W + jets) N (Other) N (Data)
CR(W+jets) | 59906 + 276 6172 £ 149 66747 + 258

NT(W + jets) | Yo (W + jets) | N°(Other) | N°(Predicted) | N°"(Data)
SR(W+jets) | 1570.0 = 34.6 | 1587.5 +36.6 | 4333 +35.6 | 2020.8 £51.1 | 2071 + 46

Table C.49: 2018 validation in the VR2 region for the case Am = 30. Number of observed data events and
simulated events in the control region CR(W +jets), within the validation region VR2. Number of simulated events
and number of estimated W+jets events in the signal region within the VR2. The number of simulated rare
events is also provided to calculate the number of expected total background and compare it with the observed
data events. The contribution of the tf background is included in N°%(Other). The uncertainty in the estimated
yield is statistical only.

NE(W + jets) N (Other) N (Data)
CR(W+jets) | 57616 + 273 5750 + 144 63782 + 253

NE(W + jets) YpSR( W + jets) | N°F(Other) | N°%(Predicted) | N°%(Data)
SR(W+jets) | 3860.1 +52.5 3888 + 59.3 855.2 +52.6 | 4743.2+79.2 5036 + 71

Table C.50: 2018 validation in the VR2 region for the case Am = 40. Number of observed data events and
simulated events in the control region CR(W +jets), within the validation region VR2. Number of simulated events
and number of estimated W+jets events in the signal region within the VR2. The number of simulated rare
events is also provided to calculate the number of expected total background and compare it with the observed
data events. The contribution of the tf background is included in N7 (Other). The uncertainty in the estimated
yield is statistical only.

NYE(W + jets) NE(Other) NE(Data)
CR(W+jets) | 55148 + 270 5100 + 136 60522 + 246

NF(W + jets) YpSR( W + jets) | N°T(Other) | N°F(Predicted) | N°%(Data)
SR(W+jets) | 6328.1 £66.7 | 6359.5+80.6 | 1505.1 +71.3 | 7864.6 + 107.6 | 8296 + 91
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Table C.51: 2018 validation in the VR2 region for the case Am = 50. Number of observed data events and
simulated events in the control region CR(W +jets), within the validation region VR2. Number of simulated events
and number of estimated W +jets events in the signal region within the VR2. The number of simulated rare
events is also provided to calculate the number of expected total background and compare it with the observed
data events. The contribution of the t{ background is included in NSR(Other). The uncertainty in the estimated
yield is statistical only.

NOE(W + jets) NE(Other) N9E(Data)
CR(W+jets) | 52173 + 266 4642 + 130 57121 + 239

N(W + jets) YpSR( W + jets) | N°T(Other) | N°T(Predicted) | N°T(Data)
SR(W+jets) | 9303.8 +83.3 | 9358.5 + 107.9 | 1963.4 +£ 80.4 | 11321.9 + 134.6 | 11697 £ 108

Table C.52: 2018 validation in the VR2 region for the case Am = 60. Number of observed data events and
simulated events in the control region CR(W +jets), within the validation region VR2. Number of simulated events
and number of estimated W +jets events in the signal region within the VR2. The number of simulated rare
events is also provided to calculate the number of expected total background and compare it with the observed
data events. The contribution of the t{ background is included in NSR(Othev-). The uncertainty in the estimated
yield is statistical only.

NYE(W + jets) N (Other) N (Data)
CR(W+jets) | 51855 + 265 4439 + 128 56651 + 238

NE(W + jets) YpSR( W + jets) | N°F(Other) | N°F(Predicted) | N°F(Data)
SR(W+jets) | 9621.5+85.1 | 9687.8 + 110.9 | 2166.3 £ 85.0 | 11854.1 +£ 139.7 | 12167 £ 110

Table C.53: 2018 validation in the VR2 region for the case Am = 10. Number of observed data events and
simulated events in the control region CR(tt), within the validation region VR2. Number of simulated events and
number of estimated tt events in the signal region within the VR2. The number of simulated rare events is also
provided to calculate the number of expected total background and compare it with the observed data events.
The contribution of the W +jets background is included in NSR(Other). The uncertainty in the estimated yield is
statistical only.

NEE(tT) NE(Other) NE(Data)
CR(tt) | 18711 + 349 5606 + 96 20093 + 142

NOE(t) vy (tt) | N°F(Other) | N°"(Predicted) | N°"(Data)
SR(tf) | 20.8+9.4 |161+73| 87+45 249+86 15 + 4

Table C.54: 2018 validation in the VR2 region for the case Am = 20. Number of observed data events and
simulated events in the control region CR(tt), within the validation region VR2. Number of simulated events and
number of estimated tt events in the signal region within the VR2. The number of simulated rare events is also
provided to calculate the number of expected total background and compare it with the observed data events.
The contribution of the W +jets background is included in N°®(Other). The uncertainty in the estimated yield is

statistical only.

NEE(t) NE(Other) NE(Data)
CR(tf) | 18549 + 348 5506 + 95 19973 £ 141

NOE(tf) YR (t) N°E(Other) | N°F(Predicted) | N°%(Data)
SR(tf) | 183.3 £ 281 | 143.0+22.1 | 1085 + 143 | 2515+ 26.3 135 £ 12
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Table C.55: 2018 validation in the VR2 region for the case Am = 30. Number of observed data events and
simulated events in the control region CR(tt), within the validation region VR2. Number of simulated events and
number of estimated tt events in the signal region within the VR2. The number of simulated rare events is also
provided to calculate the number of expected total background and compare it with the observed data events.
The contribution of the W +jets background is included in NSR(Other). The uncertainty in the estimated yield is
statistical only.

NEE(tt) NE(Other) NYE(Data)
CR(tt) | 18196 + 344 5299 + 94 19554 + 140

N (tt) YpSR(tf) N°F(Other) | N°%(Predicted) | N°%(Data)
SR(tt) | 536.0 £ 54.9 | 419.9 +44.0 | 315.1 +21.8 735.0 + 491 554 + 24

Table C.56: 2018 validation in the VR2 region for the case Am = 40. Number of observed data events and
simulated events in the control region CR(tt), within the validation region VR2. Number of simulated events and
number of estimated tt events in the signal region within the VR2. The number of simulated rare events is also
provided to calculate the number of expected total background and compare it with the observed data events.
The contribution of the W+jets background is included in N (Other). The uncertainty in the estimated yield is
statistical only.

NEE(t) NYE(Other) NE(Data)
CR(tt) | 17379 + 336 4959 + 91 18653 + 137

NE(th) YpSR(tf) N % (Other) | N (Predicted) | N°F(Data)
SR(tt) | 1353.0 £ 92.0 | 1066.2 + 76.5 | 655.8 & 30.2 1722.0 + 82.2 1455 + 38

Table C.57: 2018 validation in the VR2 region for the case Am = 50. Number of observed data events and
simulated events in the control region CR(tt), within the validation region VR2. Number of simulated events and
number of estimated tt events in the signal region within the VR2. The number of simulated rare events is also
provided to calculate the number of expected total background and compare it with the observed data events.
The contribution of the W +jets background is included in NSR(Other). The uncertainty in the estimated yield is
statistical only.

NEE(tT) N (Other) NE(Data)
CR(tf) | 16544 + 328 4639 + 89 17622 + 133

NOE(t) Yo (t) N % (Other) | N°%(Predicted) | N°T(Data)
SR(tf) | 2188.2+118.3 | 1717.1 £ 101.1 | 975.2 + 36.4 | 2692.3 + 107.5 | 2486 + 50

Table C.58: 2018 validation in the VR2 region for the case Am = 60. Number of observed data events and
simulated events in the control region CR(tt), within the validation region VR2. Number of simulated events and
number of estimated tt events in the signal region within the VR2. The number of simulated rare events is also
provided to calculate the number of expected total background and compare it with the observed data events.
The contribution of the W +jets background is included in NSR(Other). The uncertainty in the estimated yield is
statistical only.

NEE(tt) N (Other) NE(Data)
CR(tt) | 15845 + 320 4476 + 88 16795 + 130

NOE(th) YpSR(tf) N°%(Other) | N°F(Predicted) | N°%(Data)
SR(tt) | 2887.4 +139.3 | 2244.9 + 120.8 | 1138.6 4+ 39.6 | 3383.5 + 127.1 3313 £ 58
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C.7 Assessing BDT shape disagreements

To better illustrate the method that assess the disagreement in the BDT shape between the CR
and SR of the VR introduced in section [7.3] we now plot the BDT distribution for all Am for the years
of 2017 and 2018 in Figures The following Figures show the BDT output distributions for

CR(W +jets) and CR(tt) in the validation region VR2 and VR3.
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Figure C.15: 2017 BDT output for CR(W +jets) in the validation region VR2. Starting from top-left to bottom-right:

Am =101to 80 GeV.
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Figure C.16: 2017 BDT output for CR(tf) in the validation region VR2. Starting from top-left to bottom-right: Am
=10to 80 GeV.
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Figure C.17: 2017 BDT output for CR(W +jets) in the validation region VR3. Starting from top-left to bottom-right:
Am =101t0 60 GeV.
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Figure C.18: 2017 BDT output for CR(tf) in the validation region VR3. Starting from top-left to bottom-right: Am

=10 to 60 GeV.
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Figure C.19: 2018 BDT output for CR(W +jets) in the validation region VR2. Starting from top-left to bottom-right:
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Figure C.20: 2018 BDT output for CR(tf) in the validation region VR2. Starting from top-left to bottom-right: Am
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Figure C.21: 2018 BDT output for CR(W +jets) in the validation region VR3. Starting from top-left to bottom-right:
Am =101t0 60 GeV.
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Figure C.22: 2018 BDT output for CR(tf) in the validation region VR3. Starting from top-left to bottom-right: Am
=10 to 60 GeV.
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Across the three years of the Run—2 LHC data taking period, where the collected data has in-
creased every year, a deviation of the observed from the expected limit has been observed for
Am = 10GeV. In the data of 2016, 2017, and 2018, an excess of 0.7, 1.1, and 2.9 standard de-
viations were observed, respectively. After combining the 3 years, the excess in the data corresponds
to 2.5 standard deviations. Without considering the hypothesis of a signal being present, there are

several hypothesis which can possibly explain this excess:
1. There is an obvious MC mismodeling of data
2. The background prediction methods are unstable or have a problem
3. There is an underestimation of the nonprompt background
4. Itis a statistical fluctuation

The following sections address the different hypothesis.

D.1 BDT output of data/MC at Am =10 GeV

As one can see in Figure [D.1] there is a good agreement between data and MC at Am = 10 GeV
in the SR. The disagreement in the data of 2018 points in the opposite direction, where there is a
small excess of MC compared to data. Because of this, MC background modelling is not the reason

for explaining the excess.
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Figure D.1: Distributions of the BDT output at the preselection level in data and simulation for Am = 10 GeV for
the data of 2017 (left) and 2018 (right). The last bin represents the SR. For each BDT training, a representative
(m(?1)7 m(x?Y)) signal point is also presented, while not added to the SM background. The shaded area on the
Data/MC ratio represents the statistical uncertainty of the simulated background.
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D.2 Evaluating the prediction methods as a function of the BDT
output

The predicted yields of all backgrounds were studied as function of a selection on the output of
the BDT, as reported in Figures [D.2]to [D.4] for all Am and for both years. In these Figures, the pre-
diction of three main background processes, namely W +jets, tf and nonprompt leptons, is derived
from data for each selection value of the BDT output. While for all cases the total background predicts
well the data, it is observed that in the specific case of Am =10 GeV for 2018, the predicted back-
ground “underpredicts” the data, to a smaller extent for Am =20 GeV within the same year, and also
to a smaller extent for the same Am =10 GeV but in 2017. However, the total background matches
well the observed data for lower values of the BDT output, which is an expected feature of classifi-
cation. Therefore, the slight excess in data is not attributed to a possible systematic problem in the

background estimation methods.
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Figure D.2: Predicted background yields and observed data as function of the cut on the BDT output. The
predictions of the three main sources of background, namely W+jets tt and nonprompt lepton background are

data-driven. The results are shown for Am = 10 (top), 20 (middle), and 30 (bottom) GeV, and for the years 2017
(left) and 2018 (right).
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Figure D.3: Predicted background yields and observed data as function of the cut on the BDT output. The
predictions of the three main sources of background, namely W+jets tf and nonprompt lepton background are
data-driven. The results are shown for Am = 40 (top), 50 (middle), and 60 (bottom) GeV, and for the years 2017
(left) and 2018 (right).
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Figure D.4: 2017(Predicted background yields and observed data as function of the cut on the BDT output. The
predictions of the three main sources of background, namely W+jets tt and nonprompt lepton background are

data-driven. The results are shown for Am = 70 (top), and 80 (bottom) GeV, and for the years 2017 (left) and
2018 (right).



D.3 Comparison of nonprompt leptons in simulation, prediction
and data

In the previous sections, Section and the MC and the data—driven predictions of the
nonprompt background were analyzed. In the present section, the MC and data—driven predictions of
the nonprompt leptons are compared.

In the equation predicting the nonprompt background:

YR — 16& . [NMT (Data) — NXT(MC)), (D.1)
—€TL
two terms have the most impact on the prediction of Y,.: er, and N™'"(Data). The first term, ery,, is
very similar for the two years as can be seen in Figures[6.5/and[6.6] If ey, is the cause of the excess,
a similar excess should be seen in both years. Therefore, the measurement of e, is not the cause
for the excesses.

To investigate if there is an underestimation of N™'"(Data), consider the following points:

- Z — vTHets predicted by MC: this yield should be smaller than Y;,.)\, which is the final prediction
of the nonprompt background since it accounts for the contributions of Z — vv+jets, multijet and

nonprompt leptons from W+jets and tt

* The ratio of tight-to-loose leptons in data events in the SR. How it compares across different

Am regions in the same year. This ratio is expected to be similar.

Table D.1: Z — vv+jets predicted by MC, YnspR predicted from the nonprompt data—driven prediction method as
in Equation|D.1| N™*" (Data) and the ratio of loose-not-tight measured in data, for all the Am regions in 2017.

Am MC data—driven data
(GeV) | Z — vo+jets Yo N'"7T(Data) tight/loose ratio

10 19.6 20.1 21 0.53

20 38.3 49.6 53 0.51

30 31.1 41.7 43 0.47

40 21.9 32.6 34 0.45

50 13.0 22.3 23 0.46

60 6.1 7.6 8 0.55

70 7.3 12.9 14 0.58

80 4.2 8.3 9 0.69

In Table YnSpR > Z — vv+jets for all Am regions as expected. While, in Table the same is
not observed. This could suggest that either the MC prediction is overestimating and the data—driven
one is the more accurate and vice-versa. Table reports the cases for Am = 10, 30 and 50 GeV
where K;Q’pR < Z — v + jets for the year of 2018. The ratio of events in the SR for data/MC and
data/data—driven is also reported in order to explore if the apparent deficit of YnspR is the cause for the
excess observed in the final result.

In summary, in the Am = 10GeV, the MC prediction is compatible to the observed events in
data, while ;' seems too small. Although, in the Am = 30 and 50 GeV regions, Y,' is equally

too small, when compared to the MC prediction, as in the Am = 10GeV, yet, the final prediction of
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Table D.2: Z — vv+jets predicted by MC, Yns;)R' predicted from the nonprompt data—driven prediction method as
in Equation N™T (Data) and the ratio of loose-not-tight measured in data, for all the Am regions in 2018.

Am MC data—driven data
(GeV) | Z — v+jets Yook N'"T(Data) tight/loose ratio
10 40.3 16.7 18 0.69
20 34.2 14.5 17 0.63
30 56.1 22.5 29 0.68
40 26.7 11.7 12 0.65
50 18.3 10.5 11 0.63
60 21.9 17.3 19 0.60
70 19.2 16.9 19 0.71
80 7.7 10.7 11 0.67
Table D.3: Z — vw+ets predicted by MC, Y;..', N™'" (Data) and the ratio of loose-not-tight for all the Am regions
in 2018.
Am |y MC - |  data—driven data
(GeV) Z — vtjets  Nyc(Total) | Yo©' Ngi'(Total) | Ngna(Total) data/MC  data/data—driven
0 | 2017 19.6 20.1 38.6 49 ~1 ~13
2018 40.3 16.7 423 77 ~1 ~1.8

s | 2017 31.1 417 94.0 86 ~1.3 ~1

2018 56.1 225 1217 121 ~0.7 ~1

5 | 2017 13.0 22.3 52.7 48 ~1.4 ~1

2018 18.3 10.5 34.9 36 ~1 ~1

events is compatible with data. Therefore, a systematic underestimation of YnspR is not the cause for

the observed excess.

D-8



D.4 Final considerations

From these studies, the excess of the final result seem to point to a statistical fluctuation. An
excess of 2.5 standard deviations means that such a result is expected to be seen with a probability
of 1/160 even in the absence of SUSY.
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