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1 Introduction

Supersymmetry (SUSY) [1-6] is a generalisation of space-time symmetries that predicts new bosonic
partners for the fermions and new fermionic partners for the bosons of the Standard Model (SM). In SUSY
models, if R-parity is conserved [7], SUSY particles are produced in pairs and the lightest supersymmetric
particle (LSP) is stable. The scalar partners of the left- and right-handed quarks, the squarks §i, and g,
can mix to form two mass eigenstates §; and §», ordered by increasing mass. SUSY can solve the hierarchy
problem [8—11] by reducing unnatural tuning in the Higgs sector by orders of magnitude, provided that
the superpartners of the top quark (the top squarks, 7. and 7g) have masses not too far above the weak
scale [12]. Because of the SM weak-isospin symmetry, the mass of the lightest bottom squark b; is also
expected to be close to the weak scale. The fermionic partners of the gluons, the gluinos (g), are also
motivated by naturalness [13] to have a mass around the TeV scale in order to limit their contributions to
the radiative corrections to the top squark masses. For these reasons, and because the gluinos are expected
to be pair-produced with a high cross-section at the Large Hadron Collider (LHC), the search for gluino
production with decays via top and bottom squarks is highly motivated at the LHC.

This note presents a search for pair-produced gluinos decaying via top or bottom squarks in events with
multiple jets containing b-quarks (b-jets in the following), high missing transverse momentum of mag-
nitude E}niss, and potentially additional light-quark jets and/or an isolated charged lepton.' Interpretations
are provided in the context of several simplified models [14—16] probing various gluino decays into
third-generation squarks and the LSP. The latter is assumed to be the lightest neutralino X ?, a linear
superposition of the superpartners of the neutral electroweak and Higgs bosons. One model also features
the lightest charginos X i', which are linear superpositions of the superpartners of the charged electroweak
and Higgs bosons. Several benchmark scenarios which were studied in the earlier instances of this ana-
lysis [17] are considered: two models, known as “Gtt” and “Gbb” respectively and a third model with
variable gluino branching ratios to § — bbX ?, § — thX{ and § — tt_)??. These are depicted in Figures 1
and 2. Pair-produced gluinos with top-squark-mediated decays have also been searched for using events
containing pairs of same-sign leptons or three leptons using 13 TeV data [18, 19]. The same-sign/three
lepton search is comparable in sensitivity to the search presented in this note only when the masses of the
gluino and the LSP are very close to each other. Similar searches performed using the 13 TeV dataset by
the CMS experiment have produced results comparable to the ATLAS searches [20-23].

The results presented in this note are an update of the ones obtained using 36.1 fb~! of data [17] with
the same analysis strategy and selection criteria, but an extended dataset that consists of 79.8 fb~! of
proton—proton (pp) collision data collected with the ATLAS detector [24] at a centre-of-mass energy of
13 TeV.

! The term “lepton” refers exclusively to an electron or a muon in this note.
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Figure 1: The decay topologies in the (a) Gbb and (b) Gtt simplified models.

(d)

Figure 2: The additional decay topologies of the variable gluino branching ratio model in addition to the ones of
Figure 1. (a) Both gluinos can decay as § — ¢tbX; with ¥; — "X}, or only one can with the other decaying as
(b) § — tik) or (c) § — bbX;. (d) Finally, one gluino can decay as § — tt’f?? and the other as § — bbX). The
charge conjugate processes are implied. The fermions originating from the X| decay have low momentum and are
not detected because the mass difference between the X 1i and the X ? is fixed to 2 GeV.



2 ATLAS detector

The ATLAS detector is a multipurpose particle physics detector with a forward-backward symmetric
cylindrical geometry and nearly 47 coverage in solid angle.”? The inner tracking detector (ID) consists
of silicon pixel and microstrip detectors covering the pseudorapidity region || < 2.5, surrounded by a
transition radiation tracker, which enhances electron identification in the region || < 2.0. Before the start
of Run 2, the new innermost pixel layer, the insertable B-layer (IBL) [25], was inserted at a mean sensor
radius of 3.3 cm. The ID is surrounded by a thin superconducting solenoid providing an axial 2 T magnetic
field and by a fine-granularity lead/liquid-argon (LAr) electromagnetic calorimeter covering || < 3.2.
A steel/scintillator-tile calorimeter provides coverage for hadronic showers in the central pseudorapidity
range (|| < 1.7). The endcaps (1.5 < || < 3.2) of the hadronic calorimeter are made of LAr active
layers with copper as the absorber material. The forward region (3.1 < || < 4.9) is instrumented with
a LAr calorimeter for both the EM and hadronic measurements. A muon spectrometer with an air-core
toroidal magnet system surrounds the calorimeters. Three layers of high-precision tracking chambers
provide coverage in the range || < 2.7, while dedicated fast chambers allow triggering in the region
|| < 2.4. The ATLAS trigger system [26] consists of a hardware-based level-1 trigger followed by a
software-based high-level trigger (HLT).

3 Data and simulated event samples

The data used in this analysis were collected by the ATLAS detector from pp collisions produced by
the LHC at a centre-of-mass-energy of 13 TeV and 25 ns proton bunch spacing over the 2015, 2016 and
2017 data-taking periods. The full dataset corresponds to an integrated luminosity of 79.8 fb~! after the
application of beam, detector and data-quality requirements.

Events are required to pass an E{f‘iss trigger with thresholds of 70 GeV, 100 GeV and 110 GeV at the HLT
level for the 2015, early 2016 and late 2016/2017 datasets, respectively. These triggers are fully efficient
for events passing the preselection defined in Section 5, which requires the offline reconstructed E%"iss to
exceed 200 GeV. There are on average 32 inelastic pp collisions per bunch crossing (the interactions other
than the hard scatter are referred to as “pile-up”) in the dataset.

Samples of Monte Carlo (MC) simulated events are used to model the signal and background processes in
this analysis, except multijet processes, which are estimated using a data-driven method (see Section 5).
The MC simulated events strategy is largely similar to the one in Ref. [17], and the summary of the
generators can be found in Table 1.

The most notable change concerns the modelling of the dominant background in the signal regions
such as the production of ¢ pairs with additional high transverse momentum (pr) jets. It is simulated
using the Powneg-Box [27] v2 event generator using the NNPDF3.0 [28] PDF set. The parton shower,
fragmentation, and the underlying event are simulated using PyTHia v8.230 [29]. The hgamp parameter in
Powneg, which controls the pt of the first additional emission beyond the Born level and thus regulates

2 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point in the centre of the detector.
The positive x-axis is defined by the direction from the interaction point to the centre of the LHC ring, with the positive y-axis
pointing upwards, while the beam direction defines the z-axis. Cylindrical coordinates (7, ¢) are used in the transverse plane, ¢
being the azimuthal angle around the z-axis. The pseudorapidity 7 is defined in terms of the polar angle 8 by n = — In tan(6/2).
Rapidity is defined as y = 0.5In[(E + p;)/(E — pz)] where E denotes the energy and p; is the component of the momentum
along the beam direction.



the pr of the recoil emission against the 7 system, is set to 1.5 times the mass of the top quark (mp, =
172.5 GeV).

Other changes in generator settings for the modelling of small background sources were found not to affect
significantly the sensitivity of this analysis. All background simulated processes are normalised using the
best available theoretical calculation for their respective cross sections.

The signal samples are normalised using the best cross-section calculations at NLO in the strong coupling
constant, adding the resummation of soft gluon emission at the next-to-leading-logarithm (NLL) accur-
acy [30-34]. The mass difference between the X li and the X ? is fixed to 2 GeV. The nominal cross section
and the uncertainty are taken from an envelope of cross section predictions using different PDF sets and
factorisation and renormalisation scales, as described in Ref. [35].

Process Generator Tune PDF set Cross-section
+ fragmentation/hadronization order
Gbb/Gtb/Gtt MabpGrapru5_aMC@NLO-2.2.2 Al4 NNPDF2.3 NLO+NLL [30-35]

+ PyTHI1A v8.186

tt Powneg-Box v2 Al4 NNPDF3.0 NNLO+NNLL [36]
+ PyTHIA-8.230

Single top PownEeg-Box vl (v2) PERUGIA2012 CT10 NNLO+NNLL [37-39]
Wt-channel (s/t) + PyTHIA-6.428 (-8.230)
titW/ttZ MabpGrapra5_aMC@NLO-2.2.2 Al4 NNPDEF2.3 NLO [40]

+ PyTHIA-8.186

4-tops MabpGRraPH-2.2.2 Al4 NNPDF2.3 NLO [40]
+ PyTHIA-8.186

ttH MabpGrapru5_aMC@NLO-2.2.1 UEEES5S CT10 NLO [41]
+ HErWIG++-2.7.1

Dibosons SHERPA-2.2.1 Default NNPDF3.0 NLO [42, 43]
WW,WZ,2Z
WIZ +jets SHERPA-2.2.1 Default NNPDF3.0 NNLO [44]

Table 1: List of generators used for the different processes. Information is given about the tuned set of underlying
event and hadronisation parameters (Tune), the PDF sets and the perturbative QCD highest-order accuracy used for
the normalization of the different samples.

4 Event reconstruction

The data considered in this analysis were taken in stable beam conditions and satisfy detector and data-
quality requirements. Events are required to have a reconstructed primary vertex with at least two
associated tracks with pt > 0.4 GeV, consistent with the beamspot envelope. If multiple primary vertices
are reconstructed, the one with the highest sum of the p% of the associated tracks is selected as the primary
vertex [45].



Electron candidates are reconstructed from energy clusters in the electromagnetic calorimeter and inner
detector tracks [46]. They are required to satisfy a set of “loose” identification criteria [47], and have pr
> 20 GeV and |5| < 2.47. The track associated with the electron candidate must have an impact parameter
evaluated at the point of the closest approach between the track and the beam axis in the longitudinal plane
(zo) that satisfies |zo sin 8] < 0.5 mm.?> Muon candidates are reconstructed from matching tracks in the inner
detector and muon spectrometer. They are required to meet “medium” identification requirements [48],
and have pt > 20 GeV, |n| < 2.5. As is done for electrons, a value of |79 sin 8| < 0.5 mm is required
for muons. In addition, events containing one or more muon candidates for which the transverse impact
parameter (dp) is larger than 0.2 mm or |zg| > 1 mm are rejected to suppress muons coming from cosmic
rays.

Candidate jets are reconstructed from three-dimensional topological energy clusters [49] in the calorimeter
using the anti-k; jet algorithm [50, 51] with a radius parameter of 0.4 (small-R jets). A calibration is
applied [52] and additional criteria are required to reject jets arising from non-collisions sources or
detector noise [53] and to reject jets that originate from pile-up [54]. Candidate jets are required to have
pr > 20 GeV and || < 2.8. After resolving overlaps with electrons and muons, selected jets are required
to satisfy the stricter requirement of pt > 30 GeV.

A jetis tagged as a b-jet candidate by means of a multivariate algorithm using information about the impact
parameters of inner detector tracks matched to the jet, the presence of displaced secondary vertices, and
the reconstructed flight paths of b- and c-hadrons inside the jet [55, 56]. The algorithm is used at a
working point providing an efficiency of 77%, as determinated in simulated ¢7 events. This corresponds to
rejection factors of 113, 4 and 16 for jets originated by light-quarks and gluons, c-quarks and 7-leptons.

Following the settings detailed in Ref. [17], overlaps between candidate objects are removed sequentially,
first removing electrons or jets originating from lepton bremsstrahlung or jets coming from the showering
of a prompt electron. The remaining lepton candidates are allowed to be as close as AR = 0.4 for electrons
(muons) when E1 < 50 GeV (pr < 50 GeV), or AR = min(0.4,0.04 + 10 GeV/pr) for electrons (muons)
with ET > 50 GeV (pt > 50 GeV) to any other remaining jet candidate. This pt dependent requirement
provides high lepton selection efficiency in the high-pt regime where b-jets and leptons originating from
top decays become collimated.

After resolving the overlap with leptons, the candidate small-R jets are re-clustered [57] into large-R jets
using the anti-k; algorithm with a radius parameter of 0.8. The calibration from the input small-R jets
propagates directly to the re-clustered jets. These re-clustered jets are then trimmed [57-60] by removing
subjets whose p falls below 10% of the pr of the original re-clustered jet. The resulting large-R jets are
required to have pr > 100 GeV and |n| < 2.0. When it is not explicitly stated otherwise, the term “jets”
in this note refers to small-R jets.

The remaining electrons and muons which survive the overlap removal are selected if they fulfill an
isolation requirement based on the scalar sum of pt of tracks in a cone around the lepton track. The radius
of the cone depends on the pr of the lepton to ensure a flat efficiency of around 99% across the whole
electron transverse energy and muon transverse momentum ranges. In addition, electrons are required to
satisfy the “tight” identification criteria [47], and electrons (muons) must verify |dy|/og, < 5 (3) where
04, is the measured uncertainty of dp.

Finally, the missing transverse momentum ﬁ‘T“iss (with magnitude E%‘i“) is present in events with unbal-
anced kinematics in the transverse plane. This can originate from particles such as neutrinos or neutralinos

3 Both the transverse and longitudinal impact parameters are defined with respect to the selected primary vertex.



escaping detection, from particles produced outside the detector acceptance, or from badly reconstructed
objects or mis-measured object properties. The E%“iss is calculated as the magnitude of the negative
vectorial sum of the pr of all reconstructed and calibrated objects in the event. An additional “soft” term
is added to account for the remaining energy contributions that are not associated with any reconstructed
object, but are associated with the identified primary vertex. This term is calculated from inner detector
tracks to make it more resilient to contamination from pile-up interactions [61, 62] .

5 Event selection

The event selection is divided in two sets of preselection criteria targeting final states which contain no
leptons or at least one lepton (referred to as O-lepton and 1-lepton channels in the following). Events are
preselected by requiring that E%"iss > 200 GeV, which ensures that the efficiency for the E%“SS triggers
used in this analysis is close to ~100%, and by requiring at least four jets of which at least three must be
b-tagged. To enhance the sensitivity to the various signal benchmarks, multiple signal regions (SRs) are
defined using the following discriminating variables. The effective mass (m.f):

jet; 4] miss
meﬂ::ZplT’ +ZPTI +ET1 y
i J

where the first and second sums are over the selected jets (Nje,) and leptons (Niepion), respectively. It
typically has a much higher value in pair-produced gluino events than in background events.

In regions with at least one selected lepton, the transverse mass mt composed of the pr of the leading
selected lepton (£) and E%“iss is defined as:

mr = \J2P5ETS (1 - cos| A, )1}

It is used to reduce the #f and W+jets background events in which a W boson decays leptonically. The mr
distribution for these backgrounds has an upper bound corresponding to the W boson mass and typically
has higher values for Gtt events. In addition, the minimum transverse mass formed by E%mss and any of
the three highest-pt b-tagged jets in the event is used:

my e = min; 3 (\/zpf;'jeti EMsS{1 — cos[Ag(FMSS, 5o )]} .

The m?iﬁ f; distribution has an upper bound corresponding to the top quark mass for ¢7 events with a
semileptonic top quark decay, while peaking at higher values for Gbb and Gtt events. Another powerful
variable is the total jet mass variable, defined as:

z
MJ = ij,l"
i<4

where my ; is the mass of the large-radius re-clustered jet i in the event. The decay products of a hadronically
decaying boosted top quark are reconstructed in a single large-radius re-clustered jet, resulting in a jet



with a high mass. This variable typically has larger values for Gtt events than for background events, since
Gtt events contain as many as four hadronically decaying top quarks while the background is dominated
by #f events.

The requirement of a selected lepton, with the additional requirements on jets, E%‘iss and event variables
described above, makes the multijet background negligible for the > 1-lepton signal regions. For the
0-lepton signal regions, the minimum azimuthal angle Aqﬁi]ﬁ , between ﬁ‘Tniss and the pr of the four leading

small-R jets in the event, defined as:

4j .
A‘ﬁnjﬁn = min; <4 (|¢jeti - ¢ﬁ$i55|) )

is required to be greater than 0.4. This requirement supresses the multijet background, which can produce
events with large EI™* if containing poorly measured jets or neutrinos emitted close to the axis of a jet.

A similar variable to A(;S;gin, denoted Agl', is also used in the Gbb signal regions targeting small mass
differences between the gluino and the neutralino, allowing the identification of events containing a high-
pr jet coming from initial-state radiation (ISR) and recoiling against the gluino pair. It is defined as the
absolute value of the azimuthal angle separating the prt of the leading jet and ﬁ‘%‘iss, and is expected to
have larger values for the targeted signal than for the background.

In signal-depleted regions, discrepancies in the shapes of m.g, M} and E;“iss spectra between the preselec-
ted data and the expected background in the 1-lepton channel were found, whereas no similar discrepancies
are visible in the 0-lepton channel. To account for these discrepancies, a correction factor depending on
i pJTet"' + p? was applied to the MC simulations. Data and simulated events are selected in a ¢f enriched
region defined by applying 1-lepton preselection criteria and requiring exactly two b-tagged jets. Simu-
lated events are normalised to the total number of observed events and the ratio between data and the MC
events is computed as a function of }}; pjft" + pé. This ratio is fitted to a decreasing exponential function
which is used to correct the MC simulations. The correction factors have typical values between ~1.1 and
~0.6 at low and high }; p’f L pé. Systematic uncertainties related to the quality of the fit are assigned to
the correction factors. To test the dependence of the nominal correction on the physics process, the MC
correction factors were estimated in W+jets and Z+jets enriched regions, and were found to agree well
with each other within the uncertainty of the fit.

Figures 3 and 4 show the multiplicity of selected jets and b-tagged jets, the distributions of E%mss, Meg, and
MJ2 for events passing the O-lepton and the 1-lepton preselection, respectively. Figure 3 (4) also displays
the distribution of mgfl i; (mt) in the O-lepton (1-lepton) channel. The correction described above is
applied in the 1-lepton channel. The uncertainty bands include the statistical and experimental systematic
uncertainties, as described in Section 7, but not the theoretical uncertainties in the background modelling.
The data and the predicted background are found to agree reasonably well at the preselection level after
the kinematic reweighting described earlier. A discrepancy between data and prediction is observed for
the number of b-tagged jets, but it has no impact on the background estimate after the normalisation of
the simulation in dedicated control regions with the same b-tagged jets requirements as the signal regions.
Example signal models with enhanced cross-sections are overlaid for comparison.
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Figure 3: Distributions of (top-left) the number of selected jets (Njer), (top-right) the number of selected b-tagged
jets, (centre-left) E}“"SS, (centre-right) meg, (bottom-left) MJE and (bottom-right) m?ﬁ:; for events passing the O-
lepton preselection criteria. The statistical and experimental systematic uncertainties (as defined in Section 7) are
included in the uncertainty band. The last bin includes overflow events. The lower part of each figure shows the
ratio of data to the background prediction. All backgrounds (including ¢f) are normalised using the best available
theoretical calculation described in Section 3. The background category ¢7 + X includes t#W/Z, ttH and titf events.
Example signal models with cross-sections enhanced by a factor of 50 are overlaid for comparison.
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Figure 4: Distributions of (top-left) the number of selected jets (Njer), (top-right) the number of selected b-tagged
jets, (centre-left) E}“iss, (centre-right) meg, (bottom-left) M;‘ and (bottom-right) my for events passing the 1-lepton
preselection criteria, after applying the kinematic reweighting to the meg distribution described in the text. The
statistical and experimental systematic uncertainties (as defined in Section 7) are included in the uncertainty band.
The last bin includes overflow events. The lower part of each figure shows the ratio of data to the background
prediction before (red empty squares) and after (black filled circles) the kinematic reweighting. All backgrounds
(including #7) are normalised using the best available theoretical calculation described in Section 3. The background
category tf + X includes ttW/Z, ttH and tftf events. Example signal models with cross-sections enhanced by a
factor of 50 are overlaid for comparison.
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6 Analysis strategy

The main background in all these regions is the production of a ¢7 pair in association with heavy- and light-
flavour jets. A normalisation factor for this background is extracted for each individual SR from a control
region (CR) that has comparable background composition, but a much lower expected signal:background
ratio. The contribution of the signal in the CR was found to be at most 6% for signal models near the edge
of the exclusion sensitivity. In addition, the ## normalisation is cross-checked in validation regions (VRs)
that also share a similar background composition, i.e. jet and lepton flavours, with the SR. The signal
contamination in the VRs is found to be lower than 30% for benchmark signal mass points above the
already excluded mass range. The ¢ purity is higher than 68% and 60% in the CRs and VRs, respectively.
The non-#f backgrounds mainly consist of single-top, W+jets, Z+jets, 1t +W/Z | H, tttt and diboson events,
which are estimated using MC simulations (Table 1). The remaining multijet background in the O-lepton
channel is estimated following the strategy of Ref. [63]. This method estimates the multijet background
from a CR with the same requirements as the SR, but with the selection of A¢ . 4 , changed to A¢ nju . <0.1
to enhance the multijet background contribution. Then, the normalisation is extrapolated from the multijet
CRs to their corresponding SRs by performing an exponential fit to the A¢> distribution in the range

0< Aqﬁmm < 0.4. The multijet background prediction is validated by comparing data and total prediction

in multijets-enhanced regions defined in ranges of A¢fr{in (such as 0.2 < A¢2m < 0.3). The contribution
of the multijet background to SRs is found to be < 2%. Two analysis strategies are followed, and different
SR sets are defined for each, unchanged with respect to Ref. [17]:

* A cut-and-count analysis, using partially overlapping single-bin SRs, optimised to maximise the
expected discovery power of single SRs for benchmark signal models, and allowing for reinter-
pretation of the results. The SRs are defined to probe the existence of a signal or to assess
model-independent upper limits on the number of signal events. In the cut-and-count strategy,
different regions are optimised for signals with a large mass difference between the gluino and the
neutralino (Am 2 1.5 TeV), moderate Am (0.3 < Am < 1.5 TeV) and small Am (Am < 0.3 TeV).
These regions differ mainly in their kinematic selections thresholds on m, E‘TniSS and MJZ variables.
For each SR, a CR is defined to constrain the #7 background. In addition, VRs kinematically close
to the SRs and mutually exclusive to both the CRs and SRs are used to test the ¢ normalisation. The
definition of the VRs has not changed with respect to Ref. [17]. Background composition studies
performed on simulated event samples show that semileptonic ¢f events, for which the lepton is
outside the acceptance or is a hadronically decaying 7-lepton, dominate in the O-lepton SRs. Thus,
CRs to normalise the t7+jets background make use of the 1-lepton channel, requiring the presence
of exactly one signal lepton. The background prediction is checked in a O-lepton validation region,
inverting the MJZ selection to remove any overlap with the SRs. All SR and CR definitions are given
in Table 2. Only the definition of the CR targeting intermediate m.g values has been changed with
respect to Ref. [17]. The increased statistical precision allows the use of the same E%‘iss requirement
in this CR as in the corresponding VR and SR, improving the agreement between the data and
expected background in the VR.

* A multi-bin analysis, using a set of non-overlapping SRs and CRs defined by requirements on
Njer and meg that are statistically combined to strengthen the exclusion limits on the targeted signal
benchmarks. This set of CRs and SRs is used to exclude regions of parameter space in the various
signal models. The low-Nj region probes especially Gbb-like models, for which the number of
hard jets is lower than in decay topologies containing top quarks. This category of events is thus
only considered in the O-lepton channel. Gtt events are mostly expected in the high-Nje bin. The
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intermediate jet multiplicity bin is built to be sensitive to decay topologies with a number of top
quarks intermediate between Gbb and Gtt, but also to Gbb (with additional jets originating from
radiation) and to Gtt (when some jets fall outside the acceptance). The meg bins are chosen to
provide sensitivity to various kinematic regimes: the low-meg regions are essentially sensitive to
soft signals (low Am), while the high-m.¢ regions are designed to select highly boosted events.
For each Nje-—meg region, the selection was optimised over all the other variables to maximise the
exclusion power for the Gbb and Gtt models. For each meg bin, a targeted range of Am was used
in the optimisation procedure. A dedicated set of regions is defined to target very compressed Gbb
scenarios in which a hard ISR jet recoils against the gluino pair. This set of regions is maintained
orthogonal to the other low- and intermediate-Nje; 0-lepton regions by requiring the leading jet not
to be b-tagged and large values of A@/'. A sketch of the region definition is displayed in Figure
5. All SR and CR definitions are given in Tables 3 and 4. As for the cut-and-count analysis, the
definition of the VRs has not changed with respect to Ref. [17].

N 29 OL-HL OL-HI
Nt 28 1L-HL 1L-HI
b OL-HH
OL-IL OL-Il
7SNy <8 1L-HH
~-BEASR
; 6<N, <7 1LIL 1L
4<N,<6 OL-LH
OL-LL OL-LI
Low m Intermediate Highm_ Low m Intern%ediate Highm_
eff eff

Figure 5: Scheme of the multi-bin analysis for the (left) O-lepton and (right) 1-lepton regions. The OL-ISR region is
represented with the broad red dashed line in the left figure.
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Table 2: Definitions of the Gtt SRs and CRs of the cut-and-count analysis which depend on the difference between

4j

the gluino and neutralino masses (Am). All kinematic variables are expressed in GeV except Aq)min, which is in
radians. The j;, # b requirement specifies that the leading jet is not b-tagged.
Gtt 1-lepton
Criteria common to all regions: > 1 signal lepton, Np._jets > 3
Tar . . : b-jets miss incl )
geted kinematics  Type = Nje mr men Er my My
Region B SR >5 >150 >120 >500 >2200 > 200
(Boosted, Large Am)  crR =5 <150 -  >300 >1700 > 150
Region M SR >6 >150 >160 >450 > 1800 > 200
(Moderate Am) CR =6 <150 -  >400 >1500 > 100
Region C SR >7 >150 >160 >350 >1000 -
(Compressed, small
Am) CR =7 <150 - > 350 > 1000 -
Gtt 0-lepton
Targeted kinematics ~ Type  Niepton ~ Np-jets ~ Njet Aqﬁin mr ?fl i Es mite! M3
Region B SR =0 >3 >7 >04 - >60 >350 >2600 > 300
(Boosted, Large Am)  cR =1 >3 >6 - <150 -  >275 >1800 >300
Region M SR =0 >3 >7 >04 - > 120 >500 > 1800 > 200
(Moderate Am) CR =1 >3 >6 - <150 -  >400 >1700 > 200
Region C SR =0 >4 >8 >04 —  >120 >250 >1000 > 100
(Compressed,
moderate Am) CR =1 >4 >7 - < 150 - >250 > 1000 > 100
Gbb
Criteria common to all regions: N > 4
Targeted kinematics ~ Type  Mepon  Np-jets A(bi{in mry ?JIE :; E%‘iss Meff Others
Region B SR =0 >3 > 0.4 - - > 400 > 2800 -
(Boosted, Large Am) — cr =1 > - <150 - >400 > 2500 -
Region M SR =0 >4 > 04 - >90 >450 > 1600 -
(Moderate Am) CR =1 >4 - <150 -  >300 > 1600 -
Region C SR =0 24 >04 - >155 >450 - -
(Compressed, small
Am) CR =1 >4 - < 150 - > 375 - -
Region VC ;
SR =0 >3 > 04 - > 100 > 600 - ;
(Very Compressed, P T > 400, # b,
very small Am) CR =1 >3 - <150 - >600 - Aght > 2.5
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Table 3: Definitions of the high- and intermediate-Nje; SRs and CRs of the multi-bin analysis which depend on the difference between the gluino and neutralino
masses (Am). All kinematic variables are expressed in GeV except Aqﬁi{m,

(not) b-tagged.

which is in radians. The j; = b (j; # b) requirement specifies that the leading jet is

High-Nje regions

Criteria common to all regions: Np_jets > 3

Targeted kinematics ~ Type  Mepton A‘ﬁin mr  Nig m’T’JrE:; M7 Eiss Mot
. SR-OL =0 > 04 - >7 >100 >200 > 400 > 2500
High-meg
(HH) SR-1L >1 - >150 =6 >120 >200 > 500 > 2300
(Large Am)
CR >1 - <150 =26 >60 >150 >300 > 2100
. SR-OL =0 >04 — >9 >140 >150 >300 [1800,2500]
Intermediate-meg
(HD) SR-1L >1 - >150 >8 >140 > 150 > 300 [1800,2300]
(Intermediate Am)
CR >1 - <150 =8 >60 >150 >200 [1700,2100]
Low-tie SR-OL =0 > 04 — >9 >140 - > 300 [900, 1800]
(HL) SR-1L >1 - >150 >8 > 140 - > 300 [900, 1800]
(Small Am)
CR >1 - <150 =8 >130 - > 250  [900, 1700]

Intermediate-Nj; regions

Criteria common to all regions: Np_jets > 3

Targeted kinematics ~ Type ~ MNiepton A¢2m mr Niet jy=borAgh <29 mifﬁi M Emiss Mgt
I . ] SR-OL =0 > 0.4 - [7,8] v > 140 > 150 > 300 [1600,2500]
ntermediate-miqg
I SR-1L > 1 - > 150 [6,7] - > 140 > 150 > 300 [1600,2300]
(Intermediate Am)
CR >1 - <150 [6,7] v > 100 > 150 > 300 [1600,2100]
L SR-OL =0 > 0.4 - 7,8 v > 140 - > 300 [800, 1600]
OW-Meff
(ID) SR-1L > 1 - > 150 [6,7] - > 140 - > 300 [800, 1600]
(Low Am)
CR >1 - <150 [6,7] v > 130 - > 300 [800, 1600]




Gl

Table 4: Definitions of the low-Nje; and ISR SRs and CRs of the multi-bin analysis which depend on the difference between the gluino and neutralino masses

(Am). All kinematic variables are expressed in GeV except Acpi{in, which is in radians. The j; = b (j; # D) requirement specifies that the leading jet is (not)

b-tagged.

Low-Nje regions

Criteria common to all regions: Np_jets > 3

Targeted kinematics ~ Type  Nigpon  Adi  mr  Ne  jy=borAgh <29  plt  mplee o et
Hi(gill'{”)'eﬂ SR =0 >04 -  [46] >90 - 300  >2400
(Large Am) CR > 1 - <150 [4,5] - - - > 200 > 2100
Intefm‘gﬁ;‘te'meﬂ SR =0 >04 -  [46] v >90 > 140 >350 [1400,2400]
(Intermediate Am) ~ CR  >1 - <150 [4,5] v > 70 - > 300 [1400,2000]
LO("LV‘L";eff SR =0 >04 - [4,6] v >90 >140 >350 [800, 1400]
(Low Am) CR >1 - <150 [4,5] v > 70 - >300 [800, 1400]
ISR regions
Criteria common to all regions: Np_jets = 3, Aglt > 2.9, ijl > 400 GeVand j; # b
Type Niepton A¢i{in mt Njet ml;:];:l;i Erlm iss Meft
SR =0 > 0.4 - [4, 8] > 100 > 600 < 2200
CR > 1 - <150 [4,7] - > 400 < 2000




7 Systematic uncertainties

The uncertainty in the combined 2015-2017 integrated luminosity is 2.0%. It is derived, following a
methodology similar to that detailed in Ref. [64], from calibrations of the luminosity scale using x—
y beam-separation scans performed in August 2015, May 2016 and July 2017 (the results for 2017
are preliminary). This uncertainty affects the normalisation of all processes modelled using MC event
samples.

The detector-related systematic uncertainties affect both the background estimate and the signal yield.
The largest sources of the experimental uncertainties are related to the jet energy scale and resolution
(JER) [52] and the b-tagging efficiencies and mistagging rates [56, 65]. The jet energy-related uncertainties
are also propagated to the re-clustered large-R jets, which use them as inputs. The jet mass scale and
resolution uncertainties have a negligible impact on the re-clustered jet mass. The impact of the JES
uncertainties on the expected background yields is between 0.5% and 15%, while JER uncertainties affect
the background yields by approximately 1-19% in the various regions. Uncertainties in the measured
b-tagging efficiencies and mistagging rates are the subleading sources of experimental uncertainty. The
impact of these uncertainties on the expected backgrounds yields is 1-7% depending on the considered
region.

The experimental uncertainties due to different reconstruction, identification and isolation efficiencies of
leptons in data compared to simulation [47, 48] are also taken into account, as well as the uncertainties
in lepton energy measurements [46]. These uncertainties have a negligible impact on the final results.
All lepton and jet measurement uncertainties are propagated to the calculation of E%"iss, and additional
uncertainties are included in the scale and resolution of the soft term [66]. The overall impact of the E}m“
soft-term uncertainties is also small.

Hadronisation and parton showering model uncertainties of the 77 background are evaluated by comparing
two samples generated with PowHEeG and showered by either HERwiG++ v2.7.1 or PyTHIA v6.428 [17]. In
addition, systematic uncertainties in the modelling of initial- and final-state radiation are explored with
PownEG samples showered with two alternative settings of PytHia v6.428 [67]. The uncertainty due to
the choice of matrix-element event generator is estimated by comparing the expected yields obtained using
tt samples generated with MADGraPHS5_aMC@NLO and Pownec. The total theoretical uncertainty in
the 77 background estimation is taken as the sum in quadrature of these individual components. Moreover,
an additional uncertainty is assigned to the fraction of ¢f events produced in association with additional
heavy-flavour jets [17] (i.e. tf+ > 1b and ti+ > 1c¢).

Modelling uncertainties affecting the single-top process arise especially from the interference between
the ¢ and Wt processes. This uncertainty is estimated using inclusive WWbb events, generated using
MabpGrapru5_aMC@NLO, which are compared with the sum of 77 and Wt processes. Furthermore, as in
the ¢t modelling uncertainties, variations of PyTrHia v6.428 settings increasing or decreasing the amount
of radiation are also used. An additional 5% uncertainty is included in the cross-section of single-top
processes [68]. Overall, the modelling uncertainties affecting the single-top process lead to changes of
approximately 4-35% in total yields in the various regions.

Uncertainties related to factorisation and renormalisation scales and affecting the matching procedure
between the matrix element and parton shower in the W/Z+jets backgrounds are also taken into ac-
count [17]. The resulting uncertainties in the total yield range from approximately 0 to 50% in the various
regions. Furthermore, a 50% uncertainty is assigned to tf + W/Z/H, titt and diboson backgrounds, and
is assumed uncorrelated across all bins. It is found to have no significant impact on the sensitivity of
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this analysis [17]. The effect of the uncertainties related to the parton distribution functions affect the
background yields by <2%, and therefore are neglected here. Uncertainties due to the limited number
of events in the MC background samples are included and reach up to 20% in regions targeting large
mass-splitting.

A systematic uncertainty is also assigned to the kinematic correction by propagating the error of the
parameters of the fit function to the correction factor. This uncertainty is applied to all background
simulated samples for the 1-lepton channel.

The uncertainties in the cross-sections of signal processes are determined from an envelope of different
cross-section predictions, as described in Section 3.

8 Results

The expected SM background is predicted separately in each SR with a profile likelihood fit [69] imple-
mented in the HistFitter framework [70], referred to as a background-only fit. The fit uses as a constraint
the observed event yield in the associated CR to adjust the ¢ normalisation, assuming that no signal
contributes to this yield, and applies that normalisation factor to the number of 77 events predicted by
simulation in the SR. The values of the normalisation factors range from 0.7 to 1.2 depending on the CRs
(see Fig. 6).

The inputs to the background-only fit for each SR are the number of events observed in its associated CR and
the number of events predicted by simulation in the SR and CR for all background processes. The numbers
of observed and predicted events in each CR are described by Poisson probability density functions. The
systematic uncertainties in the expected values are included in the fit as nuisance parameters. They
are constrained by Gaussian or log-normal distributions with widths corresponding to the sizes of the
uncertainties and are treated as correlated, when appropriate, between the various regions. The product
of the various probability density functions forms the likelihood, which the fit maximises by adjusting the
tt normalisation and the nuisance parameters. The results of the fit are extrapolated to validation regions,
following the definitions of Ref. [17], and the agreement in the validation regions is found to be good,
validating further the overall fit strategy. The comparison of the observed and expected yields in the VRs
after the fit is shown in Fig. 7 for the cut-and-count and the multi-bin analyses, respectively. The MC
reweighting allows to improve the agreement between the observed and expected yields in the VRs. The
variation of the predicted yields in the VRs due to the MC reweighting is typically < 5% and 10-30% for
1-lepton and O-lepton channels, respectively.

The event yields in the SRs for the cut-and-count and multi-bin analyses are presented in Figure 8, where
the pull is shown for each region in the lower panel. No significant excess is found above the predicted
background. The background is dominated by 7 events in all SRs. The subdominant background
contributions in the O-lepton regions are Z(— vv)+jets and W(— {v)+jets events, where for W+jets
events the lepton is an unidentified electron or muon or a hadronically decaying 7-lepton. In the 1-lepton
SRs, the subdominant backgrounds are single-top, 1fW and #7Z.

Table 5 shows the observed number of events and predicted number of background events from the
background-only fit in the Gtt 1-lepton, Gtt O-lepton and Gbb regions for the cut-and-count analysis.
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Figure 6: Pre-fit event yield in control regions and related ¢# normalization factors after the background-only fit for
(a) the cut-and-count and (b) the multi-bin analyses. The upper panel shows the observed number of events and the
predicted background yield before the fit. The background category 17 + X includes ttW/Z, ttH and tftf events. All
of these regions require at least one signal lepton, for which the multijet background is negligible. All uncertainties
describes in Section 7 are included in the uncertainty band. The ¢f normalisation is obtained from the fit and is
displayed in the bottom panel.
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Figure 7: Results of the background-only fit extrapolated to the VRs for (a) the cut-and-count and (b) the multi-bin
analyses. The data in the VRs are not included in the fit. The upper panel shows the observed number of events and
the predicted background yield. All uncertainties defined in Section 7 are included in the uncertainty band. The
background category ¢7 + X includes ttW/Z, ttH and t7tf events. The lower panel shows the pulls in each VR.
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Figure 8: Results of the background-only fit extrapolated to the SRs for (a) the cut-and-count and (b) the multi-bin
analyses. The data in the SRs are not included in the fit. The upper panel shows the observed number of events and
the predicted background yield. All uncertainties defined in Section 7 are included in the uncertainty band. The
background category ¢7 + X includes 1#tW/Z, ttH and titf events. The lower panel shows the pull in each SR.
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Table 5: Results of the background-only fit extrapolated to the Gtt 1-lepton, Gtt O-lepton and Gbb SRs in the
cut-and-count analysis, for the total background prediction and breakdown of the main background sources. The
uncertainties shown include all systematic uncertainties. The data in the SRs are not included in the fit. The
background category ¢ + X includes tfW/Z, ttH and titf events. The row “MC-only background” provides the
total background prediction when the ¢7 normalisation is obtained from a theoretical calculation [36]. Yields are
obtained for large Am (“B”’), moderate Am (“M”), small Am (“C”) and very small Am (“VC”) scenarios.

SR-Gtt-1L
Targeted kinematics B M C
Observed events 0 0 5
Fitted background 0.64 + 0.34 1.1+£04 5122
tt 0.32+0.23 0.52+0.30 2.6 +1.7
Single-top 0.17+0.22  0.29+0.19 1.0+ 1.0
tt+X 0.15+0.09 0.27+£0.15 1.4+0.7
Z+jets < 0.01 < 0.01 0.0018 + 0.0015
W+jets < 0.01 0.009 = 0.031  0.007 £+ 0.008
Diboson < 0.01 < 0.01 < 0.01
MC-only background 0.8 1.1 53
SR-Gtt-0L
Targeted kinematics B M C
Observed events 5 9 50
Fitted background 3.0+ 1.1 6.6 +2.6 54 + 17
1t 1.5+0.7 32+1.8 42 + 16
Single-top 0.7+0.6 1.4 +0.7 32+34
i+ X 0.35+0.19 09+04 57+3.1
Z+jets 0.2+0.5 0.6 +1.7 1.1+29
W+jets 0.19 + 0.17 04+04 1.0+ 1.0
Diboson < 0.01 0.06 + 0.04 0.19+0.13
Multijet 0.04 +£0.04 0.029 +0.029 0.030 + 0.030
MC-only background 3.3 7.2 52
SR-Gbb
Targeted kinematics B M C vC
Observed events 4 5 7 8
Fitted background 49+ 1.5 6.3 +2.6 9.7+3.5 7+4
1t 2.8+09 3.7+x21 48+ 1.4 3622
Single-top 1.1 £0.7 0.7+04 1.5+1.6 0.30+0.26
i+ X 029+0.17 09=x05 1.5+0.8 0.67+0.35
Z+jets 03+0.8 05=+1.3 1.0+ 2.6 1+4
W+jets 04+04 020+023 0.6=+05 0.6 = 0.5
Diboson 0.03+0.14 0.19+0.24 0.25+0.19 0.16 =0.11
Multijet 0.08 + 0.08 < 0.01 < 0.01 < 0.01

MC-only background 4.5 7.0 9.0 7
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9 Interpretation

In the absence of any significant excess over the expected background from SM processes, the data are used
to derive one-sided upper limits at 95% confidence level (CL). Two levels of interpretation are provided
in this note: model-independent exclusion limits and model-dependent exclusion limits set on the Gbb,
Gtt and gluino variable branching ratio models.

9.1 Model-independent exclusion limits

Model-independent limits on the number of beyond-the-SM (BSM) events for each SR are derived with
pseudoexperiments using the CLg prescription [71], neglecting a possible signal contamination in the CR
and following the procedure detailed in Ref. [17]. Only the single-bin regions from the cut-and-count
analysis are used for this purpose, to aid in the reintepretation of these limits (see Table 6).

9.2 Model-dependent exclusion limits

The results are used to place exclusion limits on various signal models. The results are obtained using
the CL; prescription in the asymptotic approximation [69]. The signal contamination in the CRs and the
experimental systematic uncertainties in the signal are taken into account for this calculation. All the
regions of the multi-bin analysis are statistically combined to set model-dependent upper limits on the
Gbb, Gtt and variable branching ratio models.

Table 6: The pp-values and Z (the number of equivalent Gaussian standard deviations), the 95% CL upper limits on
the visible cross-section (o-vgii), and the observed and expected 95% CL upper limits on the number of BSM events
(82 and $2 ). The maximum allowed po-value is truncated at 0.5.

obs exp

Signal channel po (Z) o2 [fb] Sggs S?fp

SR-Gtt-1L-B 0.50 (0.00) 0.04 3.1 31500
SR-Gtt-1L-M 0.50 (0.00) 0.04 3.0 3.6%¢
SR-Gtt-1L-C 0.50 (0.00) 0.09 7.1 7.1%%:8
SR-Gtt-OL-B 0.16 (0.99) 0.10 7.7 5.4%23
SR-Gtt-0L-M 0.25 (0.67) 0.13 10.6 8.443)
SR-Gtt-0L-C 0.50 (0.00) 0.38 304 315"
SR-Gbb-B 0.50 (0.00) 0.07 5.8 6.2'74
SR-Gbb-M 0.50 (0.00) 0.09 6.9 74728
SR-Gbb-C 0.50 (0.00) 0.10 7.7 8.8%32
SR-Gbb-VC 0.38 (0.31) 0.15 1.8 10.6533
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The 95% CL observed and expected exclusion limits for the Gtt and Gbb models are shown in the LSP and
gluino mass plane in Figures 9(a) and 9(b), respectively. The + 10—t§12(§r§ lines around the observed limits are
obtained by changing the SUSY production cross-section by one standard deviation (+10°), as described in
Section 3. The yellow band around the expected limit shows the +10 uncertainty, including all statistical
and systematic uncertainties except the theoretical uncertainties in the SUSY cross-section. Compared
to the previous results [17], the gluino mass sensitivities of the current search (assuming massless LSPs)
have improved by 280 GeV and 270 GeV for the Gbb and Gtt models, respectively. Gluinos with masses
below 2.2 TeV are excluded at 95% CL for neutralino masses lower than 800 GeV in the Gtt and Gbb
models. The best exclusion limits on the LSP mass are approximately 1.3 and 1.2 TeV, reached for a

gluino mass of approximately 1.8 and 2.1 TeV for Gbb and Gtt models, respectively.
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Figure 9: Exclusion limits in the X (1) and g mass plane for the (a) Gtt and (b) Gbb models obtained in the context of
the multi-bin analysis. The dashed and solid bold lines show the 95% CL expected and observed limits, respectively.
The shaded bands around the expected limits show the impact of the experimental and background uncertainties.
The dotted lines show the impact on the observed limit of the variation of the nominal signal cross-section by +1o
of its theoretical uncertainty.

Figure 10 shows the expected (10(a)) and observed (10(b)) 95% CL exclusion limits as a function of
the gluino branching ratio to Gbb (vertical) and Gtt (horizontal) models. Gluinos not decaying to either
the Gtt or Gbb mode are assumed to decay via Gtb instead, and m( )2?) is fixed to 1 GeV. The exclusion
reach is highest in the pure Gtt corner of the branching ratio space, and weakest in the pure Gtb corner.
Similar results, with m( /\??) = 600 GeV and m( )2?) = 1000 GeV, are shown in Figures 11 and 12. As the

mass of the X ? increases, the sensitivity becomes weakest for mixed Gtb and Gbb models. The decreased
sensitivity motivates future optimization for these mixed topologies.

Additionally, the 95% CL observed and expected exclusion limits as a function of m(f) for the Gtt model
with an on-shell stop are shown in Figure 13. The § and X ? masses are fixed to 2.1 TeV and 600 GeV
respectively. As can be observed in Figure 13, when the mass of the stop is far from m(g) and m( )2?)
(1.2 TeV < m(f) < 1.7 TeV), the exclusion limit is similar to that of the off-shell result, but when m(7) is

close to the g mass (1.8 TeV < m(f)) or X ? mass (m(f) < 1 TeV), the limit degrades because one of the
tops in the decay chain loses substantial energy.

Figure 14 shows the expected and observed the 95% CL cross-section upper limit for the Gtb model with

23



B@- T X)+B@- bbk)+B@ - tb¥)=100% B@ - T X))+ B@ - bb X)) + B@ - tb X) = 100%

— 100 — = — —
> ATLAS Preliminary 205 s > ATLAS Preliminary 205 >
= -1 . (] = -1 E (]
_ 90§ {s=13 TeV, 79.8 fb - R {s=13 TeV, 79.8 fb fig
Ek'_' Irznig) =1GeV S Eb<H m(;?) =1GeV P
1) pected = 1) Observed ~
a £ e} £
! & ! 5
)} = =) =
@ E @ =
X X
D Te)
o o

>

@

4

10 20 30 40 50 60 70 80_ 90 100 10 20 30 40 50 60 70 80_90 100
B@ - %) [%] B@ - X)) [%]
(@ (b)

Figure 10: The expected (a) and observed (b) 95% CL exclusion limits on the gluino mass as a function of the gluino
branching ratio to Gbb (vertical) and Gtt (horizontal) models. Gluinos not decaying to either the Gtt or Gbb mode
are assumed to decay via Gtb instead. In this figure m( )2?) is fixed to 1 GeV. The z-axis indicates the maximum
excluded gluino mass for each point in the branching ratio space. The white lines indicate contours at mass intervals
of 50 GeV. The exclusion limits were derived using the multibin analysis.
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Figure 11: The expected (a) and observed (b) 95% CL exclusion limits on the gluino mass as a function of the gluino
branching ratio to Gbb (vertical) and Gtt (horizontal) models. Gluinos not decaying to either the Gtt or Gbb mode
are assumed to decay via Gtb instead. In this figure m( )2?) is fixed to 600 GeV. The z-axis indicates the maximum
excluded gluino mass for each point in the branching ratio space. The white lines indicate contours at mass intervals
of 50 GeV. The exclusion limits were derived using the multibin analysis.
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Figure 12: The expected (a) and observed (b) 95% CL exclusion limits on the gluino mass as a function of the gluino
branching ratio to Gbb (vertical) and Gtt (horizontal) models. Gluinos not decaying to either the Gtt or Gbb mode
are assumed to decay via Gtb instead. In this figure m( )2?) is fixed to 1000 GeV. The z-axis indicates the maximum
excluded gluino mass for each point in the branching ratio space. The white lines indicate contours at mass intervals
of 50 GeV. The exclusion limits were derived using the multibin analysis.
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Figure 13: Exclusion limits as a function of m(7), in the Gtt model but with an on-shell stop, in the context of the
multi-bin analysis. The § and )?? masses are fixed to 2.1 TeV and 600 GeV respectively. The dashed and solid
bold lines show the 95% CL expected and observed limits, respectively. The solid red line indicates the theoretical
cross-section for a 2.1 TeV gluino. The thin blue lines indicate the expected (dashed) and observed (solid) limits for
the case of the off-shell stop, where m(7) = 5 TeV.
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on-shell stop, sbottom and X i, as a function of the stop mass. The & and X ? masses are fixed to 2.1 TeV
and 600 GeV respectively, the X7 mass is fixed to either 1.2 TeV (Figure 14(a)) or 180 GeV lower than
the stop mass (14(b)), and the sbottom mass is fixed at the same value as m(7). In the range considered for
the masses of stop and sbottom, the cross-section limit does not depend strongly on the stop and sbottom
mass in the case of fixed m(¥]), while when an increase in stop mass corresponds also to an increase in
m(X i ), the limit is weaker for higher values of m(7).
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Figure 14: Exclusion limits as a function of m(f), in the Gtb model but with an on-shell stop and X li , for X f mass
fixed to 1.2 TeV (a) and 180 GeV lower than the stop mass (b), in the context of the multi-bin analysis. The g and X ?
masses are fixed to 2.1 TeV and 600 GeV respectively. The dashed and solid bold lines show the 95% CL expected
and observed limits, respectively. The solid red line indicates the theoretical cross-section for a 2.1 TeV gluino. The

thin blue lines indicate the expected (dashed) and observed (solid) limits for the case of the off-shell stop, where
m(f) = 5 TeV, and m(X7) = 605 GeV.
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10 Conclusion

A search for pair-produced gluinos decaying via bottom or top squarks is presented. LHC proton—proton
collision data from the full 2015-2017 data-taking periods are analysed, corresponding to an integrated
luminosity of 79.8 fb~! collected at 4/s = 13 TeV by the ATLAS detector. The search uses multiple
signal regions designed for different scenarios of gluino and LSP masses. The signal regions require
several high-pr jets, of which at least three must be b-tagged, large E%‘iss and either zero or at least
one charged lepton. Two strategies are employed: one in which the signal regions are optimised for
discovery, and another one in which several non-overlapping signal regions are fitted simultaneously to
achieve optimal exclusion limits for benchmark signals. For all signal regions, the background is generally
dominated by t7+jets, which is normalised in dedicated control regions. No significant excess is found
above the predicted background in any of the signal regions. Model-independent limits are set on the
visible cross-section for new physics processes. Exclusion limits are set on gluino and LSP masses in two
simplified models where the gluino decays exclusively as § — bbX ? org — ttX ?. For LSP masses below
approximately 800 GeV, gluino masses of less than 2.2 TeV are excluded at the 95% CL for the § — t£X ?
and § — bbX ? models. The results are also interpreted in a model with variable gluino branching ratios
to § — bbX\, § — thXy and § — tiX;. For example, signal models with B(3 — tbX;) near 100% and
m()}?) =1 GeV are excluded at the 95% CL for m(g) < 2 TeV.
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Appendix

The raw number of MC signal events after each selection is reported in the Tables below for all cut-and-
count regions. Representative signal models are considered for each region.

Gbb-0L-M
Gbb, mz = 1900 GeV, Mo = 1400 GeV
Cut stage Num. events
Total 126.5
Trigger 104.0
OL Preselection 69.4
EMSS > 450 GeV 28.8
Nb_jets Z 4 7.2
b-jets
My 2 155 GeV 6.7

Table 7: Example cutflow for Gbb-OL-M.

Gbb-0L-C
Gbb, mz = 1900 GeV, Mo = 1400 GeV
Cut stage Num. events
Total 126.5
Trigger 104.0
OL Preselection 69.4
EFSS > 450 GeV 28.8
Nb_jets Z 4 7.2
b-jets
my oy = 90 GeV 7.1
meg > 1600 GeV 2.8

Table 8: Example cutflow for Gbb-OL-C.
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Gbb-0L-B
Gbb, mz = 1900 GeV, mgo = 1400 GeV

Cut stage Num. events
Total 126.5
Trigger 104.0
OL Preselection 69.4
E}niss > 400 GeV 36.8
Nb-jets >3 25.3
mer = 2800 GeV 0.5

Table 9: Example cutflow for Gbb-OL-B.

Gbb-0L-VC
Gbb, mz = 1900 GeV, Mg = 1400 GeV
Cut stage Num. events
Total 126.5
Trigger 104.0
OL Preselection 69.4
EMSS > 600 GeV 11.6
Nb-jets >4 2.7
my e > 100 GeV 2.6
mege > 1600 GeV 1.3
P> 400 GeV 0.6
h1#b 0.5

Table 10: Example cutflow for Gbb-OL-VC.

Gtt-1L-B
Gtt, mg = 1900 GeV, Mg = 1 GeV
Cut stage Num. events
Total 131.4
Trigger 121.5
1L Preselection 50.5
E}mss > 500 GeV 33.6
mt > 150 GeV 28.3
Njet 2 5 27.6
Nb-jets >3 16.8
my e > 120 GeV 13.6
M7 > 200 GeV 11.8
meg = 2200 GeV 10.5

Table 11: Example cutflow for Gtt-1L-B.
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Gtt-1L-C
Gtt, mg = 1900 GeV, mgo = 1 GeV

Cut stage Num. events
Total 131.4
Trigger 121.5
1L Preselection 50.5
EMS > 350 GeV 43.4
mt > 150 GeV 36.0
Njet 27 26.2
Nb-jets >3 17.0
my e > 160 GeV 12.3
meg = 1000 GeV 12.3

Table 12: Example cutflow for Gtt-1L-C.

Gtt-OL-M
Gtt, mg = 1900 GeV, My = 1 GeV
Cut stage Num. events
Total 131.4
Trigger 121.5
OL Preselection 36.5
EF™S > 500 GeV 26.4
Njet 27 23.8
Nb-jets >3 15.6
my e > 120 GeV 13.7
M3 > 200 GeV 13.3
meg = 1800 GeV 13.1

Table 13: Example cutflow for Gtt-OL-M.

Gtt-OL-C
Gtt, mg = 1900 GeV, My = 1 GeV
Cut stage Num. events
Total 131.4
Trigger 121.5
OL Preselection 36.5
Njet =2 8 28.2
Nb-jets >4 8.2
m I > 120 Gev 7.3
,min
M3 > 100 GeV 7.3
meg = 1000 GeV 7.3

Table 14: Example cutflow for Gtt-OL-C.

31



Gtt-OL-B
Gtt, mg = 1900 GeV, myo = 1 GeV

Cut stage Num. events

Total 131.4
Trigger 121.5

OL Preselection 36.5
E;mss > 350 GeV 323
Njet 27 29.2
Npjers = 3 19.2
myles > 60 GeV 17.9
M3 > 300 GeV 14.7
mege > 2600 GeV 10.8

Table 15: Example cutflow for Gtt-OL-B.

Gtt-1L-M
Gtt, mg = 1900 GeV, Mo = 1 GeV
Cut stage Num. events
Total 131.4
Trigger 121.5
1L Preselection 50.5
EMSS > 450 GeV 37.1
mt > 150 GeV 31.0
Njet 2 6 27.6
Npjets = 3 17.3
myIes > 160 GeV 12.8
M3 > 200 GeV 11.3
mege > 1800 GeV 11.2

Table 16: Example cutflow for Gtt-1L-M.
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