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Abstract

A combination of results on the rare B0
s → µ+µ− and B0 → µ+µ− decays from the

ATLAS, CMS, and LHCb experiments using data collected at the Large Hadron Collider
between 2011 and 2016, is presented. The B0

s → µ+µ− branching fraction is obtained
to be

(
2.69 + 0.37

− 0.35

)
× 10−9 and the effective lifetime of the B0

s → µ+µ− decay is measured
to be τB0

s→µ+µ− = 1.91+0.37
−0.35 ps. An upper limit on the B0 → µ+µ− branching fraction is

evaluated to be B(B0 → µ+µ−) < 1.6 (1.9)× 10−10 at 90% (95%) confidence level. An
upper limit on the ratio of the B0 → µ+µ− and B0

s → µ+µ− branching fractions is
obtained to be 0.052 (0.060) at 90% (95%) confidence level.
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1 Introduction

In this note a combination of the experimental searches for the B0
s → µ+µ− and B0 →

µ+µ− decays at the ATLAS, CMS and LHCb experiments is presented. This combination
is based on the analyses and data sets used for the previously published results detailed
in Ref. [1] for ATLAS, Ref. [2] for CMS, and Ref. [3] for LHCb.

Measurements of low-energy processes can provide indirect constraints on new physics
effects at energy scales beyond the range directly accessible at the LHC. This is partic-
ularly true for Flavour Changing Neutral Current (FCNC) processes, which are highly
suppressed in the Standard Model (SM) and can only occur through higher-order Feynman
diagrams. The B0

(s) → µ+µ− decays are among the most sensitive FCNC processes, owing
to the precision of the calculation of their rates in the SM and their clean experimental
signature [4–8]. In the SM, the decays B0

(s) → µ+µ− proceed only via loop diagrams and
are also helicity suppressed, leading to very small expected branching fractions. Recently,
theoretical uncertainties in the calculation of these branching fractions have been reduced
as a result of progress in lattice QCD [9–13], in the calculation of electroweak effects at
next-to-leading order [5], and in the calculation of QCD effects at next-to-next-to-leading
order [6]. Enhanced electromagnetic contributions from virtual photon exchange have
been included in the calculation, showing larger corrections than previously assumed in
the theoretical uncertainties [7, 8], albeit still minor with respect to the total theoretical
uncertainties. The most up-to-date SM predictions for the B0

s → µ+µ− and B0 → µ+µ−

branching fractions are calculated in Ref. [8] and yield

B(B0
s → µ+µ−) = (3.66± 0.14)× 10−9 and

B(B0 → µ+µ−) = (1.03± 0.05)× 10−10 .
(1)

These branching fractions are CP-averaged and time-integrated, and account for the fi-
nite width difference measured in the B0

s system in the comparison between theory and
experiments (see Refs. [14,15]). They can be readily compared with experimental results.
Similar predictions are obtained using the relation between B0

(s) → µ+µ− decays and

∆Md(s), the mass difference of the B0
(s) mass eigenstates [16, 17]. Using the same input

values as in Ref. [8] the ratio R of the B0 → µ+µ− and B0
s → µ+µ− branching fractions

can be estimated to be: R = 0.0281± 0.0016. It is worth noting that this prediction has
smaller uncertainty than the individual branching fractions, owing to the cancellation of
several common factors. Contributions from new processes or new heavy particles can
enhance or suppress the values of the individual branching fractions or modify their ratio.
However, R has the same value in the SM and in all theories obeying the Minimal Flavour
Violation hypothesis [18, 19], and as such it specifically probes the latter.

For the B0
s → µ+µ− decay, it is also interesting to measure its effective lifetime, which
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is the mean lifetime of the B0
s meson in this decay. This can be expressed as

τB0
s→µ+µ− ≡

∫∞
0
t 〈Γ (B0

s → µ+µ−)〉 dt∫∞
0
〈Γ (B0

s → µ+µ−)〉 dt
(2)

=
τB0

s

1− y2
s

[
1 + 2A∆Γys + y2

s

1 +A∆Γys

]
, (3)

where t is the proper decay time of the B0
s meson, Γ is its time-dependent partial-width,

τB0
s

is the B0
s lifetime and ∆Γs is the width difference between the light and the heavy

mass-eigenstates. The parameters ys and A∆Γ are defined as

ys ≡
∆Γs
2Γs

, A∆Γ ≡
Rµ+µ−

H −Rµ+µ−

L

Rµ+µ−

H +Rµ+µ−

L

, (4)

where Rµ+µ−

H and Rµ+µ−

L are the contributions of the heavy and light mass eigenstates of
the B0

s system to the untagged B0
s→ µ+µ− decay rate. The µ+µ− final state is CP odd.

Hence in the SM A∆Γ = +1 and the effective lifetime corresponds to the lifetime of the
heavy B0

s mass eigenstate, which is measured to be τB0
s→µ+µ− = 1.609± 0.010 ps [20]. As

discussed in Ref. [14], A∆Γ can receive contributions from new physics effects, particularly
from scalar and pseudoscalar operators, even in the case that the branching fractions are
not modified.

The analyses of the three experiments are very similar. Starting from data triggered
mostly by muons, pairs of two well-identified oppositely charged muons are combined to
form a vertex displaced from the primary pp interaction. The resulting B0

(s) → µ+µ− can-
didates are further selected with additional criteria based on kinematics and geometry,
as well as isolation. The final search is performed in bins of multivariate discriminators
trained to distinguish signal from combinatorial background based on a variety of observ-
ables that are not correlated with the dimuon mass. The signal yields are extracted from
a simultaneous fit to the dimuon mass distributions in bins of the output of the multivari-
ate discriminator. In addition to the residual combinatorial component, backgrounds are
expected and included in the final fit from hadronic two-body decays and semileptonic
decays, where the hadrons have been misidentified as muons. The yield of the B0

s → µ+µ−

candidates is converted into its branching fraction by normalising to the B+→ J/ψK+

decay, as

B(B0
s → µ+µ−) =

fd
fs

εB+→J/ψK+

εB0
s→µ+µ−

NB0
s→µ+µ−

NB+→J/ψK+

B(B+→ J/ψK+), (5)

where N is the yield, ε the efficiency, and B the branching fraction of the corresponding
channel. The term B(B+→ J/ψK+) includes the J/ψ → µ+µ− branching fraction. The
term fd/fs represents the ratio of fragmentation fractions of a b quark to a B0 meson over
the one to a B0

s meson [21]. Here and in the following it is assumed that the fragmentation
fractions of B0 and B+ mesons are equal due to isospin symmetry to a good accuracy [22].
All experiments use the B+ → J/ψK+ decay as normalisation channel, while LHCb
experiment also employs the B0 → K+π− decay as additional normalisation mode. The
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normalisation of the B0 → µ+µ− proceeds similarly but without the fd/fs term. The
efficiencies are determined using simulation and corrected using data-driven methods.

The ratio of fragmentation fractions fd/fs is known with limited precision and is the
largest systematic uncertainty on the B0

s → µ+µ− branching fraction. Being common
among the three experiments, a dedicated treatment is needed to take this correlation
into account, as explained in Section 3.

2 Inputs to the combination

The results obtained by the three experiments and used for this combination are detailed
in the following.

The ATLAS results are extracted from data samples of pp collisions corresponding to
integrated luminosities of 25 fb−1 at a centre-of-mass energy

√
s = 7 and

√
s = 8 TeV

collected in 2011 and 2012, and 26.3 fb−1 at
√
s = 13 TeV collected in 2015 and 2016.

The ATLAS analysis yields [1]

B(B0
s → µ+µ−) =

(
2.8 +0.8

−0.7

)
× 10−9, (6)

B(B0 → µ+µ−) = (−1.9± 1.6)× 10−10,

with a significance for the B0
s → µ+µ− signal of 4.6 standard deviations (σ). A 95 %

confidence level (CL) upper limit for the B0 → µ+µ− signal is B(B0 → µ+µ−) < 2.1 ×
10−10, as obtained with the Neyman procedure [23], where the systematic uncertainties are
included following the procedure described in Ref. [24]. Profiled likelihood contours are
also computed using the procedure outlined in Ref. [25] and are found to be compatible
with the Neyman contours. Therefore, to simplify the process, the profiled likelihood
contours are used in the combination between experiments.

The CMS results are based on a data sample of pp collisions corresponding to inte-
grated luminosities of 5 fb−1 at

√
s = 7 TeV, 20 fb−1 at

√
s = 8 TeV, and 36 fb−1 at√

s = 13 TeV, collected during 2011, 2012, and 2016. The measured branching fractions
are [2]

B(B0
s → µ+µ−) =

[
2.9 +0.7

−0.6(exp)± 0.2(frag)
]
× 10−9, (7)

B(B0 → µ+µ−) =
(
0.8 +1.4

−1.3

)
× 10−10,

with a signal significance of 5.6σ and 1.0σ, respectively. In the quoted B0
s → µ+µ−

branching fraction measurement, the first uncertainty combines the experimental statis-
tical and systematic uncertainties on the measurement, while the second is due to the
uncertainty in the ratio of fragmentation fractions fd/fs. A 95 % CL upper limit for
the B0 → µ+µ− decay is B(B0 → µ+µ−) < 3.6 × 10−10, as obtained with the CLs
method [25,26]. The effective lifetime of the B0

s → µ+µ− decay was measured to be

τB0
s→µ+µ− = 1.70+0.60

−0.43 ± 0.09 ps, (8)

where the first uncertainty is statistical and the second systematic.
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The LHCb results are based on a data sample of pp collisions corresponding to an
integrated luminosity of 1 fb−1 recorded in 2011 at

√
s = 7 TeV, 2 fb−1 recorded in 2012

at
√
s = 8 TeV and 1.4 fb−1 recorded in 2015 and 2016 at

√
s = 13 TeV. The measured

branching fractions are [3]

B(B0
s → µ+µ−) =

(
3.0± 0.6 +0.3

−0.2

)
× 10−9, (9)

B(B0 → µ+µ−) =
(
1.5 +1.2 +0.2
−1.0−0.1

)
× 10−10, (10)

where the first uncertainty is statistical and the second systematic, with signal signifi-
cances of 7.8σ and 1.6σ, respectively, and an upper limit B(B0 → µ+µ−) < 3.4 × 10−10

at 95 % CL, as obtained with the CLs method [25, 26]. In addition, the effective lifetime
of the B0

s → µ+µ− decay was measured to be

τB0
s→µ+µ− = 2.04± 0.44± 0.05 ps. (11)

where the first uncertainty is statistical and the second systematic. Results from the
three experiments assume A∆Γ = +1 in the calculation of the efficiencies for the B0

s →
µ+µ− decay and thus for its branching fractions, and they are combined in the following
under this hypothesis. Corrections are given by the single experiments for two possible
alternative hypotheses of A∆Γ = 0,−1. For LHCb, the increase in the branching fraction
of B0

s → µ+µ− is of 4.6% (10.9%) for A∆Γ = 0 (−1), while for ATLAS, the increase is of
3.6% (7.8%) for A∆Γ = 0 (−1). In CMS this effect is not taken as a separate correction,
but it is absorbed into the overall systematic uncertainty in the efficiency, with comparable
magnitude.

3 Combination

In order to correctly take into account the correlation between B(B0
s → µ+µ−) and

B(B0 → µ+µ−), and to allow the upper limit evaluation of B(B0 → µ+µ−), the com-
bination is performed using the binned two-dimensional profile likelihoods obtained by
each experiment from their fit to the dimuon invariant mass distributions. Each likelihood
assumes the lifetime for the B0

s → µ+µ− decay to be the SM one, i.e. A∆Γ = +1. The un-
certainties on the current measurements are dominated by the statistical component. The
systematic uncertainties affecting the three measurements are considered to be indepen-
dent, therefore the three likelihoods are profiled separately with respect to the nuisance
parameters. The only exception is the ratio of the fragmentation fractions fd/fs that is a
common nuisance parameter and represents the only relevant source of correlation among
the three experiments. In order to take this into account, this factor was profiled sepa-
rately in each likelihood, retaining its uncertainty in only one of the three experiments.
In practice the fd/fs uncertainty was maintained in the LHCb likelihood. The effect of
the correlation of fd/fs is tested comparing results of this combination obtained with and
without the fd/fs uncertainty in the ATLAS and CMS results and found to be negligible,
being limited by the statistical uncertainties. The effect of the dependence of fd/fs on the
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transverse momentum was also considered and found to be within the already assigned
uncertainties.

Each likelihood is fitted with an analytical function in the region of the
(B(B0

s → µ+µ−) – B(B0 → µ+µ−)) plane where both branching fractions are positive.
However, for each experiment, the original likelihood is unconstrained, such that the fit
to the dimuon invariant mass distribution is allowed to return all possible values (in-
cluding negative values) of the two branching fractions. Since the number of observed
B0

(s) → µ+µ− candidates is small, the shape of the likelihood cannot be represented by a
Gaussian distribution. To take into account the strong likelihood asymmetry, a variable-
width Gaussian [27] has been used. This function describes asymmetric likelihoods (which
means asymmetric uncertainties) and also possible correlation between the two observ-
ables which in this analysis is predominantly due to the overlap between the populations
of the two mass peaks resulting from the finite dimuon mass resolution. The analytical
function is found to be in good agreement with the measured binned likelihood for each
experiment.

The three binned log-likelihoods are then summed and fitted using a two-dimensional
variable-width Gaussian. The maximum is used to evaluate the central values and the
uncertainties of the branching fractions for the two processes, yielding:

B(B0
s → µ+µ−) =

(
2.69 + 0.37

− 0.35

)
× 10−9 and

B(B0 → µ+µ−) = (0.6± 0.7)× 10−10.
(12)

The two-dimensional likelihood contours of the results for the B0
s → µ+µ− and

B0 → µ+µ− decays for the three experiments together with their combination are shown
in Fig. 1: likelihood contours correspond to the values of −2∆lnL = 2.3, 6.2, 11.8, 19.3,
and 30.2. In a bidimensional Gaussian approximation, these contours correspond to 1
to 5 sigma levels. Since the measured significance for the B0 → µ+µ− decay is lower
than 1σ, an upper limit is evaluated from the one-dimensional negative log-likelihood.
The upper limit on B(B0 → µ+µ−) is 1.6 (1.9) × 10−10 at 90% (95%) CL. The upper
limit is computed under the hypothesis that B(B0 → µ+µ−) is positive, by renormalising
the likelihood in the region where B(B0 → µ+µ−) is positive and by integrating it up
to the quantiles of interest. The negative log-likelihoods from the combined analysis for
both B(B0

s → µ+µ−) and B(B0 → µ+µ−) are shown in Fig. 2. The central value of the
B0
s → µ+µ− branching fraction is lower than any single experiment’s results: this is ex-

pected given the anti-correlation of the B0
s → µ+µ− and B0 → µ+µ− branching fractions

present, at different levels, in the three experiments [28].
When including the theoretical uncertainties, the one-dimensional compatibility with

the SM is estimated to be 2.4σ for the B0
s → µ+µ− and 0.64σ for the B0 → µ+µ−, while

the two-dimensional compatibility with the SM point is estimated to be of 2.1σ. These
values are derived from the −2∆lnL assuming Wilks’ theorem [29].

Starting from the two-dimensional likelihood, a profile likelihood of the ratio R of the
B0 → µ+µ− and B0

s → µ+µ− branching fractions is obtained by computing the minimum
negative log-likelihood value in the full two-dimensional plane for each R value. With
this approach, the correlation between the two branching fractions is properly taken into
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Figure 1: In the left-hand plot, the two-dimensional likelihood contours of the results for
the B0

s → µ+µ− and B0 → µ+µ− decays for the three experiments are shown together with
their combination. The dataset used was collected from 2011 to 2016. The red dashed line
represents the ATLAS experiment, the green dot-dashed line the CMS experiment, the
blue long-dashed line the LHCb experiment and the continuous line their combination.
For each experiment and for the combination, likelihood contours correspond to the values
of −2∆lnL = 2.3, 6.2, and 11.8, respectively. In the right-hand plot, the combination
of the three experiments is shown with contours of different shades. Likelihood contours
correspond to the values of −2∆lnL = 2.3, 6.2, 11.8, 19.3, and 30.2, represented in order
by darkest to less dark colour. In both plots, the red point shows the SM predictions
with their uncertainties. The published results from the three experiments are detailed
in Ref. [1–3].

account. The resulting curve is shown in Fig. 3. The value of the ratio is determined to
be

R = 0.021+0.030
−0.025 (13)

and its upper limit at 90% (95)% CL isR < 0.052 (0.060). The upper limit is computed in
the same manner as for B(B0 → µ+µ−), by integrating the likelihood only in the positive
region.

The CMS and LHCb experiments also measured the effective lifetime of the observed
B0
s → µ+µ− candidates. The LHCb B0

s → µ+µ− effective lifetime is measured from a
fit to the background-subtracted decay-time distribution of signal candidates. The CMS
measurement is determined with a two-dimensional likelihood fit to the proper decay
time and dimuon invariant mass; the model introduced in the likelihood fit adopts the
per-event decay time resolution as a conditional parameter in the resolution model. For
both experiments, the measurement is fully dominated by its statistical uncertainty, hence
the two results are uncorrelated. Two variable-width Gaussian likelihoods are used to
describe the CMS and LHCb original likelihoods and the value of −2∆lnL obtained from
these functions (shown in Fig. 4) is then minimised to obtain the combined value and the
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Figure 2: Value of −2∆lnL for B(B0
s → µ+µ−) (left) and B(B0 → µ+µ−) (right), shown

in both as solid black line. In the left-hand plot, the dark (light) green dashed lines
represent the 1σ (2σ) interval. In the right-hand plot, the dark (light) blue dashed lines
represent the 90% (95%) CL. In both plots, the red solid band shows the SM prediction
with its uncertainty. The published results from the three experiments are detailed in
Ref. [1–3].
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Figure 3: Value of −2∆lnL for the ratio of the B0 → µ+µ− and B0
s → µ+µ− branching

fractions, R, shown as solid black line. The light (dark) blue dashed line represents the
90% (95%) CL and the red solid band shows the SM prediction with its uncertainty. The
published results from the three experiments are detailed in Ref. [1–3].

68% CL interval (found where −2∆lnL = 1), which reads

τB0
s→µ+µ− = 1.91+0.37

−0.35 ps. (14)
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Figure 4: Value of −2∆lnL for the combination of CMS and LHCb measurements [2, 3]
of the B0

s → µ+µ− effective lifetime, shown as solid black line. The dark and light green
dashed lines represent the intervals corresponding to −2∆lnL =1 and 4, respectively, and
the red solid band shows the SM prediction with its uncertainty.

4 Conclusions

In summary, the results of the ATLAS, CMS, and LHCb experiments on the B0
(s) → µ+µ−

decays obtained from the data collected between 2011 and 2016 have been combined. The
B0
s → µ+µ− branching fraction is measured to be

B(B0
s → µ+µ−) =

(
2.69 + 0.37

− 0.35

)
× 10−9

assuming A∆Γ = +1, while an upper limit on the B0 → µ+µ− branching fraction is set at

B(B0 → µ+µ−) < 1.6× 10−10 at 90% CL, and

B(B0 → µ+µ−) < 1.9× 10−10 at 95% CL.

An upper limit on the ratio of the B0 → µ+µ− and B0
s → µ+µ− branching fractions is

also obtained to be R < 0.052 (0.060) at 90% (95%) confidence level.
The results are compatible with the SM predictions within 2.1 standard deviations in

the two-dimensional plane of the branching fractions, when the theoretical uncertainties
are included.

The effective lifetimes of the B0
s → µ+µ− decay, measured by the CMS and LHCb

experiments, are combined yielding

τB0
s→µ+µ− = 1.91+0.37

−0.35 ps.

These results for the branching fractions and lifetime are the most precise to date.
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