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Abstract

In heavy-ion collisions, event-by-event measurements play a crucial role in understanding the

high-energy nuclear interaction dynamics and the quark-gluon plasma (QGP) properties. Stud-

ies of event-by-event fluctuations of observables measured in heavy-ion collisions are of great

interest given they probe the phase transition from QGP to hadron gas (HG). Of particular in-

terest are event-by-event fluctuations of the average transverse momentum (hpTi) of charged

particles measured in a specific kinematic range. These fluctuations are expected to be sensi-

tive to energy fluctuations, and arguably, temperature variations of the produced matter in these

collisions. Fluctuations in the average transverse momentum act as a proxy to the fluctuation

in the temperature of the system. The temperature fluctuations are predicted to sharply increase

in the vicinity of the critical point and in this part of the QCD phase diagram, a rapid change

in the heat capacity of the medium near the phase transition is expected. hpTi fluctuations are

also highly sensitive to the presence of collective e↵ects and the onset of thermalization in

mesoscopic systems. Measurements of hpTi fluctuations are thus an essential tool to achieve

a better understanding of the hot and dense matter produced in heavy-ion collisions. To mea-

sure the non-statistical average pT fluctuations, the analysis is carried out using the two-particle

transverse-momentum correlator,
p
h�pT,1�pT,2i/hhpTii. This observable is designed to nul-

lify scenarios exhibiting purely statistical fluctuations. Any non-zero signal detected signifies

particle correlations in momentum space, contributing to dynamic average pT.

This thesis comprises the analysis of the event-by-event mean transverse-momentum fluc-

tuations in proton–proton (pp), xenon-xenon (Xe–Xe), and lead–lead (Pb–Pb) collisions in the

centre-of-mass energies of 5.02 TeV for pp and Pb-Pb collisions and 5.44 TeV for Xe-Xe col-

lisions. The analysis is performed for charged particles with transverse momenta in the range

xi
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of 0.15 GeV/c < pT < 2 GeV/c. The chosen pseudorapidity acceptance of |⌘| < 0.8 plays a cru-

cial role in ensuring uniform acceptance and e�cient track detection within the ALICE Time

Projection Chamber, a key detector of this study.

The data analysis in this investigation is divided into two main components. Initially, the

analysis focuses on studying event-by-event fluctuations in the average transverse momentum,

hpTi, of charged particles produced in Pb–Pb, Xe–Xe, and pp collisions. In this part, the study

reports a system and energy scan of event-by-event hpTi fluctuations as a function of the charged

particle pseudorapidity density. The observed
p
h�pT,1�pT,2i/hhpTii exhibits a non-vanishing

strength and demonstrated an approximate power-law dependence on the produced charged par-

ticle density. These findings validate and support previous observations of non-Poissonian fluc-

tuations in AA collisions. In the system size scan, the magnitude of the correlator is observed to

decrease by more than one order of magnitude with respect to the produced particle multiplicity

density measured in pp, Xe–Xe, and Pb–Pb collisions as the multiplicity increases from low to

high values. The measured evolution of the two-particle correlator with hdNch/d⌘i for Pb–Pb

and Xe–Xe collisions is compared with calculations based on the HIJING and AMPT model

using the default mode and the mode with string melting. The magnitude of the two-particle

correlator computed with HIJING exhibits a simple power law behavior. This power law depen-

dence and exponent value are consistent with the behaviour expected for a system consisting

of a simple superposition of nucleon-nucleon collisions without re-scattering of the secondaries

as modelled by HIJING. However, one observes that while the evolution of the correlator mea-

sured in both Pb–Pb and Xe–Xe approximately follows the HIJING power-law fit in the range

10 < hdNch/d⌘i < 50, it clearly deviates from this simple trend at hdNch/d⌘i > 50. This indi-

cates that the final state particle production in Xe–Xe and Pb–Pb collisions cannot be described

by a mere superposition of independent particle-emitting sources. The observed deviation is

likely a result of radial flow, yet exploring the potential for increased correlations stemming

from fluctuations linked to jet production is an intriguing factor. The aim is to discern whether

fluctuations in the number of jets compared to the "baseline" regime (those devoid of jets) might

amplify fluctuations, potentially influencing the magnitude of the correlator.
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This curiosity led to explore how the strength of the correlator varies in pp collisions,

ranging from jet-like to isotropic events, constituting the second part of the analysis. Hence,

the evolution of
p
h�pT,1�pT,2i/hhpTii with hdNch/d⌘i in pp collisions at

p
s = 5.02 TeV for

di↵erent spherocity classes is studied in this thesis. Events characterized by the presence of

jets exhibits more significant mean transverse momentum fluctuations compared to isotropic

events. In high-multiplicity collisions, the presence of jets increases the correlator’s strength

by around 20%. This enhancement primarily stems from particles emitted within a "narrow"

cone by jets, showing a higher average correlation among themselves compared to other parti-

cles. Consequently, the existence of jets notably increases the correlator’s strength within these

events.

Observing an increase in the correlator strength for events with jet-like characteristics

relative to spherocity-integrated pp collisions suggests that the outcomes witnessed in A–A

collisions might not be solely due to jet suppression. Hence, the presence of jets in central A–A

collisions isn’t expected to significantly contribute to the strength of the correlator.
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Chapter 1

Introduction

The vastness of space and time within the Universe has always held a profound fascination for

humanity. As inherently curious beings, humans possess a natural inclination to seek about our

surroundings, including fundamental questions about our existence. This curiosity often leads

to explore the origin of the Universe. Scientists often grapple with a series of fundamental

inquiries about the Universe: How expansive is it? What path does it traverse? How did our

Universe come into being? What governs its behaviour today, and what lies ahead in its future?

These inquiries have opened up exciting new avenues of research and technological advance-

ments, enabling us to probe not only the farthest reaches of the cosmos but also the behaviour

of matter and energy at the quark level.

The birth of a miniature Universe is simulated within a laboratory setting by recreating

conditions by establishing what one might aptly term a "mini big bang". Scientists are currently

endeavouring to piece together the sequence of events that gave rise to our Universe in its

earliest moments. Such e↵orts hold the promise of enhancing our understanding of the universe

and o↵er solutions to some of the most pressing contemporary questions.

1.1 The expanding Universe and the Big Bang

One of the most significant discoveries in the realm of science is the observation of the ex-

panding universe by Edwin Hubble [1]. While observing far-o↵ galaxies in the early 1920s,

1
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Edwin Hubble, discovered that the lights from those galaxies had a redshift. The wavelength

of the light is stretched while an object is moving away from the viewer. It shifts towards the

red portion of the spectrum, thus the name "redshift". This phenomenon is called Doppler shift

1.1.

Figure 1.1: Doppler e↵ect in light

The Doppler shift for an observer moving away from the source is given by:

�0 = �

s
1 + v/c
1 � v/c (1.1)

where �0 ! Observed wavelength by the observer

�! Source wavelength

c! Speed of the light

v! Velocity of the observer

From the above equation, one can see that �0 > �, which shows that the wavelength is

stretched, towards the red part of the visible spectrum. This implies that the galaxies are moving

away from Earth, i.e. the universe is expanding. Therefore, if one travels through time, the

universe must have been at a point with an infinite energy density, which is when one assumes

the Big Bang happened.

Hubble’s Law is depicted in Figure 1.2, showing a linear correlation between a galaxy’s

velocity (v) and its distance (d) given by:

v = H0 ⇥ d (1.2)
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Figure 1.2: Relationship between velocity and distance for extragalactic nebulae [1]

This graphical representation depicts the essence of Hubble’s Law, an elegantly simple yet

profound principle. It states that a galaxy’s velocity (v) is directly proportional to its distance

(d) from us. The Hubble Law, along with its visual counterpart, the Hubble Diagram, describes

an important concept: the universe is continuously expanding. Much like a rising loaf of bread,

galaxies, akin to raisins within the dough, continually move away from each other at a uniform

rate per unit of distance. Consequently, galaxies that reside farther from us recede at greater

speeds than those situated nearby. This fundamental relationship, known as the Hubble Law,

has been reproduced in the world of astronomy and is frequently featured in textbooks.

Although the expansion rate remains uniform in all directions at any given moment, it

evolves throughout the Universe’s existence. When expressed as a function of cosmic time,

denoted as H(t), it becomes the Hubble Parameter. At present, the expansion rate, represented

by H0, is approximately 70 kilometres per second per megaparsec (where 1 megaparsec equals

3.26 million light-years).

The reciprocal of the Hubble Constant yields the Hubble Time, denoted as tH, which

measures the time since the beginning of the linear cosmic expansion. Consequently, it is linked

to the age of the Universe, spanning from the moment of the Big Bang to the present day. For

the aforementioned value of H0, tH = 1/H0, is approximately 14 billion years.
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1.1.1 The Dark matter

Our understanding of the Universe reveals that approximately 27% of its total energy

content is composed of a mysterious form of matter known as dark matter (DM). This dark

matter is fundamentally distinct from normal matter, which contributes to only about 5% of the

Universe’s energy [2, 3]. The rest of about 68% of the Universe’s total energy is constituted

by the dark energy [4]. The evidence supporting the existence of dark matter is compelling and

consistent across various scales, ranging from galactic to cosmological phenomena [3]. It is

important to note that dark matter has not been directly observed as of yet. All existing evidence

for dark matter relies solely on its gravitational e↵ects. However, there are several compelling

reasons to investigate dark matter in laboratory settings:

• The prevailing "Weakly Interacting Massive Particle" (WIMP) paradigm suggests that

dark matter is composed of particles known as WIMPs, which have extremely weak in-

teractions with normal matter. These particles are expected to have energies accessible at

or near the electroweak scale, a range crucial for explaining the observed relic density of

particles resulting from the freeze-out of thermal equilibrium in the early Universe [5–

7]. This electroweak energy scale is e↵ectively probed by powerful experiments like the

Large Hadron Collider (LHC) at CERN, located near Geneva, Switzerland [8].

• Additionally, numerous "beyond the standard model" (BSM) theories in high-energy

physics require the existence of new particles at the electroweak scale. Some of these par-

ticles may serve as viable candidates for dark matter or interact with dark matter particles.

A notable example of such a theory that bridges astrophysical and theoretical motivations

is supersymmetry (SUSY). Supersymmetry not only addresses several known issues with

the standard model, such as the hierarchy problem but also o↵ers a compelling candidate

for dark matter [9–11].

• In collider experiments, the primary experimental signature of dark matter is the presence

of "missing transverse energy". This phenomenon arises because the particle responsible
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for dark matter typically escapes the detector without being detected, leaving behind an

imbalance in energy and momentum.

In summary, the quest to understand dark matter is driven by its significant contribution to

the Universe’s energy content and its profound gravitational e↵ects. Laboratory investigations

are motivated by the desire to explore the nature of dark matter, test theoretical models, and

potentially uncover new physics phenomena through experiments that can detect the elusive

particles associated with dark matter.

Figure 1.3: The Big Bang theory

Understanding the fundamental structure and principles of nature, from the biggest dimen-

sions of the universe (such as galaxies, stars, etc.) all the way down to the smallest dimensions

of quarks, is the goal of high-energy nuclear and particle physics. The study of ultra-relativistic

heavy-ion collisions is one of the thriving research fields today, both from an experimental and

theoretical standpoint. One can learn more about matter created under extreme conditions, such

as high temperature and high energy density, by studying heavy-ion collisions.
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According to Quantum Chromodynamics (QCD), which describes strong interactions, nu-

clear matter would undergo a phase transition under these extreme conditions to a deconfined

state of quarks and gluons known as Quark Gluon Plasma (QGP). With experiments like AGS at

BNL, SPS at CERN, the Relativistic Heavy Ion Collider (RHIC) at BNL, and the present Large

Hadron Collider (LHC) at CERN, where the centre of mass collision energy may reach up to

13.6 TeV, the study of ultra-relativistic heavy-ion collisions has a history of around 35 years.

The QCD theory is briefly introduced in this chapter along with a few examples of relevant

ALICE measurements in order to explain the scientific motivation behind the experiment.

In the next section, a brief discussion on the standard model, quantum chromodynamics

(QCD), ultra-relativistic heavy ion collisions, and the phase transition followed by the discus-

sions on possible signatures of QGP has been done.

1.2 Standard Model

After the discovery of electrons by J. J. Thompson in the late 19th century, several experi-

ments and theories resulted in remarkable triumphs in the basic building block of matter. Later,

several new particles were proposed theoretically and successfully discovered experimentally.

However, till 1961, no classification of a huge number of particles was available. Inspired by

Mendeleev’s way of classification of elements, in the early 1970s, Gell-Mann introduced the

eight-fold way to classify the hadrons for the first time. This classification was based on the

electric charge and net strangeness. In 1970, Zweig and Gell-Mann proposed the quark model

independently which stated that hadrons are composed of quarks [12]. This superseded the

eight-fold way.

In 1970, Glashow, Salam and Wienberg proposed the Standard Model, a theory that de-

scribes three of the four known fundamental forces of nature (strong, weak and electromag-

netic), which is successful in explaining experimental results of elementary particles with high

precision [13–15]. The Standard model was postulated to be a quantum field theory (QFT)

based on the gauge symmetry S U(3)C ⇥S U(2)L⇥U(1)Y . In the standard model, the elementary

particles are characterized by quantum numbers such as the spin (S), baryon (B) and lepton (L)
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numbers and electric charge (Q). The schematic representation of the standard model is depicted

in Fig. 1.4.

Figure 1.4: A representation of the standard model. The figure is taken from [16].

As per the standard model, the Universe is constituted by the elementary particles that

make up the visible matter. They are classified into quarks, leptons, gauge and Higgs bosons.

The quarks are distinguished by six flavors of quarks namely up (u), down (d), strange (s),

charm (c), top (t) and bottom (b). The first generation of quarks are most stable and they are the

lightest. The second and third generations consist of less stable particles and they are heavier in

nature. Similar to quarks, there are also 6 types of leptons, i.e., electron (e), electron-neutrino

(⌫e), muons (µ), muon-neutrino (⌫µ), tau (⌧) and tau-neutrino (⌫⌧). Both quarks and leptons are

fermions and are spin-1/2 particles. Quarks combine together to form hadrons which can further

be classified into baryons and mesons. Hadron consisting of a quark-antiquark pair is called a

meson while three quarks(or anti-quarks) are combined to form baryons. However, baryons

like � are made up of three up-or-down quarks. As the three quarks inside a baryon cannot

be identical due to Pauli’s exclusion principle, a new quantum number, the color charge was

introduced. Every quark carries a color charge (red, blue or green) and they have a fractional

electric charge.
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The carriers of the fundamental forces are called gauge bosons. There are four fundamen-

tal forces namely, the strong force, the weak force, the electromagnetic force and the gravita-

tional force. Strong and weak forces have short range and they are e↵ective only at sub-atomic

levels, while electromagnetic and gravitational forces have infinite range. The gluons (g) are the

mediator of the strong force and they also carry the color charge. The weak force is mediated by

the W± and Z bosons. The photons (�) are the carriers of electromagnetic force. The prescribed

form of the standard model stands complete after the recent discovery of the Higgs boson at

the Large Hadron Collider (LHC), CERN, Geneva. Higgs boson is responsible for the mass of

elementary particles.

The field theory which governs the electromagnetic interaction is called Quantum electro-

dynamics (QED). The unified electromagnetic and weak force is governed by the Electroweak

theory. The strong interaction is governed by Quantum Chromodynamics (QCD), which is

briefly discussed in the next section.

1.3 Quantum Chromodynamics (QCD)

QCD, the field theory which governs the strong interaction, is responsible for the confinement

of nucleons inside nuclei and quarks inside hadrons [17, 18]. QCD derives its name from the

Greek word "chromos" meaning "colour".This field theory, akin to Quantum Electrodynamics

(QED) governing electromagnetic interactions, shares similarities, yet presents distinct di↵er-

ences. Unlike the single electric charge and its anti-charge in QED, QCD introduces three color

charge states and their corresponding anti-states. Both theories employ massless gauge bosons

for interactions. However, unlike photons, gluons that carry color charge, can interact with each

other.

In QCD, the color charge is conserved in strong interactions and follows a SU(3) sym-

metry, where ‘SU’ stands for the special unitary group which is the group of unitary matrices

whose determinant is equal to unity. Unlike quarks, which can combine to form color-neutral

particles (such as mesons and baryons), gluons, due to their own color charges, cannot exist in

a color-neutral state. As a result, eight distinct types of gluons exist, reflecting the richness of
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the strong interaction described by QCD’s SU(3) symmetry. This is a fundamental property of

QCD. The quarks interacting through gluons in QCD are similar to the QED coupling of pho-

tons and fermions. Unlike photons, gluons can interact among themselves enabling complex

QCD processes. The e↵ective potential (V(r)) between partons governed by QCD is given as,

V(r) = �4
3
↵S

r
+ kr, (1.3)

where, ↵S is the strong coupling constant. It is also known as a running coupling constant due

to its explicit dependence on the momentum transfer scale. r is the distance between partons

and k is the color string tension constant (' 0.85 GeV f m�1) [19].

QCD has two important features called asymptotic freedom and confinement, which are

discussed in the next subsections.

Figure 1.5: The strong coupling constant (↵S ) as a function of momentum transfer [20].

1.3.1 Asymptotic Freedom

One of the most unique features of QCD is asymptotic freedom. David J. Gross, H. David

Politzer and Frank Wilczek were awarded jointly the Nobel Prize in Physics in 2004 for the

discovery of asymptotic freedom in the theory of the strong interaction [21]. It states that,
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with the decrease in distance between the partons, the strength of interaction between partons

becomes smaller and the energy density gets higher.

One can notice in Eq. 1.4 that ↵S is not really a constant but a function of momentum

transfer. This is an outcome of gluon or quark pairs vacuum polarization. The quark-antiquark

pair created and annihilated in the vacuum can be polarized by the color charge similar to a

molecule that can be polarized by an electric charge in a dielectric medium. Similarly, the quark

polarization screens the color charge in QCD which is similar to electric charge screening in

QED. However, the key di↵erence with respect to the QED is the self-interaction among gluons

which smears the color charge of quarks. This creates an anti-screening e↵ect. This e↵ect in

QCD causes the strong coupling to become small at a short distance (large momentum transfer)

and it causes the quarks inside hadrons to behave as free particles when probed at high energy.

The ↵S as a function of momentum transfer (Q2) is given as,

↵S (Q2) =
12⇡

(11n � 2nf )ln(Q2/⇤2
QCD)
, (1.4)

where ⇤QCD is the non-perturbative QCD scale parameter and the perturbative QCD is applica-

ble above ⇤QCD ' 200 MeV. nf is the number of quark flavours. At lower values of momentum

transfer (Q ⇠ 1 GeV/c2), ↵S (Q2) grows and the perturbative theory breaks down. However, in

the denominator, the anti-screening e↵ect will dominate if 11n becomes higher than 2nf . The

strong coupling constant will decrease with an increase of Q2. Thus, at very short distances,

which corresponds to high momentum transfer, the value of ↵S (Q2) becomes very small, mak-

ing the coupling weak. When Q2 tends to a very large value (i.e., 1), the coupling strength

becomes almost negligible making the quarks and gluons behave as free particles inside the

QCD vacuum. This feature is called asymptotic freedom [17]. When the coupling becomes

small, the perturbative QCD is applicable. Fig. 1.5 depicts the value of ↵S (Q2) estimated by

di↵erent systems such as deep inelastic scattering, e+e� annihilation and hadron collisions.



1.4 QCD phase transition and Quark-Gluon Plasma (QGP) 11

1.3.2 Confinement

In addition to the asymptotic freedom, the QCD potential has another salient feature where

the quarks exhibit color confinement. This means an isolated quark cannot be found in nature.

Similar to Coulomb potential, the first term of Eq. 1.3 indicates that with increasing distance

between the two color charges, the linear term dominates and the strength of the potential in-

creases. This term arises from a single gluon exchange and dominates at small r. Thus to get

free quarks, one requires nearly infinite energy. When the separation between two quarks in-

creases, a string is formed due to the gluon self-coupling as the color field lines are attracted.

At a large distance, when the potential energy becomes large enough, a quark-antiquark pair

is created instead of producing two free quarks. Due to this feature of the QCD potential, the

quarks are always confined [19].

1.4 QCD phase transition and Quark-Gluon Plasma (QGP)

Based on the temperature and the density of the system, QCD calculations suggest that strongly

interacting matter can exist in di↵erent phases. A system of deconfined states of quarks and

gluons, also called quark-gluon plasma (QGP) is brought into a confined state where partons are

confined inside hadrons via a phase transition characterised by a specific critical temperature

and baryo-chemical potential. Thus, by reproducing similar temperature and energy density

conditions, this QCD phase transition can be investigated in the laboratory leading to the QGP

formation with the help of ultra-relativistic heavy-ion collisions. In such heavy-ion (A–A)

collisions, a large number of nucleon-nucleon interactions take place in a very small region in

space, which provides significantly high energy density to allow the creation of the QGP state.

When the collision energy is high enough for the phase transition of deconfined matter to occur,

the initial state is expected to be made up of solely strongly interacting quarks and gluons. This

phase later hadronises, when the system cools down. This particular evolution of the system in

heavy-ion collisions is believed to reproduce the stages of evolution in the early Universe after

the electro-weak phase transition from the deconfined state of quarks and gluons to confined
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hadrons, nearly few µs after the Big Bang. Therefore, heavy-ion collisions at ultra-relativistic

energies are often referred to as Little Bang.

1.4.1 Thermodynamics of QCD

Figure 1.6: Schematic view of QCD phase diagram [22]

Figure 1.6 shows the schematic view of the QCD phase diagram which has possible states

of strongly interacting matter confined in it. The x-axis represents the baryon chemical potential

(µb) and the y-axis represents the temperature (T) of the system. As shown in the phase diagram

of QCD, strongly interacting matter can exist in di↵erent phases which are characterized by

temperatures and densities. The µB is defined as the amount of energy needed to increase the

total number of baryons NB by one unit in a system, i,e., µB =
@E
@µB

. At relativistic energies,

the baryon number in a system may not be conserved due to particle annihilation and creation

processes at the microscopic level. Thus, µB is introduced. Low baryon chemical potential (µB ⇠

mp ⇠ 1 GeV) in the phase transition diagram corresponds to the nuclear matter in its normal

state. Based on how fast the free energy of the system varies near the transition temperature,

the order of a phase transition is governed. When the first di↵erential of the free energy is
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discontinuous accompanied by a discontinuous variation of entropy along with the presence of

latent heat, a first-order transition occurs. In a similar way, the second-order transition occurs

when the second di↵erential of the free energy is discontinuous. In a special case, a phase

transition is called a crossover transition if it occurs without any discontinuity of free energy.

At the critical point, two states of matter can coexist at the same time. The phase transition

governed by QCD is expected to be of the first-order transition until the critical endpoint is

achieved. From the lattice QCD calculations, strong evidence of a crossover phase transition is

expected at T ' 160 MeV and µb ' 0 [23, 24]. An assumption of first-order phase transition

is considered at higher µb and the first-order transition is thought to reach the position of the

transition to the cross-over region [25, 26]. However, the precise information on the properties

and the location of the phase transition from hadrons to the QGP are still unknown.

The pressure of hadronic phase as a function of temperature can be expressed via the

Stefan-Boltzmann law:

PHG = g
⇡2

90
T 4, (1.5)

where g is the degeneration factor that signifies the degrees of freedom of the system. The de-

grees of freedom in deconfined QGP state increase to include fermionic (3 colors ⇥ Nf flavours

⇥ 2 spin states) and bosonic (2 spin ⇥ 8 color states for gluons) degrees of freedom. The pres-

sure is now given as,

PHG = g
⇡2

90
T 4 � B, (1.6)

where, B is the bag constant [17]. B�1/4 ' 0.2 GeV, acts as an external pressure, which is

equivalent to some sort of latent heat. It is defined as the di↵erence in energy density per unit

volume between the two di↵erent phases of the QCD matter.

At the beginning of the Universe, it is a widespread belief that matter formed in the Big

Bang evolved from very high temperatures to the formation of hadrons. This process features

a small quark–antiquark excess (⇠ 10�9), which corresponds to µB ⇠ 0. At the LHC, the

nuclear matter formed in heavy-ion collisions is compressed and heated enough to undergo the

formation of QGP, at a low baryon chemical potential. In contrast, a neutron star can represent a

case of production of QGP via large baryonic density and very low temperature which is induced
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by the collapse of a star due to gravity. However, for extreme values of chemical potential (µB),

the nuclear matter would be in conditions of quark–colour superconductivity.
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Figure 1.7: The predictions from Lattice QCD calculations of "/T 4 as a function of temperature

normalized by the critical temperature (TC) and the Stefan-Boltzmann limit is shown as the

horizontal arrows [27].

The lattice QCD calculations predict a phase transition from a hadronic to QGP phase at

temperatures of about 154-170 MeV [27, 28]. Fig. 1.7 shows the predictions from Lattice QCD

calculations of "/T 4 as a function of temperature normalized by the critical temperature (TC).

The calculations are shown for µB = 0 and considering 2 and 3 light (u and d) quarks, or with 2

lights and 1 heavier (strange quark). The case with 2+1 is the closest to the physically achieved

quark mass spectrum. In this ratio, the steeper trend reflects the increase in degrees of freedom

of the system while in the phase of deconfinement.

1.5 Heavy-ion collisions at the LHC

At the LHC, heavy nuclei like Pb ions are accelerated at ultra-relativistic energies and they ap-

pear as Lorentz contracted "Pancakes" while traversing along the beam axis. Fig. 1.8 depicts

a schematic of ultra-relativistic heavy ion collisions at the LHC. The nucleons which partici-

pated in the collisions are called “participants” (Npart ) and those that do not participate in the

collisions are called “spectators” (Nspect = 2A � Npart, where A is the mass number). Fig. 1.9
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Figure 1.8: Depiction of ultra-relativistic heavy ion collisions at the LHC [29].

shows a geometrical picture of the transverse plane in the collision of two heavy ions where

traditionally, the beam axis is considered as the z-axis. Event plane is defined by the impact

parameter (b) vector and the event plane angle ( R) as shown in Fig. 1.9.

Figure 1.9: A schematic of the plane of ultra-relativistic heavy ion collisions in the transverse

direction [30].

One of the key parameters, impact parameter (b) is defined as the perpendicular distance

between the centres of the two nuclei. It essentially quantifies the extent of the overlap region of

the nuclei after the collision. A small impact parameter signifies the central collisions indicating

that the collision is almost head-on. For central collisions, most of the nucleons inside the heavy

ions interact in the collision with each other. Thus, one would expect that the central collisions
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Figure 1.10: Cartoon depicting the correlation of the impact parameter and number of partici-

pants with final state charged particle multiplicity [31].

would have maximum multiplicity in the final state. In contrast, peripheral collisions have larger

impact parameters and fewer nucleons participate in the collision.

Fig. 1.10 shows the correlation between the impact parameter and the number of partic-

ipants with final state charged-particle multiplicity. Usually, centrality classes are defined in

terms of percentiles of the total hadronic cross-section in nucleus-nucleus collisions. Finding

the number of participants, spectators and defining centrality classes in heavy-ion collisions is

crucial as they are essential to normalize di↵erent observables prior to their comparison with

di↵erent models or other collision systems. Experimentally the selection of centrality can be
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performed either by measuring the number of final-state charged particles in the collision [30]

or from the measurement of the number of spectators in the collision. The first method relies on

a geometrical model which is applicable for the hadronic processes while the latter exploits the

measurement of the spectator nucleons’ energy in the very forward detectors like zero degree

calorimeter (ZDC). For small collision systems, like pp and p–Pb, a similar method based on

final state charged particle multiplicity is to divide the events in multiplicity classes.

1.5.1 Space-time evolution

Figure 1.11: Schematic of space-time evolution of ultra-relativistic nucleus-nucleus colli-

sion [32].

Fig. 1.11 shows the schematic of the space-time evolution in ultra-relativistic nucleus-

nucleus collisions. To understand the evolution in detail, the start and end time of a collision
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between two heavy ions are at t = 0 and z = 0 respectively. The right side of the figure shows the

scenario of formation of a very hot and dense deconfined state of matter, which is expected to be

produced in central heavy-ion collisions. The various stages of the evolution are the following.

• Pre-equilibrium stage: This refers to the initial stage of collision, where a large amount

of energy is deposited. The parton-parton hard scatterings lead to the deconfined state

of the matter. For t  1 f m/c, the interaction among quarks and gluons give rise to the

production of deconfined quarks and gluons. High transverse momentum particles are

mostly produced in this stage.

• Evolution of QGP: After the pre-equilibrium phase, the equilibrated system of decon-

fined quarks and gluons is formed due to multiple partonic interactions. This thermally

equilibrated state is known as QGP phase. Due to very high temperature and internal

pressure, the system begins to expand rapidly till the temperature of the QGP reaches a

critical temperature Tc. At this temperature the partons start to get confined within the

hadrons and a "mixed phase", consisting of a mixture of QGP and hardrons is expected

to be formed.

• Hadron gas phase: There are two possible mechanisms of hadronization from QGP,

namely quark coalescence and fragmentation of partons. Hadronization from fragmen-

tation mostly happens at high energy which occurs when a high-pT parton fragments

into lower pT hadrons. Coalescence occurs when partons with lower momenta combine

to form high-pT hadrons. After hadronization, the interactions among hadrons continue

with each other via elastic and inelastic interactions until they freeze out and traverse to

the detectors. When the inelastic collisions cease, the system reaches chemical freeze-out

and the corresponding temperature is called chemical freeze-out temperature. However,

the elastic collision among hadrons continue till the mean free path of the hadrons ex-

ceeds the system size. This is called kinetic or thermal freeze-out and the corresponding

temperature is known as the kinetic freeze-out temperature (T f o). After the kinetic or

thermal freeze-out, all the particles freely stream towards the detectors.
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In contrast, another possible scenario of space-time evolution can also be possible when

the matter produced in the ultra-relativistic collisions does not meet the criteria of high tempera-

ture/energy density and such a scenario is depicted in the left side of Fig. 1.11. Here, the system

is left with only hadronic degrees of freedom and after the collisions, a pre-hadronic phase is

created. The nucleons interact amongst themselves to form new hadrons which can be detected

in the detectors after the freeze-out.

1.6 Signatures of QGP and experimental probes

Since the QGP has a relatively brief lifespan (few f m/c), it cannot be directly observed like or-

dinary electromagnetic plasma. If a QGP medium is created, it expands, cools, and hadronizes

to produce hadrons in their final state. In the experiment, it is impossible to witness each stage

independently. Instead, one may measure the final state observables that are time-integrated,

such as the multiplicities of charged particles, photons, or leptons, the transverse momentum

spectra of di↵erent particles, energy, anisotropic flow, etc. Nevertheless, di↵erent processes

during the time evolution of fireball led to the final state observables that preserved some infor-

mation over time. Some of the QGP signatures such as strangeness enhancement, anisotropic

flow, J/ suppression, jet quenching, etc. are briefly discussed in the following sub-sections.

1.6.1 Strangeness Enhancement

"Strangeness enhancement" denotes the phenomenon where, in specific high-energy nu-

clear collisions, there is a greater-than-expected production of strange quarks.

The increased production of strange particles may indicate quark-gluon plasma (QGP)

formation [33]. To assess the extent of strangeness enhancement, it is necessary to compare

the abundance of strange particles between the QGP and hadronic phases. This comparison

is essential due to di↵erences in the production mechanisms and rates of strange particles in a

hadron gas compared to a QGP medium.
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In a quark-gluon plasma (QGP), the primary process for the formation of ss̄ pairs occurs

through the dominant channel gḡ ! ss̄, owing to the higher gluon density. In contrast, in

proton-proton (pp) collisions, where QGP medium formation is not anticipated, the primary

channel for strangeness production involves the annihilation of light quarks to produce strange

quarks in the qq̄! ss̄ channel.

The enhancement factor (E) is defined as,

E =
2

hNparti

" dNAA

dy |y=0

dN pp

dy |y=0

#
. (1.7)

Here, hNparti denotes the mean number of participants. dNAA

dy |y=0 denotes the integrated

yield of strange and multi-strange in heavy-ion collisions, while dN pp

dy |y=0 represents the inte-

grated yield in proton-proton (pp) collisions.

Figure 1.12: The yield of multi-strange hadrons in Pb-Pb collisions relative to pp collisions

measured in ALICE (left) and NA57, STAR (right) as a function of hNparti [34–36].

In Figure 1.12, the hyperon yield enhancement factor (E) as a function of centrality hNparti

is shown [34–36]. The significant increase in the production of strange particles in Pb-Pb colli-

sions compared to small collision systems strongly suggests the formation of a deconfined state
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of matter at LHC energies. Additionally, it is noteworthy that the enhancement factor is more

pronounced for particles containing higher number of strange quarks.

Figure 1.13: Enhanced strangeness production as a function of charged particle multiplicities

for di↵erent collision systems [37].

Remarkably, the measurements published by ALICE in 2017 [37] constitute some of the

most compelling evidence supporting the presence of QGP-like conditions in proton-proton

(pp) collisions as well, which is depicted in Fig. 1.13. ALICE’s observation of enhanced strange

particle production in high-multiplicity pp collisions, a phenomenon historically associated with

QGP formation [37], underscores this significant discovery.
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1.6.2 Anisotropic flow

The evolution of the fireball exhibits collective phenomenon referred to as "elliptic flow."

In case of peripheral collisions, where the impact parameter has a finite value, the collision

between two heavy ions give rise to an almond-shaped region of overlap at the collision point,

while the spectators move away from each other.

This leads to an asymmetry in the geometry, resulting in a disparity in the pressure gradient

within the overlapped region. Specifically, the pressure gradient along the x-axis surpasses that

along the y-axis, as depicted in Fig. 1.14 (left panel). Consequently, the medium experiences an

expansion predominantly in the x-direction due to the emission of a greater number of particles

in that direction. This initial spatial anisotropy ultimately manifests as a final particle anisotropy

in momentum space, as illustrated in Fig. 1.14.

3.7.2 Anisotropic Flow
Any imbalance in the azimuthal distribution of produced particles which is due to flow
of the expanding medium, is called anisotropic flow. This is an inevitable e�ect of
an expanding medium starting from a non-uniform initial state, i.e. what will happen
in a non-central collision. The system will then expand along the pressure gradient,
which is strongest in the reaction plane, i.e. the plane cutting through the centre of
the colliding nuclei along the beam direction, as is shown in Fig. 3.15. As the medium
expands, the pressure gradient will continue to flow along the reaction plane, leading
to an elliptic distribution of the final-state hadrons. This flow component is known as
elliptic flow, but for a complete description of the expanding medium, one can make
a Fourier decomposition of the particle distribution in azimuthal angle with respect to
the symmetry planes �n:

dN

dÏ
= 1

2fi

A
1 +

Œÿ

n=1
2vn cos (n (Ï ≠ �n))

B
, (3.7)

where vn are Fourier coe�cients.
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Figure 3.15 – Illustration of the reaction plane and elliptic flow. The pressure gradient
is the strongest in the reaction plane, and thus the medium expands along this plane. The
left panel shows the initial state, whereas the right panel shows the system when it has
expanded for a while. Figures created by Boris Hippolyte, based on originals by Masashi
Kaneta.

Here, elliptic flow is described by v2, but there are also other components. The
lowest-order component, v1 is called directed flow, but since this is not a signature of
an expanding medium, it will not be discussed here. Of the higher-order components,
the dominant one is v3, called triangular flow, which along with higher vn is due to
more complicated variations in the pressure gradient, as is illustrated in Fig. 3.16. All
vn, n Ø 2, are also a�ected by fluctuations in the initial state, and thus there is flow
also in central heavy-ion collisions.

The anisotropic flow is related to the initial geometry through the relation [56]

vn ¥ ŸnÁn, (3.8)

37

Figure 1.14: A schematic diagram of conversion of spatial anisotropy (left panel) to momentum

anisotropy (right panel).

The deviation from isotropy in the azimuthal particle distributions can be characterized by

employing a Fourier expansion in the azimuthal angle � [38, 39], as follows:

dN
pT dpT d�dy

=
dN

2⇡pT dpT d�dy

"
1 + 2

1X

1

vncos[n(� �  R)]
#
, (1.8)

where vn is the Fourier coe�cient of order n and denotes the order of flow harmonics.

For example, v1 is for directed v2 for elliptic and v3 is the triangular flow. When vn is large,

the emission has a considerable anisotropic component, but when vn is zero, the emission is
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completely isotropic. pT is the transverse momentum, y is the rapidity, � is the azimuthal angle

and  R is the event plane angle.

1.3 heavy ions collisions 9

Figure 4: The pT differential ⌫2 in the 10- 20% interval of Pb–Pb colli-
sions at psNN = 2.76 TeV for different particle species. [35]

heavier the particle is. The azimuthally asymmetric system causes
the expansion velocity of the system to be larger in-plane than out-
of-plane, reducing the value of ⌫2 the heavier the particle is. Elliptic
flow reveals properties of the QGP, behaving as an almost perfect
partonic fluid (i.e. with very small values of the shear viscosity to
entropy density ratio, the lower bound of which, is conjectured to
be ⌘/s = 1/4⇡ [36]).

The other phenomenon that reveals properties of the QGP is jet

quenching. Jet quenching is the attenuation of partons, due to en-
ergy loss in the dense plasma produced during the reaction, as
shown in Figure 5. Jet quenching can be observed via the suppres-
sion in the spectrum of high pT particles [37, 38, 39, 40, 41, 42].
The suppression is calculated using the nuclear modification factor
RAA which is the ratio between the particle yield in heavy-ion col-
lisions (i.e. d2NAA

ch
/d⌘dpT ) relative to the yield in pp collisions (i.e.

d2Npp

ch
/d⌘dpT ) scaled by the number of binary nucleon-nucleon

collisions (i.e. hNcolli), as shown in Eq. 4:

RAA(pT ) =
(1/NAA

evt
)d2NAA

ch
/d⌘dpT

hNcolli(1/Npp

evt
)d2Npp

ch
/d⌘dpT

(4)

Figure 1.15: Elliptic flow as a function of pT for 10 - 20 % centrality class in Pb-Pb collisions

at psNN = 2.76 TeV for di↵erent particle species [40]

Elliptic flow (v2) is measured for identified mesons (⇡±,K±,K0
s , �) and baryons

(p,⇤,⌅�,⌦� and their antiparticles) as a function of pT in the range 0.2 - 6.0 GeV/c within

Pb-Pb collisions at psNN = 2.76 TeV, conducted by the ALICE collaboration [40]. The results

are illustrated in Fig. 1.15.

It is noteworthy that for pT < 2 GeV/c, there exists a systematic ordering based on the

mass of particles, with heavier particles displaying smaller v2 values than lighter particles. This

mass-based ordering encompasses both radial flow and elliptic flow e↵ects. In general, heavier

particles exhibit lower radial flow than lighter ones in the low pT regime. The reduction in

elliptic flow for heavier particles is attributed to the fact that the in-plane expansion velocity of

the system surpasses the out-of-plane velocity due to azimuthal asymmetry within the system.

This observation underscores the properties of the Quark-Gluon Plasma (QGP) as an almost

perfect fluid.
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1.6.3 Jet quenching

The discovery of high transverse momentum (pT ) hadrons suppression represents one of

the intriguing results at RHIC, providing a compelling hint of quark-gluon plasma (QGP) forma-

tion [41]. In relativistic heavy-ion collisions, extremely high-pT partons are created, radiating

outward in all directions from the collision points and subsequently fragmenting into narrow

cones of hadrons, known as jets. The initial partonic jets, upon traversing the thermalized QGP

medium, these jets interact with the constituent particles within the medium, shedding energy

and gradually losing momentum before undergoing hadronization. Consequently, suppression

of high momentum particles is observed in nucleus-nucleus collisions when compared to cor-

responding data from proton-proton (pp) collisions, normalized by the number of binary col-

lisions [42, 43]. This phenomenon is known as jet quenching, and the suppression of high-pT

particles is typically expressed by the nuclear modification factor (RAA).

RAA(pT ) =
1
hTAAi

⇥
" ( d2N

dpT dy )AA

( d2N
dpT dy )pp

#
. (1.9)

RAA represents the ratio of the invariant yield in heavy-ion (A-A) collisions to that in

proton-proton (pp) collisions, scaled by the average nuclear overlap function, denoted as

hTAAi = hNcolli/�inel, where hNcolli denotes the average number of binary collisions and �inel

refers to the inelastic pp cross-section. When RAA equals 1, it suggests that heavy-ion collisions

are a simple linear superposition of proton-proton collisions, implying the absence of quark-

gluon plasma (QGP) formation. Conversely, any deviation from unity at high transverse mo-

mentum (pT ) signals quenching or enhancement phenomena within the high-density medium.

Fig. 1.16 shows the variation of RAA as a function of pT for charged hadrons (h±) and

neutral pions (⇡0) in Au–Au and Pb–Pb collisions. The high-pT suppression of hadrons in

dense QGP medium could be seen for both RHIC and LHC energies.
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Figure 1.16: RAA(pT ) for charged hadrons (h±) and neutral pions (⇡0) in central heavy-ion colli-

sions at SPS, RHIC and the LHC [41].

Figure 1.17: RAA of J/ as function of centrality in Pb–Pb collisions at
p

sNN = 2.76 and 5.02

TeV and Au+Au collisions at
p

sNN = 200 GeV.
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1.6.4 J/ suppression

The formation of the bound state of a charm quark and its anti-quark, known as cc̄ (J/ ),

is anticipated to occur in the early stages of both hadronic and nuclear collisions. Consequently,

the J/ particle serves as a valuable probe for investigating the initial dynamics of the medium

created in heavy-ion collisions. Theoretical models predict that the production of J/ in heavy-

ion collisions should be suppressed when compared to proton-proton (pp) collisions [44]. This

suppression occurs because the quark-gluon plasma (QGP) screens the color charge of the

quarks, which reduces the production of J/ . Significant suppression of J/ particles is in-

deed observed in heavy-ion collisions, indicating the presence of a QGP. Simultaneously, the

disassociation of charm quarks leads to an increase in the production of open charm mesons

(D0,D±). The phenomenon of J/ suppression was first observed at the Super Proton Syn-

chrotron (SPS)[45] and later at the Relativistic Heavy Ion Collider (RHIC)[46, 47] energies,

providing compelling evidence for the formation of the quark-gluon plasma.

Figure 1.17 illustrates the nuclear modification factor (RAA) of J/ particles in Pb-Pb

collisions at center-of-mass energies
p

sNN = 2.76 and 5.02 TeV, as well as in Au+Au collisions

at
p

sNN = 200 GeV, plotted as a function of centrality. Notably, the suppression observed

at LHC energies is less pronounced compared to RHIC and SPS energies [46]. This relative

enhancement in the yield of J/ particles at the LHC is attributed to the recombination or

coalescence of charm quarks during the hadronization process.

1.6.5 Electromagnetic Probes

Photons and di-leptons serve as essential electromagnetic probes, providing valuable in-

sights into the properties of the quark-gluon plasma (QGP)[49–51]. These probes are particu-

larly advantageous as they do not undergo strong final state interactions, making them ideal for

penetrating the strongly interacting QCD (Quantum Chromodynamics) matter[52]. In heavy-

ion collisions, photons and dileptons can originate from various processes during the initial hard

scattering, such as annihilation (qq̄! �g, qq̄! ��), Bremsstrahlung (qg! gq⇤ ! q�g), frag-

mentation (qg ! qg⇤ ! q�X), Compton scattering (qg ! �q), and pair production (qq̄ ! ll̄).
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Figure 1.18: Comparison of direct photon spectra in Pb–Pb collisions at
p

sNN = 2.76 TeV for

di↵erent centrality classes with model calculations [48]

With the exception of decay photons, these particles are often referred to as direct or prompt

photons. High-pT photons, originating directly from the initial hard scattering, are valuable for

determining the momentum of associated partons. This capability enables the study of parton

energy loss within the medium, making them useful probes for investigating phenomena like

gluon saturation. In contrast, thermal photons are emitted within the dense QGP matter and

carry information about the QGP’s temperature.

Figure. 1.18 shows the direct photon spectra in Pb–Pb collisions at
p

sNN = 2.76 TeV

for the 0–20% (scaled by a factor of 100), the 20–40% (scaled by a factor of 10), and 40–80%

centrality classes are compared with model calculations from Refs. [53–56]. All models incor-

porate a contribution from pQCD photons. Additionally, for the 0–20% and 20–40% classes, the

fit with an exponential function is shown. An inverse slope parameter of Te f f = (297 ±12stat±

41syst) MeV is derived for the 0–20% most central collisions. This determination is based on an

exponential function fit to the direct photon spectrum within the 0.9 < pT < 2.1 GeV/c range,

after the subtraction of the pQCD contribution. Notably, models that postulate the formation
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of a Quark-Gluon Plasma (QGP) were observed to be in agreement with the measurements,

considering the associated uncertainties.

1.7 Event by event fluctuations at LHC

In heavy ion collisions, event-by-event measurements play a crucial role in understanding the

high-energy nuclear interaction dynamics and the quark-gluon plasma (QGP) properties. In

heavy ion physics, an event is essentially the single interaction between two heavy ions like

Lead or Xenon (nuclei) at extremely high energies. About 104 particles are produced per event

in collisions at the LHC. This number is large enough to analyse the desirable physical quantity

on an event-by-event basis. The event-by-event analysis of observables gives more insight

into the physics mechanism when compared to studying the observable as a whole. There are

di↵erent aspects of the significance of event-by-event fluctuation studies, which are described

below.

1.7.1 Fluctuation and Correlation Studies

Correlations and fluctuations measures inherently encapsulate the characteristics of all

particles within a single event. Correlations involve the relationships among various particles

arising from the same event. An introduction to correlation observables can be found in [57]

and [58]. Fluctuation measures are usually based on entire events and quantify variations

from one event to another. Mostly, observables involved in fluctuation analysis are impacted by

particle correlations, and they may even be derived from measuring correlations, such as those

between all pairs of particles within a single event.

The fluctuations can be classified into two parts. The statistical and the dynamical fluc-

tuations. The statistical fluctuations arise because of the finite event multiplicity in the process

of measurement which are basically trivial fluctuations and the dynamical fluctuations reflect

the underlying dynamics of the system, containing relevant information about the properties of
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system. [59, 60]. Within the collisions, fluctuations may also help understand the relevant de-

grees of freedom. It decides if the nucleonic scattering scenario can be explained by the initial

state of the collisions or the sub-nuclear partonic structure [61, 62]. The trivial fluctuations lack

information about the system and can distort signals from dynamical fluctuations, necessitating

their subtraction from the measurement.

The volume of the system created from a heavy-ion collision is contingent upon the im-

pact parameter, which varies from event to event. Consequently, fluctuation measurements of

extensive quantities, are a↵ected by volume fluctuations. These fluctuations can distort the

dynamical fluctuations that carry essential information about the system. The dependence on

volume is eliminated in the ratios of any two extensive quantities. Such a ratio is referred to as

an "intensive quantity" [59]. The mean transverse momentum(hpTi) is expressed as the ratio of

two extensive quantities: the sum of transverse momenta of charged particles and the number of

charged particles, as detailed in section 3.4. Consequently, hpTi represents an intensive quantity,

o↵ering the advantage of being independent of the system’s volume making it suitable for the

event-by-event analysis. The detailed description of the observable under study is described in

the following section.

1.7.2 Statistical moments

The relevant concepts of moments in statistics are discussed in this subsection. Let an

event with N number of final-state particles be considered and Y be an observable of interest,

which sums over the properties yi of all N particles in the event. So, Y is defined as,

Y =
NX

i=1

yi. (1.10)

In the context of event by event analyses, Y can be total number of charged particles, Nch where

yi is 1 for charged particles and 0 for neutral particles. Alternatively, Y can be the sum of

transverse momenta of all charged particles with each having value pT,i. The observable Y is

expected to fluctuate on an event-by-event basis, which would result in a distribution of Y for

all events. In statistics, these distributions are characterised by the moments of distribution. The
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a-th moment of Y is given by,

Aa(Y) = hYai = 1
nev

nevX

k=1

Ya
k , (1.11)

and the b-th central moment of Y is given by,

Bb(Y) = h(Y � hYi)bi = 1
nev

nevX

k=1

h(Yk � hYi)bi. (1.12)

Here, nev is the total number of events.

The first moment of a distribution corresponds to mean of the distribution, which is given

by,

M(Y) = hYi = 1
nev

nevX

k=1

Yk. (1.13)

The di↵erence of Y in a single event k with respect to the mean of total events is given by the

first central moment,

�Yk = Yk � hYi. (1.14)

However, by construction, h�Yki = 0, which is not useful in getting an insight on the width

or spread of Y distribution. Thus, the spread is described by the average of the squares of

deviations from the mean, which is the second central moment of Y distribution and also called

as variance. The variance is given by,

�2(Y) = h�Y2i = h(Y � hYi)2i = hY2i � hYi2, (1.15)

where, �(Y) is the standard deviation of the distribution and is given by the square root of

the variance. For the thermal system created in a heavy-ion collisions, the distribution of a

fluctuating hYi is expected to follow a be a normal distribution, with mean zero and the standard

deviation one. However, the distribution of the observable can show deviations from a normal

distribution. These deviations are explained by higher moments of a normal distribution, which

are the third central moment, skewness and the fourth central moment, kurtosis.

The above described moments are defined only for the distribution of a single observable,

Y . Let a second observable, Z be considered such that for each event one obtains a pair (Yk, Zk).
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One can obtain the correlation of these observables via the covariance, which is given by,

cov(Y,Z) =
1

nev

nevX

k=1

(Yk � hYi) ⇥ (Zk � hZi) = hYZi � hYihZi. (1.16)

If Y value tends to go along with the Z value, then covariance is positive and if Y and Z are

anti-correlated, the covariance is negative. If the observables are uncorrelated, the covariance

will be zero. As an example, in the later chapters of this thesis, it is shown that the covariance

between mean transverse momentum per event and charged-particle multiplicity is positive.

1.7.3 The experimental observable

Nominally, studies of average pT fluctuations are carried out based on the integral corre-

lator h�pT,1�pT,2i [63–65] which is defined according to

h�pT,1�pT,2i ⌘
R
�pT,1�pT,2⇢2(pT,1, pT,2)dpT,1 pT,2R

⇢2(pT,1, pT,2)dpT,1 pT,2
, (1.17)

where ⇢2(pT,1, pT,2) represents a two-particle particle density expressed as a function of the

transverse momenta pT,1 and pT,2 of two particles, whereas �pT,i = pT,i � hpTi, i = 1, 2, rep-

resents transverse momentum deviation of particles 1 and 2, of a given pair, relative to the

inclusive average hpTi defined according to

hpTi ⌘
R
⇢1(pT)pTdpTR
⇢1(pT)dpT

, (1.18)

in which ⇢1(pT) is the inclusive single-particle density.

In this thesis, measurements of h�pT,1�pT,2i are obtained based on an event-wise statistical

estimator defined as

h�pT,1�pT,2i =
⌧PNch

i, j=1(pT,i � hpTi)(pT, j � hpTi)
Nch(Nch � 1)

�
, (1.19)

in which the sum spans all pairs of particles formed based on the Nch selected charged particles

of a given event. The quantities pT,i and pT, j, with i , j = 1, represent the transverse momenta

of particles i = 1, . . . ,Nch and j = 1, . . . ,Nch of all Nch selected particles of a given event.

The particle selection is based on transverse momenta, pT, and pseudorapidity, ⌘, boundaries
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discussed in the following. The quantity hpTi is the event-wise average of the pT of Nch selected

particles of the given event. It is computed according to

hpTi =

NchP
i=1

pTi

Nch
, (1.20)

where pTi is the transverse momenta of the ith particle of a given event.

The average is said to be an event-wise average because the sum of the product of deviation

is divided by the number of pairs of particles in each event. The angle brackets, hOi, represent

the average of the event-wise observable O computed over an event ensemble of interest. In

this analysis, averages were computed for minimum bias event samples, selected fractions of

the events based on their charge particle multiplicity captured in a forward detector (see below

for details), and for event subsets (measured in pp collisions) selected based on a measurement

of their transverse spherocity, defined and described in the upcoming chapter about the analysis

details.

Computationally, it is advantageous to reformulate the analysis of h�pT,1�pTj,2i with the

introduction of an event-wise variable Qn defined according to

Qn =

NchX

i=1

(pT,i)n, (1.21)

where pT,irepresents the transverse momentum of particles, i = 1, . . . ,Nch, selected towards the

measurements of h�pT,1�pT,2i and Nch is the number of such selected charged particles in an

event. One verifies that h�pT,1�pT,2i can be readily computed according to [66],

h�pT,1�pT,2i =
⌧ (Q1)2 � Q2

Nch(Nch � 1)

�
�
⌧ Q1

Nch

�2
. (1.22)

This implementation of the analysis presents the significant advantage that it does not involve

nested loops on pairs of particles. Indeed, only single loops are required for the event-by-event

determination of Q1 and Q2. The analysis is thus compact and fast. Additionally, in order to

study the particle density dependence of the correlator and minimize smearing e↵ects associated

with broad bin widths, the analysis is first performed in narrow multiplicity bins and values of

the correlator measured within these are averaged (weighted) to obtain values reported for the

wide multiplicity bins reported in this thesis.
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In the absence of particle correlations, i.e., for purely Poissonian fluctuations of the event-

wise hpTi, the correlator h�pT,1�pT,2i vanishes. However, it acquires a finite value, either pos-

itive or negative, when the transverse momenta of produced particles of a given collision are

correlated. Note that both the numerator and the denominator of h�pT,1�pT,2i are proportional

to the square of the particle detection e�ciency making h�pT,1�pT,2i robust against particle

losses, i.e. e�ciencies approximately cancel out in measurements of h�pT,1�pT,2i. While the

cancellation is not perfect, particularly if the detection e�ciency depends on the pT of particles,

such e↵ects were found to be rather small in the analysis reported in this thesis.

The h�pT,1�pT,2i correlator measures particle transverse momentum correlations. In

heavy-ion collisions, A–A, the mean transverse momentum is known to depend on collective

e↵ects and more particularly, radial flow. One thus expects h�pT,1�pT,2i, which involves a “triv-

ial" dependence on the magnitude of this flow. This trivial dependence can be largely suppressed

by formulating the results in terms of the dimensionless quantity
p
h�pT,1�pT,2i/hhpTii. The

use of a dimensionless observable features a number of additional advantages: independence

from uncertainties on the momentum scale, partial independence from the magnitude of hpTi,

and further reduction of sensitivity to the dependence of the particle detection and reconstruc-

tion e�ciency on the transverse momentum. The dimensionless quantity
p
h�pT,1�pT,2i/hhpTii

is thus reported in this thesis in lieu of h�pT,1�pT,2i.

1.7.4 Temperature fluctuations

Given that the collision between two heavy ion nuclei produces a large number of particles

per event, giving rise to an approximate state of thermal equilibrium reaching a particular tem-

perature "T" which remains constant [67]. In the context of heavy-ion collisions, the analysis

is often limited to a subsystem, primarily due to constraints related to the measurement being

confined to the (pseudo-)rapidity range of the detectors. Consequently, this subsystem becomes

integrated into the heat bath of the entire system, enabling the exchange of energy and particles

with the larger system. As a result, the grand-canonical ensemble is commonly used to describe

the considered system.
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In the grand-canonical ensemble, a system is defined by the pressure P(T, V, µb), where

the pressure depends on the temperature (T), volume (V), and chemical potentials (µb) of the

system. These chemical potentials, namely µb (baryon number), µQ (electric charge), and µS

(strangeness), ensure the conservation of essential charges in the entire system. This conser-

vation is crucial in the context of strongly interacting matter generated in heavy-ion collisions

[68]. Study of the fluctuation of these conserved charges and temperature can impart the prop-

erties of the QGP on an event-by-event basis.

Now, having got the equilibrated temperature of a system, it is meaningful, to investigate

temperature fluctuations. The dispersion in the temperature can be found by averaging over

several events. This can be reflected in the equation:

(�T )2 = (T � T )2 (1.23)

And heat capacity of a system is related to the temperature fluctuation (ref) as,

C�1 =
(�T )2

T 2 (1.24)

The heat capacity of a system gives considerable information about its thermodynamics

properties. Irregularity seen in heat capacity is a characteristic of phase transition. As discussed

in Sec. 1.4, the location and properties of these phase transitions are not exactly known. Dur-

ing phase transition, especially in the vicinity of the probable critical endpoint, the fluctuation

signals are expected to be largely influenced and can show irregular behaviour [25, 26, 59, 60].

Hence, studying the temperature fluctuations, which are related to the heat capacity of the sys-

tem can throw insights into the phase transition and critical end point. To probe the QCD phase

diagram and understand the dynamics of the phase transition, event-by-event fluctuations of

global observables like mean transverse momentum which acts like a proxy for the temperature

of the system, conserved quantities like net-charge, net-baryon, net-strangeness and identified

particle ratios in the hadronic final state are studied.
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1.8 Previous experimental observation

Various measurements of event-by-event fluctuations of di↵erent observables have been per-

formed in di↵erent experiments giving rise to interesting results. This section focuses on the

comprehensive examination of the literature pertaining to hpTi fluctuation measurement that has

been the motivation to delve deeper into the study of the related observable.

Previous measurements of event-by-event fluctuations of hpTi have been studied in

nucleus-nucleus (A–A) collisions at di↵erent colliders like the Super Proton Synchrotron (SPS)

[69–73] and at the Relativistic Heavy-Ion Collider (RHIC) [74–79] . The relative dynamical

fluctuations have also been studied for pp and Pb–Pb collisions as a function of charged particle

multiplicity for di↵erent collision energies with ALICE at the LHC. The results showed de-

creasing hpTi fluctuations with collision centrality, as generally expected in a dilution scenario

caused by the superposition of partially independent particle-emitting sources.

Figure 1.19: Relative fluctuation of
p

Cm/M(pT) as a function of hdNch/d⌘i in pp collisions at
p

s = 0.9, 2.76 and 7 TeV
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In a more detailed analysis, deviation from a simple superposition scenario has been stud-

ied and reported. Specifically, concerning a reference scenario that assumes independent super-

position – where fluctuations decrease according to hdNch/d⌘i�0.5, with hdNch/d⌘i representing

the average charged-particle density within a specific range of collision centrality and pseu-

dorapidity (⌘) – it has been observed that fluctuations increase notably as collisions progress

from peripheral to semi-peripheral configurations. Subsequently, there is a gradual reduction in

fluctuations as collisions become more central [80]. Several possible mechanisms have been

proposed to elucidate this phenomenon, including string percolation [81] or the emergence of

thermalization and collectivity [65, 82]. However, no conclusive link to critical behavior has

been established. Recent suggestions [83] propose that fluctuations in the initial state density

[84] could influence the final state correlations in transverse momentum and their dependence

on collision centrality.

Figure 1.20: Relative dynamical fluctuation
p

Cm/M(pT) as a function of hdNch/d⌘i in pp and

Pb–Pb collision at
p

sNN = 2.76 TeV. Also shown are results from HIJING and power-law fits

to pp (solid line) and HIJING (dashed line)
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Fig. 1.19 shows
p

Cm/M(pT) (
p
h�pT,1�pT,2i/hhpTii) as a function of hdNch/d⌘i in pp col-

lisions at
p

s = 0.9, 2.76 and 7 TeV as measured in [85]. Significant dynamical event-by-event

hpTi fluctuations were observed as indicated by the non-zero values of
p

Cm/M(pT). Similarly

Fig. 1.20 shows
p

Cm/M(pT) as a function of hdNch/d⌘i in pp and Pb–Pb collision at
p

sNN

= 2.76 TeV. This figure also shows the HIJING [86](version 1.36) comparison without jet-

quenching with the real data. A deviation from a simple superposition scenario i.e. HIJING,

was reported. To be specific, a decrease of fluctuations according to hdNch/d⌘i�0.5 and pseudo-

rapidity (⌘) in a given interval of collision centrality was observed with respect to a reference

representing independent superposition. However, the observed fluctuations increase sharply

from peripheral to semi-peripheral collisions, followed by a shallow decrease towards high

multiplicity regions [80, 87]. To see if mechanisms such as string percolation [81], the onset of

thermalization and collectivity [65] might explain such behaviour, further study of system size

and energy scan is an interesting approach to further study this observable. Also, the deviation

of the observable from an e↵ect of simple superposition of particle emitting sources, and the

higher value of the observable suggests a deviation from the idea of the suppression of jets at

the high multiplicity region which in turn encouraged to study this observable using di↵erent

classes of spherocity that could help separate the jetty and isotropic events and study of such an

observable in more depth and better understanding.

Fig. 1.21 shows
p
h�pT,i�pT, ji/hhpTii for

p
sNN at 7.7 and 200 GeV for Au+Au colli-

sions. These results are compared with similar results from the ALICE experiment for Pb+Pb

collisions at
p

sNN = 2.76 TeV [85] discussed earlier. The results obtained from Au+Au col-

lisions at
p

sNN = 200 GeV demonstrate a strong agreement with those from Pb+Pb collisions

at
p

sNN = 2.76 TeV. To illustrate this, a dashed line (of the form 22.32%/
p

Npart) representing

a power-law fit to the STAR Au+Au data at
p

sNN = 200 GeV has been shown. This same fit

e↵ectively reproduces the results observed in Pb–Pb collisions at
p

sNN = 2.76 TeV, with the

exception of the most central collisions where a deviation is observed. However, as the collision

energy decreases (7.7 GeV/c), a deviation from this power-law scaling is evident in the relative

dynamical correlation as a function of Npart.
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Figure 1.21: The relative dynamical correlation
p
h�pT,i�pT, ji/hhpTii for

p
sNN = 7.7 GeV

and 200 GeV Au+Au collisions compared with similar results from Pb+Pb collisions at
p

sNN

= 2.76 TeV. The dashed line represents a fit the to data at
p

sNN = 200 GeV given by

22.32%/
p

Npart. Statistical and systematic errors are shown [88].

From fig. 1.20 and fig. 1.21, a deviation of the two-particle correlators from the simple

superposition scenario has been observed at a high multiplicity region for heavy ion collisions.

This deviation primarily manifests in a decreasing pattern. In central collisions, which cor-

respond to high multiplicity events, the quenching of jets or particles with high momentum

transfer(Q2), becomes relevant. Therefore, the underlying cause for the reduced strength of the

correlator in high multiplicity events could be attributed to factors such as jet quenching or ra-

dial flow, among others. Investigating this behavior in more detail by analyzing di↵erent event

types holds particular interest.

In the realm of hadron-hadron collisions, one of the prevailing e↵ects that significantly

shapes the final state kinematics involves low momentum transfer (Q2) interactions between

incoming partons. For many researchers, these interactions may appear to be of limited inter-

est and are often regarded as background noise requiring elimination when searching for new
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physics. Perturbative Quantum Chromodynamics (QCD) o↵ers a robust foundation for com-

prehending particle production at high momentum transfers, particularly in the context of jets,

where much of the physics beyond the Standard Model is expected to manifest. Unfortunately,

the applicability of these calculations diminishes as we venture into the domain of low Q2. This

is primarily due to the escalating complexity of the theoretical framework. Consequently, re-

searchers frequently turn to phenomenological models within Monte Carlo event generators to

simulate the intricate evolution of partons in this regime.

Up to this point, event shape observables have been investigated as a method for disen-

tangling one or multiple hard scatterings from underlying events. These underlying events are

primarily characterized by soft QCD interactions, although they can, in some cases, also involve

hard processes. Recently, intriguing signs of collective-like phenomena have emerged in the

multiplicity-dependent yields of hadrons in proton-proton (pp) collisions. These observations

bear a qualitative resemblance to those previously noted in proton-lead (p-Pb) and lead-lead

(Pb–Pb) collisions [89].

Typically, the manifestations of collectivity are most pronounced within the soft QCD

domain. Consequently, event-shape observables o↵er a promising avenue to gain a deeper un-

derstanding of the fundamental physics underlying pp collisions, especially when it comes to

unravelling the intricacies of collectivity e↵ects. Event shape variables are perhaps the most

popular observables to improve our understanding of the dynamics of quantum chromodynam-

ics (QCD). In the late 1970s, event shape observables became an important tool to study the

nature of gluon bremsstrahlung [90]. Event shape observables have the capability to distinguish

the collisions based on their geometrical shapes and they can measure the extent of energy flow

departs from a dijet structure in an event.

While various approaches exist for constructing di↵erent event shape observables [90],

their common objective is to depict how energy is distributed, particularly in the transverse

plane, within the final state of a collision. As a consequence of multiple low momentum transfer

(Q2) scatterings, underlying events typically display a uniform azimuthal angular distribution of

final state hadrons, in contrast to the tightly collimated jets. From an experimental standpoint,
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this translates to events primarily influenced by minor momentum transfers having isotropic

angular distributions and an abundance of low-pT particles. Conversely, events predominantly

driven by a single high-energy scattering event exhibit most hadrons aligned along a single axis

(manifesting as a back-to-back jet structure) and possess harder pT spectra.

The event shape is quantified using transverse spherocity (S 0), is expressed as,

S 0 =
⇡2

4
min

n̂=(nx,ny,0)

0
BBBBBBBB@

P
i=1

p̂Ti ⇥ n̂
P
i=1

p̂Ti

1
CCCCCCCCA

2

, (1.25)

Here, n̂ represents a two-dimensional unit vector within the transverse plane, carefully

selected to minimize the transverse spherocity (S 0). In practical terms, this vector typically

aligns with one of the transverse momentum vectors, denoted as p̂T. By design, it exhibits

two distinct limits. In the context of this parameterization, S 0 = 0 corresponds to the scenario

characterized as the "jetty limit," whereas S 0 = 1 represents the "isotropic limit".

Figure 1.22 illustrates the variation of the spherocity-integrated average transverse mo-

mentum hpTi as a function of the particle pseudorapidity density hdNch/d⌘i for proton-proton

(pp) collisions at
p

s = 13 TeV. In line with measurements at lower energy levels [91],

hpTi demonstrates an increasing trend with an increase of hdNch/d⌘i. The data obtained for

minimum-bias events are juxtaposed with similar measurements for two distinct event cate-

gories: the most jet-like events (0 – 10%) and isotropic events (90 – 100%). Investigating

observables as a function of spherocity unveils intriguing features. For isotropic events, hpTi

consistently remains below the spherocity-integrated hpTi across the entire multiplicity range.

While for jet-like events, hpTi exceeds that of spherocity-integrated events. Furthermore, it is

noteworthy that, within the bounds of uncertainties, the overall correlation shape remains con-

sistent, characterized by a steep linear increase below hdNch/d⌘i = 10, followed by a somewhat

less pronounced but still linear rise above this threshold, and this behaviour is independent of

spherocity.

Now Jetty events exhibiting larger hpTi than isotropic events, is a matter of interest which

is of particular significance. This investigation aims to shed light on the underlying factors

contributing to the observed decline in the pT correlations, as exemplified in the case of Pb–

Pb collisions [85]. This decline was noted when compared with the simple nucleon-nucleon
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Figure 1.22: Mean transverse momentum as a function of event multiplicity in pp collisions at
p

s = 13 TeV. Results for the spherocity-integrated case (0 – 100%) are contrasted with the mea-

surements for jetty (0 – 10%) and isotropic (90 – 100%) events. While statistical uncertainties

(represented by error bars) are minimal, systematic uncertainties are more prominent and are

denoted by boxes surrounding the data points.

collisions that lacked rescattering e↵ects. This thesis delves into this study, presenting intriguing

findings.
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1.9 Scope of the thesis

• Chapter 1 gives a general introduction to the standard model and QCD followed by a

brief discussion on QGP and its indirect signatures. Discussion on the LHC’s "Little

Bang", the geometry of heavy-ion collisions and kinematic variables is carried out, fol-

lowed by the discussions on possible signatures of QGP. It finally delves into a literature

review of fluctuation analyses, which will shed light on the motivation behind the work

on event-by-event fluctuations of mean transverse momentum, its energy and system size

scan.

• Chapter 2 gives an overview of the CERN-LHC accelerator system, ALICE experiment

and a brief description of di↵erent sub-detectors.

• Chapter 3 is devoted to the detailed analysis methodology of event-by-event fluctuation

analyses in pp, Xe–Xe and Pb–Pb collisions.

• Chapter 4 discusses the main experimental results of the thesis.

• Chapter 5 summarises the studies in the thesis that have been presented and a brief

outlook is also presented.



Chapter 2

ALICE: A Large Ion Collider Experiment

at the LHC

2.1 Introduction

One of the four main detectors at the Large Hadron Collider (LHC) at CERN in Switzerland

is the ALICE detector. The main objective of ALICE is to learn more about the properties of

the QGP, a state of matter that is considered to have existed in the first few microseconds after

the Big Bang. In the LHC, heavy ions like lead (Pb) and Xenon (Xe) are made to collide at

extremely high energies to produce the QGP in the laboratory.

This chapter briefly describes the LHC and di↵erent sub-detectors of ALICE.

2.2 LHC

The Large Hadron Collider (LHC) [92] (see figure 2.1), is a particle accelerator which is sit-

uated at the European Organization for Nuclear Research (CERN) in Switzerland. LHC is the

largest and most powerful particle accelerator in the world. It is a ring-shaped tunnel with a

circumference of 27 km and is located 100 meters (328 feet) beneath the Swiss and French

border. It is designed to accelerate proton beams with a maximum energy of 13 TeV with a

peak luminosity of 30 pb�1 for pp collisions and a maximum energy of 5.02 TeV with a peak

43
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luminosity of 800 mb�1 for Pb–Pb collisions for the year 2015-2018 [93] within ALICE. The

schematic is shown in Fig. 2.1

Figure 2.1: A schematic diagram of CERN’s accelerator complex [92].

By letting particles collide at extremely high velocities, the LHC enables researchers to

better understand the origin of matter and energy. Protons are obtained by stripping electrons

from hydrogen atoms. These protons undergo acceleration in Linear Accelerator, LINAC 2,

initially reaching an energy of 50 MeV. The protons then enter the Proton Synchrotron Booster,

PSB and are further accelerated to 1.4 GeV within the PSB. Protons are injected into the Proton

Synchrotron (PS) and undergo acceleration within the PS to reach energies of 25 GeV. The

proton beams are further injected into Super Proton Synchrotron (SPS) where they are further

accelerated to an impressive 450 GeV. Subsequently, these accelerated beams are injected into

both the LHC rings through the transfer lines TI2 and TI8. They are made to travel in opposing

directions in two vacuum pipes present in the LHC. The counter-rotating beams intersect at

the four intersecting points, equipped with four detectors namely ALICE, CMS, LHCb, and

ATLAS. The protons are further accelerated to attain the maximum energy of 6.8 TeV.
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For accelerating lead (Pb) ions, a meticulously purified lead sample acts as a Pb ion source.

It is heated to reach a temperature as high as 8000C to generate vapours of lead atoms. These

atoms undergo ionization due to electric current. Consequently, a diverse range of lead-ion

charge states are produced, with the highest charge state typically reaching Pb29+. Subsequently,

utilizing a charge separator, these ions are carefully selected and propelled through LINAC 3,

where they attain an energy of 4.2 MeV per nucleon. Thereafter, a carbon foil is employed to

strip additional electrons from the lead ions forming Pb54+ ions. These ions are further injected

into the Low Energy Ion Ring (LEIR) where they are accelerated up to 72 MeV per nucleon [94].

These accelerated Pb54+ ions are injected into (PS) for further acceleration to reach 5.9

GeV per nucleon. The Pb54+ ions are then directed through a secondary foil to completely strip

away any remaining electrons, resulting in fully stripped Pb82+ ions. The ion beams are then

transported via the transfer line TT2 to reach the SPS where they are accelerated to 177 GeV

per nucleon. Subsequently, these accelerated beams are injected into both LHC rings to achieve

a maximum of 2.68 TeV per nucleon.

The introduction of a pulsing electric field causes the protons and ions to be in a contin-

uous circular motion. The protons’ beam is bent around the circle by the application of strong

electromagnets. These magnets are fixed in a direction that is perpendicular to the velocity of

the packets. There are 1,232 dipole magnets and 392 quadrupole magnets. In total, over 1,600

superconducting magnets are installed, with most weighing over 27 tonnes. Approximately 96

tonnes of liquid helium is needed to keep the magnets, at their operating temperature of 1.9 K

(271.25 C). An ultrahigh vacuum of 10�10 � 10�11 mbar is formed inside the beam pipes. These

conditions enable a maximum of around 2808 bunches of particles to be circulated with a bunch

spacing of 25 ns in each of the two rings. The maximum reaching energies of LHC are 13.6

TeV for pp collisions and 5.36 TeV for Pb-Pb collisions.

The event rate, R and the interaction cross section (�int) of the process being studied can

be expressed as

R = L�int (2.1)
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where, L, is the instantaneous luminosity, an essential beam parameter after energy. The lumi-

nosity L can be expressed as,

L =
N2n f�
4⇡✏�⇤

F, (2.2)

where N and n, respectively, represent the number of particles per bunch and the number

of bunches in a beam. The ✏, f , and � refer to normalised transverse beam emittance, revolution

frequency, and gamma factor respectively. The amplitude function at the interaction point (IP)

and the geometrical reduction factor that takes into account the crossing angle at the IP are �⇤

and F, respectively.

2.3 The ALICE detector

ALICE is one of the detectors of LHC which was designed to study the QCD matter formed in

ultra-relativistic heavy ion collisions. It has a dimension of 26x16x16 m3 detector and weighs

around 10,000 tonnes [95]. It is situated in a vast cavern, 56m below the ground on the French

border. ALICE consists of seventeen detector subsystems which have di↵erent acceptances

serving specific physics purposes. The schematic of ALICE detector is shown in Fig. 2.2 along

with the detector acceptance. The acceptance, position and main purpose of these detectors are

listed in Table 2.1.
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Table 2.1: Summary of ALICE sub-detector systems [96].

Detector Acceptance (⌘) Acceptance (�) Position Purpose

SPD ±2.0 full r = 3.9 cm tracking, vertex

±1.4 full r = 7.6 cm tracking, vertex

SDD ±0.9 full r = 15.0 cm tracking, PID

±0.9 full r = 23.9 cm tracking, PID

SSD ±1.0 full r = 38 cm tracking, PID

±1.0 full r = 43 cm tracking, PID

TPC ±0.9 full 85 < r/cm < 247 tracking, PID

TRD ±0.8 full 290 < r/cm < 368 tracking, e± id

TOF ±0.9 full 370 < r/cm < 399 PID

PHOS ±0.12 2200 � 3200 460 < r/cm < 478 photons

EMCal ±0.7 800 � 1870 430 < r/cm < 455 photons and jets

HMPID ±0.6 10 � 590 r = 490 cm PID

ACORDE ±1.3 300 � 1500 r = 850 cm cosmics

PMD 2.3 � 3.9 full z = 367 cm photons

FMD 3.6 � 5.0 full z = 320 cm charged particles

1.7 � 3.7 full z = 80 cm charged particles

(�3.4) � (�1.7) full z = �70 cm charged particles

V0 2.8 � 5.1 full z = 329 cm charged particles

(�3.7) � (�1.7) full z = �88 cm charged particles

T0 4.6 � 4.9 full z = 370 cm time, vertex

(�3.3) � (�3.0) full z = �70 cm time, vertex

ZDC > 8.8 full z = ±113 m forward neutrons

6.5 � 7.5 � < 100 z = ±113 m forward protons

4.8 � 5.7 2� < 320 z = 7.3 m photons

MCH (�4.0�)�(�2.5) full �14.2 < z/m < �5.4 muon tracking

MTR (�4.0) � (�2.5) full �17.1 < z/m < �16.1 muon trigger
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2.4 Central barrel detectors

The central barrel of ALICE is embedded in a large solenoidal magnet (L3 magnet, taken from

the LEP experiment), which provides a 0.5T magnetic field. The central barrel covers the

pseudorapidity interval of -0.9 < ⌘ < 0.9 which corresponds to polar angle 450 - 1350. Cen-

tral barrel comprises Inner Tracking System (ITS) [97], Time Projection Chamber (TPC) [98],

Time of Flight (TOF) [99] detector, Transition Radiation Detector (TRD)[100], Cherenkov

counter (HMPID) [101], Photon Spectrometer (PHOS) [102], Electro-magnetic calorimeter

(EMCAL) [102, 103] and the ALICE Cosmic Ray Detector (ACORDE) [102]. The central

detectors are mainly used for tracking, vertex reconstruction, particle identification and mea-

surement of track momentum.

Figure 2.2: Schematic layout of ALICE detector [104].

A brief description of the central barrel detectors is discussed in the following sub-

sections.
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2.4.1 Inner Tracking System (ITS)

Figure 2.3: Depiction of Inner Tracking System (ITS) [97]

The Inner Tracking System (ITS) [97], comprises six cylindrical layers of silicon detec-

tors, which are closest to the interaction point and have full azimuthal coverage. The layout

of ITS is shown in Fig. 2.3. The key goal of ITS is the accurate determination of primary and

secondary vertices of a collision. It also provides excellent two tracks momentum resolution

along with the distance of the closest approach to the primary vertex of a collision.

The innermost detector in the ITS, Silicon Pixel Detector (SPD) plays a vital role in the

accurate determination of primary and secondary vertices of a collision. SPD can withstand high

radiation levels and can operate at very high track densities of about 50 tracks/cm3. SPD consists

of reverse-biased silicon detector diodes in a two-dimensional matrix and they are connected

through a conductive solder bump on read-out chips which correspond to the input of readout

cells. In total, it contains 1200 readout pixel chips and 107 cells. The pixel chips provide Fast-

OR digital pulses when a pixel or a group of them detects a signal above a particular threshold.

This makes SPD capable of acting as a prompt trigger.
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The intermediate layers (3rd and 4th) of the ITS, Silicon Drift Detectors (SDD) provide

very high precision position information with a resolution of about 35 µm. SDD also provides

information on the energy loss, (dE/dx), which can be used for particle identification.

The outermost layer in the ITS, the Silicon Strip Detector (SSD) plays an important role

in matching the tracks in ITS and the Time Projection Chamber (TPC). It provides a two-

dimensional measurement of the position of tracks along with information on the specific energy

loss of the particle dE/dx.

Figure 2.4: Pseudo-rapidity coverage of ALICE sub-detectors [105]

2.4.2 Time Projector Chamber (TPC)

The Time Projector Chamber (TPC) [98, 106], a cylindrical gaseous detector, is the main

tracking detector of the ALICE detector system. TPC is optimised to measure the momentum

of charged particles with good two-track resolution. The layout of TPC is shown in Fig. 2.5.

TPC has the pseudo-rapidity coverage of |⌘| < 0.9 and full azimuthal coverage. It is cylindrical

in shape with an inner and outer radius of 80 and 250 cm, respectively. It is filled with 90% of

Ne and 10% of CO2. At the centre, a cylindrical conducting electrode is placed to maintain a

uniform electrostatic field of 400 V/cm.
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Figure 2.5: Depiction of Time Projection Chamber (TPC) [98, 106]

The working principle of TPC is shown schematically in Fig. 2.6. While a charged particle

traverses through the gas mixture in the TPC, the gas atoms are excited and ionized along its

path due to which the charged particle loses an amount of energy per unit track length (dE/dx)

and the energy loss is di↵erent for each particle type. The free electrons from ionisation drift

towards the endplates of the cylinder due to the electric field and the ions drift towards the

cathode at the centre of the TPC. A magnetic field is oriented parallel to the electric field so that

the drifting electrons are not a↵ected by it. At the end of the drift path, the electron signals are

amplified by an avalanche process around the anode. The Multi-Wire Proportional Chambers

(MWPCs) at the end plates are used for the readout of the signal.

2.4.3 Transition Radiation Detector (TRD)

The Transition Radiation Detector [108], consists of six layers of radiators and a drift

chamber, located in the radial position of 2.9 to 3.7 m from the interaction point. It has a full

azimuthal coverage and pseudo-rapidity range of �0.84 < ⌘ < 0.84. TRD is instrumental in

measuring electrons for pT > 1 GeV/c, where the TPC cannot identify them via the energy

loss measurements. TRD helps to study the electron spectra and light/heavy vector meson
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Figure 2.6: The schematic illustration of the working principle and the read-out chambers of

the TPC [107].

resonances via their leptonic decay channels. Fig. 2.7 shows the cross-sectional view of a

module along with the working principle of TRD [108].

2.4.4 Time Of Flight (TOF) detector

The time of flight (TOF) detector comprises Multi-gap Resistive Plate Chamber (MRPC),

which is a gaseous cylindrical detector placed around the TRD within |⌘| < 0.9. It measures

the charged particle velocity by measuring the time of flight along the track trajectory. TOF

detector helps in identifying hadrons in the intermediate momentum region, where TPC is un-

able to identify particles by dE/dx measurement. While a charged particle traverses through

the detector, it ionizes the gas and because of the high electric field, the ionization is amplified

through an electron avalanche. Then the electrons are stopped due to the resistive plates. TOF

detector has the ability to detect particles with a time resolution of about 85 ps for Pb–Pb and

120 ps in pp collisions with 99.9% e�ciency.
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Figure 2.7: Cross-sectional view of a module along with the working principle of TRD [108]

2.4.5 High Momentum Particle Identification Detector (HMPID)

The High Momentum Particle Identification Detector (HMPID) is based on Ring Imaging

Cherenkov (RICH) counters. The HMPID extends track-by-track charged hadron identifica-

tion at high-pT in ALICE. The momentum reach of HMPID is beyond the momentum inter-

val achievable by ITS, TPC and TOF detectors. Electromagnetic radiation is emitted when a

charged particle passes through the detector and the Cherenkov photons are emitted by the fast

charged particle traversing the radiator. The photons are detected in HMPID through which the

hadrons are identified.

2.4.6 Photon Spectrometer (PHOS)

The Photon Spectrometer (PHOS) [102], consists of dense scintillating PbWO44 crystals

o↵ering both high granularity and exceptional energy resolution. PHOS is primarily designed

for the precise measurement of direct photons and photons originating from the decays of neu-
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Figure 2.8: ALICE detector setup with PHOS, EMCAL and PMD sub-detectors [109]

tral mesons. Positioned at the lower part of ALICE’s central barrel region, it covers only a

limited portion. It covers pseudo-rapidity range of |⌘| < 0.12 and azimuthal range of 2200-3200.

2.4.7 Electro Magnetic Calorimeter (EMCAL)

Electro Magnetic Calorimeter (EMCAL) [102], is a sampling calorimeter located opposite

to the PHOS and it has an azimuthal coverage between 800 to 1870 and pseudo-rapidity coverage

of |⌘| < 0.7. The major goal of EMCAL is to enhance the measurement of jets along with high-

pT photons and identification of electrons. When the photons and electrons enter the EMCAL,

they produce an electromagnetic shower and deposit their energy in the EMCAL towers. The

measurement of transverse energy in the range of 100 MeV to 100 GeV is performed using

EMCAL. EMCAL also provides an e�cient and fast trigger for hard jets, photons and electrons.

2.4.8 ALICE Cosmic Ray Detector (ACORDE)

ALICE Cosmic Ray Detector (ACORDE) [110], as the name suggests, provides a trigger

for the cosmic rays. It has an azimuthal coverage of -600 to 600 and a pseudo-rapidity range
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of |⌘| < 1.3 and it is placed on the top of the L3 magnet. ACORDE acts as a crucial detector

to provide a fast L0 trigger signal during the alignment and calibration of several other ALICE

tracking detectors.

2.5 Forward Detectors

2.5.1 V0

The V0 scintillator arrays [102, 111] play a pivotal role in ALICE, which helps in trigger-

ing and determining fundamental event properties. These arrays are instrumental in providing

minimum-bias and centrality triggers while also measuring the multiplicity of charged particles.

This multiplicity measurement is essential for determining event centrality in Pb–Pb collisions.

Furthermore, the V0 arrays aid in distinguishing between beam-beam and beam-gas interac-

tions, with the latter being excluded from physics analyses. Additionally, by capturing the

azimuthal distribution of charged particles, the V0 system facilitates the determination of the

event plane. Lastly, it enables the measurement of the LHC beam luminosity.

The V0 detector system comprises two independent arrays of scintillator counters, situated

on either side of the nominal interaction point within the L3 solenoid. Their positions along the

beam’s (z) direction are asymmetric, as illustrated in figure 2.9. Specifically, V0A is positioned

on the A side at z = 329 cm, while V0C is located directly in front of the hadronic absorber

required for the muon spectrometer on the C side, at z = 87 cm, much closer to the nominal

interaction point (z = 0). These arrays, situated near the beam pipe, cover the forward pseudo-

rapidity ranges of 2.8 < ⌘ < 5.1 for V0A and -3.7 < ⌘ < -1.7 for V0C. Each array consists

of four rings, which are further subdivided into eight sections of 45° in azimuth, resulting in 32

channels per array.

The process of the centrality estimation is given in section 2.6,
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Figure 2.9: Position of the two VZERO arrays within the ALICE detector system [112].

2.5.2 Zero Degree Calorimeter (ZDC)

The ZDC [113] consists of four calorimeters, two tungsten-quartz neutron calorimeters

(ZN) and two brass-quartz proton calorimeters (ZP). The calorimeters are symmetrically posi-

tioned at 112.5 m on either side of the interaction point (IP). The tungsten-quartz neutron and

brass-quartz proton detectors have an ⌘ acceptance of |⌘| > 8.8, 6.5 < ⌘ < 7.5 and full and

|'| < 10� azimutal coverage, respectively.

The spectator protons are detected in ZP after being separated from the ion beams by a

dipole magnet, and the spectator neutrons, being charge neutral, move without deviation and are

detected in ZN [113]. By measuring the deposited energy of spectator nucleons, the ZDC aids

in estimating the centrality of heavy-ion collisions. Furthermore, the ZDC can help determine

the reaction plane in nuclear collisions since it is a position-sensitive detector.

The position of zero-degree calorimeters in the ALICE detector system are depicted in

Fig. 2.10.
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Figure 2.10: Position of the two zero degree calorimeters within of the ALICE detector sys-

tem [113].

2.5.3 T0

The T0 [108] consists of two arrays of Cherenkov counters. The 1st array, T0A is located

at z=375 cm with an ⌘ acceptance of 4.61 < ⌘ < 4.92 and the 2nd array situated at z = �72.7

cm with an ⌘ acceptance �3.28 < ⌘ < � 2.97. Being the fastest detector in ALICE, it provides

the first trigger signal. The primary function of the T0 detector within ALICE is to measure

collision interaction times, thereby establishing a start time (T0) for the Time-of-Flight (TOF)

with a time resolution of about 25ps and 40ps in Pb–Pb and pp collisions, respectively. It also

serves as an L0 trigger and measures the vertex position (with a precision of 1.5 cm) along the

beam axis for each interaction. It provides a fast assessment of Pb-Pb collision multiplicity.

Additionally, it sends the TRD a wake-up signal before L0.

2.5.4 Photon Multiplicity Detector (PMD)

PMD is a gas-based proportional counter and is positioned 3.64 meters away from the

interaction point on the A-side and is perpendicular to the beam axis. It provides full azimuthal

coverage and has a pseudorapidity range of 2.3 < ⌘ < 3.7. It includes a charged particle veto
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detector in front and a pre-shower detector behind it. On an event-by-event basis, it calculates

the number and spatial ( ⌘ - � ) distribution of photons in the forward direction.

The position of PMD in the ALICE detector is shown in Fig. 2.11.

Figure 2.11: Position of PMD in ALICE detector system [108].

2.5.5 Forward Multiplicity Detector (FMD)

The FMD [108] comprises three sub-detectors, i.e., FMD1, FMD2 and FMD3 consisting

of silicon strip detectors. FMD1 and FMD2 are situated on the A-side at a distance of 320 cm

and 80 cm from the nominal IP and cover the pseudorapidity range of 3.6 ⌘  5.0 and 1.7 ⌘ 

3.7, respectively. FMD3 is situated on the C-side at a distance of 70 cm from the nominal IP

and covers the pseudorapidity range of �3.4 <⌘ < -1.7.

It helps in the measurement of charged particle multiplicity as well as the study of event-

by-event multiplicity fluctuation, reaction plane determination, and elliptic flow measurement.

2.5.6 Muon spectrometer

The muon spectrometer, is designed to reconstruct muons and is located is located outside

the central barrel covering the pseudorapidity range of �4.0 < ⌘ < �2.5 with full azimuthal
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coverage. A carbon absorber has been placed in front of the spectrometer to reject most of the

primary and secondary particles produced in the collisions at the interaction point. Thus, the

pT cut-o↵ for muons has been chosen to be of pT > 4 GeV/c. The muons are measured by five

tracking stations with two planes of the spectrometer. The momenta of muons are reconstructed

via a dipole magnet placed outside the L3 magnet. An iron wall acts as a further muon filter

after which two trigger stations are located. In addition, to protect from secondaries produced

at large rapidity, an inner beam shield is placed in the spectrometer.

2.6 Determination of centrality

In ALICE, the determination of centrality is assessed in two alternative ways: either by the

energy deposited in the ZDCs or by the multiplicity of charged particles detected in one of the

detector systems. The "V0 amplitude" is the standard procedure, which is obtained by sum-

ming the amplitudes of the signals that are measured in the V0A and V0C arrays. These meth-

ods are essentially introduced because the collision geometry, often represented by the impact

parameter (b), cannot be determined by the experiment directly. The impact parameter is ba-

sically the distance between the centre of two colliding nuclei. The total hadronic interaction

cross-section percentile is hence used as a proxy for b, and is also called the centrality of colli-

sion of the system. The centrality values can go from 0 to 100 % which corresponds to the most

central (b = 0) to peripheral collisions, respectively.

The event distribution as a function of V0 amplitude for Pb–Pb collision at
p

sNN = 5.02

TeV is shown in Fig. 2.12. A Monte Carlo (MC) implementation of the Glauber model together

with a two-component model fitting is performed to describe the measured distribution. The

heavy-ion collisions can be described by the Glauber model in a purely geometrical way. The

geometrical quantities are computed as statistical averages performing the Monte Carlo simu-

lation on an event-by-event basis. The nuclear density profile corresponds to the initial distri-

butions of the nucleons in the two nuclei. With the assumption that they move in straight lines,

nucleons experience collisions with other nucleons that correspond to the inelastic nucleon-
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Figure 2.12: (Color online) Distribution of the sum of amplitudes in the V0 scintillators. The

distribution is fitted with the NBD-Glauber fit (explained in the text) shown as a line. The inset

shows a zoom of the most peripheral region [114].

nucleon cross section. In the two-component model, the e↵ective number of particle-producing

sources, Nsources, is given by:

Nsources = f Npart + (1 � f )Ncoll (2.3)

where, Npart and Ncoll denote the number of participating nucleons and the number of

binary nucleon–nucleon collisions respectively. The contribution from the soft processes is

described by f which is proportional to Npart whereas the contribution from hard processes

are described by 1 � f which is proportional to Ncoll. The number of particles generated by

each source is described using a Negative Binomial Distribution (NBD), parametrized by k and

µ, where k controls the contribution at large multiplicities and µ is the mean multiplicity per

source. The high-multiplicity region of the V0 amplitude distribution, which corresponds to

the most central 90% of the cross-section, is fitted using the Glauber model. In this region, the

contamination by electromagnetic processes and the e↵ects of trigger ine�ciency are negligible.

The fit for the peripheral region is extrapolated from the central region. The point at which 90%
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of the hadronic cross-section is achieved is determined using the integral of this fit, which gives

an estimate of the total number of hadronic events. The measured event sample has a large

fraction of non-hadronic interactions between 90–100% centrality. The centrality classes that

are used to categorise the events in the 0–90% centrality range are shown in figure. 2.12. An

extensive description of the centrality estimation in Pb-Pb collisions can be found in [115].

2.7 Track reconstruction, measurement of transverse

momentum and particle identifcation

The event and track reconstruction process unfolds through two distinct phases:

1. Clusterization: During this initial step, the measured raw data is converted into clusters,

which represent the positions in space and time. It also converts to signal amplitudes for

select detectors. Importantly, this process is performed separately for each detector.

2. Vertex Estimation and Particle Tracking: In this subsequent phase, an initial estimation

of interaction vertices is generated based on the clusters identified by the SPD. Following

this, the tracking of charged particles occurs within the central barrel, culminating in the

ultimate determination of the vertices.

2.7.1 Primary vertex determination:

The process begins with the usage of clusters from the two SPD layers, which correspond

to the innermost layers of the ITS, to construct short tracklets. These SPD tracklets are then

extrapolated to the expected beam positions. The point in space where the majority of these

tracklets converge is identified, serving as the initial estimation of an interaction vertex. This

particular vertex is referred to as the primary interaction vertex and it has the largest number

of tracklets. Subsequently, in an iterative manner, additional vertices are sought, which may

potentially arise from additional interactions occurring in the same or a nearby bunch crossing.

This phenomenon of recording multiple interactions within a single event is termed "pile-up".
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2.7.2 Track reconstruction:

Following the determination of the primary interaction vertex, the reconstruction of

charged-particle tracks within the central barrel unfolds in a three-stage process, as described

below:

1. Track Seed Generation and TPC Tracking:

Initially, track seeds are generated using clusters from the outer TPC layers. These seeds

are then propagated inwards, examining each pad row for the nearest cluster within a

predefined search window.

Figure 2.13: TPC track finding e�ciency for primary particles in pp and Pb–Pb collisions

(simulation) [114].

This procedure can assign up to 159 clusters to a single TPC track. Tracks identified

during this initial iteration within the TPC are saved as "TPC-standalone" tracks. The

track reconstruction continues by extending these TPC-standalone tracks outward to the
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outermost ITS layer. Here, all clusters within the search window are used as seeds for

distinct track hypotheses. These seeds are propagated through all six ITS layers, resulting

in multiple ITS track candidates for each TPC track. The candidate with the highest track

quality is merged with the TPC track, creating a global track that incorporates clusters

from both the TPC and the ITS. Any ITS cluster not associated with global tracks are

used to construct additional ITS standalone tracks, excluding information from the TPC.

Figure 2.13 illustrates the tracking e�ciency, which is defined as the ratio between the

reconstructed tracks and the generated primary particles in the simulation. This e�ciency

is plotted as a function of pT. The drop in e�ciency below a pT ' 0.5 GeV/c, is primarily

due to energy loss within the detector material. The findings from proton-proton (pp)

collisions are juxtaposed with those from 0–5% central and 80–90% peripheral lead-lead

(Pb–Pb) collisions. This comparison highlights that the tracking e�ciency of the TPC

remains largely una↵ected by the occupancy levels within the TPC, irrespective of the

collision type.

2. Outward Propagation and Track Parameter Refinement:

In the subsequent step, the tracks are propagated outward. Using the Kalman filter tech-

nique [116], the clusters identified in the first inward tracking stage are refitted, refining

the track parameters. As the tracks reach the outer radius of the TPC, they are propagated

to other detectors like the TOF, TRD, and HMPID. However, at this stage, there are no

further updates to the track kinematics.

3. Inward Propagation and Final Track Refinement:

Finally, the third tracking stage occurs, with the tracks being refitted once more, but

this time inwards from the outer TPC radius to the innermost ITS layer. Ultimately, the

kinematic track parameters of the global TPC-ITS tracks are stored within the event for

further analysis and use.

A more comprehensive description of charged-particle tracking and vertex reconstruction

can be found in [114].
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2.7.3 Transverse momentum reconstruction

Transverse momentum (pT) is a fundamental and crucial measurable quantity of particles

in high-energy physics. The three-momentum is a combination of its longitudinal component

(pz) and its transverse component (pT). As mentioned in the previous subsections, ALICE is

equipped with tracking detectors ITS and TPC. These detectors are designed to track the trajec-

tories of particles when they move through the volume of the detector. In the transverse plane,

the curvature of the trajectories of the particles is proportional to the charge of the particles and

is inversely proportional to their transverse momentum. By the curvature measurement of these

trajectories in the magnetic field of ALICE, the transverse momentum of the particles is deter-

mined. The trajectory of the charged particle with momentum (p) and charge (q) in a magnetic

field of B(r) is given by the equation [117],

d2r
ds2 =

q
p

dr
ds

B(r). (2.4)

Here, ds is the distance along the trajectory which is equal to vdt, and the vector d2r/ds2 is

orthogonal to the trajectory. Its magnitude is equal to 1/R, where R(s) represents the curvature

radius of the trajectory. The vector dr/ds has unit length and is tangent to the trajectory. The

coordinates along the trajectory are measured with position-sensitive detectors such as ITS and

TPC, while the TOF and TRD detectors of ALICE provide the information on the identification

of the particles which help to determine the pT with high precision.

The precision of the pT measurement is determined by the momentum resolution, which

is influenced by both particle properties and detector capabilities. Data collected from these

detectors undergo analysis through a pattern recognition program that associates coordinate

measurements with particle trajectories, forming tracks. Equation 2.4 is employed along with

the magnetic field map to fit these measurements to a track model. The primary parameters of

interest for each track are its momentum vector and point of origin. The reconstructed tracks

are subsequently combined to identify both primary and secondary vertices within the event.

The tracks are reconstructed within the TPC using 3-dimentional space points, and the

transverse momentum is derived from the curvature of the track. The TPC is capable of recon-
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structing primary tracks with momenta (p) ranging from 100 MeV/c to 100 GeV/c. Figure 2.14

illustrates the tracks reconstructed within the TPC from Pb-Pb collisions at
p

sNN = 5.02 TeV

in 2015.

Figure 2.14: Event display of the tracks reconstructed inside TPC in Pb–Pb collisions at
p

sNN

= 5.02 TeV during 2015

2.8 Data acquisition and Trigger

In ALICE, the central online system controls the data-taking activities. A central interface,

Detector Control System (DCS) operates all the detector hardware centrally and during data

taking, the Data AcQuisition (DAQ) system is responsible for obtaining the configuration of the

detectors. DAQ is also interfaced with the Trigger and High-Level Trigger (HLT) systems. All

the operations of the central systems (DAQ, Trigger and HLT) are coordinated by the Exper-

iment Control System (ECS) in the ALICE control room (ACR). A Standalone mode is used

to perform detector commissioning, calibration and debugging activities, where detectors can

operate individually. During the physics runs, the detectors are grouped in di↵erent partitions

which can operate concurrently with a given set of inputs from the trigger.
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2.8.1 Central Trigger Processor (CTP)

The trigger system of ALICE comprises a Central Trigger Processor (CTP) along with

a High-Level Trigger (HLT) [118]. CTP consists of 24 Local Trigger Units (LTU) and it is

defined for each detector. The LEVEL-0, L0 and LEVEL-1, L1 triggers are fast triggers. And

their signal is delivered after 1.2 µs and 6.5 µs, respectively. The final trigger, L2, is delivered

after 100 µs. After the L2 trigger is delivered, the event is stored. The output of the CTP then

goes to the LTUs of each detector and then the output is transferred to the front-end electronics

(FEE) of the detector via optical fibres and low-voltage di↵erential signalling cables.

2.8.2 High-Level Trigger (HLT)

HLT defines firmware and software through a filtering mechanism to select interesting

events in the entire sample. HLT receives the raw data via data links of detectors followed by

extraction of hits and clusters to perform the basic detector calibration. Thereafter, the event

is reconstructed for each detector and is selected on the basis of the physics region of interest.

HLT also performs data compression at a later stage.

2.8.3 Data Acquisition (DAQ)

The Data Acquisition (DAQ) system handles the data flow from the detector’s electronics

to the permanent storage. The Local Data Concentrators (LDCs) read the events from the optical

detector data links. The LDC assembles the data into the sub-events and ships to Global Data

Collectors (GDCs). The whole event is built in GDCs. The GDCs record the events to a transient

data storage and then it is migrated to the tape in the permanent data storage.
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2.9 O✏ine Data structure and analysis

2.9.1 ALICE Grid and ALIEN

To e�ciently manage and process the vast amount of distributed data resources, the AL-

ICE Grid is introduced. Within this framework, data processing is distributed across multiple

computing centres located worldwide. This distributed computing infrastructure, integral to

the LHC experimental program, is coordinated through the Worldwide LHC Computing Grid

(WLCG) project.

The ALICE Grid is organized according to the Models of Networked Analysis at regional

centres (MONARC) model, which is structured into distinct stages and tiers. CERN is consid-

ered to be Tier-0. Here all the real data is originated. Tier-1 consists of large regional computing

centres, which collaborate with CERN to ensure secure data storage.

Additionally, the ALICE O✏ine project has developed the ALIce Environment (ALIEN),

enabling ALICE users to seamlessly access grid computing and storage resources.

2.9.2 AliRoot Framework

The raw data captured by the detectors undergoes a reconstruction process facilitated by

the AliRoot software framework [102, 119, 120], which is built upon the C++-based ROOT

framework [120, 121]. It is worth noting that a given dataset may be reconstructed multiple

times, allowing for the incorporation of software improvements over time. Each reconstruction

iteration is referred to as a "pass," and these passes are labelled sequentially (pass1, pass2, and

so on).

The outcomes of this reconstruction process are stored in Event Summary Data (ESD)

objects. ESD objects comprehensively contain all event-related information, encompassing

details about vertices, tracks, and additional detector-level data. To reduce file size and expedite

analysis, the ESD objects are further processed to generate Analysis Object Data (AOD) files.

AOD files include only the information essential for physics analysis, resulting in significantly



2.9 O✏ine Data structure and analysis 68

smaller file sizes than their corresponding ESD objects. Moreover, due to their distinct internal

structure, analysis processes are more e�cient when conducted on AOD files.

However, it is important to note that certain analyses may necessitate access to information

exclusively stored within the ESD objects. In general, physics analyses can be conducted using

either the ESD or the AOD format, depending on the specific requirements of the analysis at

hand.

In addition to the software package designed for ALICE physics analysis, there is a need

for software capable of simulating events as they traverse through a detector. AliRoot integrates

various software components such as GEANT3 and GEANT4 [122] to accurately simulate the

interactions between particles and detector materials. Moreover, di↵erent Monte Carlo (MC)

event generators simulate events corresponding to various collision types, including pp, p-Pb,

and heavy-ion collisions.



Chapter 3

Analysis of event-by-event fluctuations of

hpTi in pp, Xe–Xe and Pb–Pb collisions

This chapter focuses on a detailed description of the tools by which the analysis of the mean

transverse momentum fluctuations in pp and Pb–Pb collisions at
p

sNN = 5.02 TeV and Xe–Xe

collisions at
p

sNN = 5.44 TeV is performed. This chapter also describes details of event shape

analysis in pp collisions at 5.02 and 13 TeV. In particular, the detailed study of data samples,

collision environment used for all the systems, the description of the selection of events and

tracks, the methodologies used to calculate statistical and systematic uncertainties, the Monte

Carlo closure test and the determination of the charged particle pseudorapidity density derived

from the accepted charged particles are highlighted in this chapter.

3.1 Data sample

The study in this chapter is based on ALICE data from Pb–Pb collisions at
p

sNN = 5.02 TeV,

Xe–Xe collisions at
p

sNN = 5.44 TeV and pp collisions at
p

sNN = 13 TeV, acquired during Run

2 in the form of Analysis Object Data (AOD) files. The details of the beam energy, the number

of events, the trigger selection etc. are listed in table 3.1.

The online system of ALICE facilitates it to keep the data-taking process smooth and

accurate. The five online systems that are included in this analysis, are described in the previous

69
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System Pb–Pb Xe–Xe pp

Energy
p

sNN = 5.02 TeV
p

sNN = 5.44 TeV
p

s = 5.02 TeV

Events 13 M 1.4 M 104 M

Event Trigger Minimum-Bias (kINT7) kINT7 kINT7

Centrality Estimator V0M V0M V0M

Main detectors TPC and ITS TPC and ITS TPC and ITS

Table 3.1: Details on the data set

chapter. The C++-based ROOT framework [123, 124] constitutes the AliRoot. The AliRoot

software framework [102, 119, 125] is used to reconstruct the raw data obtained from the

sub-detectors of ALICE in RUN-1 and RUN-2. Depending on how many times the raw data

is reconstructed, the “pass" number is assigned (e.g. pass1, pass2 etc). For example, in this

analysis, pass-3 of the LHC18q dataset is used for Pb–Pb collision.

Two kinds of output files can be used for analysis: Event Summary Data (ESD) objects

and Analysis Object Data (AOD) files. In ESD objects, the reconstructed data is stored which

contains crucial event information like vertices and tracks. The AOD files on the other hand are

obtained by further processing the ESDs making them smaller in size than their corresponding

ESDs. AODs are specific to provide information on the physics analysis.

To help researchers make predictions, gain insights, and test hypotheses, various computa-

tional tools are available that simulate the outcome of collisions in high-energy particle physics

by generating random samples. These are called the Monto Carlo (MC) event generators. These

data simulated from the MC event generators are used to compare with the experimental data for

the collision systems. The models used in the Pb–Pb and Xe-Xe analysis are HIJING (heavy-

ion Jet INteraction Generator) [126] and AMPT (A Multi-Phase Transport Model). For pp

collisions, PYTHIA and EPOS models are used for comparison with the data.
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3.2 Event selection

The standard event selection in the analysis includes basic trigger criteria, quality of primary

vertex reconstruction (with TPC and ITS detectors) and removal of pile-up events.

3.2.1 Trigger selection

In order to extract useful information from the collected data, ALICE utilised multiple

triggers. In ALICE, multiple triggers are usually active simultaneously, and each event retains

information about the specific trigger it corresponds to. Subsequently, during the analysis phase,

events associated with the relevant trigger class are chosen for further examination. The details

of usage of such triggers can be found in [127].

In order to produce a data sample with the minimum amount of bias from the trigger

decisions itself, minimum-bias (MB) triggers are used. The minimum bias trigger is the most

basic class of trigger in the ALICE.

In this analysis, kINT7, which is a minimum bias trigger, corresponding to V0(AND) is

used for all collision systems. "V0AND" stands for the logical "AND" combination of signals

from the V0A and V0C detectors i.e. the detectors start after getting a signal from both the

forward detectors i.e. V0A and V0C.

3.2.2 Vertex determination

The position in the z-axis, where the two beams collide is referred to as the “Vertex Z”

position. One event is considered as the collision of two heavy ions or two protons depending

on the type of system under action. For every event, one primary interaction vertex is identified

and determined. The primary vertices are usually expected to spread over a few inches along

the z-axis or in a plane perpendicular to the beam direction. In this analysis, the global TPC-

ITS tracks are used for the determination of the vertex. To ensure a successfully reconstructed

primary interaction vertex, certain criteria are implemented. Firstly, this is achieved by man-

dating the presence of at least one track contributing to the determination of the primary vertex.
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Figure 3.1: Primary vertex distribution in Pb–Pb collision at
p

sNN = 5.02 TeV after event

selection criteria

Additionally, a limitation is imposed on the maximum allowed distance of the reconstructed pri-

mary vertex from the nominal interaction point, which is at the centre of the experiment, along

the beam’s direction (z-direction), set at 10 cm. This selection criterion is crucial due to the

impact it has on the geometrical acceptance of charged-particle tracks within the subdetectors

concerning the vertex’s z-position. At the precise location of the nominal interaction point (z

= 0), the geometrical acceptance of the central barrel detectors symmetrically covers pseudo-

rapidity. However, as the distance from this nominal centre increases, the acceptance changes

asymmetrically, expanding on one side while reducing on the other side of the experiment. By

setting the maximum z-vertex distance to 10 cm, a uniform tracking acceptance is ensured both

in the Inner Tracking System (ITS) and in the Time Projection Chamber (TPC) within a pseu-

dorapidity interval of |⌘| < 0.8. This standardized acceptance facilitates consistent and reliable

tracking of particles across these detector systems [128].
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Event selection criteria

Trigger selection Minimum Bias ("KINT7")

No. of vertex contributors � 1

VZ, distance from nominal interaction point  10

Distance b/w pile-up and primary vertex (SPD) � 0.8 cm

No. of SPD pile-up candidate vertices’ contributors (pp) � 3

No. of SPD pile-up candidate vertices’ contributors � 3, for NSPDtrk < 20

(Pb–Pb and Xe–Xe) � 4, for 20<NSPDtrk < 50

� 5, for NSPDtrk > 50

Table 3.2: Summary of the event selection criteria applied in this analysis for all collision

systems.

The vertex z distribution after the application of each event cut is shown in Fig 3.1.

3.2.3 Pile-up removal

There are two primary categories of pileup events. Same-bunch-crossing pileup involves

the occurrence of multiple collisions within the same bunch-crossing. This type of pileup is

detected by all detectors. In drift detectors like the Time Projection Chamber (TPC) and Silicon

Drift Detectors (SDD), the reconstructed points accurately align spatially, preserving correct

track parameters estimation. The e�ciency of extending tracks from TPC to ITS remains con-

sistent for both the primary collision and any piled-up collisions. To address this, cuts based

on multiple reconstructed vertices can be employed at the event selection stage to potentially

remove these same-bunch-crossing pileup events.

The centrality percentile distribution before and after the applied event cuts is shown in

Fig 3.2.
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Figure 3.2: Centrality distribution before (upper panel) and after (lower panel) event cuts for

Pb–Pb collisions at 5.02 TeV

Collisions occurring in neighbouring bunch crossings have the potential to be captured

within the same event due to the relatively shorter time interval between two consecutive

bunches, which is smaller than the detector’s read-out time. This is referred to as out-of-bunch

pileup. The impact of this type of pileup varies across detectors based on their readout time.

Removal of out-of-bunch pileup can be attempted during event selection using cuts based on

multiple reconstructed vertices and correlations between track/tracklets/amplitudes in di↵erent

detectors [129].
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The presence of particle tracks stemming from these extra interactions, poses a risk of

distorting results, particularly when a pile-up vertex lies in close proximity to the primary in-

teraction vertex. Such proximity could result in an inflated count of tracks assigned to the

primary vertex, potentially skewing outcomes. In correlation analyses, these e↵ects are notably

sensitive. Tracks originating from distinct collisions exhibit a complete lack of correlation,

potentially leading to a substantial reduction in any observed correlation signal.

To address the pile-up events across various collision systems, specific cuts are imple-

mented to reduce their impact. In pp collisions, the requirement demands a minimum of three

contributors (tracklets) associated with the identified pile-up candidate vertices. However, in

the case of Pb-Pb and Xe-Xe collisions, this threshold varies based on the event multiplicity. In

events where the primary vertex has a total of less than 20 SPD tracklets (NSPDtrk), the criterion

for the minimum number of tracklets associated with the pile-up vertex is established at three.

For primary vertices where the NSPDtrk count falls between 20 and 50, and in cases where NSPDtrk

is greater than or equal to 50, the prescribed minimum number of tracklets associated with the

pile-up vertex adjusts to four and five, respectively [130].

Additionally, there is a stipulation for a minimum separation distance, measured in cen-

timetres along the z-direction, between the primary vertex and any identified candidate pile-up

vertices, ensuring it is greater than or equal to 0.8 cm for all collision systems.

In total, 13 million, 1.4 million, and 104 million events passed the above criteria and

were retained towards the analysis of hpTi fluctuations in Pb–Pb, Xe–Xe, and pp collisions,

respectively.

3.3 Track selection

ALICE’s central barrel consists of key tracking detectors, the Time Projection Chamber (TPC)

and the Inner Tracking System (ITS). The reconstruction of charged-particle trajectories is de-

scribed in section 2.7.2. Throughout the analysis, track selection criteria are meticulously ap-

plied to select primary charged particles stemming from the primary interaction vertex. These
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Figure 3.3: pT distributions of selected tracks for Pb–Pb collisions at 5.02 TeV

selection criteria serve the purpose of e↵ectively diminishing the presence of spurious trajecto-

ries unrelated to physical particles and low-quality tracks.

Measurements of hpTi fluctuations are based on charged particle tracks reconstructed

within the ITS and the TPC. To ensure uniform tracking e�ciency, the analysis is restricted

to particles produced within the pseudorapidity range of |⌘| < 0.8. Additionally, the transverse

momentum range of 0.15 < pT < 2 GeV/c is chosen for all charged particles. The higher pT cut

is chosen to focus the analysis on the soft and “bulk" part of the system. The lower pT limit is

chosen because the reconstruction e�ciency of the TPC decreases below this limit.

In pp collisions, the analysis is limited to charged tracks with a minimum of 70 out of a

maximum of 159 reconstructed space points in the TPC. For Pb–Pb and Xe–Xe collisions, a

pT-dependent cut of the number of TPC clusters per track, NTPC = 70 + 1.5 ⇥pT, was applied

to further limit the probability of split tracks arising from running conditions yielding large

hit occupancy in the TPC. Furthermore, for all collision systems, a maximum �2 per TPC and

ITS cluster of 4 and 36, respectively, were used to further suppress contamination associated
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Figure 3.4: ⌘ distributions of selected tracks for Pb–Pb collisions at 5.02 TeV

with poor-quality tracks. Besides, kinks, which are the daughter tracks from reconstructed

secondary weak decay topologies, are rejected. The closest distance between a reconstructed

track and the primary vertex of the collision event along the track’s trajectory is called the

Distance of Closest Approach (DCA). It essentially measures how close a particle’s trajectory

is to the collision point. The DCA in the longitudinal and transverse direction is taken to be

less than 1 cm (DCAz < 1 cm, DCAxy < 1 cm) respectievly for Pb–Pb and Xe–Xe collisions. A

criterion DCAz < 2 cm and a pT dependent cut of DCAxy < 0.0182 mm + 0.0350 mm
p1.01

T
was applied

for pp collisions. A summary of track selection criteria is listed in Table 3.3.

These track selection criteria serve to enhance the purity and reliability of the selected

particle tracks for analysis. The pT and ⌘ distribution of the selected track are shown in Fig 3.3

and Fig 3.4 respectively.
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Track selection criteria

Pseudo-rapidity (⌘) range |⌘| < 0.8

Transverse momentum (pT ) range 0.15 < pT < 2.0 GeV/c

Number of TPC clusters (pp) � 70

pT -dependent Number of TPC clusters � 70 + 1.5 ⇥ pT for pT < 20.0 GeV/c

(Pb–Pb and Xe–Xe) � 100 for pT > 20.0 GeV/c

Reject kink daughters Yes

DCA to vertex along beam direction (pp) < 2 cm

DCA to vertex along beam direction (Pb–Pb and Xe–Xe) < 1 cm

DCA to vertex along xy plane (pp) < 0.0182 mm + 0.0350 mm
p1.01

T

DCA to vertex along xy plane (Pb–Pb and Xe–Xe) < 1 cm

Table 3.3: Summary of the track selection criteria applied in this analysis for all collision sys-

tems.
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3.4 The two particle correlator

The mean transverse momentum (hpTi) of a multiplicity class is calculated by taking the mean

of individual transverse momenta of tracks belonging to a particular multiplicity class. The

calculation is done on an event-by-event basis given by the following expression:

hpTi =

⌦ NchP
i=1

pTi
↵

hNchi
, (3.1)

Where, Nch represents the charged particle counts within a specific event, while pTi signi-

fies the transverse momentum of the ith particle. The angular brackets encompass an average

computed across multiple events within a given multiplicity class. In every event, the moments

of the pT distributions are evaluated. This is defined by,

Qn =

NchX

i=1

(pT,i)n, (3.2)

where pT,irepresents the transverse momentum of particles, i = 1, . . . ,Nch, selected towards the

measurements of h�pT,1�pT,2i and Nch is the number of such selected charged particles in an

event. One verifies that h�pT,1�pT,2i can be readily computed according to,

h�pTi�pTji =
⌧ (Q1)2 � Q2

Nch(Nch � 1)

�
�
⌧ Q1

Nch

�2
(3.3)

This implementation of the analysis presents the significant advantage that it does not

involve nested loops on pairs of particles. Indeed, only single loops are required for the event-

by-event determination of Q1 and Q2. The analysis is thus compact and fast. Additionally, in

order to study the particle density dependence of the correlator and minimize smearing e↵ects

associated with broad bin widths, the analysis is performed in narrow multiplicity bins.

This analysis studies event-by-event fluctuations of the event-wise mean transverse mo-

mentum, hpTi, of charged particles produced in pp, Xe–Xe and Pb–Pb collisions. The mag-

nitude of the pT fluctuations is quantified based on the two-particle correlator. In addition, to
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understand the impact of the presence of jets in the measurement of hpTi fluctuations, a trans-

verse spherocity dependence study has been performed in pp collisions.

3.5 Transverse spherocity dependence of hpTi fluctuations in

pp collisions at
p

s = 5.02 and 13 TeV

Figure 3.5: Depiction of jetty and isotropic events based on transverse spherocity [131]

In the context of event-by-event analysis mean transverse momentum fluctuations of

charged particles, it is crucial to perform multiple di↵erential studies of the experimental ob-

servables, event-by-event, in small systems, and to correlate these observables with initial and

final state observables, such as the charged-particle multiplicity. Several di↵erent observables

can be used to classify di↵erent event topologies and to study final state observables in relation

to the event shape. Among them, the transverse spherocity and relative transverse activity clas-

sifier allow the possibility to distinguish and characterize events by a di↵erent content of hard

versus soft particle production and to select therefore interactions with a di↵erent number of

multi-parton interactions (MPI). The goal of these studies is to better understand the production
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mechanisms of particles in hard and soft processes [132, 133]. The transverse spherocity is

given by,

S 0 =
⇡2

4
min

n̂

✓
P
i=1

~pTi ⇥ n̂
P
i=1

~pTi

◆2
, (3.4)

where i runs over a total number of charged-particle tracks in a given event and n̂ is a

unit vector that minimizes Eq. 3.4. The shape of the events for the two extreme values of

transverse spherocity is depicted in Fig. 3.5. As Events with S 0 ! 0 are dominated by a single

back-to-back jet-like structure while events with S 0 ! 1 are dominated by isotropic particle

production.
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Figure 3.6: Transverse spherocity distribution in pp collisions at
p

s = 5.02 TeV with depiction

of the cuts for jetty and isotropic events

Figure 3.6 illustrates the spherocity distribution resulting from the analysis of proton-

proton (pp) collisions at a center-of-mass energy of
p

s = 5.02 TeV, with unweighted transverse
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momentum (pT). The various coloured bands in the figure correspond to distinct spherocity

bins, each spanning a range of 10%.

The spherocity limits for pp collisions at
p

s = 5.02 TeV, for the top 20% are determined to

be from 0.005 to 0.425, indicating a predominantly jet-like configuration. In contrast, the lowest

20% of the distribution exhibits spherocity values ranging from 0.745 to 0.985, signifying an

isotropic or more spherical arrangement of events.

Overall, the integrated events span the entire spherocity range from 0.005 to 0.985, cover-

ing the entire 0-100% range of the spherocity distribution.

For this analysis, the pT-unweighted definition of transverse spherocity (pT = 1) is used to

ensure that the spherocity selection a↵ects charged and neutral particles alike. It is given by,

S pT=1
0 =

⇡2

4
minn̂=(nx,ny,0)

0
BBBBBBB@

P
i=1

p̂Ti ⇥ n̂

Ntrks

1
CCCCCCCA

2

, (3.5)

where Ntrks is the total number of charged tracks. The interpretation of the measurement remains

una↵ected when one chooses between the two spherocity variants. Events containing at least

5 tracks, Ntrks > 4, which ensures that it is meaningful to talk about a topology, are considered

candidates for the transverse spherocity distribution. The track selection criteria are chosen

to have full azimuthal coverage. The spherocity distribution is related to the two limits by

selecting the upper/lower percentiles of the distribution. Fig. 3.7 illustrates the comparison of

pT-weighted and unweighted spherocity distributions.
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Figure 3.7: pT-weighted and unweighted spherocity distributions in pp collisions at
p

s = 5.02

TeV

3.6 Monte Carlo closure test

A study of the impact of the detector response and analysis procedure on the measured observ-

ables was carried out based on detailed simulations of the performance of the ALICE detector.

The study was performed by processing simulated collisions generated with Monte Carlo event

generators and then propagated to GEANT3 [134] which contains the geometry of the various

components of the ALICE detector to account for energy and momentum losses and scatterings

of produced particles within the fiducial volume of the measurement. The events which pass

through the GEANT3 are called reconstructed events. The reconstructed events include losses

due to detector ine�ciencies, resolution smearing e↵ects and potential sources of contamination

of the signal due to poorly reconstructed tracks and tracks resulting from secondary particles.

Hence, ratios of the observables of interest in reconstructed events and generated events would

deviate from one. A perfect Monte Carlo closure is achieved when the estimations at recon-

structed level agree with those obtained at the generator level. The event generators used for the

MC closure tests were HIJING [126] for Pb–Pb and Xe–Xe collisions, and PYTHIA 8 [135]

for pp collisions.
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Figure 3.8: The upper panel shows the comparison of generated and reconstructed values of
p
h�pTi�pTji/hhpTii as a function of Nacc in Pb–Pb collisions at

p
sNN =5.02 TeV (Left) and

Xe–Xe collisions at
p

sNN =5.44 TeV(Right). The lower panel shows the ratio of reconstructed

to generated values of
p
h�pTi�pTji/hhpTii as a function of Nacc.

The observable,
p
h�pTi�pTji/hhpTii, was calculated for Monte Carlo data at generated

(true) and reconstructed level. Figure. 3.8 shows the comparision of
p
h�pTi�pTji/hhpTii, for

generated and reconstructed MC data in Pb–Pb and Xe–Xe collisions. In both cases, the devia-

tions between reconstructed and generated levels do not exceed 2%. Thus,
p
h�pTi�pTji/hhpTii

is robust against particle losses due to detector ine�ciencies. The minor deviations from perfect

closure are conservatively added to the systematic uncertainties.

For pp collisions, the reconstructed and true values of the observable agree with each other

with a maximum discrepancy of 2% (see Fig. 3.9). To ensure the feasibility of the analysis

methodology, MC closure test was also performed for pp collisions at
p

s = 5.02 TeV and
p

s

= 13 TeV for di↵erent kinds of events as distinguished by unweighted transverse spherocity.

The closure test for jetty and isotropic events in pp collisions at
p

s = 5.02 TeV has also been

performed and is shown in the left and right panels of Fig. 3.10. It is found that, for both jetty

and isotropic events, the perfect closure is achieved within 1% and 2%, respectively.
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Figure 3.9: The upper panel shows the comparison of generated and reconstructed values of
p
h�pTi�pT ji/hhpTii as a function of Nacc for pp collisions at

p
s = 5.02 TeV for spheroc-

ity Integrated events. The lower panel shows the ratio of reconstructed to generated values

of
p
h�pTi�pT ji/hhpTii as a function of Nacc.

As there is a good agreement with the reconstructed and generated data observed for all

collision systems, the e�ciency correction has not been performed for the real data.
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Figure 3.10: The upper panel shows the comparison of generated and reconstructed values

of
p
h�pTi�pT ji/hhpTii as a function of Nacc in pp collisions at

p
s = 5.02 TeV for jetty events

(Left) and isotropic events(Right). The lower panel shows the ratio of reconstructed to generated

values of
p
h�pTi�pT ji/hhpTii as a function of Nacc.

3.7 Estimation of statistical and systematics uncertainties

The statistical uncertainties arise due to the limited number of measurements in an experiment.

They represent the precision of the measurement. Including these error bars helps convey the

accuracy of the measured values. Systematic uncertainties account for potential biases and in-

accuracies introduced by the experimental setup, calibration, or analysis techniques. These can

a↵ect the results consistently and need to be quantified to provide a complete understanding

of the measurement’s reliability. Di↵erent experiments or di↵erent analysis techniques may

yield results with di↵erent uncertainties. By including these error bars, the results can be com-

pared more accurately and the agreement or discrepancies between experiments or theoretical

predictions can be looked upon.
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3.7.1 Statistical uncertainty calculation

A subsampling method is used to calculate the statistical uncertainty associated with the

observable. The subsampling method is a statistical approach utilized to gauge uncertainties

or standard errors within a dataset. It involves iteratively selecting smaller subsets, known as

subsamples, from the original dataset and computing the desired parameter for each of these

subsets. This process aims to assess the variability or uncertainty in the parameter of interest by

observing its fluctuations across multiple subsamples drawn from the original dataset. Here is a

simplified explanation of how statistical uncertainty is estimated using the subsampling method

in this analysis:

• Choosing subsample: Entire sample is divided into m number of subsamples. For instance

for a sample having n number of events, m number of events with the condition, m < n,

can be chosen repeatedly to form each subsample. In this analysis, 30 subsamples with

similar statistics are selected.

• Calculating standard deviation: The standard deviation for each subsample is calculated

for each multiplicity bin. The formula to estimate the standard error, using the subsam-

pling method is given by:

S =

vt
1

N � 1

NX

i=1

(xi � x)2, (3.6)

In the above equation, the observable, xi, here the two-particle correlator, is calculated

for each of the subsamples of a bin. x, which is the mean value of the correlators in

all samples, is calculated for the same multiplicity bin. The sum of squared di↵erences

between each xi belonging to the ith sample and the x, is calculated for all "N" number of

subsamples per bin. This sum is then divided by N�1 to get the variance of the subsample.

To get an unbiased estimate of the standard deviation of the whole population, from a

sample dataset, N �1 is divided instead of N in the denominator. This adjustment, known

as Bessel’s correction, ensures that the calculated sample standard deviation tends to be

closer to the true population standard deviation. Finally, the square root of the variance

then gives the standard deviation of the desired multiplicity bin.
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The standard deviation for all multiplicity bins is then calculated to get the statistical

uncertainties of the measurement.

3.7.2 Systematic uncertainty estimation

Systematic uncertainty refers to potential biases or errors arising from systematic e↵ects

within the experimental setup, data collection, or analysis techniques. These uncertainties stem

from consistent and repeatable sources that could influence the measurement and are distinct

from random fluctuations or statistical uncertainties. Several potential sources of systematic

uncertainties were considered due to the variation of event and track selection criteria, including

e↵ects due to event pile-up, contributions from poorly formed tracks, secondary tracks, non-

uniformity of the acceptance, and possible dependencies of the track reconstruction e�ciency

of the position of the primary vertex. Testing for these contributions was accomplished by

studying the variation of
p
h�pTi�pTji/hhpTii from its baseline value (obtained using the default

cuts) in response to variations of event and track quality selection criteria used in the analysis.
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Figure 3.11: Distribution of �/�cc for the variations which pass the Barlow test (left) and which

fail the Barlow test (right) for Pb–Pb collisions at
p

sNN = 5.02 TeV

To check whether a particular set of cuts qualifies to be considered as a potential source

of systematic uncertainty, a Barlow test is performed. A brief description of the Barlow test is

given below.
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Parameter Default Variation-1 Variation-2

|Vz| (cm) 10 8 -

|DCAxy| (cm) 1 0.8 1.2

|DCAz| (cm) 1 0.8 1.2

No. of TPC Clusters 70 80 -

Pile up Cut applied Cut applied

Polarity LHC18q (+ve) LHC18r (-ve)

Track quality Filtler bit-768 Filtle bit-96

Table 3.4: Sources of systematic uncertainties for Pb–Pb and Xe–Xe collisions at
p

sNN =

5.02 TeV. The red and orange shaded cells show the variations that are passed by the Barlow

checks in Pb–Pb and Xe–Xe collisions, respectively.

Let D be the default measurement, i.e. the value of the correlator with the default set of cuts

for all sources of uncertainty taken into account and �D be the statistical uncertainty associated

with the default value. Let A be the alternate measurement i.e. the value of the correlator

after altering one set of cut amongst all the variations of sources considered whose statistical

uncertainty is given by �A. Then the di↵erence in the default and alternate measurement can be

represented as �, which is given by:

� = D � A (3.7)
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The square root of the squared di↵erences in the standard deviation of the default and

alternate measurements is given by:

�cc =

q
|�2

D � �2
A| (3.8)

The �/�cc distribution is found for di↵erent multiplicity bins. If the variations between the

default and alternate measurements are purely statistical, the distribution should be a Gaussian

with mean = 0 and � = 1. Large deviations from the ideal behaviour indicate that the variations

are not purely statistical and should be included in the systematic uncertainties. A distribution

with � much less than 1 is still acceptable as long as it is approximately Gaussian and the mean

is nearly 0.

Parameter Default Variation-1 Variation-2

|Vz| (cm) 10 8 -

|DCAxy| (cm) 0.2 0.2 -

|DCAz| (cm) 2.0 2.0 1.2

No. of TPC Clusters 70 80 -

Pile up Cut applied Cut applied

FitlterBit 96 768

Table 3.5: Sources of systematic uncertainties pp collisions at
p

s = 5.02 TeV.

The sources considered in the Barlow test are the |Vz| position of primary vertex, the distance

of the closest approach in both longitudinal and transverse directions, the total number of TPC
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clusters, the applicable pile-up cut and the track quality check for all collision systems. In ad-

dition to that, magnetic polarity has also been included in the case of Pb–Pb collisions. All sets

of default sources and their variations along with their values for Pb–Pb and Xe–Xe collisions

are listed in table 3.4 and for pp collisions in table 3.5.

Figure 3.11 shows the distribution of �/�cc for the DCAxy < 0.8 (left), and ncluster > 80

(right), for Pb–Pb collisions at
p

sNN = 5.02 TeV.
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Figure 3.12: The relative non-statistical fluctuation of mean transverse momentum
p
h�pTi�pTji/hhpTii as a function of hdNch/d⌘i for Pb–Pb collisions at

p
sNN = 5.02 TeV cor-

responding to various systematic sources.

The mean of the distribution for DCAxy < 0.8, is very close to zero and the standard devi-

ation is less than one. In this case, the source obeys the Barlow criteria and hence gives a near

Gaussian distribution. As the alternate measurement DCAxy < 0.8, qualifies the Barlow criteria,

it has been rejected as a potential contributor in the estimation of systematic uncertainties. On
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the contrary, the mean and standard deviation of ncluster > 80 variation, are way greater than 0

and 1 respectively (Fig. 3.11). This source is hence considered for the systematic error calcula-

tion. The distributions of �/�cc for the variations of the considered sources are obtained for all

the collision systems used in both analyses and were checked if they pass the Barlow criteria.

The red and orange shaded cells in Tab. 3.4 show the variations that passed the Barlow

checks in Pb–Pb and Xe–Xe collisions, respectively. The rest of the sources are considered for

the determination of systematic uncertainties. For pp collisions, all the sources are used for

systematic uncertainty calculations.

The systematic uncertainty calculation is done using the maximum deviation method for

all the systems. In the maximum deviation method, systematic uncertainty is estimated by

identifying the largest discrepancy or deviation between measurements. In this method, the

default and the alternate value of the correlator are found for each source across the measured

multiplicity bin. For each source, the absolute di↵erence of the variations (varn1 and varn2) from

the default (Val) is calculated. The largest deviation among the variations within the source is

identified (S n).

S n = max(|Val � varn1|, |Val � varn2|) (3.9)

The total systematic uncertainty of a bin, S yserr, is calculated by the quadrature sum of

the maximum value of the deviation between the default and variation coming from all the

sources considered (S n). The equation is given by:

S yserr =

vt
NX

n=1

S 2
n, (3.10)
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Figure 3.13: Ratio of
p
h�pTi�pTji/hhpTii from di↵erent sources with default values for Pb–Pb

collisions at
p

sNN = 5.02 TeV.
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Figure 3.14: Ratio of
p
h�pTi�pTji/hhpTii from di↵erent sources with default values for Xe–Xe

collisions at
p

sNN =5.44 TeV

The fluctuation of mean transverse momentum,
p
h�pTi�pTji/hhpTii, corresponding to

various systematic sources for Pb–Pb collisions at
p

sNN = 5.02 TeV has been shown as a

function of hdNch/d⌘i in figure 3.12. Variations of di↵erent sources are taken into consideration

to be compared with the default sets of cuts used in the analysis. Figs. 3.13, 3.14 and 3.15

show the ratio of the changed to the default value of correlator,
p
h�pTi�pTji/hhpTii for all the

sources in Pb–Pb, Xe–Xe and pp collisions, respectively.
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Figure 3.15: Ratio of
p
h�pTi�pTji/hhpTii from di↵erent sources with default values for pp

collisions at
p

s = 5.02 TeV

The relative percentage error for each of the considered sources is found for all collision

systems. The total relative percentage error from all sources is the square root of the quadra-

ture sum of the individual errors of the sources considered. The relative uncertainty for Pb–Pb

collisions at
p

sNN = 5.02 TeV, Xe–Xe collisions at
p

sNN = 5.44 TeV and pp collision at
p

s = 5.02 TeV from various systematic sources are shown in figure 3.16 (left and right) and
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Figure 3.16: The relative uncertainty for Pb–Pb collisions at
p

sNN = 5.02 TeV (left) and Xe–

Xe collisions at
p

sNN = 5.44 TeV (right) from various systematic sources.

3.17 respectively. At the event level, selection criteria considered include the accepted vertex-

z position (vz) along the beam axis, and selection criteria used to suppress contributions from

event pile-up. Vertex-z (vz) selection contributes uncertainties smaller than 2.1% for pp colli-

sions, 3.7% for Xe–Xe collisions and 2.2% in Pb–Pb collisions. The relative uncertainties due

to event pile-up are less than 2% and 3.3% for pp and Xe–Xe collisions respectively and vary

from a minimum of 0.1 to a maximum 3.5% for Pb–Pb collisions. At the track level, selected

quality cuts are varied including the longitudinal and transverse DCA of each track and the

minimum number of TPC clusters required on a track. The maximum contribution to relative

systematic uncertainty due to the track selection criteria arises from DCAz selection, which is <

5.5%. Similarly, the maximum contributions to relative percentage uncertainty from the track

selection, are 2.2% from TPC clusters and 0.8% from DCAz selection for Xe–Xe and Pb–Pb

collisions, respectively. The total systematic uncertainties from all the sources are smaller than

7.1%, 6.7% and 3.8% for pp, and Pb-Pb collisions, respectively. A summary of the relative

systematic uncertainties assessed for the three collision systems is presented in Table 3.6.
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Figure 3.17: The relative uncertainty for pp collisions at
p

s = 5.02 TeV from various system-

atic sources.

3.7.3 Estimation of hdNch/d⌘i from hNacci

The results for the strength of the correlator,
p
h�pTi�pTji/hhpTii, are presented, with a

focus on their dependence on the average charged-particle multiplicity density, hdNch/d⌘i. It is

important to note that hdNch/d⌘i has been meticulously corrected for detector e↵ects, making

them highly suitable for comparisons with results from other experiments and/or theoretical

models. In the present analysis,
p
h�pTi�pTji/hhpTii, was calculated as a function of the mean

of the number of accepted charged tracks, hNacci. These values vary from system to system and

depend on event and track selection criteria.

The ALICE findings, regarding hdNch/d⌘i across various collision centrality ranges serve

as the basis for this analysis for both Pb–Pb and Xe–Xe collisions. These findings establish

a correlation between the current measurements of computing hNacci with hdNch/d⌘i, within

equivalent centrality intervals-specifically, spanning from 0–2.5%, 2.5–5%, 5-7.5 %, 7.5-10

% and progressing in 10% increments from 10–20% to 70–80%, within the kinematic ranges

of |⌘| < 0.8 and 0.15 GeV/c < pT < 2 GeV/c to maintain consistency with the physics of the

study. Table 3.7 shows the values of hdNch/d⌘i, hNparti obtained from previous measurements of
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Source of uncertainty pp, 5.02 TeV Xe-Xe, 5.44 TeV Pb-Pb, 5.02 TeV

Vertex selection < 2.1% < 3.7% < 2.2%

Pile-up < 2.0% < 3.3% 0.1–3.5%

No. of TPC clusters 0.1– 2.0% < 2.2 % < 0.5%

DCAxy 0.2– 4.0% < 1.5 % < 0.3%

DCAz 3.1– 5.5% < 3.1 % < 0.8%

MC non-closure 1.3% 1.8% 1.5%

Total 4.0–7.1 % 1.8–6.7% 2.2–3.8 %

Table 3.6: Contributions to the relative (%) systematic uncertainty on
p
h�pT,1�pT,2i/pT of pri-

mary charged particles in pp and Pb–Pb collisions at
p

sNN = 5.02 TeV and Xe–Xe collisions at

5.44 TeV. Although the systematic uncertainties depend on multiplicity, for illustration, the val-

ues in the table correspond to the range of relative systematic uncertainty for all three collision

systems. The individual contributions are summed in quadrature to obtain the total uncertainty.

ALICE, and hNacci, as obtained in this analysis in di↵erent centrality ranges for Pb–Pb collision

at
p

sNN = 5.02 TeV.

The mapping of hdNch/d⌘i with hNacci is performed for both Pb–Pb and Xe–Xe collisions.

The left panel of Fig. 3.18 shows the variation of hdNch/d⌘i with hNacci for Pb–Pb collisions

at
p

sNN = 5.02 TeV. As anticipated, a consistent linear correlation is evident across the entire

centrality range being examined, enabling the estimation of hdNch/d⌘i for any given hNacci value

through interpolation. The functional form of the fitting function is given by,

⌧dNch

d⌘

�
= p0 + p1 ⇥ hNacci. (3.11)
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Figure 3.18: hdNch/d⌘i as a function of hNacci (left) and hNparti as a function of hNacci (right) in

Pb–Pb collisions at
p

sNN = 5.02 TeV.

The extracted parameters from the fit (p0= 0.87 and p1= 0.68) are used to obtain the cor-

responding hdNch/d⌘i. The results are then presented in terms of hdNch/d⌘i for Pb-Pb collision.

The results for Xe–Xe and pp collisions are presented as a function of hdNch/d⌘i, whose values

are obtained in a similar manner as Pb–Pb collisions.
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Figure 3.19: variation of hdNch/d⌘i as a function of Nacc for pp collisions at
p

s = 5.02 TeV
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Table 3.7: Values of hdNch/d⌘i and hNparti for Pb-Pb collisions at
p

sNN = 5.02 TeV [136] and

the obtained hNacci values corresponding to the centrality bin.

Centrality hdNch/d⌘i hNparti hNacci

0%-2.5% 2035 ± 52 398 ± 2 2338.25

2.5%-5.0% 1850 ±55 372 ± 3 2103.08

5.0%-7.5% 1666 ± 48 346 ± 4 1901.36

7.5%-10% 1505 ±44 320 ± 4 1724.24

10%-20% 1180± 31 263 ± 4 2103.08

20%-30% 786±20 188 ± 3 1901.36

30%-40% 512± 15 131 ± 2 1724.24

40%-50% 318±12 86.3 ± 1.7 1362.81

50%-60% 183± 8 53.6 ± 1.2 919.046

60%-70% 96.3± 5.8 53.6 ± 0.8 599.855

70%-80% 44.9± 3.4 15.6 ± 0.3 371.085

Table 3.8 shows the hdNch/d⌘i and hNacci values relative to their respective multiplicity

percentile for pp collision at
p

s=5.02 TeV. Figure 3.19 shows the variation of hdNch/d⌘i as a

function of hNacci for pp collision at
p

s=5.02 TeV.
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Table 3.8: Multiplicity estimation using V0M multiplicity estimator in pp collisions at
p

s =

5.02 TeV [137].

Mult(%) hdNch/d⌘i hNacci

0-5 15.48 16.44

5-10 12.07 12.85

10-15 10.40 11.09

15-20 9.17 9.82

20-30 7.76 8.35

30-40 6.30 6.82

40-50 5.16 5.61

50-70 3.90 4.24

70-100 2.38 2.67

The results in this thesis are also presented as a function of number of participant nucleons.

The hNparti was also estimated by the similar procedure implemented for hdNch/d⌘i.



Chapter 4

Experimental observations of

event-by-event fluctuations of hpTi

measurement

In this chapter, the results of relative fluctuations of hpTi measurement as a function of charge

particle multiplicity density, hdNch/d⌘i, are discussed. The strength of the correlator has been

represented according to section 3.4.The observations in pp, Xe–Xe and Pb–Pb collisions are

presented in Sec. 4.1.1. The system size dependence and the collision energy dependence of

the correlator, and its comparison with the models have been studied. Furthermore, Sec. 4.2

discusses the results in pp collisions for di↵erent spherocity classes. The spherocity-dependent

study is carried out for pp collisions in
p

s = 5.02 and 13 TeV. Error bars and boxes are used

to highlight the statistical and systematic uncertainties of the measurements, respectively in the

figures.

102
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Figure 4.1: Upper panel: The variation of
p
h�pT,1�pT,2i/hhpTii with hdNch/d⌘i in |⌘| < 0.8 for

pp collisions at
p

s = 5.02 TeV, Xe–Xe collisions at
p

sNN = 5.44 TeV and Pb–Pb collisions at
p

sNN = 5.02 TeV; Lower panel: Ratio of
p
h�pT,1�pT,2i/hhpTii in pp and Xe–Xe collisions to

that of Pb–Pb collisions.

4.1 hpTi fluctuations in pp, Xe–Xe and Pb–Pb collisions

4.1.1 System size dependence of event-by-event hpTi fluctuations

The top panel of Fig. 4.1 shows the strength of
p
h�pT,1�pT,2i/hhpTii measured as a func-

tion of the mean charged particle multiplicity density, determined in the pseudorapidity range

|⌘| < 0.8 for pp collisions at
p

s = 5.02 TeV, Xe–Xe collisions at
p

sNN = 5.44 TeV, and Pb–Pb

collisions at
p

sNN = 5.02 TeV. The strength of
p
h�pT,1�pT,2i/hhpTii is evidently non-vanishing

and exhibits an approximate power law dependence on the produced charged particle density.

The fluctuations of the event-wise hpTi are observed to be non-Poissonian and exhibit a strong
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dependence on the charged particle density for all three collision systems. These new results

confirm and corroborate prior observations of non-Poissionian fluctuations in A–A collisions

and make it possible to carry out a detailed study of the system size and energy dependence of

the fluctuations.

The magnitude of the correlator is observed to decrease by more than one order of magni-

tude as the produced particle multiplicity measured in Xe–Xe and Pb–Pb collisions, increases

from peripheral to most central collisions. In the context of proton-proton (pp) collisions, the

correlator exhibits a consistent decrease from low to high multiplicity.

One notes, however, that this multiplicity dependence cannot be described by a single

power law across the whole range of particle production in Pb–Pb and Xe–Xe collisions. It

is observed that, in both Pb–Pb (blue square) and Xe–Xe (magenta circle) collisions, the de-

pendence can be characterized by three power-law regimes with distinct slopes in the ranges,

3 < hdNch/d⌘i < 20, 20 < hdNch/d⌘i < 300 and 300 < hdNch/d⌘i. This suggests that the

strength of the correlation is influenced by distinct mechanisms of particle production (or sys-

tem properties) from the most peripheral to the most central collisions.

The lower panel of Fig. 4.1 displays the evolution of the ratio of the correlator measured in

pp and Xe–Xe collisions relative to those observed in Pb–Pb collisions. One observes that the

magnitude of the correlators measured in Pb–Pb and Xe–Xe collisions are nearly identical and

feature essentially similar hdNch/d⌘i evolution. However, the evolution of the correlator strength

measured in pp collisions clearly di↵ers from that observed in the larger systems. Although,

at the largest hdNch/d⌘i observed in pp collisions, the correlator strength is identical, within

statistical uncertainties, to that observed in Pb–Pb and Xe–Xe collisions at the same density, one

finds that for lower values of hdNch/d⌘i, the correlation strength progressively deviates from that

observed in the larger systems. Overall, one finds that the evolution of
p
h�pT,1�pT,2i/hhpTii

with hdNch/d⌘i follows similar trend in Pb–Pb and Xe–Xe collisions, but a rather di↵erent trend

in pp collisions.

The evolution of
p
h�pT,1�pT,2i/hhpTii with respect to hdNch/d⌘i is compared against

computational models in Fig. 4.2. Specifically, the comparisons are made for Pb–Pb and Xe–
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Xe collisions, utilizing the HIJING model [126] and two di↵erent models of AMPT model

calculations [138]. In the AMPT calculations, both the default mode and "string melting "

modes are used for comparisons with the data.

In the lower panels of Fig. 4.2, one can observe the ratios of the results obtained

from the HIJING and AMPT models to the measured data. Notably, the magnitude of
p
h�pTi�pTji/hhpTii calculated using HIJING displays a simple power-law behavior, which is

described by,
p
h�pTi�pTji/hhpTii / hdNch/d⌘i↵, with ↵ = -0.504, accompanied by a small

uncertainty of 0.007. This relationship holds within an interval of 25 < hdNch/d⌘i < 2500.

The observed power law dependence and the obtained exponent value are in line with

the behavior expected for a system composed of a simple superposition of nucleon-nucleon

collisions, as modelled by HIJING [126]. However, it is worth noting that while the correlator’s

evolution measured in both Pb–Pb and Xe–Xe collisions approximately adheres to the power-

law fit within the range of 10 < hdNch/d⌘i < 50, a noticeable deviation from this simple

trend becomes evident for hdNch/d⌘i > 50. This departure from the expected behavior is also

emphasized by examining the ratio of the correlator in Pb–Pb collisions at
p

sNN = 5.02 TeV

and Xe–Xe collisions at
p

sNN = 5.44 TeV to the power-law fit of hpTi fluctuations from the

HIJING model, as depicted in Fig. 4.3.

These observations collectively suggest that the final state particle production in Pb–Pb

collisions at
p

sNN = 5.02 TeV and Xe–Xe at
p

sNN = 5.44 TeV cannot be adequately described

by a simple superposition of independent particle-emitting sources. These findings further sup-

port earlier findings made by the ALICE collaboration in Pb–Pb collisions at
p

sNN = 2.76

TeV [85] and by the STAR collaboration at RHIC energies [76, 80].

Deviations from a superposition of independent particle-emitting sources, in A–A colli-

sions, are evidently known to arise from measurements of nuclear modification factor [139],

measurements of anisotropic flow [140], and other measurements of two-particle correlation

functions [141, 142]. Consequently, it is reasonable to seek theoretical insights from models

such as AMPT, which have demonstrated some success in replicating experimental data from

RHIC and LHC.
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Figure 4.2: Upper panels: Comparisons of the evolution of the
p
h�pT,1�pT,2i/hhpTii with

hdNch/d⌘i in Pb–Pb collisions at
p

sNN = 5.02 TeV (left) and Xe–Xe collisions at
p

sNN =

5.44 TeV (right) with estimations from HIJING and AMPT models. Lower panels: Ratio of

the the model calculations to the measured data. Solid symbols represent the measured data

reported in this work with statistical (vertical bars) and systematic (boxes) uncertainties. Model

calculations are shown with shaded bands denoting their statistical uncertainty.

Figure 4.2 shows the predictions of the two di↵erent versions of the AMPT model and

it can be observed that the AMPT estimations consistently underestimate the strength of the
p
h�pT,1�pT,2i/hhpTii in peripheral collisions. Although these calculations exhibit an approxi-

mate power-law dependence on hdNch/d⌘i, this behavior significantly diverges from the evolu-

tion observed in Pb–Pb and Xe–Xe collisions. Consequently, it appears that both the HIJING

and AMPT models lack certain crucial features necessary for accurately describing the evolu-

tion of
p
h�pT,1�pT,2i/hhpTii with respect to collision centrality.

Fig. 4.3 displays the evolution of the ratio of measured(and obtained values from models)

and estimated values of
p
h�pT,1�pT,2i/hhpTii by a power law fit to the correlator obtained

from HIJING with respect to the charged particle multiplicity density, hdNch/d⌘i for both Pb–

Pb and Xe–Xe collisions. The fit was carried in the range 20< hdNch/d⌘i < 2000 with a fixed
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Figure 4.3: Evolution of the ratio
p
h�pT,1�pT,2i/hhpTii(measured data and model expecta-

tions) to a power law fit to HIJING estimations as a function of hdNch/d⌘i (left) pp and Pb–Pb

collisions at
p

sNN = 5.02 TeV; (right) pp collisions at
p

s = 5.02 TeV and Xe–Xe collisions

at
p

sNN = 5.44 TeV. Solid symbols represent the measured data reported in this work with sta-

tistical (vertical bars) and systematic (boxes) uncertainties. Calculations of the ratios obtained

with HIJING and AMPT calculations are shown with shaded bands denoting their statistical

uncertainty.

value of ↵ = �0.5. The shaded green band is approximately centred at unity and shows that

the power law fit is a good description of the evolution of the strength of
p
h�pT,1�pT,2i/hhpTii

with hdNch/d⌘i predicted by HIJING. Indeed, HIJING produces a progressive dilution of the

correlator with rising values of hdNch/d⌘i as expected. By contrast, one finds that correlations

observed in Pb–Pb and Xe–Xe collisions increasingly undershoot the power law fit at small

densities while they significantly exceed the fit at charged-particle densities above 100, thereby

signalling a considerable departure from a system consisting of a superposition of independent

nucleon-nucleon collisions. One additionally finds that both AMPT calculations considerably

violate the density scaling. However, pp collisions show scaling behavior at charged-particle

multiplicities greater than 10.

Figure 4.4 shows a moderate dependence of
p
h�pT,1�pT,2i/hhpTii on the collision en-

ergy for central Pb-Pb collisions when compared between 2.76 and 5.02 TeV. For hdNch/d⌘i <
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Figure 4.4: The variation of
p
h�pT,1�pT,2i/hhpTii as a function of hdNch/d⌘i for Pb–Pb colli-

sions at
p

sNN = 2.76 and 5.02 TeV.

200, the two-particle correlator measured in both the energies are found to be consistent within

uncertainties while for higher hdNch/d⌘i, the correlator measured at
p

sNN = 5.02 TeV shows

about 20% increase compared to the measurement at 2.76 TeV. However, the dependence on

collision energy disappears when the correlator is studied as a function of the mean number of

participants, hNparti as shown in the left panel of Fig. 4.5. The bottom panel shows the ratio

of the measurements at 5.02 and 2.76 TeV and it is found to be consistent with unity. This

suggests that for a given initial-state overlap geometry, the correlator strength is independent of

collision energy. The right panel of Fig. 4.5 shows a comparison with Xe–Xe collisions and it

can be observed that the values are similar for hNparti > 25 when compared to Pb–Pb and Xe–Xe

collisions. Therefore, it can be inferred that there is no dependence on system size concerning

collision energy for hNparti > 25 when the measurement is carried out as a function of the hNparti.
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Figure 4.5: Left: The variation of
p
h�pT,1�pT,2i/hhpTii as a function of hNparti (mean num-

ber of participants) in Pb–Pb collisions at
p

sNN = 2.76 and 5.02 TeV, right: The variation of
p
h�pT,1�pT,2i/hhpTii as a function of hNparti in Xe–Xe collisions at

p
sNN = 5.44 TeV and

Pb–Pb collisions at
p

sNN = 5.02 TeV.

This might indicate that the strength of correlator is influenced by final state e↵ects at di↵erent

energies.
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Figure 4.6: Comparison of the evolution of
p
h�pT,1�pT,2i/hhpTii with hdNch/d⌘i in pp colli-

sions at
p

s = 5.02 TeV for three spherocity classes.

Figures 4.6 and 4.7 present measurements of the evolution of the strength of the correlator
p
h�pT,1�pT,2i/hhpTii, with hdNch/d⌘i in pp collisions at

p
s = 5.02 and 13 TeV for di↵er-

ent spherocity classes, respectively. Jetty events exhibit larger hpTi fluctuations than isotropic

events for both the energies. The presence of jets systematically enhances the magnitude of

the correlator by 20%. As jet particles emitted in a “narrow” cone are strongly correlated on

average with other particles, the correlator strength is enhanced significantly by the presence of

jets in the events.

It is known that jets (high pT particles) are quenched (suppressed) in central A–A collisions

as discussed in Chapter 1 of the thesis. Thus, fewer particles from jets are expected to be

detected as compared to the system without jet quenching. Since jets are suppressed in heavy
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Figure 4.7: Comparison of the evolution of
p
h�pT,1�pT,2i/hhpTii with hdNch/d⌘i in pp colli-

sions at
p

s = 13 TeV for three spherocity classes.

ion collisions, the correlator,
p
h�pT,1�pT,2i/hhpTii, is expected to be reduced relative to power

law behaviour.

On the contrary, an increase in the correlator strength for the jetty events relative to the

spherocity integrated pp collisions suggest that the results seen in A–A collisions are not driven

directly by the suppression of jets. Thus the presence of jets in central A–A collisions are not

expected to have a significant contribution to the strength of the correlator.

Figure 4.8 displays the comparison of the evolution of the strength of the correlator
p
h�pT,1�pT,2i/hhpTii with the charged particle density in pp collisions at

p
s = 5.02 and 13

TeV for jetty, spherocity-integrated and isotropic events and the lower panels show the ratios

of the
p
h�pT,1�pT,2i/hhpTii in pp collisions at

p
s = 13 TeV to

p
s = 5.02 TeV. The fig-

ure shows that the magnitude of
p
h�pT,1�pT,2i/hhpTii in pp collisions at

p
s = 5.02 TeV is

found to be consistent within uncertainties at
p

s = 13 TeV in both jetty and isotropic events

as well as spherocity-integrated events. From the lower panel it can be seen that the values

of the correlator obtained in pp collisions at
p

s =13 TeV for integrated and jetty events are
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Figure 4.8: Upper panels: Comparison of the evolution of
p
h�pT,1�pT,2i/hhpTii with

hdNch/d⌘i in pp collisions at
p

s = 5.02 and 13 TeV for jetty (left), spherocity-integrated

(middle) and isotropic (right) events; Lower panels: Ratio of the
p
h�pT,1�pT,2i/hhpTii in pp

collisions at
p

s = 13 TeV to
p

s = 5.02 TeV

higher than the values obtained from
p

s = 5.02 TeV for hdNch/d⌘i < 15 and < 10 respec-

tively for integrated and hetty events within uncertainty. However the
p
h�pT,1�pT,2i/hhpTii in

isotropic range, agree with each other for both the energies. The
p
h�pT,1�pT,2i/hhpTii shows

slightly opposite behaviours as one moves from low to high multiplicity in case of integrated

and jetty events. To understand whether the slight energy dependence is due to the values of

hpTi at di↵erent energies, variation of h�pT,1�pT,2i is studied as a function of mean charged

particle pseudorapidity density. This is shown in Fig. 4.9. The ratio of
p
h�pT,1�pT,2i/hhpTii

as a function of hdNch/d⌘i for pp collisions at
p

s = 5.02 TeV and 13 TeV shows similar trend

as Fig. 4.8, hinting towards the presence of event-wise hpTi fluctuation.

The measured
p
h�pT,1�pT,2i/hhpTii for di↵erent spherocity classes have been compared

with model predictions from PYTHIA 6 [143], PYTHIA 8 [135], and EPOS-LHC [144] which

is shown in Fig. 4.10. The hadronization of quarks in the PYTHIA model is simulated using
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Figure 4.9: Upper panels: Comparison of the evolution of h�pT,1�pT,2i with hdNch/d⌘i in pp

collisions at
p

s = 5.02 and 13 TeV for jetty (left), spherocity-integrated (middle) and isotropic

(right) events; Lower panels: Ratio of the h�pT,1�pT,2i in pp collisions at
p

s = 13 TeV to
p

s = 5.02 TeV

the Lund string fragmentation model. Several tunes of PYTHIA have been developed through

extensive comparison of Monte Carlo distributions with the minimum-bias measurements from

di↵erent experiments. PYTHIA 6 Perugia tune includes the revised set of parameters of flavor

and fragmentation. This improves the overall description of the Tevatron data and improves the

reliability of the extrapolations to the LHC measurements [145]. The minimum bias and under-

lying event data are taken into account from the LHC in Perugia 2011 tune. PYTHIA 8 Monash

tune is tuned to the LHC data and uses an updated set of parameters of hadronization compared

to the previous tunes [135]. On the contrary, in the EPOS-LHC model, built on the Parton-

Based Gribov Regge Theory, a part of the collision system with high parton densities becomes

a “core” region that evolves hydrodynamically and it is surrounded by a more dilute “corona”

for which fragmentation occurs in the vacuum. The model is tuned to the LHC data via the

colour exchange mechanism of string excitation [144]. PYTHIA 6 significantly underestimates
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Figure 4.10: Comparison of the evolution of
p
h�pT,1�pT,2i/hhpTii with hdNch/d⌘i in pp colli-

sions at
p

s = 5.02 TeV(upper panels) and
p

s = 13 TeV (lower panels) with model predictions

for jetty (left), spherocity-integrated (middle), and isotropic (right) events.

the magnitude of
p
h�pT,1�pT,2i/hhpTii in general. PYTHIA 8 and EPOS-LHC describe the

data rather well in both jetty and isotropic events.



Chapter 5

Summary and Outlook

In this thesis, the analysis of the data obtained from ultra-relativistic collisions of hadrons

and heavy ions using ALICE during the Run-2 phase of the Large Hadron Collider (LHC)

at CERN was performed. The analysis focuses on the study of event-by-event mean transverse-

momentum fluctuations in proton–proton (pp), xenon-xenon (Xe–Xe), and lead–lead (Pb–Pb)

collisions. The centre-of-mass energies used in this analysis were 5.02 TeV for pp and Pb-Pb

collisions and 5.44 TeV for Xe-Xe collisions.

ALICE has been specifically designed to explore the dynamics of the early Universe

through the study of the state of matter known as Quark Gluon Plasma (QGP), the phase of

hot and dense strongly interacting matter produced in heavy-ion collisions at ultra-relativistic

energies. Fluctuations of various observables have been extensively studied as they provide

important indications about the formation of the Quark-Gluon Plasma (QGP). The collisions

between heavy ions, such as Pb, produce a large number of particles, even in a single event.

Such large statistics in a single collision could be used to study the fluctuations of di↵erent ob-

servables like mean transverse momenta, hpTi, particle multiplicities, and particle ratios on an

event-by-event basis.

The study of temperature and conserved quantum numbers such as baryon number, electric

charge, and strangeness are usually performed for various analyses. Fluctuations in the average

transverse momentum act as a proxy to the fluctuation in the temperature of the system. The

mean transverse momentum fluctuations are also related to dynamical processes in the collisions
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like collective behaviour, resonance decays and jets. At LHC energies, the transition to a QGP is

anticipated to be a crossover for low values of the baryon chemical potential (µB). Consequently,

substantial variation in observed fluctuations, due to a phase transition, is not expected.

Nonetheless, hpTi fluctuations serve as a tool to explore the degrees of freedom in the ini-

tial state of the collisions. To measure the non-statistical average pT fluctuations, the analysis

was focused on the two-particle transverse-momentum correlator. This observable is designed

to nullify scenarios exhibiting purely statistical fluctuations. Any non-zero signal detected sig-

nifies particle correlations in momentum space, contributing to dynamic average pT fluctuations.

The data analysis in this study was bifurcated into two segments. The initial part of the

analysis focused on event-by-event hpTi fluctuations of charged particles produced in Pb–Pb,

Xe–Xe, and pp collisions. The second part was specifically dedicated to the examination of

pp collisions categorized into various spherocity classes. Both the analyses were carried out

for particles falling within a transverse-momentum range of 0.15 GeV/c < pT < 2 GeV/c. The

chosen pseudorapidity acceptance of |⌘| < 0.8 is crucial for ensuring a uniform acceptance and

e�cient detection of tracks within the ALICE Time Projection Chamber, a pivotal system for

this investigation.

In the first part of the analysis, the system and energy scan of event-by-event hpTi fluc-

tuations was reported based on the correlator
p
�pT,1�pT,2/hhpTiimeasured as a function of

the charged particle pseudorapidity density. The strength of
p
�pT,1�pT,2/hhpTii was non-

vanishing and exhibited an approximate power law dependence on the produced charged par-

ticle density. These new results confirm and corroborate prior observations of non-poissionian

fluctuations in AA collisions. In the system size scan, the magnitude of the correlator was ob-

served to decrease by more than one order of magnitude with respect to the produced particle

multiplicity density measured in pp, Xe–Xe, and Pb–Pb collisions from low to high multiplicity.

The evolution of the correlator measured in both Pb–Pb and Xe–Xe was found to be in

good agreement with the expectations of the power law fit to the HIJING Monte-carlo event

generator, in the range 10 < hdNch/d⌘i < 50. However, the data points clearly deviated from

this simple trend for hdNch/d⌘i > 50.



117

The deviation from the anticipated behaviour, based on the superposition of independent

particle-emitting sources in A–A collisions, has been observed through multiple measurements

such as the nuclear modification factor [139], anisotropic flow [140], and other two-particle cor-

relation function measurements [141, 142]. Hence, a theoretical model like AMPT, which has

shown relative success in describing data from RHIC to LHC energies was used to compare with

the data. However, it was noted that both versions of AMPT considered, significantly under-

estimated the strength of the correlator in most peripheral collisions. While both calculations

exhibited an approximate power law dependency on hdNch/d⌘i, these trends notably diverge

from the observed evolution of
p
�pT,1�pT,2/hhpTii measured in Pb-Pb and Xe-Xe collisions.

Consequently, it can be concluded, that both HIJING and AMPT lack certain crucial character-

istics that influence the strength of
p
�pT,1�pT,2/hhpTii concerning collision centrality.

The energy scan of the two-particle correlator indicated a moderate reliance of
p
�pT,1�pT,2/hhpTii on the collision energy for central Pb-Pb collisions when comparing en-

ergies of 2.76 and 5.02 TeV. For hdNch/d⌘i < 200, the two-particle correlator remains consis-

tent within uncertainties. However, for higher values of hdNch/d⌘i, the measured correlators

at
p

sNN = 5.02 TeV exhibited an increase of roughly 20% than those observed at 2.76 TeV.

Nevertheless, the dependence on collision energy vanished when represented as a function of

hNparti. This observation suggested, that for a given initial-state overlap geometry, the strength

of the correlator remains independent of collision energy. For hNparti > 25, the Pb-Pb and

Xe-Xe collisions showed similar behavior.

While the observed deviation is likely attributed to radial flow, it’s intriguing to explore

the possibility of enhanced correlations arising from fluctuations associated with jet produc-

tion. Specifically, the focus was on investigating event-by-event fluctuation in the number and

composition of jets. There is an interest in understanding whether fluctuations in the number or

configuration of jets compared to "baseline" regime (those without jets) might amplify fluctua-

tions, potentially altering the correlator’s magnitude. Hence, the curiosity to delve into how the

correlator’s magnitude changes was investigated, based on pp collisions, spanning from jetty to

isotropic events. That brought about the second part of the analysis. Events characterized by jets
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demonstrated more pronounced mean transverse momentum fluctuations compared to isotropic

events. In high-multiplicity collisions, the existence of jets increased the correlator’s strength

by approximately 20%. This enhancement occurs primarily because particles emitted within a

"narrow" cone by jets display a higher average correlation among themselves than other parti-

cles. Consequently, the presence of jets substantially increased the correlator’s strength within

these events. An increase in the correlator strength for the jetty events relative to the spherocity

integrated pp collisions suggested that the results seen in A–A collisions are not driven directly

by the suppression of jets. Thus the presence of jets in central A–A collisions are not expected

to have a significant contribution to the strength of the correlator.

Event-by-event observables can be further characterized as a function of the underlying

event activity and, in particular, as a function of the relative transverse activity, RT, which is

defined as [133],

RT =
NTS

ch

hNTS
ch i
, (5.1)

where NTS
ch is the charged-particle multiplicity in the region transverse to the hard fragmentation

region. Events with RT ! 0 are characterized by events with small activity and they are expected

to be dominated by jet fragmentation. Events with a low RT can be compared to e+e� collisions,

where particle production occurs in the vacuum, and the evolution as a function of RT would

allow one to pin down the dependence on the multiple partonic collisions occurring in the more

complicated environment of heavy-ion collisions. To ensure that at least one hard scattering

took place in the event, selected events are required to have a leading trigger particle above a

certain pT value. The event can be classified into three di↵erent azimuthal regions, relative to

the trigger particle, i.e., Transverse, Away, and Toward regions.

Particle production on the near side is dominated by jet fragmentation and the away-side

region mainly consists of the back-scattered jets. Particle production in the Underlying Event

(UE) is mostly due to Multiple Parton Interactions, beam remnants, and residual initial and

final state radiation. Selecting leading particles with pT > 5 GeV/c ensures that the charged

particle density does not increase anymore in the transverse region, this e↵ect is known since

the CDF experiment as the “jet-pedestal” e↵ect, as this multiplicity uniformly sits below the
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jets detected in the Toward and Away regions. Furthermore, recent analyses performed in

ALICE, showed that the transverse region can be further classified into two regions, one with

the lowest and the other with the largest particle activity. The transverse region with the lowest

multiplicity is the one more directly connected with the number of Multiple Parton Interactions.

Another observable highly correlated to the number of MPIs in pp and p-Pb collisions

is the energy carried forward by leading baryons, detected in ALICE using the Zero Degree

Calorimeters (ZDC). The energy detected by the ZDC in pp collisions has been measured to be

anti-correlated with NMPI and the multiplicity measured at midrapidity. It would be remarkably

interesting to investigate event-by-event fluctuations of hpTi measured at midrapidity in various

classes of very forward energy obtained in ZDC. Such measurements, performed with a large

pseudorapidity gap, would allow the study of observables that are causally disconnected and

then the origin of any correlations could be attributed to initial state e↵ects. The outcome of

such a study attempted for the first time at LHC energies, would provide new insights into

particle production mechanisms.



Appendix

Kinematic variables in heavy-ion collisions

The mathematical framework of special relativity, known as the Lorentz transformations,

is crucial for explaining how objects and systems behave when travelling at relativistic speeds,

especially in the context of high-energy particle physics. By maintaining their values across

all inertial reference frames, invariant variables under Lorentz transformations are independent

of the motion of the observer. The comparison of results acquired using di↵erent frames of

reference is made simpler by this property. It is hence convenient to use the kinematic variables

which are invariant or take simple form under the Lorentz transformation from one frame to

another frame of reference.

Natural units

Natural units are a set of units used in physics that are based on basic physical constants and are

intended to simplify equations and computations, notably in the fields of high-energy particle

physics, cosmology, and quantum mechanics. Natural units are sometimes referred to as Planck

units or atomic units. In order to remove them from equations and make them dimensionless,

natural units set several basic constants, such as the speed of light (c) and Planck’s constant (h),

equal to 1. When working with extreme energies, when the values of these constants might take

on extremely large or extremely tiny values, this simplification is especially helpful. Hence, all

physical quantities in high-energy physics are often stated in natural units, i.e., ~ = c = kB = 1.

The conversion ~c = 0.1975 GeV fm is used to convert all SI units into natural ones. As

a result, the dimensions of length and time are given in GeV�1. The fundamental principle

120
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of utilising natural units in this length scale is supported by the strong interaction lifetime of

10�23 sec., which is of the order of 1 fermi, and the proton mass being of the order of 1 GeV.

The kinematic variables which are frequently used in heavy-ion collisions are listed below

and they are discussed briefly.

Center-of-mass energy

Center-of-mass energy is the square of the sum of four-momentum of the two incoming particles

in a two-body collision process. It is Lorentz invariant and it is expressed as:

s = (p1 + p2)2 = (E1 + E2)2 � (~p1 + ~p2)2 = (E1 + E2)2, (5.2)

s is the Mandelstam variable. Here, p1 and p2 are the four momenta of the colliding particles

and E1, E2, ~p1 and ~p2 are the energy and momentum of the colliding particles respectively. If

the mass of two colliding particles is the same and they are in the centre of the mass frame,

E1 = E2 and ~p1 = �~p2. Thus the center-of-mass energy becomes
p

s = E1 + E2 = 2E.

Rapidity

Rapidity is a kinematic variable which has the advantage over velocity due to its additive prop-

erty under a Lorentz boost. It is defined as:

y =
1
2

ln
✓E + pz

E � pz

◆
=

1
2

ln
✓1 + �
1 � �

◆
. (5.3)

Here pz is the longitudinal momentum and � is the longitudinal velocity along the z-axis.

In the non-relativistic limits, rapidity is equivalent to velocity.

Pseudo-rapidity

In experiments like RHIC and LHC, the mass of the particles cannot be measured directly

in an experiment, which makes it impossible to measure energy (E) simultaneously with the

momentum (p). Thus, pseudo-rapidity is preferred over rapidity which is given by:

⌘ =
1
2

ln
✓ p + pz

p � pz

◆
= �ln(tan✓/2). (5.4)
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Here, ✓ = tan�1(p/pz) is the angle of a particle emitted to the beam axis. The pseudo-

rapidity is a Lorentz invariant quantity. As, it only requires ✓, it is convenient to use ⌘ in

experiments as its use does not warrant particle identification. In relativistic limits, pseudo-

rapidity is equivalent to rapidity.

Azimuthal angle

In relativistic heavy-ion collisions, the coordinate system is represented by (pT, ⌘, �). The az-

imuthal angle (�) is defined as:

� = tan�1
✓ py

px

◆
. (5.5)

This is the angle between the total momentum vector and one of the axis (x-axis) in the

transverse (x-y) plane of the particle.

Invariant yield

The invariant yield, a Lorentz invariant quantity, is given by Ed3�
dp3 , where �, E and p are the

cross-section, energy and momentum of the particle, respectively. The invariant yield can be

expanded as,

Ed3�

dp3 =
Ed3�

pT dpT dpLd�

=
d3�

pT dpT dyd�
, (5.6)

where, dy = dpL/E. In terms of experimentally measurable quantities, invariant yield can be

expressed as

Ed3�

dp3 =
1

mT

d3N
dmT d�dy

=
1

2⇡ mT

d2N
dmT dy

=
1

2⇡ pT

d2N
dpT dy

. (5.7)

As, it can be expressed as a function of pT(mT), the invariant yield is usually called as the

pT(mT)-spectra of a particle. This, in addition, encodes various dynamics of particle production,



123

which include: temperature, radial flow, and the domains of hard and soft physics in particle

production. Most of the results in this thesis begin with the pT-spectra.
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