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Je laisse Sisyphe au bas de la montagne! On retrouve toujours son fardeau.[...]
Chacun des grains de cette pierre, chaque éclat minéral de cette montagne
pleine de nuit, á lui seul, forme un monde. La lutte elle-même vers les sommets
su�t á remplir un c÷ur d'homme. Il faut imaginer Sisyphe heureux.

Albert Camus - Le Mythe de Sisyphe, 1942
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again. [...] Each atom of that stone, each mineral �ake of that night �lled
mountain, in itself, forms a world. The struggle itself toward the heights is
enough to �ll one's heart. One must imagine Sisyphus happy.
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Abstract

The International Linear Collider (ILC) is a planned electron-positron collider,
which will enable high precision measurements of Standard Model (SM) observ-
ables, as well as direct searches for new particles beyond the SM. Particle Flow
(PFlow) is a key concept for reaching the required level of precision at the ILC;
one of its main aspects is that the energy of each particle should be determined in
the optimal detector sub-component. The International Large Detector (ILD) is
one of the two detector concepts proposed at the ILC. It was designed according
to the principles of PFlow and constitutes the experimental context of this thesis.
The precision of the PFlow approach is limited by the confusion that can occur

when reconstructing high energy events with a large particle multiplicity.
Detector simulations are used to do physics- as well as detector optimisation

studies. While the full simulation presents a comprehensive description of the
detector with a high level of realism, it is computationally expensive. Studies
promptly requiring a large number of simulated events are only feasible by us-
ing a fast simulation, which uses a slightly simpli�ed detector description. SGV is
the fast detector simulation chosen for ILD. By default, it does not emulate the
confusion e�ects. The impact of this simpli�cation on the PFlow performance of
SGV was investigated in this thesis. After the implementation of a Particle Flow
confusion emulation routine in SGV (SGVPFL), its performance was evaluated and
compared to the full simulation.
With its default settings, the Particle Flow performance of SGV is up to 30% more

optimistic than the full simulation. However, with the confusion implementation,
the SGVPFL performance was on average 55% worse.
The Particle Flow performance of SGVPFL was further studied in the context of

an NUHM supersymmetry scenario that considers the pair production of gaugi-
nos at the ILC. The χ̃±1 and χ̃0

2 are assumed to be nearly mass degenerate and
decaying into W±χ̃0

1 and Z0χ̃0
1, respectively. As a challenge for the Particle Flow

reconstruction, the hadronic decays of the gauge bosons were chosen as signal. The
performed analysis focused on determining the masses of the three gauginos and
the cross-sections of the two signal processes. The same analysis methods were ap-
plied independently on Monte Carlo data produced both with the full simulation
and with SGVPFL. The resulting masses and cross-section values were compared.
It was concluded that the large discrepancy between SGVPFL and the full simula-
tion Particle Flow performance is not perceptible on an analysis level. The e�ect
is obscured by much more prominent contributions from the jet clustering and
jet-pairing e�ects.
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Kurzzusammenfassung

Der International Linear Collider (ILC) ist ein geplanter Elektron-Positron Teil-
chenbeschleuniger, welcher Präzisionsmessungen von Observablen des Standard-
modells (SM) sowie die Suche nach neuen Teilchen auÿerhalb des SM ermöglichen
wird. Particle Flow (PFlow) ist ein Schlüsselkonzept um die benötigte Präzisi-
on am ILC zu erreichen; einer der Hauptpunkte ist, dass die Energie eines jeden
Teilchens in der optimalen Detektorkomponente gemessen wird. Der International
Large Detector (ILD) ist einer der zwei geplanten Detektorkonzepte am ILC. Der
ILD wurde anhand des PFlow-Konzeptes entworfen und stellt den experimentellen
Kontext dieser Arbeit dar.
Die Präzision des PFlow-Ansatzes wird durch confusion limitiert, die bei der Re-

konstruktion von hoch energetischen Events mit groÿer Teichenmultiplizität auf-
treten kann.
Detektorsimulationen werden für Studien der Physik sowie zur Detektoroptimie-

rung verwendet. Während die volle Simulation eine umfassende Beschreibung des
Detektors mit hohem Realismusgrad liefert, ist sie sehr rechenintensiv. Studien,
welche zeitnah eine groÿe Zahl an simulierten Events benötigen, sind nur mit ei-
ner schnellen Simulation realisierbar, die eine vereinfachte Detektorbeschreibung
beinhaltet. SGV ist die schnelle Simulation für den ILC. Standardmäÿig emuliert
sie keine confusion E�ekte. Der Ein�uss dieser Vereinfachung wurde in dieser Ar-
beit untersucht. Nach der Implementierung einer PFlow confusion Routine in SGV

(SGVPFL), wurde die Güte der Rekonstruktion mit der vollen Simulation verglichen.
Mit den Standardeinstellungen ist die PFlow Rekonstruktionsgüte um bis zu

30% übeschätzt, verglichen mit der vollen Simulation. Mit der confusion Imple-
mentierung ist die SGVPFL Rekonstruktionsgüte durchschnittlich 55% schlechter.
Weitere Untersuchungen der PFlow Rekonstruktionsgüte von SGVPFL wurden im

Kontext eines NUHM Supersymmetrieszenarios, welches die Paarproduktion von
Gauginos am ILC berücksichtigt. Die χ̃±1 und χ̃0

2 werden als nahezu massenent-
artet angenommen und zerfallen in W±χ̃0

1 und Z0χ̃0
1. Als Herausforderung für

die PFlow-Rekonstruktion wurden die hardronischen Zerfälle der Eichbosonen als
Signal angenommen. Die Analyse befasste sich mit der Bestimmung der Massen
der drei Gauginos und dem Wirkungsquerschnitt der zwei Signalprozesse. Diesel-
be Analyse wurde unabhängig voneinander auf Monte Carlo Daten von der vollen
Simulation und von SGVPFL angewandt. Die resultierenden Werte für Massen und
Wirkungsquerschnitte wurden verglichen. Die Diskrepanz zwischen der vollen Si-
mulation und SGVPFL ist nicht wahrnehmbar auf dem Level der Analyse. Sie wird
durch stärkere Jetclustering und -pairing E�ekte überlagert.
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CHAPTER 1

Introduction

The Standard Model of particle physics provides the best description of our
present understanding of the fundamental forces and elementary particles that
form our Universe. The last prediction of the Standard Model to be con�rmed
experimentally was the existence of a particle that represented the most straight-
forward manifestation of the proposed Brout-Englert-Higgs mechanism.
The discovery of the Higgs boson at the CERN Large Hadron Collider in 2012

represented a signi�cant turning point. With the addition of the Higgs boson, the
full particle spectrum of the Standard Model is complete.
However, it has long been established that the description of nature o�ered by

the Standard Model is not exhaustive. Presently, the supersymmetric extension
of the Standard Model is among the favoured theoretical solutions that address
the theory's shortcomings.
The Large Hadron Collider (LHC) is currently carrying out a wide range of

searches for physics beyond the Standard Model, reaching for higher energies
that could enable the direct production of new (supersymmetric) particles. At
the proposed International Linear Collider (ILC), which forms the experimental
context of this thesis, the nature of the electron-positron collisions enable di�erent
search strategies to be used.
At the ILC, polarised e+e− beams would collide at a tunable centre-of-mass

energy spanning a range of 200-500GeV and with the possibility of an upgrade to
1TeV. In contrast to the LHC, where data analyses must handle challenging large
and complex Standard Model backgrounds, the more benign collision environment
at the ILC allows for a more straightforward event selection, with high purities
and a background that is easier to compute.
The LHC and ILC experimental programs are complementary. Performing pre-

cision measurements at the ILC can not only provide evidence that particles with
masses signi�cantly higher than the e+e− collision energy exist, but it can also
o�er information concerning their properties.
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Many interesting collision �nal states comprise hadronic jets. In order to reach
the level of precision required at the ILC, the Particle Flow concept, which forms
the main focus of this thesis, is crucial. First formulated in the CERN Large
Electron Positron (LEP) era, it constitutes a di�erent approach to measuring
jet energies. The Particle Flow paradigm proposes that the precision with which
the energies of hadronic jets are measured can be improved if the energy of each
reconstructed particle in the event is measured in the detector subcomponent
most suitable for that particle type. This has signi�cant implications for the
detector design.
The International Large Detector (ILD), i.e., the detector concept considered

in this thesis, was speci�cally devised in view of the Particle Flow approach. The
ILD design was optimised and its performance was evaluated in full simulation.
The simulation framework relevant for the work presented in this thesis consists

of:
� Two subsequent versions of the ILD full simulation software. The most relevant
di�erences between them are related to the degree of realism used in the detector
descriptions.
� A fast detector simulation program called SGV. The capability to produce large
amounts of Monte Carlo data in a short amount of time is particularly important
since it enables the prompt investigation and update of the ILC physics potential,
especially in view of the frequent actualisation of the results obtained by the LHC
experiments.
The most mature software implementation of a Particle Flow reconstruction

algorithm is PandoraPFA. In connection to the two full simulation versions men-
tioned above, two consecutive implementations of PandoraPFA were used.
The limiting factor of the Particle Flow approach is the phenomenon called

confusion. In events with very high energies and particle multiplicities, the pat-
tern recognition algorithms can no longer accurately distinguish between energy
deposits coming from di�erent particles. This leads to confusion errors like, e.g.,
the inadvertent splitting or merging of calorimeter showers, which can degrade
the performance of the Particle Flow implementation.
In its default running mode, the fast simulation SGV does not consider these

confusion e�ects. This simpli�cation could lead to results that are too optimistic.
The level of realism in the fast simulation must be increased such that its output
becomes compatible with the Particle Flow performance of the ILD full simula-
tion(s).
The �rst part of this thesis presents a series of studies carried out to: (i) in-

vestigate the impact of omitting the Particle Flow confusion in SGV on results
obtained with the fast simulation, (ii) examine the feasibility of parametrising
the confusion related behaviour of PandoraPFA with the aim of emulating it in
the fast simulation and (iii) evaluate the Particle Flow performance of SGV, on
�rst principles, after a confusion emulation routine was implemented.
The second part of the thesis focuses on the investigation of a supersymmetry

(SUSY) scenario characterised by a �nal state that is particularly challenging
for the Particle Flow reconstruction. The analysis was performed separately on

2



Chapter 1. Introduction

Monte Carlo data produced with SGV (with the confusion implementation) and
with the two subsequent versions of the ILD full simulation. This is the �rst com-
prehensive comparison of the aforementioned three simulations. The goal was to
evaluate the Particle Flow performance of the fast simulation in the context of
a more involved physics study and to compare it with the output of the two
full simulation versions. For this purpose, a signi�cantly improved method for
extracting the kinematic edges in fully hadronic decay chanels was used. The re-
sults obtained with the two full simulation versions were also compared.

3





CHAPTER 2

Theoretical Context

The theoretical foundations of this thesis are based on the Standard Model of
particle physics which describes our current understanding of the fundamental
building blocks of matter and the interactions between them. Since its �rst for-
mulation [8�10], over �fty years ago, the theory has withstood numerous exper-
imental tests, thus, becoming one of our most successful descriptions of nature.
An overview of the Standard Model (SM) and its mathematical formulation is
given in section 2.1 of this chapter.
Some of the Standard Model key aspects for the studies carried out and dis-

cussed in this thesis are the quark fragmentation and subsequent emergence of
hadronic jets. These concepts are presented in section 2.2.
Despite its continuous con�rmation through experimental results, it has become

evident, over the years, that the description provided by the Standard Model
is not complete. The theory's shortcomings are summarised in section 2.3. A
potential solution to these issues postulates the existence of a new symmetry, i.e.,
supersymmetry. This extension to the Standard Model forms the context of the
main physics study presented in this thesis. The most relevant theoretical aspects
are summarised in section 2.4.

2.1 The Standard Model of Particle Physics

The elementary particles described by the Standard Model are considered to be
point-like objects. Until now, there is no experimental indication either for their
compositeness, i.e., the existence of an internal structure, or for their occupying
a certain volume in space.
All elementary particles can be classi�ed according to one of their intrinsic

properties known as spin. The spin number is quantised and all particles have
their spin expressed as a positive integer multiple of 1/2.
The particles that form matter are characterised by a spin of 1/2, i.e., an

5



2.1. The Standard Model of Particle Physics

odd multiple, equal to 1, and are called fermions. No elementary fermions with
di�erent spins, e.g., 3/2, 5/2, etc., are known to exist.
The fermions can be further categorised in leptons and quarks ; the latter being

the fundamental constituents of hadrons. Three particle generations exist for each
category of fermions, as indicated in table 2.1. Each generation consists of a pair
of particles that di�er in terms of their quantum numbers. The corresponding
particles from di�erent generations have the same quantum numbers, but di�er
signi�cantly in terms of their masses.
In addition, each fermion listed in table 2.1 has an anti-particle1, i.e., a partner

with the same mass but opposite quantum numbers.

Fermions Generation Particle Name Mass Charge Spin

Leptons

I
e neutrino: νe <2.2 eV 0 1/2
electron: e 0.51MeV -1 1/2

II
µ neutrino: νµ <1.7MeV 0 1/2

muon: µ 105.66MeV -1 1/2

III
τ neutrino: ντ <15.5MeV 0 1/2

tau: τ 1.78GeV -1 1/2

Quarks

I
up: u 2.2MeV 2/3 1/2

down: d 4.7MeV -1/3 1/2

II
charm: c 1.28GeV 2/3 1/2
strange: s 96MeV -1/3 1/2

III
top: t 173.5GeV 2/3 1/2

bottom: b 4.18GeV -1/3 1/2

Table 2.1: Overview of the fermion content in the Standard Model. The mass values
were taken from the summary tables of [11].

Fermions have another fundamental characteristic known as chirality. It is a
Lorentz-invariant property that determines the manner in which the (quantum
mechanical) wave function of a particle behaves when undergoing a transfor-
mation (rotation). There are two chirality eigenstates: a particle can be either
left-handed or right-handed. In the massless particle approximation, the chirality
eigenvalue coincides with the particle's helicity which is de�ned as the projection
of the spin onto the direction of motion. Until now, all SM fermions have been
observed in both helicity states with the exception of neutrinos which have been
detected only in the left-handed state (while the anti-neutrinos are exclusively
right-handed).
There are four fundamental forces acting on the matter forming particles men-

tioned above: gravity, electromagnetism, the weak force and the strong force.
On the spatial as well as on the mass scales relevant for particle physics, gravity

is the weakest force and its e�ects are negligible. First formulated in its classi-
cal form in the seventeeth century, the most accurate description of gravity un-

1The discussion concerning the Dirac or Majorana nature of the neutrinos is beyond the scope
of this overview.
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Chapter 2. Theoretical Context

til now was elaborated by A. Einstein in the theory of General Relativity. The
success of the theory was experimentally demonstrated in 2015 when one of its
main predictions, i.e., the existence of gravitational waves, was con�rmed by the
LIGO collaboration [12]. However, the formulation of General Relativity is very
di�erent from the quantum �eld theoretical apparatus of the Standard Model.
Consequently, it was hitherto not possible to include a consistent and compatible
description of gravity in the Standard Model.
Concerning the other three forces, their action is described as being mediated

by particles called bosons which are characterised by an integer spin. The force
carrying bosons couple to the fermions and are exchanged in the interactions
between them. An overview of the force mediating bosons in the Standard Model
is given in table 2.2.

Interaction Particle Name Mass Charge Spin

Weak
W±

Z0

80.39GeV
91.19GeV

±1
0

1
1

Electromagnetic photon: γ 0 0 1
Strong 8 gluons: ð 0 0 1

Table 2.2: Summary of the force mediating bosons in the Standard Model. The mass
values were taken from [13].

The weak interaction has three mediators: two charged W bosons and the
electrically neutral Z boson. They couple to all fermions with the addition that
the W± bosons can also couple to each other.
The force carrier of the electromagnetic interaction is the photon which couples

to all particles that have an electric charge, i.e., all fermions with the exception
of neutrinos. The photon itself is massless and electrically neutral.
There are eight force mediators for the strong interaction called gluons. They

couple exclusively to themselves and to quarks since these are the only particles
in the Standard Model that carry the charge of the strong interaction known as
colour. Unlike the photon, the gluons do carry the colour charge.
The theoretical descriptions of the electromagnetic and weak interactions were

uni�ed by S. L. Glashow [8], A. Salam [9] and S. Weinberg [10] into what is now
known as the electroweak theory. Subsequently, the description of the strong force,
formulated by H. Fritzsch, M. Gell-Mann and H.Leutwyler [14] in the theory of
quantum chromo-dynamics (QCD), was added.
The basic elements of the mathematic formulation of the Standard Model are

summarised in the following section.

2.1.1 Mathematical Formulation

The Standard Model of particle physics is a quantum �eld theory (QFT) in which
the elementary particles introduced above are described as quantum �elds de�ned
at all points in space-time. Their dynamics and interactions are determined by
the Lagrangian density (typically called the Lagrangian), L, which acts similarly

7



2.1. The Standard Model of Particle Physics

to the way the Schrödinger equation does in non-relativistic quantum mechanics.

Symmetries
One of the fundamental concepts of the Standard Model is the principle of local
gauge invariance. It was �rst described in the context of the electroweak theory.
Therefore, in order to illustrate it, it is helpful to consider the Lagrangian of a
free electron, i.e., a free spin 1/2 particle:

LD = iψ̄(x)γµ∂µψ(x)−mψ̄(x)ψ(x) (2.1)

where ψ(x) represents the electron �eld, expressed as a four-component Dirac
spinor, γµ are the Dirac γ-matrices and m is the particle (electron) mass. LD
is invariant when applying a global gauge transformation, i.e., ψ(x) → ψ

′
(x) =

eiαψ(x), considering a constant phase α. However, due to the derivative term in
its expression, the free electron Lagrangian is not invariant under a local trans-
formation: ψ(x) → ψ

′
(x) = eiα(x)ψ(x), i.e., when the phase, α, is a function of

space and time.
The invariance of LD can be recovered by introducing a new �eld, Aµ, and

replacing the standard derivative ∂µ with the (gauge invariant) covariant deriva-
tive: ∂µ → Dµ = ∂µ − ieAµ. For this purpose, the introduced gauge �eld must
transform as: Aµ(x)→ A

′
µ(x) = Aµ(x) + 1

e
∂µα(x).

The newly obtained Lagrangian, LQED, is invariant under a local gauge trans-
formation if the corresponding mass term for Aµ(x), i.e., 1

2
m2
γAµA

µ, is zero. Oth-
erwise, the local gauge invariance would be once again broken. In fact, the intro-
duced �eld corresponds to the photon which is indeed massless as demonstrated
by the experimental results [11]. Lastly, it must be noted that the parameter e,
i.e., the coupling strength, corresponds to the electron charge and it is a free
parameter whose value must be determined experimentally.
The principle of local gauge invariance implies that the Lagrangian must be

invariant under certain symmetry transformations. According to Noether's the-
orem [15], any fundamental symmetry corresponds to a conservation law. The
mathematical description of symmetries in the Standard Model is achieved using
group theory.
The symmetry group corresponding to the electroweak force is SU(2)L⊗U(1)Y .

In this context, U(1) denotes a group of unitary 1 × 1 matrices and describes
the weak hypercharge2 conservation, i.e., only terms that are weak hypercharge
neutral are allowed in the Lagrangian. The SU notation refers to a subgroup of
U for which the condition det(U)=+1 is ful�led. The SU(2)L group describes the
invariance under a left-handed weak isospin3 transformation.
The gauge group underlying QCD is SU(3)C . It describes the conservation of

colour, i.e., the charge associated with the strong interaction. There are three
possible colour charges, known as: red, green and blue.
2The weak hypercharge is a quantum number that relates the electric charge and the third
component of the weak isospin: YW=2(Q - I3).

3The weak isospin is a quantum number related to the weak interaction, analogous to the
isospin concept in the context of the strong interaction. In case of the latter, the isospin
classi�es particles that are similarly a�ected by the strong force but have di�erent charges.

8
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Considering the conservation laws (symmetries) presented above, the gauge
structure of the Standard Model can be formulated as:

SU(3)C ⊗ SU(2)L ⊗ U(1)Y (2.2)

The Standard Model Lagrangian
The Lagrangian formulation of the Standard Model (LSM) describes the dynamics
of how the elementary particles, expressed as �elds, evolve in spacetime and the
manner in which they interact. Its complete mathematical description is highly
involved and a detailed exposition exceeds the scope of this overview. The full
expression of the Lagrangian can be found, for instance, in [16] or [17].
The Standard Model Lagrangian comprises: (i) kinetic and self-coupling terms

that account for the "motion" of the fermion and gauge boson �elds, (ii) coupling
terms that describe how the gauge �elds couple to the fermions, giving rise to
interactions between them and (iii) mass terms which will be omitted in the
current description and will be addressed in the next section.
In the following discussion, the relevant part of LSM is the one containing the

kinetic and self interaction terms. It can be expressed as:

Lkin = ψ̄γµDµψ −
1

4
BµνB

µν −
3∑

a=1

1

4
W a
µνW

a,µν −
8∑

a=1

1

4
Ga
µνG

a,µν where:

Bµν = ∂µBν − ∂νBµ

W a
µν = ∂µW

a
ν − ∂νW a

µ − g
3∑

b,c=1

εabcW b
µW

c
ν

Ga
µν = ∂µG

a
ν − ∂νGa

µ − g3

8∑
b,c=1

fabcGb
µG

c
ν (2.3)

In the Standard Model, the fermion �elds, ψ, account for the matter particles. In
addition, there are four electroweak boson �elds:W1,W2,W3 and B. Furthermore,
there are eight gluon �elds, Ga=1...8.
Thus, in equation 2.3:

Õ The �rst term represents the kinetic term for a (Dirac) fermion.
Õ The notation Bµν denotes the gauge �eld tensor for U(1)Y (weak hypercharge)
and Bµ is the gauge �eld. The coupling is typically denoted by g′.
Õ The W a

µν notation represents the SU(2)L (weak isospin) gauge �eld tensor and
W a
µ is the gauge �eld. The coupling is indicated by g. The index a illustrates the

three W a=1,2,3 �elds. The factor εabc represents the structure function of SU(2)
Õ The gluon �eld tensor of SU(3)C (colour) is denoted as Ga

µν , where
a runs

over the eight colours and Ga=1...8
µ represents the eight gluon �elds. The coupling

constant is denoted by g3 and the structure function of SU(3) is labeled as fabc

(a, b, c = 1 . . . 8).
For Ga=1...8

µ , there is a clear correspondence to the eight gluons (with eight
di�erent colour charges), introduced in table 2.2. However this is not the case for
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2.1. The Standard Model of Particle Physics

the electroweak �elds. In fact, they mix and thus create the physically observable
states:

γ = B cos θW +W3 sin θW

Z = −B sin θW +W3 cos θW

W± =
1√
2

(W1 ∓ iW2) (2.4)

where γ, Z and W± denote the bosons introduced in table 2.2 and θW is the
Weinberg (weak) mixing angle.

2.1.2 Electroweak Symmetry Breaking

The Standard Model Lagrangian, in its previously presented formulation, is gauge
invariant only for massless fermions and gauge bosons. While the mediators of the
electromagnetic (photon) and strong (gluons) interactions are indeed massless,
this is not the case either for the fermions or for the three carriers of the weak force.
Since their discovery in 1983 at the CERN SPS (Super Proton Synchrotron) by
the UA1 [18], [19] and UA2 [20], [21] experiments, it is known that theW± and Z
bosons have mass:MW = 80.385±0.015GeV andMZ = 91.1876±0.0021GeV [11],
respectively. This experimental evidence is clearly in contradiction to the initial
Standard Model prediction.
The theoretical solution for this discrepancy was formulated independently, in

1964, by P.W. Higgs [1], F. Englert and R. Brout [3] and G.S. Guralnik, C.R.
Hagen and T.W.B. Kibble [22]. The proposed theoretical framework, typically
known as the Higgs mechanism, enables the generation of the observed particle
masses through spontaneous electroweak symmetry breaking.
In the Higgs mechanism, a complex SU(2) doublet of scalar �elds, as presented

below, in equation 2.5, is introduced:

Φ =

(
Φ+

Φ0

)
=

1√
2

(
Φ2 + iΦ1

Φ4 + iΦ3

)
(2.5)

This is known as the Higgs �eld and it has four degrees of freedom illustrated by
the real �elds Φi=1...4. The corresponding Lagrangian is expressed as:

LHiggs = (∂µΦ)†(∂µΦ)− V (Φ) (2.6)

where the V (Φ) term represents the Higgs potential:

V (Φ) = µ2Φ†Φ + λ(Φ†Φ)2 (2.7)

In order to ensure that the potential is stable, λ, i.e., the Higgs self-coupling,
must have a positive value.
If the µ2 factor of the Higgs potential, shown in equation 2.7, has a negative

value, the ground state, called the vacuum expectation value, is di�erent from
zero. In this case, the "choice" of a speci�c ground state, v, breaks the initial
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Chapter 2. Theoretical Context

potential symmetry in which V (Φ) = V (−Φ). By minimising the potential, i.e.,
∂V /∂Φ = 0, the vacuum expectation value can be obtained: v = −µ/

√
λ. This

implies that the Lagrangian from equation 2.6 is not gauge invariant and the
SU(2)L ⊗ U(1)Y symmetry is broken. Furthermore, the spontaneous symmetry
breaking of the Lagrangian generates a massless boson, known as the Goldstone
boson, as follows from Goldstone's theorem [23].
P.W. Higgs [1], [2], F. Englert and R. Brout [3] demonstrated that the massless

Goldstone boson must not necessarily manifest as a new (undiscovered) particle,
but as a longitudinal degree of freedom of the gauge bosons, generating their
masses.
One of the most important predictions emerging from the theory of the Higgs

mechanism was the existence of a new scalar boson, named the Higgs boson,
which was associated with the Higgs �eld.
In 2012, the prediction was successfully con�rmed when the two general purpose

experiments, ATLAS [4] and CMS [5], located at the Large Hadron Collider
(LHC) at CERN, discovered a new particle that exhibited all the properties of the
Standard Model predicted Higgs boson. Presently, a combined measurement of
the Higgs boson mass, performed using 5 fb−1 of data gathered at a centre-of-mass
energy of

√
s =7TeV and an additional data set of 5 fb−1 at

√
s =8TeV, from each

experiment, revealed that the Higgs boson mass is mH = 125.09±0.21±0.11GeV
[24].

2.2 Quark Hadronisation and Hadronic Jets

The existence of quarks and their classi�cation scheme, known as the "Eightfold
Way", were proposed independently by M. Gell-Mann [25] and G. Zweig [26] in
1964. Quarks are the building blocks of strongly interacting particles, i.e., hadrons
like, e.g., protons, neutrons, etc. The theory describing their interactions is called
quantum chromo-dynamics (QCD) [14] and it represents a very important part
of the Standard Model of particle physics.
The gauge group underlying QCD is SU(3)C and its dynamics is described

by the fourth (last) term in the kinetic part of the Standard Model Lagrangian
presented in equation 2.3.
The mediators of the strong force, the gluons, couple to each other and these

self-interactions are believed to have an important e�ect on the behaviour of the
QCD coupling. Thus, in comparison to the coupling of the electromagnetic force,
for instance, the strength of the QCD coupling is small at high energy scales, i.e.,
at short distances (of the order of 10−17 m) between quarks. Consequently, the
partons behave like quasi-free particles in these conditions. This phenomenon is
known as asymptotic freedom.
In contrast, at lower energy scales, i.e., as the distance between the quarks

increases, the strength of the coupling also increases signi�cantly. This is closely
related to the concept of colour con�nement which denotes the observation that
all hadrons in nature are colour singlet combinations of quarks and gluons. Even
though the experimental evidence con�rming the existence of quarks is indis-
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2.2. Quark Hadronisation and Hadronic Jets

putable, it is not possible to observe the presence of an individual (free) quark
directly. Any attempt to separate or remove a quark from a colour-less state re-
sults in the immediate production of more (colour-neutral) hadrons. Presently,
there is no univeral consensus concerning the theoretical explanation for the ob-
served quark con�nement. However, it is generally believed that it is related to the
colour charge carrying nature of the gluons and to their ability to self-interact.
An overview of the most prominent proposed explanantions can be found, for
instance, in [27].
The processes that lead to the creation of new hadrons when partons are sep-

arated beyond the con�nement distance are discussed below.

Quark Fragmentation
In order to illustrate the mechanisms underlying the quark fragmentation, it is
useful to consider the process of e+e− annihilation to hadrons, depicted in �gure
2.1.

e− e+

g

q̄′
q′

g q̄′ g

g

q′

q̄q

γ, Z

Figure 2.1: Sketch illustrating the quark-antiquark and gluon pairs cascades occuring
during quark fragmentation. Figure taken from [28].

Initially, the two partons forming the quark-antiquark pair (qq̄) are located at a
very short distance from each other and, hence, behave as quasi-free particles.
They have been highly accelerated in the production process and, as they de-
celerate, each of them radiates bremsstrahlung cascades of gluons (g) which are
collimated into a cone characterised by a very small opening angle. As illustrated
in �gure 2.1, the emitted gluons can split further either into two gluons or in
quark-antiquark pairs. This splitting process occurs repeatedly for as long as it
is allowed by the amount of energy available.
At the same time, as the distance between the two initial quarks increases, the

gluon �eld builds up a so-called gluonic �ux tube between them. The �ux tube
has a very small transverse size and a high energy density of ≈1GeV/10−15 m
[28]. When the separation distance between the two quarks reaches the value of
≈10−15 m (i.e., the con�nement radius) a su�cient amount of energy has accumu-
lated in the gluon �ux tube such that a new (complementary) quark-antiquark
pair is spontaneously created and the tube "breaks", thus giving rise to two di�er-
ent hadrons. Consequently, the original quarks "fragment" into highly colimated
cascades of quarks and gluons that will �nally constitute hadrons. The emerging
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hadronic jets preserve the momenta and energies of the initial quarks. Since the
original individual quarks cannot be observed directly, their properties and/or
kinematic characteristics can still be determined experimentally by measuring
the properties of the associated hadronic jets. This consideration is one of the
fundamental concepts underlying this thesis.

Hadronisation Models
The theoretical treatment of the correspondence between the initial quark and
gluon con�gurations and the �nal, observable, hadronic jets requires non-pertur-
bative mechanisms. Consequently, there is presently no rigorous theoretical (QCD)
description of the manner in which hadrons are formed during the quark frag-
mentation. However, various hadronisation models that attempt to describe the
involved phenomena as accurately as possible have been developed instead. The
independent jet fragmentation model provides the gluon �ux picture dis-
cussed above. In addition, there are two theoretical models widely used especially
in Monte Carlo event generators:

Ý String Model: The general approach implemented in the string model is
similar to the one used by the independent jet fragmentation model (IJF). How-
ever, there are several signi�cant di�erences. Firstly, the gluon �ux tube described
earlier is now pictured as a string between the qq̄ pair. The energy dependent
function describing the probability for the string to break also has a di�erent
expression. Furthermore, the gluons are treated di�erently: in the string model,
they produce "kinks" which transfer energy and momentum to the strings, adding
extra tension in them. The production of heavy quarks is suppressed while the
creation of light quark pairs (u, d, s) is favoured. Lastly, the creation of baryons,
i.e., hadrons containing three quarks, is performed by treating them as quark-
diquark states where the diquark states are interpreted as antiquarks. A detailed
description of the working principles of the string hadronisation model can be
found, for instance, in [29].

Ý Cluster hadronisation: The cluster hadronisation model relies on the con-
cept of colour pre-con�nement. Firstly, all radiated gluons are split into qq̄ pairs
until only quarks are present. The quarks are then clustered into colour-neutral
groups with preferentially small invariant masses, although the distribution has
a long tail towards higher mass values. The quark clusters then decay, usually
producing two hadrons. The creation of heavy hadrons is generally suppressed by
the cluster mass spectrum. Moreover, the heaviest clusters may �rst decay into
smaller clusters and only afterwards produce the �nal hadron pairs. A detailed
account of the cluster hadronisation model is given in [30].
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2.3 Shortcomings of the Standard Model

The Standard Model of particle physics is a highly successful theory that provides
an accurate description of many observed phenomena. Furthermore, its predic-
tions have been con�rmed by numerous experimental observations. The most
recent validation of the Standard Model came from the observation and prop-
erties' measurements of the predicted Higgs boson [4], [5] in 2012. Nevertheless,
despite its long lasting triumph, the theory does have several shortcomings, some
of which are brie�y summarised in this section.

Ý Grand Uni�cation: The successful merging of the theoretical frameworks
describing the weak and the electromagnetic interactions led to the idea that a
further uni�cation with the theory of quantum chromo-dynamics could be pos-
sible at much higher energy scales. This would imply that, at high energies, all
forces would couple with the same strength. However, as indicated in �gure 6.8
of [31], the Standard Model equations that describe the evolution of the cou-
pling constants at various energy scales show a clear divergence. Consequently,
the Standard Model cannot accomodate the uni�cation of all the three interac-
tions. Furthermore, as mentioned earlier, the fourth fundamental force, gravity,
also cannot be included.

Ý The Hierarchy Problem: The Higgs boson mass receives large contribu-
tions from quantum loop corrections. Under the consideration that the Standard
Model should be valid up to the Planck energy scale (ΛPlanck ≈ 1019 GeV), these
corrections become orders of magnitude larger than the experimentally deter-
mined mass of the Higgs boson, i.e., mH≈125GeV. Reconciling the existing the-
ory with the experimental observation involves an unnatural degree of �ne-tuning
that enables large cancellations to occur between tree level and higher loop or-
ders, thus, keeping the Higgs mass at the right order of magnitude.

Ý Matter-Antimatter Asymmetry: The Standard Model assumes that ap-
proximately equal amounts of matter and antimatter were produced at the be-
ginning of our Universe. However, instead of annihilating each other immediately
after their production, matter (i.e., baryons) clearly dominates our visible Uni-
verse. A potential explanation for the asymmetry involves the violation of the
CP-symmetry (charge conjugation parity symmetry) [32], [33]. Nevertheless, un-
til now, the e�ects of CP violation have only been observed in the context of
weak interactions in the quark sector. These e�ects are not large enough to fully
account for the observed matter-antimatter asymmetry.

Ý Neutrino Masses: In its present formulation, the Standard Model does not
accommodate neutrino masses. However, the experimental observation of neutrino
�avour oscillations implies that the neutrinos cannot be massless. Data obtained
from oscillation, neutrinoless double beta decay and cosmological experiments can
provide upper limits on the sum of the neutrino masses and their ordering [34].
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Presently, the experimental evidence indicates that, while the neutrinos are not
massles, their masses must be about six orders of magnitude smaller in compari-
son to the other SM fermions.

Ý Dark Matter Candidate: Many cosmological and astrophysical experimen-
tal observations like, for instance, the rotational velocity of galaxies [35] or the
measurements of the anisotropy in the cosmic microwave background [36], indi-
cate the presence of some unknown and invisible matter in the Universe, called
dark matter. In fact, the amount of "visible" matter accounts for only ≈4% of
the energy density in our Universe. Considering that the dark matter consists
of previously undiscovered particles, any potential dark matter candidate must
be massive and interact weakly. In this context, the only Standard Model pos-
sible contenders, the neutrinos, are directly excluded due to their very small mass.

2.4 Supersymmetry as an Extension of SM

The unsolved issues of the Standard Model, summarised in the previous section,
indicate that there must be new physics not yet described by the theory. One
potential solution, that could address many of the above mentioned problems,
was proposed as the theory of supersymmetry (SUSY) [31] which correlates every
known SM particle to a predicted super-partner (also called "sparticle").
The mapping of particles onto their corresponding super-partners (and vice

versa) is described by the SUSY generator Q which acts as: Q|fermion〉 = |boson〉
and Q|boson〉 = |fermion〉, respectively. Thus, all SM fermions would have bosonic
super-partners with the same masses, couplings and quantum numbers, clearly,
with the exception of the spin which would di�er by 1/2. Analogously, all SM
bosons would have fermionic super-partners.
The introduction of sparticles under the new symmetry provides a natural so-

lution to the hierarchy problem. One very important aspect of supersymmetry
is that the quantum corrections cancel pair-wise between partners and super-
partners due to a minus sign associated with the latter's fermionic loops. Conse-
quently, the quadratically divergent loop contribution (mostly from heavy quarks)
to the Higgs mass are automatically cancelled out by the contribution from the
super-partners.
Furthermore, SUSY can also provide a potential dark matter candidate. If the

lightest supersymmetric particle is stable (i.e., does not decay) and neutral it can
only interact weakly, thus, being a likely candidate for dark matter.
While various implementations of supersymmetry have been proposed, the for-

mulation most relevant for this thesis is the so-called minimal supersymmetric
extension of the Standard Model (MSSM) which is described below.
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2.4.1 The Minimal Supersymmetric Standard Model

The supersymmetric extension of the Standard Model considered in this thesis,
MSSM [37], [38], is called minimal, since it introduces the smallest number of
new particles while still ensuring that the theoretical model is phenomenologically
feasible.
The super-partners of the SM leptons and quarks are called sleptons and

squarks, respectively. Analogously, the fermionic super-partners of the gluons
are known as gluinos while the bino and the winos constitute the correspond-
ing super-partners of the gauge bosons. In MSSM, two Higgs boson doublets,
with di�erent hypercharge (±1), are required in order to: (i) generate masses for
up-type and down-type quarks and (ii) cancel the anomalies that occur when
introducing the super-partners of the Higgs, known as higgsinos.
In any SUSY theory, it is convenient to write every �eld and its corresponding

superpartner together as a super�eld (supermultiplet). Thus, in MSSM, the gluons
and their gluino super-partners, together with the electroweak gauge bosons and
their gaugino fermionic super-partners constitute the gauge (vector) supermulti-
plets. The matter supermultiplets comprise the three generations of left-handed
and right-handed quarks and lepton �elds, their corresponding squark and slep-
ton �elds and the respective antiparticle �elds. The �eld content in MSSM is
summarised in table 2.3.

Supermultiplets S = 0 S = 1/2 S = 1 SU(3)C SU(2)L U(1)Y

gluon, gluino - g̃ g 8 1 0

winos, W boson - W̃ 0, W̃± W 0, W± 1 3 0

bino, B boson - B̃ B 1 1 0

squarks, quarks
(ũL d̃L) (uL dL) - 3 2 +1/6
'
uL ≡ ũR ūL ≡ uR - 3̄ 1 -2/3
'
dL ≡ d̃R d̄L ≡ dR - 3̄ 1 +1/3

sleptons, leptons
(ν̃L ẽL) (νL eL) - 1 2 -1/2
'
eL ≡ ẽR ēL ≡ eR - 1 1 +1

Higgs, Higgsino
(H+

u H0
u) (H̃+

u H̃0
u) - 1 2 +1/2

(H0
d H

−
d ) (H̃0

d H̃
−
d ) - 1 2 -1/2

Table 2.3: Super�elds in the MSSM model and the corresponding quantum numbers.
In the case of quarks and leptons, only the �rst generation is presented. The

anti-particles are not shown.

The gauge eigenstates presented in table 2.3 are allowed to mix in MSSM and
they can form mass eigenstates. For instance, for any fermion f , the two su-
persymmetric partners (f̃L and f̃R) which are the scalar super-partners of the
respective left-handed and right-handed fermion can mix.
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Neutralinos and Charginos
The neutral gauginos (B̃, W̃ 0) and higgsinos (H̃0

d , H̃
0
u) mix and thus produce

the mass eigenstates known as neutralinos. Their respective mass term in the
Lagrangian is: Lχ̃0 = (−1/2)(ψ0)TMNψ

0 + h. c., where MN represents the
neutralino mass matrix shown below in equation 2.8, expressed in the ψ0 =
(B̃, W̃ 0, H̃0

d , H̃
0
u) basis [39, 40].

MN =


M1 0 −mZ sin θW cos β mZ sin θW sin β
0 M2 mZ cos θW cos β −mZ cos θW sin β

−mZ sin θW cos β mZ cos θW cos β 0 −µ
mZ sin θW sin β −mZ cos θW sin β −µ 0

 (2.8)

where M1 and M2 represent the bino and wino mass parameters of the MSSM,
respectively, mZ is the Z boson mass and θW denotes the weak mixing angle. The
tan β parameter stands for the ratio between the vacuum expectation values of
the two Higgs doublets and µ is the higgsino mass parameter.
By diagonalising the mass matrix,MN , four mass eigenstates (neutralinos) are

obtained: χ̃0
1, χ̃

0
2, χ̃

0
3, χ̃

0
4, enumerated in increasing order of their masses.

The nature of the neutralinos depends on the �eld content: if |M1| < µ and
|M2| < µ, the χ̃0

1 and χ̃
0
2 are gaugino-like, while χ̃

0
3, χ̃

0
4 are higgsino-like. Depending

on further SUSY model parameter values, the lightest neutralino, i.e., χ̃0
1 becomes

the lightest supersymmetric particle (LSP).
Analogously, the charged winos and higgsinos mix and form four charginos.

The corresponding mass term in the Lagrangian is given by:

Lχ̃± = −1

2
(ψ+, ψ−)

(
0 MT

C

MC 0

)(
ψ+

ψ−

)
+ h. c. (2.9)

where the mass matrix,MC , can be written in the ψ+=(-iW̃+, H̃+
u ) basis as:

MC =

(
M2

√
2mW cos β√

2mW sin β µ

)
(2.10)

Here, mW denotes the W boson mass and the other notations are the same as in
the case of equation 2.8. The outcome of theMC matrix diagonalisation consists
of two mass eigenstates, called charginos : χ̃±1 , χ̃

±
2 , mentioned here in the increasing

order of their masses.
Considering the case when M2 < µ, the lighter chargino, χ̃±1 , has a wino-like

nature, while the second one is higgsino-like.
An overview of the gauge and mass eigenstates in the minimal supersymmetric

extension of the Standard Model is presented in table 2.4.

R-Parity
A new quantum number known as R-parity is introduced in the MSSM and it is
de�ned as:

PR = (−1)3(B−L)+2S (2.11)
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Names Spin Gauge Eigenstates Mass Eigenstates

Higgs bosons 0 H0
u, H

0
d , H

+
u , H

−
d h0, H0, A0, H±

Squarks 0
ũL, ũR, d̃L, d̃R ũL, ũR, d̃L, d̃R
s̃L, s̃R, c̃L, c̃R s̃L, s̃R, c̃L, c̃R
t̃L, t̃R, b̃L, b̃R t̃1, t̃2, b̃1, b̃2

Sleptons 0
ẽL, ẽR, ν̃e ẽL, ẽR, ν̃e
µ̃L, µ̃R, ν̃µ µ̃L, µ̃R, ν̃µ
τ̃L, τ̃R, ν̃τ τ̃1, τ̃2, ν̃τ

Neutralinos 1/2 B̃0, W̃ 0 , H̃0
u, H̃

0
d χ̃0

1, χ̃
0
2, χ̃

0
3, χ̃

0
4

Charginos 1/2 W̃±, H̃+
u , H̃

−
d χ̃±1 , χ̃

±
2

Gluino 1/2 g̃ g̃

Table 2.4: Summary of the gauge and mass eigenstates of the MSSM.

where B is the baryon number4, L represents the lepton number5 and S is the spin.
In contrast to the lepton and baryon quantum numbers which are additive (i.e.,
it is their sum that is conserved in interactions), the R-parity is a multiplicative
quantum number. All Standard Model particles, including the �ve predicted Higgs
bosons, are characterised by PR=+1 while the sleptons, squarks, gauginos and
higgsinos have PR=-1.
If R-parity is conserved, this has important implications: (i) when the initial

states have even R-parity, the SUSY super-partners can only be produced in
pairs, (ii) the SUSY particles can decay only into odd numbers of lighter SUSY
particles and their SM counterparts and (iii) a lightest supersymmtetric particle
should exist and it should be stable because any mixing betweent the SUSY and
SM particles would be forbidden by the R-parity invariance.

2.4.2 Supersymmetry Breaking

If SUSY was an exact symmetry, the SM particles and their predicted super-
partners would have the exact same masses. This assumption is clearly contra-
dicted by the experimental observations: in contrast to their SM counterparts
which have already been discovered, no super-partners have been detected until
now. This implies that supersymmetry must be a broken symmetry.
The consideration that SUSY is softly broken requires the addition of explicit

symmetry breaking terms in the supersymmetric Standard Model Lagrangian.
Thus, the e�ective Lagrangian can be written as the sum between the unbro-

4The baryon number (B) is a strictly conserved quantum number de�ned such that all quarks
are characterised by B = + 1

3 while the antiquarks have B = − 1
3 . All the other fermions and

gauge bosons of the Standard Model have a baryon number equal to zero.
5Analogously, the lepton number (L) is a conserved quantum number associated with the SM
fermions denoted as leptons, i.e., e, µ, τ, νe, νµ and ντ . All leptons have L=+1 while their
corresponding antiparticles have L=-1.
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ken MSSM Lagrangian plus an additional Lagrangian that contains the SUSY
violating mass terms: L = LMSSM + Lsoft.
The source of the spontaneous SUSY breaking is called the hidden sector, in

contrast with the Standard Model which is denoted as the visible sector. Similarly
to the Higgs mechanism, some messengers transmit the SUSY breaking from the
hidden sector to the visible one by means of loop corrections.
A large variety of models aiming to describe how SUSY is spontaneously broken

and how the e�ects of the symmetry breaking are transported to the visible sec-
tor have been proposed. Three of the most developed and studied models are: (i)
mSUGRA, the minimal Supergravity model [41], [42] in which the supersymme-
try breaking is mediated through gravitational interactions, (ii) GMSB [43], [44]
which considers that the supersymmetry breaking is communicated by means of
the Standard Model's gauge interactions and (iii) AMSB, the anomaly-mediated
supersymmetry breaking [45], [46], which represents a special �avour of the grav-
ity mediated SUSY breaking being mediated through the conformal anomaly.
In the course of this thesis, the role of the jet reconstruction performance in re-

constructing neutralino and chargino events will be discussed, using an mSUGRA
example.
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CHAPTER 3

The International Linear Collider

The Standard Model (SM) of particle physics, introduced in the previous chapter,
is a well-established theory describing the interactions between elementary parti-
cles. Its predictions have been con�rmed experimentally on numerous occasions.
Nevertheless, it is understood that the model must be incomplete.
The search for answers to the open questions of the Standard Model led to the

design and realisation of large-scale, high-energy particle physics experiments.
One example for such a large-scale, collaborative endeavour is the Large Hadron
Collider (LHC) currently running at CERN, with its two multi-purpose experi-
ments (detectors), ATLAS [47] and CMS [48].
The focus of this thesis is one of the most mature next-generation collider

projects [49]: the International Linear Collider (ILC). The ILC is a planned
electron-positron linear collider with a foreseen centre-of-mass energy range be-
tween 200GeV-500GeV. The possibility of an upgrade to

√
s=1TeV is also fore-

seen. In the context of the excellent performance of the LHC, it is important to
remark upon the physics advantages of a linear lepton collider.
The ILC project o�ers excellent complementarity to the LHC. The discovery of

a Higgs-like particle by the ATLAS [4] and CMS [5] collaborations in 2012 o�ers
a good example. It is known that the ability to investigate the properties of the
newly found particle at a hadron collider has intrinsic limitations. Here, the ILC
would be able to provide valuable information, by performing model-independent,
high precision measurements [50].
Furthermore, taking into account the present limits set by the LHC [51], the

ILC has the potential of being a discovery machine itself. This will be illustrated
later, in an overview of the ILC searches for physics beyond the Standard Model
(BSM).
In parallel to the ILC, another linear collider project, called the Compact Linear

Collider (CLIC) [52], is currently developed mainly at CERN. The two projects
di�er signi�cantly in terms of accelerator technology and centre-of-mass energy

21



3.1. Experimental Advantages

range. Nevertheless, there are a lot of common elements in terms of physics goals
and detector technology and development. Therefore, both ILC and CLIC are
now part of the Linear Collider Collaboration (LCC) [53].
The �rst detailed description of the ILC technical design was elaborated by the

linear collider community and presented in the Reference Design Report [54,55].
Many technical aspects of the ILC design, for example, the values of the beam
parameters, were adjusted as the research and development e�orts continued. The
most recent description, followed in this chapter, was formulated in the Technical
Design Report [49, 56, 57].
The current chapter o�ers an overview of the ILC experimental environment.

The advantages of performing physics studies at a linear lepton collider are dis-
cussed in section 3.1. A brief technical description of the ILC is given in 3.2,
followed by an overview of the speci�c experimental features in subchapter 3.3.
The most important physics goals of the ILC are summarised in section 3.4 while
the ILC running scenarios presently taken into consideration are presented in
section 3.5.

3.1 Experimental Advantages

Lepton colliders have played a fundamental role in the development of particle
physics. For example, the direct discovery of the gluon was achieved in 1979 at
the Positron-Electron Tandem Ring Accelerator (PETRA) [58], [59] at DESY,
in Hamburg. Another example of particular relvance for this thesis is the precise
measurement of the W and Z-boson properties at the Large Electron-Positron
collider (LEP).
Furthermore, the successful interplay between lepton and hadron colliders has

been illustrated, e.g., by the prediction and subsequent measurement of the top
quark mass. Using precise measurements of the Z boson performed at LEP and
at the Stanford Linear Collider (SLC), the top mass was predicted from calcu-
lations of higher-order electroweak processes [60]. The predicted mass range was
validated in 1995 by the discovery of the top quark at the proton-antiproton
collider Tevatron, at Fermilab [61], [62].
All the lepton collider projects cited above have a common design feature: they

are all circular colliders. Their main characteristic is that the bunches of colliding
particles travel on a circular trajectory, in opposite directions, thus creating the
possibility for the bunches to be collided again and again, a large number of times.
This high collision rate enables the collection of a large amount of experimental
data. However, the drive to explore physics at ever higher centre-of-mass energies
is confronted with the intrinsic limitations of the circular design [63].

3.1.1 Advantages of a Linear Collider

The centre-of-mass energy reach of a circular collider is limited by the emission
of synchrotron radiation. This type of electromagnetic radiation is emitted when
charged particles are subjected to an acceleration perpendicular to their velocity.
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This is clearly the case in a circular accelerator.
The amount of lost energy depends on the nominal beam energy (Ebeam), the

radius of the circular beam trajectory (R) and the mass of the accelerated particle
(m), as shown in the equation below:

∆E ∝ E4
beam

Rm4
(3.1)

The dependency on the particle mass creates a signi�cant distinction between
lepton and hadron circular colliders. Since the mass of an electron is almost 2000
times smaller than the proton mass, the expected energy loss via synchrotron
radiation is much higher at a circular lepton collider. To counteract this e�ect,
either the beam energy or the accelerator radius must be considerably increased.
An alternative idea, already proposed in the 1960's [63], is to consider a linear

accelerator instead. In this case, R → ∞ and thus no synchrotron radiation is
emitted. However, the downside is that the particle bunches can be accelerated
and collided only once. Nevertheless, besides solving the issue of synchrotron
radiation, a linear collider also o�ers the bene�t of more �exibility in terms of
the maximum centre-of-mass energy due to its extendability.
The achievable energy is essentially directly proportional to the length of the

accelerator. This implies that the construction costs follow approximately the
same dependency. In fact, a cost optimisation study [64] showed that, for centre-
of-mass energies above 200GeV, a linear collider is more cost-e�ective than a
circular one.

3.1.2 Advantages of a Lepton Collider

There are several distinct advantages that lepton colliders, regardless of their
shape, provide with respect to hadronic machines. They are summarised in the
following:

Clean �nal states:

In the present LHC running scheme, the proton bunches collide every 25 ns. Ap-
proximately 40 proton-proton interactions occur, on average, during each bunch
crossing. Hundreds of energetic particles, resulting from each individual pp colli-
sion, essentially pile-up on top of each other, making the event reconstruction a
di�cult task.
In contrast, at the ILC, the electron and positron bunches collide every 300 ns

and only one e+e− interaction takes place during a bunch crossing. Thus, the par-
ticle multiplicity in the event is signi�cantly smaller. The only pile-up background
expected at the ILC comes from γγ interactions. However, their cross-section is
six orders of magnitude smaller than the total pp cross-section at the LHC. This
means that, on average, one photon-photon collision is expected to occur per
e+e− bunch crossing. This manifests through the presence of a few extra hadrons
in the �nal state.
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Furthermore, lepton collisions are not a�ected by issues such as beam remnants
and multi-parton interactions.

Detailed knowledge of initial states:

In the case of hadronic reactions, the initial state is not well de�ned due to the
composite nature of the interacting particles. On the contrary, at a lepton collider,
the collision takes place between two elementary, point-like particles. Therefore,
their initial energy is well de�ned and can be considered equal to the beam energy.
Consequently, the full kinematics of the event can be reconstructed. This alows
the further improvement of the reconstruction by performing constrained �ts on
the �nal state objects.

Democratic production of �nal states:

At a hadron collider like the LHC, the total cross section includes both the dom-
inant non-perturbative, soft QCD processes and the high-energy processes that
produce heavy particles in the �nal state. The latter type of interactions is more
relevant for physics studies. However, the proton is a composite particle with a
steeply falling parton distribution function. Consequently, the cross section for
producing heavy particles is much smaller than for light ones. This indicates a
clear hierarchy of the �nal states, where the ones involving light quarks and gluons
are favoured.
From an experimental point of view, the interesting events are quite di�cult

to distinguish from the signi�cantly larger QCD background. In order to handle
this issue, the LHC experiments require a complex trigger system that discards
all irrelvant events before the data analysis can proceed.
At a lepton collider, the coupling of the photon (and Z boson) to all SM and

BSM particles is of the same order of magnitude. Thus, the production rates for
both cases are similar and they are only limited by the available phase-space.
Even though the production cross-sections are generally smaller than in hadron
collisions, there is no signi�cant hierarchy between SM and new physics �nal
states. Furthermore, the BSM events are clearly distinguishable from typical SM
reactions. Consequently, the ILC can be operated without any triggering system.
Moreover, all �nal states of a decaying particle can be recorded and used for
further analysis. This makes it possible to measure the absolute branching ratios
or total widths which is not achievable at the LHC.

More precise cross-section calculations:

The cross-sections calculations for hadronic interactions rely entirely on QCD.
Their precision is a�ected by theoretical uncertainties arising from the proton
structure functions and non-perturbative QCD e�ects. Furthermore, the NLO
QCD corrections to the cross-sections are of the order of O(30− 50%). Reducing
the theoretical uncertainties below 10% requires calculations at an NNLO level
and even further. Due to the high complexity of these computations, the desired
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level of precision is not feasible at the moment.
In comparison, the ILC o�ers the advantage of colliding elementary particles,

without any uncertainties from parton distribution functions. The particle pro-
duction relies on electroweak processes. The �rst order corrections to the cross-
sections are on the level of only a few percent. Moreover, the theoretical precision
can be improved to a part-per-mil level, using the calculations already performed
for LEP. Together with the high experimental precision, this enables the ILC to
study new BSM physics, even beyond its direct kinematic reach. Since both the
theoretical, but also the experimental uncertainties are very small, the ILC can
actively search for deviations from the precise SM predicted cross-section values.
These small deviations would provide a clear indication of BSM physics.

Polarised beams:

The point-like nature of the colliding electrons and positrons provides the ILC
with another important advantage: the e+ and e− beams can be polarised. At
energies above the Z boson mass, especially, the left and right-handed quarks
and leptons behave di�erently. This is highly useful, especially for BSM physics
searches, where the polarisation of the incoming beams actively contributes to
suppressing unwanted backgrounds.

3.2 The ILC Design

The ILC is presently the most advanced lepton linear collider project, embodying
all the advantages summarised above. Figure 3.1 presents a schematic view of the
ILC baseline where the most important accelerator components are highlighted.
They will be brie�y described in the current section. A more detailed review of
the present accelerator design and considered technologies is presented in [55]
and [57].

Electron and positron sources

The electron source comprises a polarised laser directed at a strained gallium-
arsenide (GaAs) photocathode, where electrons are emitted via the photoelectric
e�ect. This requires that the laser wavelength must be 790 nm. The properties of
the target material as well as the laser polarisation ensure that 85% longitudinally
polarised electrons can be produced in this setup. This is already above the ILC
design requirement of 80% electron polarisation. The produced electrons leave
the source with a low energy of only 200 keV. Before reaching the damping rings,
they pass through the buncher - which produces the typical ILC bunch structure
- and a pre-accelerator which increases the energy of the e− bunches to 5GeV.
Producing polarised positrons is a more elaborate process that uses fully accel-

erated electrons, i.e., with an energy of 125-250GeV. For this reason, the positron
source is located after the main e− linac, as shown in �gure 3.1. The electrons
are directed through a ≈150m long helical undulator where they produce cir-
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Figure 3.1: Sketch of the ILC layout. Picture taken from [49].

cularly polarised photons of 10-30MeV via synchrotron radiation. The emitted
photons then interact with a titanium-alloy target where they generate e+e−

pairs. Only the positrons are retained, while the electrons and remaining pho-
tons are discarded in a beam dump. Similar to the e− bunches, the positrons are
pre-accelerated to 5GeV before reaching the damping rings. This design of the
positron source ensures a 30% longitudinal e+ polarisation. Increasing the length
of the helical undulator to ≈230m would provide a positron polarisation of 60%.
At this stage, both the electron and positron beams have a high emittance. In

order to bring this to the required level, they are guided towards the damping
rings.

Damping rings

The damping rings are a very important component of any linear collider design.
To reach the ILC luminosity goal, they must reduce the vertical emittance of the
e+ and e− beams by �ve orders of magnitude, to the required 20 nm. The design
comprises two damping rings, i.e., one for each beam, with a circumference of
3.2 km. Both rings are located in the same tunnel. The damping procedure consists
of guiding each beam through a 100m long wiggler. Traversing the wiggler causes
the e+ and e− beams to emit synchrotron radiation with a much broader spectrum
than in the case of an undulator. At the same time, a radio frequency (RF) module
accelerates the beams only in their direction of motion. Consequently, the particle
bunches become more parallel aligned and the emittance is reduced.
The electron and positron beams leave the damping rings with a much lower

emittance, but with the same energy of 5GeV. They are then transported over
≈15 km to the main accelerating systems.
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Main Linacs

The low-emittance electron and positron bunches undergo another pre-acceleration
stage (to 15GeV) and length compression before reaching the main accelerators.
Each main linac consists of approximately 7400 nine-cell niobium cavities. The
cavities are each about 1m long and they are cooled down to almost two Kelvin.
At this very low temperature, the cavity material becomes superconducting which
enables the use of a high electric �eld gradient of about 31.5MeV/m. The niobium
cavities are operated at an RF frequency of 1.3GHz.
The European XFEL project [65], realised in collaboration with DESY, in Ham-

burg, uses the same accelerating technology as the ILC. This provides not only
an excellent proof-of-principle, but also highly useful experience in constructing,
comissioning and operating the accelerating facility.

Beam Delivery System

The �nal part of the accelerator is the beam delivery system (BDS). It is 3.5 km
long and it �rst transports the electron and positron bunches from the main linacs
to the interaction region (IR). The BDS incorporates several beam diagnostics
tools:

(i) the laser wire system which can measure the beam size with a precision
of 1µm,

(ii) the Compton polarimeter which is able to perform beam polarisation
measurements with an accuracy of ∆P/P ≈0.25%,

(iii) the energy spectrometer which is required to measure the beam energy
before (and after) the collision with a precision of ∆E/E ≈10−4.

As they approach the interaction region, the e+ and e− beams traverse the �-
nal focussing system which comprises superconducting quadrupole and sextupole
magnets. This brings the beams to the required size of a few nanometres. At the
interaction point (IP), the electron and positron bunches collide under a crossing
angle of 14mrad, induced by a so-called crab cavity. This ensures the maximum
overlap between the e+ and e− bunches and, consequently, the desired luminosity.
The IR at the ILC is designed such that it allows the construction and operation
of two general-purpose detectors. Each of them can be introduced or removed
from the beam line via a push-pull system.
Downstream from the interaction point, a second polarimeter and beam energy

spectrometer extract very useful information about what happened during the
collision. Lastly, the highly disrupted electron and positron beams are discarded
in a 11m long, high pressure water beam dump. In its present design, the ILC
beam dump can absorb up to 18MW of power.
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3.3 Experimental Features at the ILC

The experimental environment at a linear lepton collider has its own typical char-
acteristics. Thus, the following section provides a brief overview of the standard
experimental aspects at the ILC.

3.3.1 Beam Parameters and Luminosity

One of the most important physics goals of the ILC is to perform precision mea-
surements. For this purpose, a high amount of a statistics, i.e., a large number of
events, is required. For any given reaction, the number of events is directly pro-
portional to the cross-section of the process and the luminosity: Nevents = σ×L.
Therefore, the luminosity must be as large as possible.
At a linear collider, the luminosity depends on several beam parameters, as

shown in equation 3.2:

L =
nbN

2frep
4πσ∗xσ

∗
y

HD (3.2)

Firstly, the beam structure plays an important role. In the typical ILC beam
structure, a number nb of electron (or positron) bunches, with each bunch con-
taining N particles and having an average length σz, form a so-called bunch train.
Within each bunch train, the separation between any two consecutive bunches is
∆tb. The bunch trains themselves are produced and accelerated at a repetition
rate: frep.
Secondly, the luminosity also depends on the horizontal, σ∗x, and vertical , σ∗y,

bunch sizes at the IP.
Lastly, the so-called enhancement factor, HD, also determines the amount of

luminosity. This factor accounts for the additional focussing of the e+ and e−

beams, known as the pinch e�ect, and usually has a value of HD ≈ 2 [56]. The
pinch e�ect is discussed in more detail in the following section.
The typical values of the ILC beam parameters mentioned above are sum-

marised in table 3.1. Both the initial numbers, presented in the ILC Reference
Design Report [54, 55], and the most recent ones, given in the Reference Design
Report [49,56,57] are relevant for this thesis. The former were used in simulation-
based physics studies for the ILD Letter of Intent (LoI) while the latter were
similarly employed in the context of the Detector Baseline Design document
(DBD). The quoted values in table 3.1 correspond to three di�erent ILC operating
scenarios, in the case of the DBD. Only the values corresponding to the 500GeV
centre-of-mass energy scenarios are relevant for this thesis.
It can be seen from equation 3.2 that, in order to raise the luminosity, one can:

(i) increase the bunch train repetition rate frep as well the number of bunches
per train nb and (ii) strongly reduce the bunch size at the IP. The �rst option
requires higher RF power and e�ciency in converting it to beam power Pbeam,
where Pbeam = nbNfrep ·

√
s. The latter option is re�ected in the very small

(O(nm)) sizes that the ILC beam spots have at the IP. The extra focussing of
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Design: DBD LoI

Centre-of-mass energy
√
s GeV 250 350 500 500

Design Luminosity L ×1034cm−2s−1 0.75 1.0 1.8 2
Luminosity pulse
repetition rate

frep Hz 5 5 5 5

Bunch population N ×1010 2 2 2 2
Number of bunches nb 1312 1312 1312 2625
Bunch interval ∆tb ns 554 554 554 369
RMS horizontal
beam size at IP

σ∗x nm 729 684 474 640

RMS vertical
beam size at IP

σ∗y nm 7.7 5.9 5.9 5.7

RMS bunch length σz µm 300 300 300 300

Table 3.1: Overview of the ILC beam parameters. Both the original numbers,
proposed in the RDR, and the most recent values, published in the TDR are quoted.
The TDR numbers (denoted as DBD) were taken from [57] while the RDR values

(denoted as LoI) were taken from [54].

the two incoming beams leads to a series of e�ects that are discussed in the next
section.

3.3.2 Machine Backgrounds

The ILC provides a very clean experimental environment. Nevertheless, despite
its considerably smaller multiplicities in the �nal state, the ILC is not a back-
ground free collider. The most important backgrounds stem from beam induced
processes. The purpose of this section is to provide an overview of the most promi-
nent backgrounds present at the ILC. A detailed description of all the machine
backgrounds that can arise at the ILC is given in [57].
In order to achieve the design luminosity for the ILC machine, the colliding

beams must be focussed to very small spot sizes. Consequently, this gives rise
to a strong electrical �eld that accompanies the bunches. The approach of two
highly focussed bunches disrupts the beam: the bunches exert an attractive force
on each other which results in the individual particles inside one bunch to be
accelerated towards the centre of the other in what is called the "pinch e�ect".
Figure 3.2 shows a sketch illustrating this e�ect.
The occurence of the pinch e�ect does provide bene�ts: it helps reduce the

bunch sizes even further which, in turn, leads to an increase in luminosity. This
is expressed by the HD factor in equation 3.2.
On the other hand, as the individual particles of a bunch are displaced by the

electrical �eld of the other they emit photons, in what is essentially a special type
of synchrotron radiation known as beamstrahlung. The photons emitted in this
manner are focussed in a very forward direction and take away large amounts
of energy. The average amount of energy lost by a particle via beamstrahlung is
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Figure 3.2: Sketch illustrating the pinch e�ect: both electrons and positrons are
focussed at the centre of the bunch in the strong electrical �eld of the incoming bunch.

Picture taken from [66].

given by the following expression:

δEloss ∝
γ

Ebeamσz

(
N

σ∗x + σ∗y

)2

(3.3)

where Ebeam is the beam energy and the other variables are de�ned identically as
above, in table 3.1.
On average, the energy loss of an electron (or positron) through beamstrahlung

is in the order of ≈ 1GeV per particle. This leads to a decrease in the centre-of-
mass energy that is available for the relevant physics interactions. From equations
3.2 and 3.3 it becomes apparent that the issue of energy loss via beamstrahlung
can be overcome by making one bunch size larger with respect to the other. In
the case of the ILC, the horizontal bunch size is much larger than the vertical
size (σ∗x � σ∗y), as indicated in table 3.1.
The beamstrahlung photons are oriented in a very forward direction and many

leave the interaction region through the beam-pipe. However, a non-negligible
number do interact around the IP. These reactions produce two of the most
pronounced backgrounds at the ILC: (i) the soft e+e− pairs and (ii) low transverse
momentum γγ → hadrons. They are brie�y discussed in the following.

Electron-Positron Pairs

There are two distinct ways in which soft e+e− pairs can be produced in the
vicinity of the ILC interaction point. In the �rst case, a beamstrahlung photon
undergoes photon conversion in the electrical �eld of the electron or positron
bunch. However, this process is negligible at the ILC [67]. The second produc-
tion mode consists of two beamstrahlung photons scattering and thus creating
the e+e− pair. In this case, there are three possible types of photon-photon in-
teraction: (i) between two real photons (Breit-Wheeler process), (ii) between a
real and a virtual photon (Bethe-Heitler process) and (iii) between two virtual
photons (Landau-Lifshitz process). For the e+e− pair creation at the ILC, the last
two processes are relevant while the real photon interactions contribute only at
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the percent level [68]. Considering the typical ILC beam parameters, a number of
approximately 105 e+e− pairs are expected to be produced per bunch. They carry
an average energy of a few GeV per particle and are forward oriented, however
not as much as the original beamstrahlung photons. Consequently, a fraction of
the created e+e− pairs will be detected in the very forward components of the
ILC detectors, constituting a source of background.

Low PT Hadrons

The beamstrahlung photons can also interact and produce quark pairs that will
subsequently hadronise. There are several processes through which the quark
production can occur: (i) direct interaction, (ii) vector meson dominance and
(iii) deep inelastic scattering. A detailed overview of these processes is provided
in [69]. The γγ → hadrons reaction has a large cross-section which increases with
the ILC centre-of-mass energy. For the ILC centre-of-mass con�guration relevant
for this thesis, i.e.,

√
s =500GeV, a number of Nγγ=1.2 events are expected on

average per bunch crossing. The outgoing hadrons typically have a low transverse
momentum and have a forward focussed minijet topology. While their multiplicity
is signi�cantly lower than in the case of the e+e− pairs, the low PT hadrons
constitute an important background overlay to the physics events. A possible
solution to removing the e�ects of the γγ → hadrons background will be discussed
in chapter 10 of this thesis.

3.4 Physics Goals of the ILC

The main three pillars of the ILC physics programme are: (i) precision measure-
ments of the recently discovered Higgs boson, (ii) detailed measurements of the
top quark properties and (ii) searches for new particles beyond the Standard
Model (SM). The scope of the ILC physics goals is even broader, encompassing,
among other topics, the precise study of W and Z bosons, detailed electroweak
measurements, QCD tests, etc. A comprehensive account of the ILC physics out-
reach is given in [70] while an updated summary, from an experimental perspec-
tive, can be found in [50]. The phenomenological point of view is outlined in [71].
The following section provides an overview of the most important aspects of the
ILC physics programme.

Higgs Physics

Measuring the properties of the recently discovered Higgs boson can conclude the
electroweak symmetry breaking puzzle and provide new perspectives on physics
beyond the Standard Model. The Higgs mass is the only parameter unconstrained
by the SM, while all the other properties of the particle are predicted by the
model. Presently, the mass of the Higgs boson has been measured by the LHC
experiments with a precision of about 0.2% (MH=125.09GeV ±0.24GeV) [24].
Observing any deviations from the SM predictions, regarding the Higgs proper-
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ties, would constitute strong evidence for physics beyond the Standard Model.
This is where the ILC, with the advantages of a lepton collider, plays a very
important role.
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Figure 3.3: Cross-sections for the dominant Higgs production processes at the ILC as
a function of the centre-of-mass energy. Plot taken from [50].

There are three main Higgs production modes at the ILC. Figure 3.3 shows
their respective Feynman diagrams and cross-sections as functions of the ILC
centre-of-mass energy. Thus, it can be seen that the higgsstrahlung process, i.e.,
e+e− → ZH, is dominant at centre-of-mass energies lower than

√
s =450GeV

while the other two reactions, i.e., e+e− → ννH, known as WW fusion and
e+e− → e+e−H named ZZ fusion, become relevant at higher

√
s values.

The higgsstrahung process enables the ILC experiments to measure the Higgs
mass completely model independently. The mass determination is carried out by
�tting the peak of the recoil mass distribution of the Z boson decay products. The
nature of the Higgs decays is irrelevant to the analysis. Thus, no assumptions on
the Higgs couplings or decay modes are necessary. Using this method, the Higgs
mass can be measured with a precision of 30MeV [50], i.e., approximately one
order of magnitude better than the current LHCmeasurement. Furthermore, since
all possible Higgs decay modes are considered, the invisible decay modes (e.g.,
involving dark matter candidate or other long lived particles) also contribute.
Consequently, the higgsstrahlung process provides the opportunity to measure
the inclusive e+e− → ZH cross-section without any model assumptions.
The total width of the Higgs boson, ΓH , can be obtained by combining infor-

mation from the measured production rates and branching ratios of several Higgs
reactions, including higgsstrahlung and WW -fusion, observable at the ILC. The
expeted precision on ΓH is better than 2% [50].
The trilinear Higgs self-coupling is another very important measurement. Its

value determines the shape of the potential energy of the Higgs �eld and con-
sequently can provide information on the type of transition that occured in the
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early Universe, leading to the current state of a broken electroweak symmetry. For
this measurement, e+e− → ZHH is the relevant process. Considering the ILC
running at 500GeV centre-of-mass energy and combining only the HH → bbbb
and HH → bbWW processes, the current precision estimate for the trilinear
Higgs self-coupling is 27% [72]. The precision improves at higher energies, i.e.,√
s =1TeV, where it can reach 10% [73] after a su�cient amount of data taking.

Top Quark Measurements

The top quark has a distinctive position in the Standard Model given by the fact
that it is its heaviest elementary particle. Due to its high mass, the top quark
couples most strongly to the Higgs boson. Consequently, it has the dominant
contribution at loop level in the Higgs sector. Thus, the mass of the top quark
plays a very important role not only in the SM, but also beyond. For example,
precise measurements of both the Higgs and the top mass can shed light on the
matter of the vacuum stability of the Universe [74].
At the ILC, the so called 1S mass of the top quark can be determined from

studying the threshold-like behaviour of the top pair production cross-section
with respect to the centre-of-mass energy, varied within a range of 10GeV around√
s=350GeV. The 1S top mass can be converted to the well de�ned MS mass

with an accuracy of about 10MeV. The 1S mass itself can be measured with a
precision of 50MeV [75]. The study of the threshold region is illustrated by �gure
3.4.
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Figure 3.4: The threshold for top quark pair production at the ILC. Plot taken
from [76].

This analysis cannot be performed at hadron colliders since tuning the centre-
of-mass energy is not possible due to the composite nature of the colliding par-
ticles. It is estimated that at the High-Luminosity LHC (HL-LHC) the MS top
mass can be extracted with a precision of 170MeV from the invariant mass of
its decay products in �nal states characterised by leptons and jets [77]. Thus,
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the uncertainty on the top mass will be approximately three times higher at the
HL-LHC than the expected ILC result.
Other key points of the ILC top physics programme consist of the measurement

of the top Yukawa coupling and the top width Γt. The expected ILC precision is
about 4.2% for the top Yukawa coupling and 26MeV for Γt [50].

Physics Beyond the Standard Model

The ILC can access physics beyond the Standard Model indirectly, by performing
very precise measurements of SM observables and searching for any potential
deviations from their predicted values, but also directly by actively searching for
new particles. If the BSM particles are within the kinematic reach of the ILC
they can be precisely measured. The latter, direct approach is most relevant for
this thesis. A detailed account of the ILC potential for discovering new physics
is given in [70] and [78]. Two potential BSM scenarios are summarised in the
following.
Weakly interacting massive particles (WIMPs) are a potential dark matter

candidate. At a collider experiment, it is most likely that they would be produced
in pairs. At the ILC, since the WIMP pair would leave no signal in the detector,
such events could be identi�ed when an initial state radiation (ISR) photon is also
emitted. Thus, the relevant reaction is e+e− → χχγ and it would be observed as
a single photon in an otherwise "empty" detector. Due to the clean experimental
environment, in comparison to hadron colliders, such events would be observable
at the ILC. The theoretical basis of this analysis relies on the so called "e�ective
operators". The relevant parameter, Λ, can be interpreted as the energy scale
at which the new physics occurs. It depends on the mediator mass (Mmed.), the
coupling to fermions (gf ) and the WIMP coupling (gχ): Λ = Mmed./

√
gfgχ. After

accumulating 500 fb−1 at the ILC running at
√
s =500GeV, it is possible to reach

an exclusion limit of Λ =2.5TeV [79]. At a centre-of-mass energy twice as large
(
√
s =1TeV), it is possible to exclude new physics up to Λ =4.5TeV [79].
Searches for supersymmetric scenarios with highly compressed mass spectra

are also part of the ILC BSM physics programme. For instance, a SUSY scenario
in which the chargino and neutralino are light (O=100GeV), higgsino-like and
almost mass degenerate was studied in simulation for the ILC running at a centre-
of-mass energy of

√
s=500GeV [80]. The analysis showed that the masses of the

SUSY particles can be measured to a precision of 1.5-3.3GeV and that the mass
di�erences can be determined to 40-300MeV. Thus, the advantages of a lepton
linear collider make the discovery and identi�cation of SUSY particles with only
a few hundred MeV mass di�erence feasible. This is of particular importance for
the study presented in this thesis.

3.5 ILC Operating Scenarios

Considering the rich ILC physics programme, it is important to establish several
running scenarios which de�ne how long the machine should be operated at a
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certain centre-of-mass energy, which values of
√
s are most relevant, which beam

helicities would be used and how to share the amount of data taking time between
the di�erent energies and beam helicities. Several ILC operating scenarios have
been studied by the ILC Parameters Joint Working Group and the conclusions
have been presented in detail in [81].
It is essential to develop an operating scenario that optimises the ILC's physics

potential. In view of this, the ILC Parameters Joint Working Group has recom-
mended the scenario termed H20. This is the ILC running scenario most relevant
for this thesis and it will be brie�y summarised in the following.
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Figure 3.5: Graphic representation of the H20 ILC operating scenario showing the
integrated luminosities to be collected at three di�erent centre-of-mass energies and

the corresponding necessary amount of time. Plot taken from [81].

A graphic summary of the H20 scenario is shown in �gure 3.5. The initial phase
consists of gathering 500 fb−1 of data at the centre-of-mass energy of 500GeV. The
sharing of the data taking time between di�erent beam helicities is shown in table
3.2. This stage enables performing precise measurements of the Higgs coupling to
the top quark, the Higgs self-coupling, but also direct searches for SUSY particles.
The study presented in this thesis was performed in the context of this �rst phase.
In the next stage, 200 fb−1 of data will be recorded at the centre-of-mass energy

of 350GeV. This provides the opportunity to accurately measure the top quark
mass by performing an energy threshold scan, but also to perform precision mea-
surements of the W boson and Higgs couplings.
The third phase comprises the accumulation of 500 fb−1 at the centre-of-mass

energy of 250GeV which is the most relevant experimental context for detailed
Higgs measurements.
Figure 3.5 also indicates the amount of time each stage is expected to take.

Thus, the �rst three phases will be completed after approximately eight years.
Following this, a period of ≈18months will be dedicated to a complete shutdown
and luminosity upgrade.
After the luminosity upgrade, further 3500 fb−1 will be collected at 500GeV.

This is particularly important for the precision of the top Yukawa coupling and
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√
s[GeV ] (-,+) (+,-) (-,-) (+,+)

250 fraction [%] 67.5 22.5 5 5∫
Ldt [fb−1] 1350 450 100 100

350 fraction [%] 67.5 22.5 5 5∫
Ldt [fb−1] 135 45 10 10

500 fraction [%] 40 40 10 10∫
Ldt [fb−1] 1600 1600 400 400

Table 3.2: The integrated luminosities that would be accumulated at three di�erent
centre-of-mass energies in the H20 running scenario. The fractions corresponding to
di�erent beam helicity con�gurations (P(e−), P(e−)) are also shown. Table adapted

from [81].

Higgs self-coupling measurements. The last stage consists of gathering 3500 fb−1

with a centre-of-mass energy of 250GeV. As indicated in �gure 3.5, the H20
scenario will span approximately 20 years of the ILC operation.
The discovery at the LHC of a Higgs boson with a mass of approximately

125GeV prompted the consideration that the construction of the ILC could be
staged in order to reduce costs. For instance, the ILC project could begin as
a "Higgs factory", initially built to achieve a centre-of-mass energy of 250GeV,
with the view of upgrading the energy reach up to 500GeV or even 1TeV at a
later stage. A detailed description of the considered ILC staging scenarios is given
in [82].

The advantages and physics capabilities of a linear lepton collider, like the ILC,
have been illustrated throughout this chapter. However, in order to perform high
precision measurements, the detector design and reconstruction techniques are
also very important. Consequently, the concept of the "Particle Flow" recon-
struction paradigm will be described next.
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CHAPTER 4

The Particle Flow Paradigm

The physics programme of the International Linear Collider (ILC), presented in
section 3.4, aims at providing insight and detailed information on a wide range
of topics, e.g., fundamental Standard Model (SM) precision measurements, in-
vestigation of the electroweak symmetry breaking and searches for new physics
beyond the SM (BSM).
One of the main advantages of the clean experimental environment and the

well de�ned initial states at the ILC is the capability of inferring the existence
of BSM physics if small deviations from the predicted values of SM observables
are detected. This high level of precision can only be achieved if the properties of
the particles emerging from the collision event, e.g., charge, position, momentum,
energy, are measured very accurately.
The Particle Flow paradigm is one of the crucial factors that enable the required

precision in measuring these event observables. The fundamental concepts of the
Particle Flow philosophy constitute the focus of the present chapter.
The �rst part of the chapter presents several fundamental experimental char-

acteristics of hadronic jets. The rationale that gave rise to the new approach is
discussed next. The basic principles of the Particle Flow method are presented in
section 4.3, while the requirements it places on the detector design are described
in 4.4. Lastly, several of its past and present realisations at various experiments
are discussed in section 4.5.

4.1 Experimental Aspects of Hadronic Jets

The fundamental building blocks of hadronic matter, i.e., quarks and anti-quarks,
can only be observed experimentally as jets of particles. The theoretical frame-
work concerning the quark (and gluon) fragmentation was discussed in section
2.2.
The link between the colourless, stable particles forming the jet and the original
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partons is very important experimentally. For instance, highly relevant informa-
tion regarding the kinematics of the initial partons and the potential presence of
very short-lived BSM particles can be infered by reconstructing and measuring
the jet.
Particle jets usually occur as a result of high energy hadron collisions when

two partons (quarks or gluons), each a constituent of the two hadrons colliding,
undergo a hard scattering process. They are also produced in e+e− annihilation
processes, i.e., e+e− → qq. In both cases, as the partons accelerated in the scatter-
ing or production process start to decelerate, they give rise to highly collimated
cascades of gluons and quark-antiquark pairs. At distances close to the colour
con�nement radius, i.e., ≈10−15 m, the partons produced in the cascade bind into
hadrons which are also narrowly collimated.
The experimental context of producing jets of particles in hadron collisions is

di�erent from their production in e+e− annihilations. The main distinction is the
existence of the so-called underlying event in the former case. Since hadrons are
composite objects, the main hard scattering interaction is accompanied by the
interactions of all the other spectator partons comprising the colliding hadrons.
These interactions are essentially not correlated with the main hard scattering
and constitute the underlying event.
The situation is di�erent at a lepton collider like the planned ILC where, due

to the point-like nature of the colliding particles, there is no underlying event.
However, even in the relatively clean environment of a lepton collider, the �nal
state manifestation of a hadronic jet can be a�ected by beam backgrounds like,
e.g., γγ → hadrons, described in section 3.3.2.
From an experimental perspective, the presence of a jet appears in the form of

a large number of tracks and calorimeter energy deposits concentrated in a region
of the detector, as the particles that constitute the jet interact in the sensitive
layers.
The �rst experimental evidence for the occurrence of hadronic jets was provided

in 1975 by the e+e− collider SPEAR [83], [84], located at SLAC. The SLAC-LBL
Collaboration used events observed by the MARK I detector [83] to demonstrate
that the �nal state hadrons were not uniformly distributed in the detector but con-
centrated in the vicinity of the event axis which was determined by the momenta
of the initial quarks. Furthermore, the charge analyses and angular distributions
measured by the PLUTO Collaboration at the DORIS II e+e− accelerator run-
ning at DESY delivered crucial evidence [85] in 1978 that the observed jets of
hadrons are indeed associated to the initial quarks.

4.1.1 Jet De�nitions

Even though the presence of hadronic jets in the experimental data is qualita-
tively obvious, the jets are not well de�ned objects. While it is known that an
individual quark or gluon can never be directly observed due to colour con�ne-
ment, a collimated jet of stable particles is believed to be the unequivocal result
of a single parton, temporarily isolated in momentum space, undergoing frag-
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mentation. However, an individual coloured object like a quark or a gluon cannot
fragment into colour-neutral hadrons in complete isolation. Such a process would
not ful�l the laws of colour, energy and momentum conservation. Therefore, the
fragmentation process must involve some form of participation from the other
surrounding partons. Consequently, this introduces an unavoidable degree of am-
biguity in de�ning a jet already on the theoretical level.
From the experimental point of view, the closest achievable practical de�nition

of a jet is represented by the set of criteria implemented in the jet clustering
algorithms. Their task is to group the stable �nal-state particles, observed and
measured in the detector, into structures that would ideally resemble the original,
true jets of particles as closely as possible. The jet algorithms follow a set of well
motivated rules that determine how the particles should be grouped and how to
assign momenta to the resulting jets. These rules represent the jet de�nition of
the respective clustering algorithm.
The �rst endeavour to formulate a fundamental, standardised and quantitative

de�nition of a jet materialised during the 1990 Snowmass Summer Study on High
Energy Physics [86]. Over the years, motivated by the speci�cs of the running ex-
periments, many jet de�nitions have been developed and implemented. Presently,
the vast majority of jet clustering algorithms can be classi�ed in two categories
described below.

Cone algorithms de�ne jets as the dominant directions in which the �nal state
particles emerge after hadronisation. They use the concept of a stable cone de-
�ned as a circle in the η-φ plane, where φ is the azimuthal angle around the beam
axis and η represents the pseudorapidity1. A cone is stable if the sum of all the
momenta of the particles present in the cone points in the direction of the circle's
centre. Based on this de�nition, the algorithms try to identify all the stable cones
in the event. The possibility that two stable cones overlap is also accounted for. In
most cases, in order to make the cone algorithms computationally fast, a seeding
procedure is necessary.
While cone algorithms used to be favoured due to their straightforward imple-

mentation, they present a signi�cant disadvantage since the majority are infrared
and collinear unsafe. In the case of jet algorithms, the concept of infrared and
collinear safety (IRC) is expressed as the requirement that the set of obtained
�nal jets remains unchanged by the emission of an extra soft particle or by the
collinear split of one of the particles, respectively. If the jet algorithm is IRC
unsafe both the infrared emission and the collinear splitting lead to a di�erent
con�guration of the �nal state jets. The perturbative QCD consequence of this
is the lack of cancellation of infrared and collinear in�nities, thus giving rise to
divergent cross-sections. A more detailed discussion on the issue of IRC safety
can be found in [87]. The experimental implications of using an IRC unsafe jet

1The pseudorapidity, η, is an observable that describes the angle of a particle with respect to
the beam direction. It is de�ned as η = − ln

[
tan θ

2

]
where θ is the polar angle relative to

the positive direction of the beam axis, in the detector coordinate system. For example, at
θ=90◦, the pseudorapidity is zero.
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algorithm are that the jet measurements become impossible to compare with the
theoretical calculations.
A solution was proposed in 2007 in the form of the Seedless Infrared-Safe Cone

(SISCone) algorithm [88]. The SISCone approach avoids the dependence of the
�nal state jets con�guration on the use of stable particles as seeds and subsequent
iterations which can lead to IRC unsafe results and aims at �nding all stable cones
instead. A detailed description of the SISCone algorithm and its performance can
be found in references [87] and [88].

Sequential recombination algorithms are based on the assumption that the
particles emitted in a jet will have rather similar transverse momenta (i.e., they
travel in approximately the same direction). Therefore, the prescription according
to which particles are clustered is formulated in terms of the transverse momen-
tum.
All sequential clustering algorithms follow the same procedure. Two distance

variables are de�ned. The �rst one represents the distance in momentum space

between any two particles i and j: dij = min(paTi , p
a
Tj

) · R
2
ij

R
, where a is an exponent

that varies according to the jet algorithm, for example, a has a value of two for the
kT algorithm [89] and zero for the Cambridge/Aachen algorithm [90]; R2

ij is the
distance in the η-φ plane between the two particles and R is the radius parameter
that determines the �nal size of the jet. The second variable, diB, is de�ned as the
distance in the momentum space between the beam axis and particle i: diB = paTi .
The algorithm then proceeds to �nd the minimum between dij and diB, con-

sidering the list of all the particles observed in the event. If dij is the minimum
then particles i and j are �rst combined into a pseudojet that replaces them.
The initial i and j particles are then removed from the list. However, if diB is
the minimum, particle i is classi�ed as part of the beam jet and is then removed
from the list of particles. The procedure is repeated either until all particles are
assigned to a jet or until the required number of jets was found.
In contrast to most cone algorithms, the sequential recombination algorithms

do not require any seeding and are IRC safe.

4.1.2 Jet Energy Resolution

Once the jet de�nition has been applied to the observed particles in an event,
the properties of the obtained jets can be studied. The jet energy provides very
useful information about the kinematics of the initial interaction. Thus, in or-
der to determine the speci�cs of the collision event, the produced jets must be
reconstructed and measured as accurately as possible.
However, the precision with which the jet energy can be measured is limited by

several sources of uncertainty, presented below. The total imprecision in measur-
ing the energy of a reconstructed jet is expressed as the jet energy resolution, σEj

.

Õ Parton Fragmentation and Hadronisation Uncertainties:
The quantum chromodynamics (QCD) mechanisms responsible for transforming

40



Chapter 4. The Particle Flow Paradigm

initial parton con�gurations into hadronic jets cannot be treated in a theoreti-
cal rigorous manner. To compensate this fact, several parton fragmentation and
hadronisation models have been formulated with various degrees of sophistica-
tion, as discussed in section 2.2. These models have been implemented and used
in Monte Carlo event generators. However, none of them can perfectly describe
the occuring processes. These unavoidable discrepancies could lead to wrong pre-
dictions and an inaccurate outcome of the jet simulation. Since many analyses
rely either exclusively or to a large extent on Monte Carlo jet simulations the
modelling uncertainties (σModell.) contribute to the total jet energy resolution.

Õ Jet Clustering Errors:
Ideally, a perfectly clustered jet would comprise all the particles produced exclu-
sively in the initial hadronisation process, without any contamination. However,
from an experimental point of view, there is a high degree of variability, on a jet
to jet basis, in terms of properties like, e.g., the hadron multiplicity, the spatial
spread of the �nal state particles, etc. These �uctuations can a�ect the perfor-
mance of the jet clustering. Further confusion is added by the fact that, in collision
events, other hadrons produced in beam background interactions or from the un-
derlying event can overlap with the jets. Similarly, particles from di�erent jets
can also overlap. Thus, these represent signi�cant challenges to any jet clustering
algorithm which can err both by accidentally adding particles that are not part
of the jet or by wrongly excluding some that are. This clearly introduces further
uncertainty (σClust.) in the determination of the jet energy.
The ILC community is presently developing a software tool called TrueJet [91]

that can be used on simulated data to link the Monte Carlo truth jet information,
i.e., the true Monte Carlo particles forming the jet, to the output of the event
reconstruction and subsequent jet clustering. This will enable a quantitative es-
timation of the impact the jet clustering errors have on the jet energy resolution.

Õ Detector Resolution:
Traditionally, the energy of a jet is determined by adding up the amounts of en-
ergy deposited in the electromagnetic and/or hadronic calorimeter (ECAL and
HCAL) by the particles identi�ed as part of the jet. Thus, the jet energy determi-
nation relies almost entirely on the calorimetric measurements. Consequently, the
jet energy resolution is signi�cantly a�ected by the calorimeters' energy precision
(σDet.) which can be parametrised as follows:

σ(E)

E
=

α√
E
⊕ β ⊕ γ

E
(4.1)

The α factor in the above equation is the stochastic term which accounts for
the intrinsic statistical �uctuations of the calorimetric shower, the sampling �uc-
tuations, etc. The constant term, β, takes into account the calibration inhomo-
geneities as well as the leakage and energy loss e�ects in regions with dead ma-
terial. Lastly, γ is the noise term which accounts for read-out electronics noise
e�ects.
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For illustration, some typical values of the calorimeter single particle energy
resolution, obtained at previous and currently on-going experiments, are given in
table 4.1.

σ(E)/E for ECAL σ(E)/E for HCAL
Experiment αECAL βECAL γECAL αHCAL βHCAL γHCAL

ALEPH 18% 0.9% - 85% - -
ZEUS 18% 1% - 35% 2.0% -
H1 11% 0.6% 154MeV 51% 1.6% 900MeV

ATLAS 10% 0.4% 300MeV 45% 1.3% -
CMS 3.5% 0.66% 185MeV 90% 4% -

Table 4.1: Typical single particle energy resolutions achieved by the electromagnetic
and hadronic calorimeters at the ALEPH [92], ZEUS [93], [94], H1 [95], [96],

ATLAS [97] and CMS [98] experiments.

The values quoted in table 4.1 are usually obtained by studying the detec-
tor performance in test-beam campaigns which consist of aiming single particle
beams, with a well known and tunable initial energy, directly at the calorimeter
under study. The ECAL energy resolution is typically determined using electrons
as in the case of ALEPH [92], for instance, while protons and charged pions are
commonly used for evaluating the HCAL resolution.

Õ Heavy Quark Decays
When heavy quarks are present after the hadronisation process, e.g., in the form
of B mesons, they decay semileptonically with a probability of about 10% [99]
to a charged lepton, the corresponding neutrino and a small number of hadrons.
Since neutrinos cannot be detected nor measured, their presence in the �nal state
a�ects the precision with which the jet energy can be measured. A basic solution
to estimate and account for the missing neutrino energy, in the experimental con-
text of the ILC, is proposed in section 7.2.6. of reference [100]. The method �rst
estimates the neutrino energy using an observable de�ned such that it is directly
coupled to the charged lepton energy. The jet energy is then corrected by adding
the previously evaluated neutrino energy. Furthermore, it was also determined
in [100], that the heavy quark semileptonic decays a�ect the precision on the jet
energy, i.e., for those cases when they occur, by up to σHeavyQ = 15% of the total
jet energy.

Each of the four major sources of uncertainty summarised above has an im-
pact on the precision with which the energy of a hadronic jet can be measured.
Therefore, the jet energy resolution can be expressed as:

σEj
= σModell. ⊕ σClust. ⊕ σDet. ⊕ σHeavyQ (4.2)

The contribution from σModell. is typically very small compared to the others
and therefore it will not be further taken into account in this thesis.
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The uncertainty stemming from the inevitable jet clustering errors, σClust., how-
ever, is not negligible. Its impact depends signi�cantly on the choice of jet algo-
rithm and the associated parameter values. The level of uncertainty introduced
by σClust. is presently under study, with the aid of the TrueJet [91] approach.
The intrinsic energy resolution of the calorimetric system, i.e., the detector sub-

component where the jet energy is typically measured, has a large contribution
to the total jet energy resolution. For instance, the ALEPH experiment at LEP
measured the total energy in Z → qq events at a centre-of-mass energy very close
to the Z boson mass with a combined ECAL and HCAL precision of σEqq/Eqq
= 120%/

√
E [92]. This combined calorimeter performance is signi�cantly worse

than the individual ECAL and HCAL energy resolution values quoted in table 4.1
which were obtained from test-beam data. For this type of events, the poor energy
resolution of the ALEPH calorimetric system leads to a relative contribution to
the jet energy resolution of about σDet. ≈ 18% of the jet energy.
A contribution of almost the same order of magnitude, i.e., σHeavyQ. ≈ 10-

15% [100] of the jet energy, is caused by the presence of heavy quarks in the
hadronic jet and their subsequent semileptonic decays.

4.2 Motivation for a New Approach to

Measuring Jet Energies

Many �nal states relevant for physics studies at the ILC are characterised by
a high jet multiplicity plus the presence of charged leptons and/or signi�cant
amounts of missing energy. For instance, tt events directly produced in e+e−

collisions, can have up to six jets in the �nal state or more with gluon radiation.
For the level of precision envisioned at the ILC, the jet energy resolution must

at least enable a clear separation between the W and Z boson hadronic decays.
This is highly important for ILC physics studies like, e.g., determining the Higgs
self-coupling [73], [70].
One of the two processes considered for this purpose is the double Higgs-

strahlung: e+e− → ZHH. Since the Z boson decays with a branching ratio of
≈70% to hadrons, e+e− → ZHH → qqbbbb becomes one of the most important
signal channels. Due to the rather low cross section (�gure 7 from [101]) and
the complex event topology (6 jets), distinguishing the signal channel from the
major backgrounds, e+e− → tt̄ → bWbW and e+e− → ZZZ or ZZH → qqbbbb,
becomes a real challenge. This requires a high precision H, W and Z boson sep-
aration.
The achievable degree of separation can be evaluated as follows, based on the

reconstructedW and Z invariant mass peaks obtained fromW → qq and Z → qq̄
di-jet events:

W/Zseparation =
MZ −MW

σ∆M

, where σ∆M =
√
σ2
MW

+ σ2
MZ

(4.3)

and MZ , MW represent the respective gauge boson mass, i.e., the mean values of
the two di-jet mass distributions. The accuracy with which MZ and MW can be
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extracted from the distributions is fundamentally limited by the intrinsic natural
decay width (Γ) of the gauge bosons.
This establishes the precision goal at the ILC: the mass resolution of each di-jet

system, i.e., σMW
/MW and σMZ

/MZ , respectively, should be at least of the same
order as the natural decay width of the gauge bosons, i.e., σMjj

/Mjj ≈ ΓW/MW ≈
ΓZ/MZ ≈ 0.027. This translates to: σMW

= 2.17GeV and σMZ
= 2.46GeV. Using

these values in equation 4.3 shows that the achieved separation between the W
and the Z mass peaks would be of the order of ≈ 3.3σ in this case.
The implications of the above mentioned precision goal for the detector perfor-

mance and jet energy resolution were analysed [7] in a simpli�ed physics case. For
this purpose, only the decays of the Z boson to light quarks were taken into ac-
count. Furthermore, it was considered that the Z boson, produced in e+e− → Z
collisions at the ILC, decays at rest. Thus, in this particular case, the visible
energy measured in the event is equivalent to the di-jet energy and no jet clus-
tering is required. Concerning the jet energy resolution de�ned by equation 4.2,
these simpli�cations imply that the uncertainties coming from the semileptonic
heavy quark decays (σHeavyQ) as well as from the jet clustering (σClust.) can be
ignored. Consequently, for this type of events, the jet energy resolution can be
approximated with:

σEj
≈ σDet. (4.4)

This approximation will be further employed throughout the rest of this thesis.
Since usually the energies of the particles forming the jets, i.e., the jet ener-

gies, are measured in the calorimetric system, σDet. itself can be approximated
with σDet. ≈ α√

E
⊕ β ⊕ γ

E
. In the traditional approach to calorimetry, the jet en-

ergy resolution is usually dominated by the stochastic term. Therefore, a further
simpli�cation is performed by ignoring the constant and noise term: σEj

≈ σDet.
≈ α√

E
. Implicitly, the di-jet energy resolution is also dominated by α and it a�ects

the di-jet mass resolution with a contribution that can be approximated [7] by:

σMjj

Mjj

≈ α(Ejj)√
Ejj

(4.5)

where Mjj and Ejj represent the mass and the energy of the di-jet system, re-
spectively.
Figure 4.1 shows the typical jet and di-jet energies (Ejj) expected in ILC

collisions that result in four-jet events, considering a centre-of-mass energy of√
s=500GeV.
It can be seen that the typical di-jet energy range at the ILC, running at a

centre-of-mass energy of
√
s=500GeV, expands between Ejj=100GeV and Ejj=

300GeV. Considering the precision requirement on the di-jet mass resolution of
σMjj

/Mjj ≈ 0.027 and its relation to the di-jet energy resolution, expressed in
equation 4.5, an upper limit on the stochastic term α(Ejj) can be determined.
Thus, for low di-jet energies α(Ejj=100GeV) should be smaller than 27% for the
combined calorimetric system; while for the higher di-jet energies α(Ejj=300GeV)
must not exceed 46%. In the context of the simpli�cations described above, this
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Figure 4.1: Single jet (left) and di-jet (right) energy distributions observed in
simulated W+W− and ZZ hadronic events at the ILC with a centre-of-mass energy of√
s=500GeV. The four jets were clustered using the kT jet clustering algorithm [102]
after applying the procedure for removing the γγ → hadrons background. The jet

pairing was performed using information from a kinematic �t.

translates to a requirement that the relative jet energy resolution should not
exceed σEj

/Ej < 3-4% for the range of jet energies that can be reached at the
ILC. These values de�ne the precision goals for calorimetry and jet reconstruction
at the ILC.
In comparison to the performance achieved by ALEPH, i.e., a value of 120%

for the stochastic term and a relative jet energy resolution of approximately 18%,
it is evident that the ILC precision goals require a detector energy resolution
(σDet.) at least a factor of four better. This level of accuracy cannot be attained
following the traditional approach of measuring the particles' energy exclusively
in the calorimetric system.
A very promising solution is provided by the Particle Flow concept which will

be presented in the following.

4.3 The Particle Flow Concept

The Particle Flow approach was developed from a set of fundamental observations
that will be discussed in the following. Previous experiments, like, e.g., ALEPH
[103], ZEUS [104], H1 [95] or CDF [105], have already used key Particle Flow
aspects in their event reconstruction. To illustrate the basic principles, it is useful
to consider a typical multijet event like the one presented in �gure 4.2. The
displayed event shows an e+e− → W+W− → qqqq interaction recorded by the
ALEPH detector [103] while the LEP accelerator was running at a centre-of-mass
energy of

√
s ≈207GeV.

Due to its four-jets topology, the event is rather busy in terms of tracks and
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Figure 4.2: Event display showing an e+e− →W+W− → qq̄qq̄ event recorded at the
ALEPH detector [103] at LEP. Each jet is represented by a di�erent colour. Image

taken and modi�ed from [106].

energy deposits in the di�erent sub-detectors. The key to distinguishing between
di�erent particle types is the fact that each type elicits a di�erent response from
each sub-detector it passes.
The �rst LEP investigations of the W and Z hadronic decays provided crucial

information regarding the typical energy content of a jet. Thus, about 25-27% of
the jet energy is deposited by photons (most of them from π0 decays), 62-65% are
charged particles (hadrons, electrons and muons), the neutral hadrons (K0

L, n, n̄)
form approximately 10% of the jet energy while about 1.5% is carried away by
neutrinos, when no heavy quarks are present [107]. These percentages must be
interpreted as average expectation values. As mentioned earlier, the individual
jet content and multiplicity can vary signi�cantly from jet to jet.
The photons and electrons typically deposit almost their entire energy in the

ECAL (bright green in �gure 4.2). The charged and neutral hadrons interact both
in the ECAL and in the HCAL (red). At the same time, the charged particles
obviously leave tracks in the volume of the tracking system (black) as well.
Generally, the measurement of a charged particle's transverse momentum (PT ),

carried out in the tracking system, is signi�cantly more precise than the direct
energy measurement performed by the calorimeters. For example, the resolution
achieved by the ALEPH tracker was σ(1/PT ) =1.6·10−4 GeV−1 [92]. Furthermore,
the typical HCAL resolution is notably worse than the ECAL precision, as in-
dicated by the values in table 4.1. More importantly, the energy of a charged
particle can be determined based on the tracker information.
The traditional approach to reconstructing jets relies entirely on the ECAL

and/or HCAL measurements. Consequently, in the case of a multi-jet event, like
the one shown in �gure 4.2, up to ≈75% of the jet energy is measured in the
HCAL. This estimation is based on the particle composition of the typical jet
mentioned above [107]. Thus, the largest fraction of a jet's energy is measured in

46



Chapter 4. The Particle Flow Paradigm

the sub-detector with a rather poorer energy resolution. This situation is illus-
trated in the left pannel of �gure 4.3.

Figure 4.3: Sketch illustrating the Particle Flow concept. Pannel (a) shows the
traditional approach relying entirely on the calorimetric measurements for the energy
determination. In contrast, pannel (b) presents the Particle Flow idea. Figure taken

from [108].

In contrast, the Particle Flow concept relies on the idea that every individual
particle produced in the initial interaction should be measured in the sub-detector
that o�ers the best (energy) resolution for that particle type. This approach is
presented in pannel (b) of �gure 4.3:

Õ The charged particles, constituting about 62-65% of the jet energy, should be
measured exclusively in the tracker. The information regarding the clusters
they created in the calorimetric system is discarded.

Õ The photons which account for approximately 25-27% of the jet energy
should be measured in the electromagnetic calorimeter.

Õ Only ≈10% of the jet energy carried by the neutral hadrons should be
measured in the hadronic calorimeter.

Hence, in comparison to the traditional approach, the Particle Flow paradigm
foresees that only a very small fraction of the jet energy is measured in the
sub-detector with the worse energy resolution. This is expected to signi�cantly
improve the achievable jet energy resolution.
Assuming, for example, some presently achievable ECAL (15%/

√
E(GeV )) and

HCAL (55%/
√
E(GeV )) energy resolutions, a Particle Flow jet energy resolution

of σEjet
/Ejet=19%/

√
E could be attained [7]. However, this estimation considers

that the energy deposits created by a particle throughout the detector are always
perfectly asociated to the right particle. In reality, this is clearly not the case.
Especially in a busy event like the one illustrated in �gure 4.2, it is not always
posible to disentangle energy deposits in the calorimeters and correctly associate
the created clusters to the particles that produced them. Occasionally, clusters
can be inadvertently split or fragments from di�erent clusters may wrongly be
grouped together. Moreover, wrong associations between tracks and clusters can
also occur. This is particularly relevant for the Particle Flow approach since the
cluster information is rejected when determining the energy of charged particles.
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Therefore, these confusion errors constitute a challenge for the Particle Flow
performance.
In view of these considerations, the jet energy resolution approximation ex-

pressed in equation 4.4 must be readjusted to re�ect the contribution from the
unavoidable Particle Flow confusion:

σEj
≈ σDet. ⊕ σConf. (4.6)

Studying the impact of σConf. in the context of a dedicated physics analysis is
one of the main tasks of this thesis.
Despite the introduction of the σConf. term, the major improvement provided by

the Particle Flow philosophy consists of signi�cantly reducing the contribution of
σDet. to the jet energy resolution. In contrast to the traditional approach, under
the Particle Flow paradigm, the detector precision is no longer dominated by
the large uncertainty of the calorimeteric measurements. Thus, σDet. must be
reformulated as:

σDet. = fh± · σtracker ⊕ fγ · σECAL ⊕ fh0 · σHCAL (4.7)

where fi represents the fraction of the total jet energy carried by charged particles
(i = h±), photons (i = γ) and neutral hadrons (i = h0), while σECAL and σHCAL
denote the electromagnetic and hadronic single particle energy resolutions., de-
�ned by relation 4.1.
In order to ful�ll the ILC precision goal for the jet energy resolution, all factors

in equation 4.7 must be as small as possible. This requirement has a major impact
on the design of a Particle Flow detector as will be discussed in the following.

4.4 Implications for Detector Design

The Particle Flow concept aims at improving the jet energy resolution by mea-
suring each outgoing particle using the most adequate detector component.
Regardless of the approach, it is highly desirable that each sub-detector pro-

vides the best achievable intrinsic resolution. In addition, for Particle Flow it is
essential that the contribution from the mis-associations term (σConf in equation
4.6), also known as the confusion term, to the jet energy resolution is minimal as
well. To achieve this goal, it is crucial to distinguish accurately the interactions
in the detector material created by di�erent particles. This latter consideration
enforces the following requirements on the detector design. The subsequent dis-
cussion follows the concepts, studies and results presented in [7] and [109].

� High three-dimensional ECAL and HCAL granularity: It is very im-
portant for the Particle Flow performance to distinguish as well as possible:
(i) between energy deposits belonging to two (or more) di�erent calorimet-
ric showers and (ii) between electromagnetic and hadronic showers. The
�rst condition in particular places a strong requirement for the detector
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granularity. Thus, the calorimeter design should entail a material charac-
terised by a small Molière radius2 and a high longitudinal and transverse
segmentation. Ideally, the size of a calorimeter cell should be much smaller
than the Molière radius. The high granularity of the calorimeters allows a
more accurate measurement of the individual energy deposits and hence a
signi�cantly better separation of the calorimetric showers of di�erent origin.

� Large detector size: The separation of the calorimetric energy deposits
themselves is better the larger the size of the detector, i.e., it scales with
the inner radius of the ECAL in the barrel and with the detector length
along the z -axis in the endcap region.

� Large axial magnetic �eld: A high magnetic �eld is desirable since it de-
�ects the charged particles away from a jet leaving only the neutral particles
to travel on a straight line trajectory. This can improve the particle shower
separation and association. Furthermore, both the ECAL and HCAL should
be inside the solenoid.

� Little material preceding calorimeters: For a good Particle Flow per-
formance, the particles produced in the collision should su�er the minimum
possible amount of energy loss in the other sub-detectors they traverse be-
fore reaching the calorimeters.

� Good hermeticity: Since the aim of Particle Flow is to measure every
visible particle in an event, it is important to ensure that most if not all
particles stand a chance of being detected. This implies that the detector
design should forsee as few gaps and non-instrumented areas as possible.

These prerequisites are very important for minimising the potential associa-
tion errors. Thus, they ensure that the cluster and cluster-track mis-associations
do not severely degrade the jet energy resolution. Consequently, a detector de-
signed according to these principles is highly compatible with the Particle Flow
philosophy.
Several past and on-going experiments have used di�erent variations of Particle

Flow to improve their energy measurements. Their approach and performance
o�er valuable lessons in terms of detector and algorithm design. These aspects
will be presented in the following.

4.5 Overview of Past and Present

Implementations

The �rst steps towards a Particle Flow approach were made by the experiments
at the Large Electron-Positron Collider (LEP), more than 25 years ago. Known

2The Molière radius is a material constant that describes the transversal size of a fully con-
tained calorimetric shower. It is de�ned as the radius of a virtual cylinder that contains, on
average, 90% of the energy deposited by the shower.
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as "Energy Flow" at the time, the method delivered promising results, as will
be discussed in the following. Since then, subsequent experiments, with di�erent
detector designs, have adopted it as part of their standard reconstruction.
For the precision requirements at the planned ILC, the Particle Flow approach

is paramount. The present section brie�y describes the historical context that
informed the manner in which Particle Flow will be implemented at the ILC. For
this purpose the following experiments, each an example from a presently running
or recent high-energy collider, were considered:

ñ ALEPH: [103] was a multi-purpose particle detector which measured colli-
sion events at LEP at a centre-of-mass energy of

√
s ≈91GeV between 1989

and 1995 and then at
√
s ≈200GeV between 1995 until 2000.

ñ ZEUS: [104] ran from 1992 until 2007 at the Hadron-Electron Ring Accel-
erator (HERA), located at DESY Hamburg. Its main goal was to study the
internal structure of the proton and perform tests of the Standard Model
with the aim of searching for new physics. The ZEUS detector measured
deep inelastic scattering events produced at HERA by colliding electrons
(or positrons) with protons at a centre-of-mass energy of

√
s=318GeV.

ñ CDF: [105] the Collider Detector at Fermilab (CDF) was an experiment
located at the Fermi National Accelerator Laboratory in the United States.
It was operated from 1985 until 2011 and it recorded proton-antiproton
collision events produced at a centre-of-mass energy of up to

√
s=1.8TeV

by the Tevatron Collider.

ñ CMS: [48] The Compact Muon Solenoid (CMS) is one of the two general
purpose experiments currently ongoing at the Large Hadron Collider (LHC)
accelerator at CERN. The LHC collides two beams of protons reaching, at
the time of writing, an unprecedented centre-of-mass energy of

√
s=13TeV.

All four detectors follow a similar design, illustrated by the layout depictions
in �gure 4.4. It follows the typical "onion-like" multilayered approach with a
set of vertex and tracking detectors in the immediate vicinity of the interaction
point (IP) followed by a large central tracker, an electromagnetic and a hadronic
calorimeter, the latter positioned either within or outside of the magnetic coil.
The last layers typically comprise the muon chambers.
To appreciate the speci�cs of how each experiment has applied the Particle

Flow concept, it is important to ascertain the compatibility of their respective
detector design with the requirements presented in the previous section.

4.5.1 Compatibility with the Particle Flow Detector

Requirements

While a detailed description of the four Particle Flow pioneering experiments is
beyond the scope of this section, their most relevant detector design aspects are
summarised in table 4.2 and discussed in the following.
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Figure 4.4: Sketches illustrating the layout of four detectors that have used a Particle
Flow approach in their event reconstruction. From left to right: the ALEPH [110] and
ZEUS [104] detectors on the �rst row, the CDF [111] and CMS [112] detectors on the

lower row. Figures taken from the mentioned references.

High granularity: In terms of transverse granularity, from the four considered
detectors, the CMS electromagnetic and hadronic calorimeters have the smallest
cell sizes. Furthermore, the CMS ECAL also ful�lls the Particle Flow require-
ment that the cell size should be of the same order as the Molière radius, with
RM(PbWO4) ≈2 cm. However, neither detector presents a high longitudinal gran-
ularity, with only the ALEPH ECAL and the ZEUS HCAL providing more than
one measurements along the calorimeter tower.

Calorimeter types: Concerning the class of calorimeter, all four experiments
employed sampling electromagnetic and hadronic calorimeters with the exception
of CMS which uses a homogeneous ECAL. While sampling calorimeters are more
cost e�ective and can bene�t from a longitudinal granularity, using a single block
of material to serve as both absorber and active medium also has advantages.
Firstly, no shower particles would be missed by interacting in the absorber before
detection and, secondly, the detector response is the same everywhere, leading to
a superior energy resolution.
Due to their absorber material, consisting almost entirely of uranium (98.1%

U238, 1.7% Nb, 0.2% U235) [104], the ZEUS calorimeters were energy compensating
and, hence, especially interesting.
Electrons and photons deposit their energy in the calorimeter material di�er-
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ently from hadrons. However, in measuring jet energies, it is very important that
the calorimeter response is as independent as possible of the hadronic or electro-
magnetic nature of the jet particles. The ratio between the electromagnetic and
hadronic signal response is typically e/h≈1.1-1.35 in a non-compensating detec-
tor. In contrast, a compensating calorimeter would provide an electron/hadron
signal ratio close to one, i.e., e/h≈1.
In uranium, slow moving neutrons were produced as π0 particles interacted with

the calorimeter absorber. The neutrons would then be detected by the scintillator
tiles, thus increasing the hadronic signal.
Consequently, the single particle energy resolution of the ZEUS calorimeter was

determined to be σ(E)/E=18%/
√
E for electromagnetic particles and σ(E)/E=

35%/
√
E for hadrons [104]. In contrast to the other energy resolution values

quoted in table 4.1, the performance achieved by the ZEUS detector is the closest
to the ILC goals. However, utilising depleted uranium as absorber material is
nowadays no longer feasible. Furthermore, despite its energy compensating na-
ture, the ganularity of the ZEUS calorimeters is rather low and hence insu�cient
to ful�l the ILC precision requirements.

Magnetic �eld and detector size: Usually, a large detector radius is bene�cial
for Particle Flow as it improves the separation of energy deposits in the calorime-
ters [7]. The size of the ECAL inner radius is comparable in all four detectors,
with ALEPH being the largest, at almost two metres.
The strength of the axial magnetic �eld is also important for the same purpose.

It is very similar for ZEUS, CDF and ALEPH, while in the case of CMS the
solenoid gives rise to a B �eld almost three times stronger.

Material preceding calorimeters: In order to minimise the e�ects (e.g., brems-
strahlung, etc.) that can lead to energy loss, the amount of material the outgoing
particles must cross before reaching the calorimeters should be as small as possi-
ble. The ALEPH and CDF detectors are closest to ful�lling this requirement. In
comparison, since the ZEUS calorimeters are located outside of the solenoid, the
particles must pass through almost an entire radiation length of material before
reaching them.

Hermeticity: It is important for the Particle Flow philosophy that as few par-
ticles as possible escape detection through cracks in the detector material or
uninstrumented areas. All four detector designs are compliant with this require-
ment, o�ering coverage of almost 4π sr. For example, in the case of ALEPH, the
gaps correspond to only 2% of the total material in the barrel and 6% in the
end-caps.
From the construction aspects discussed above and summarised in table 4.2,

it is clear that, while each detector ful�lls a fraction of the Particle Flow re-
quirements, none of them was speci�cally designed for it. Consequently, it is very
useful to examine the manner in which each experiment has exploited their rel-
evant design features to bene�t from implementing the Particle Flow concept in
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their reconstruction. These matters will be discussed in the following.

4.5.2 Implementation of the Particle Flow Algorithm

The Particle Flow paradigm in�uences not only the key aspects of detector design
but also the manner in which collision events are reconstructed.
For instance, the energy measurement of a charged particle is meant to be

carried out based only on the tracker information. The calorimeter measurements
associated to the charged particle are no longer used for the energy determination.
In this context, it is crucial that the right calorimetric information is discarded.
Consequently, the interplay and correct association between the measurements
performed by the di�erent sub-detectors is very important. In this regard, the
Particle Flow reconstruction is essentially a very complex pattern recognition
algorithm.
The manner in which the previously mentioned four experiments, ALEPH,

CDF, ZEUS and CMS, have implemented the Particle Flow concepts in their
reconstruction algorithms is brie�y presented in the following.

ALEPH: The ALEPH approach to realising Particle Flow [92] set the standard
for its implementation. The tracks that have passed a pre-selection stage are ex-
trapolated to the calorimeter interface. Taking into account the tracks' orientation
and the position of the nearby clusters, the tracks and clusters are associated into
groups of so called "calorimeter objects".
Each one of the latter is processed according to the following sequential iden-

ti�cation procedure. Firstly, the energy of all surviving tracks is measured and
counted as charged energy by making the mass assumption that all the charged
particles creating tracks are pions. Secondly, a set of identi�cation procedures is
carried out to identi�y muons, electrons and photons. The calorimetric energy
associated to the photons is taken into account as electromagnetic neutral energy.
After each identi�cation step, the corresponding energy deposits are removed from
the calorimeter objects. The remaining calorimetric energy that is not accounted
for is added up. The sum is compared to the energy of any tracks remaining in
the calorimeter object. If it either exceeds the total track energy by 500MeV or
no track is left in the calorimeter object, then the calorimetric energy is classi�ed
as neutral hadronic energy. These processing steps are repeated for all calorimeter
objects. The result comes in the form of a list of so called "energy �ow objects",
i.e., a list of particles - electrons, muons, photons, charged and neutral hadrons.

ZEUS: The ZEUS detector had the advantage of a compensating calorimeter
which provided a very good energy resolution for hadrons. Therefore, in imple-
menting a Particle Flow algorithm [116], the tracker measurement was used in-
stead of the calorimeter one only in those cases when the resolution of the former
was even better. In order to decide when the tracker information should be used,
the level of precision obtained with the two sub-detectors was compared on a case
by case basis. For this purpose, it was essential to ensure that the calorimeter
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energy deposits associated to a track come only from the respective track alone. If
the resolution obtained from the track measurement was better than the energy
resolution of the calorimeter, the latter was discarded.

CDF: At CDF, due to the rather coarse transverse segmentation, the event
reconstruction was carried out based on detector radial segments called "tow-
ers". The principle guiding the Particle Flow implementation [117] was to make
better use of the full detector granularity by performing energy corrections on
a tower level. Consequently, the track momentum was used in order to reduce
unwanted e�ects (e.g., the calorimeter nonlinearity) in the calorimetric measure-
ment. Furthermore, the shower position information measured at the average
shower maximum in the ECAL, was also employed in order to separate over-
lapping electromagnetic showers, e.g., like in the case of π0 and π±. Finally, the
towers determined in the reconstruction were divided into four categories: (i)
track towers containing a track but no associated cluster, (ii) gamma towers con-
sisting of a cluster but no associated track, (iii) mixed towers comprising both
a cluster and track and (iv) towers that could not be assigned containing energy
deposits that could form neither a track nor cluster. The latter took up only 3.4%
of the event energy while the mixed category accounted for up to 58% [118]. For
each tower category, a di�erent method was then used in order to determine the
energy of the tower, according to the type of particles giving rise to it.

CMS: The CMS Particle Flow algorithm [119] is similar to the ALEPH imple-
mentation. Taking advantage of the higher transverse granularity of the detector,
the CMS approach �rst reconstructs tracks and clusters with a high e�ciency
even in a complex collision environment. A linking algorithm is then run for each
pair of elements, i.e., cluster-track, cluster-cluster and track-track in the event.
The output is a number of "blocks" which contain clusters and/or tracks that are
linked. The usual number of clusters and/or tracks contained in a block ranges
from one to three. An identi�cation sequence analogous to ALEPH is then carried
out to identify electrons and muons. In the following step, the momentum of the
track(s) and the calorimetric measurements contained in a block are compared.
If the total energy of the ECAL and HCAL clusters in a block is signi�cantly
larger than the total momentum of the associated tracks, a "particle �ow pho-
ton" and/or a "particle �ow neutral hadron", respectively, are created from the
surplus energy. When the energy measured in the calorimeters is at least three
standard deviations smaller than the associated track momentum, a new proce-
dure that aims at identifying muons and fake tracks is applied. The successfully
associated track-cluster pairs are classi�ed as charged hadrons and their energy
is determined from the track measurements.

Despite the fact that none of the detectors considered in this historical overview
was speci�cally designed nor optimised for Particle Flow, the implementation of
the new paradigm in their reconstruction procedure provided promising results.
They are discussed in the following section.
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4.5.3 Performance

The results and improvements achieved by the ALEPH, ZEUS, CDF and CMS
experiments by utilising the Particle Flow approach are summarised below.

ALEPH: The mass resolution as a function of the invariant mass was studied at
ALEPH [92] using a sample of observed hadronic (qq̄) events that have an isolated
hard photon (or neutral pion) produced either as initial or �nal state radiation.
The signal selection criteria required the photon to have an energy larger than
20GeV and to be well isolated. Furthemore, the invariant mass of the photon-jet
system was required to be larger than 10GeV.

Figure 4.5: The di-jet mass resolution in qq̄ events observed at ALEPH [103]
expressed as a function of the invariant mass. Figure adapted from [92]

The result of this study is presented in �gure 4.5 as the resolution of the
invariant di-jet mass versus the invariant mass, where Mqq̄ is measured directly
with the Particle Flow procedure (MV IS) and is denoted by the data points.
Considering equation 4.5, the resolution curve illustrated in �gure 4.5 can im-

plicitly be interpreted as a function of
√
Eqq̄. The continuous line in �gure 4.5

represents the �t to the MV IS data points of a typical jet energy resolution, dom-
inated by the calorimeter performance. The �t result leads to the �nal expression
for the resolution: σMqq̄/Mqq̄ ≈ α(Eqq̄)/

√
Eqq̄ = (59±3)%

√
E + (0.6±0.3) [92].

In contrast, the energy resolution achieved at ALEPH, using the traditional
approach for Z → qq̄ events at a centre-of-mass energy close to the Z mass, was
σ(E)/E = 120%/

√
E [92]. Therefore, it can be surmised that the implementation

of Particle Flow at ALEPH led to approximately a factor two improvement in
the jet energy resolution.
However, it can be seen from �gure 4.5 that at invariant mass values close

to the W and Z masses, i.e., 80-90GeV, the achieved di-jet mass resolution is
of the order of ≈ 6GeV. This is almost a factor two to three worse than the
ILC requirement for the di-jet mass resolution to be of the same magnitude as
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the natural decay width (Γ) of the gauge bosons. The need for improvement is
also illustrated by the comparison between the magnitude of the stochastic term
obtained by ALEPH with Particle Flow and the ILC requirement of 30%.

ZEUS: The performance of the ZEUS Particle Flow algorithm was studied [116]
using simulated di�ractive events depicted in �gure 4.6a. For this purpose, the
relevant observable was the ratio (Emeasured/Egen) between the total energy mea-
sured in the event, after the reconstruction stage, and the initial energy on gen-
erator level. Figure 4.6 shows two ratio distributions plotted versus the generated
energy.

γ∗

p

e

p

X

e

(a) (b)

Figure 4.6: Improvements obtained by employing the Particle Flow technique at
ZEUS (b) on simulated di�ractive events depicted in (a). Plot taken from [116].

In the case of the �rst distribution, marked by solid circles ("zufos"), the numer-
ator of the ratio (Emeasured/Egen) was determined from the Particle Flow output.
In comparison, for the lower distribution, depicted by open circles ("cells"), the
numerator was obtained using the traditional calorimetric approach. The com-
parison was performed using the same events, therefore the denominator was the
same in both cases.
It can be seen from �gure 4.6 that the Particle Flow reconstruction is much

closer to the ideal ratio value of 1. On average, using the traditional method, only
72% of the generated energy could be reconstructed as opposed to the Particle
Flow procedure that could reconstruct 90% of the initial energy. Furthermore,
using the Energy Flow approach enabled the recovery of approximately 70% of
the energy lost in the inactive material present in front of the ZEUS calorimeter.

CDF: The CDF implementation of the Particle Flow procedure was compared
[118] to their standard method for reconstructing the jet energy, described in [120].
The comparison was performed on real direct photon production events recorded
during the �rst run of data taking. At the typical Tevatron energy range, the
dominant direct photon production process is the gluon-quark Compton scatter-
ing, illustrated in �gure 4.7a. In this type of events, the photon is usually well
reconstructed in the CDF detector and the jet transverse momentum balances
the photon pT .
The results of the comparison study are shown in �gure 4.7b in terms of the jet

energy resolution displayed as a function of the photon transverse momentum. It
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Figure 4.7: Performance of the Energy Flow algorithm (b) applied on direct photon
production events sketched in (a). Figure (b) was taken from [118].

can be seen that the jet energy resolution obtained with the new Particle Flow
based method (marked with the red triangles) is approximately 20% better than
the standard CDF procedure (shown in blue circles). Nevertheless, in comparison
to the ILC requirements, the jet energy resolution achieved by CDF is signi�cantly
less accurate.

CMS: The performance of the Particle Flow algorithm employed by the CMS
collaboration was estimated both on Monte Carlo [119] and on real collision data
[121], [122]. The simulation data study was performed with hadronic multijet
events and concluded that the jet energy resolution was improved by a factor of
2 to 3 when employing the Particle Flow algorithm [122].
For the studies based on real measured data, p-p collision events observed by

CMS in the 2010 run at
√
s=7TeV were considered. The total number of events

corresponds to an integrated luminosity of 35.6 pb−1. The jet energy resolution
(in fact, jet pT resolution) was determined only from di-jet events. A detailed
account of the analysis is given in [121].
Figure 4.8a shows the pT resolution when using CaloJets, while 4.8b presents

the result when using Particle Flow jets. The plots also include the jet pT resolu-
tions (in red) determined from the Monte Carlo truth information from simulated
di-jet events. The so called "Calo Jets" consist of calorimeter towers formed from
combining the energy deposits reconstructed only in the CMS ECAL and HCAL.
In contrast, the "PF Jets" are formed by running the anti-kT jet algorithm, with
a jet radius size parameter equal to R=0.5, on the list of reconstructed particles
provided as output by the Particle Flow procedure.
Comparing the results from the two panels, it is visbile that the Particle Flow

reconstruction (4.8b) provides a signi�cant improvement in the lower pT regions,
while at higher pT the CaloJets and PF Jets resolutions are comparable.

The Particle Flow approach has provided signi�cant improvements, e.g., by a
factor two at ALEPH, to the jet energy resolution attained by each of the four
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Figure 4.8: The jet pT resolutions determined for jets obtained only from calorimetric
measurements shown in (a) and for jets obtaind from clustering Particle Flow objects

in (b). The shown results were obtained within a pseudorapidity (η) range
corresponding to the barrel part of the detector. Plots taken from [121].

experiments considered. The outcome was very promising even though none of
the detectors had been speci�cally designed to full�l the Particle Flow require-
ments. Especially the granularity prerequisites, crucial for reducing the confusion
term in the jet energy resolution parametrisation, were not met.
Therefore, in order to fully bene�t from implementing the new paradigm and

thus achieve the desired precision goals, the detector design at the ILC must be
entirely compatible with Particle Flow. This endeavour is presented in the next
chapter in the context of the International Large Detector (ILD) concept.
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CHAPTER 5

The International Large Detector Concept

In the quest for a detector design that ful�ls all the Particle Flow requirements,
two di�erent concepts have emerged for ILC: the International Large Detector
(ILD) and the Silicon Detector (SiD). In contrast to the four detectors presented
as study case in section 4.5, the ILD and SiD are speci�cally optimised for Particle
Flow. It is forseen that both detectors will operate in turn at the ILC, in a so
called push-pull system.
The SiD concept relies on a compact detector that incorporates a silicon-

tungsten electromagnetic calorimeter and a full silicon tracking system. A detailed
description of the SiD design concept can be found in [123].
The physics studies presented in this thesis were carried out in the context of

the International Large Detector. Therefore, the most relevant aspects of the ILD
design concept form the focus of this chapter.
To fully bene�t from the Particle Flow approach, all the detector components

must provide excellent intrinsic resolutions. Consequently, the ILD design has
been extensively optimised through a large number of test-beam and GEANT4-
based full simulation studies. The results and technical solutions have been �rst
presented in the ILD Letter of Intent document [109].
Detailed aspects of the initial design have been further improved and updated in

the fourth volume ("Detectors") of the ILC Technical Design Report (TDR) [123].
The ILD overall performance and that of its sub-detectors have been exhaustively
evaluated for each of the two documents, using two subsequent implementations
of the full simulation. The outcome of the evaluations will be discussed in chapter
6. The present overview follows exclusively the detailed description and technical
information presented in the TDR.
The ILD is a multi-purpose detector with a length of approximately 13m and

a radius of 7.8m, operating in an axial magnetic �eld of 3.5T. Figure 5.1 presents
a transverse section of the ILD, highlighting its global dimensions and the layout
of the sub-detectors. They will be brie�y presented in the following.
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Figure 5.1: Design sketch illustrating a quadrant of the International Large Detector,
showing the detector sub-components and their dimensions. Figure taken from [123].

5.1 The Tracking System

The design of the ILD tracking system relies on the complementarity of its com-
ponents. The central feature is a large time projection chamber (TPC) which
constitutes the main tracker. In addition, a silicon-based vertex detector (VTX)
provides information regarding tracks with very low transverse momentum and
contributes to the identi�cation of secondary vertices. The forward tracker (FTD)
extends the coverage of very forward tracks even further, to an angle of approx-
imately 7◦ with respect to the beam axis. Lastly, a silicon envelope-like system
(SIT and SET) surrounds the interaction point and the TPC, respectively, pro-
viding not only track measurments but also time-stamping information.

5.1.1 Vertex Detector

The vertex detector plays a major role in detecting low pT tracks and achieving
a high performance identi�cation of heavy �avour quarks and tau leptons. Re-
garding the latter, the main goal is the precise reconstruction of displaced vertices
produced by short lived particles. To reach the level of precision envisioned at the
ILC, an impact parameter1 resolution of the order of: σR−φ = 5⊕ 10/[p sin3/2(θ)]
µm is required.
The design and optimisation of the vertex detector were dictated by the per-

formance considerations summarised in the following:

1The impact parameter is the transverse distance, in the R − φ plane, between the point of
closest approach of the particle's trajectory and the interaction point.
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� Single point spatial resolution: For an accurate track measurement in
the vicinity of the interaction point (IP), the single point resolution must be
better than 3µm. This requirement contributes to reducing the association
errors that can occur in the Particle Flow reconstruction and, therefore, is
very important for separating neighbouring tracks in a jet.

� Position of �rst measurement: In order to achieve the desired �avour
tagging performance, the �rst measurement of a track should be made as
close as possible to the IP, i.e., at a distance of a few millimetres.

� Material budget: A high number of interactions with the detector's ma-
terial can lead to the production of secondary particles and, subsequently,
a�ect the Particle Flow reconstruction by increasing the level of confusion.
To minimise this, the material budget must be below 0.15% of radiation
length per layer.

� Occupancy: In order to reduce the potential confusion in track separation
and vertex �nding, the occupancy of the detector's pixels must be lower
than a few percent.

The current design of the ILD vertex detector is based on a cylindrical struc-
ture consisting of three, double-sided and concentric sensitive layers. Each layer
contains pixel sensors on both sides.
The distance between two sensors, located on opposite sides of the same layer,

is approximately 2mm. Thus, for a particle passing through all three layers, six
measurements can be performed. The material budget allocated to each of the
three layers is of the order of 0.15% per layer.
The radial distance (measured from the IP) occupied by the vertex detector

stretches between 16mm to 60mm, i.e., the whole detector thickness is ≈5 cm.
Furthermore, the �rst track measurment is performed at a (straight line) distance
of 16mm from the IP.
Three possible options are currently under consideration for the sensor tech-

nology: (i) CMOS Pixel Sensors [124], (ii) Fine Pixel CCD Sensors and (iii)
�Depleted Field E�ect Transistor� (DEPFET) sensors [125]. All three options are
undergoing extensive research and development work. The CMOS Pixel based
sensor MIMOSA-28 [124] was adapted and used at the vertex detector of the
STAR experiment located at BNL [126].
The pixel sizes of, e.g., 17×85µm for the CMOS and 20×20µm for the DEPFET

sensors enable the required point resolution.
The vertex detector`s sensor material must perform while receiving an ionising

dose of 1 kGy and a �uence (i.e., the number of incident particles per cross-
sectional area) of 1011 neq/cm2 per year.
The largest background source for the vertex detector consists of the electron

and positron pairs emitted via beamstrahlung. While most of the pairs remain
inside the beam pipe, approximately 6 hits per cm2 and bunch crossing are ex-
pected to reach the �rst layer. However, it is possible to identify and remove these
hits since the pairs have a low transverse momentum.
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Figure 5.2: Sketch illustrating the layout and components of the ILD tracking system.
Figure taken from [109].

5.1.2 The Silicon Tracking System

The silicon detectors are grouped in two categories: (i) the central system, located
at the core of the barrel region, comprising the SIT (Silicon Internal Tracker)
and the SET (Silicon External Tracker) while (ii) the forward system consists of
the FTD (Forward Tracking Detector). The position of all the subcomponents
are shown schematically in �gure 5.2.
The detectors must comply with stringent requirements involving a low material
budget and operation at very low power. The �rst condition can be ful�lled by
minimising the detector support materials while the latter can be achieved by
power pulsing. The research and development of the ILD silicon tracking system
has been performed by the SiLC collaboration [127], [128].

The Central System

The SIT and SET not only contribute to improving the particle momentum mea-
surements but also provide time-stamping information by correlating the hits in
the silicon detectors to those in the TPC, thus enabling the correct bunch tag-
ging of each event. They can also help in the alignment of the overall tracking.
Furthermore, due to their location, the SIT and SET can provide monitoring of
unwanted TPC distortions.
The internal barrel component, SIT, is situated radially in the gap between the

vertex detector and the main tracker. By providing space points before the TPC,
its main purpose is to provide a link between the vertex detector and the tracker.
The SET is positioned outside the main tracker (�gure 5.2) and occupies

the space between the TPC barrel and the inner surface of the electromagnetic
calorimeter (ECAL). It provides a valuable entry point to the ECAL and also acts
as a third silicon layer in the barrel region, thus improving the global momentum
resolution.
The sub-detectors that make up the central system consist of layers constructed

out of two single-sided sensitive strips which are tilted at a small angle with
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respect to each other as detection devices. The SIT comprises two layers, while
SET is made out of only one layer. The same type of sensor was chosen to be
used in all sub-detectors.
The microstrip sensor that constitutes the basic detector unit for the SIT and

SET has an area of 10×10 cm2 with 200µm thick silicon and a readout pitch of
50µm. The strip is virtually edgeless, with an inactive edge in the order of only
a few tens of µm.

The Forward System

In order to perform �avour tagging on forward jets, it is essential that the tra-
jectories of the charged particles contained in the jet can be extrapolated to the
interaction point (IP).
The FTD is situated in the very forward and innermost detector region, cover-

ing down to an angle of ≈7 ◦ with respect to the beam axis, thus, providing full
tracking hermeticity to the ILD.
The forward tracker design must address the following challenges:

� Reduced track bending: The bending e�ect of the magnetic �eld becomes
progresively smaller the closer the trajectory of a charged particle is to the
detector z-axis. Consequently, the momentum measurement from the track
becomes very challenging.

� High occupancy: Due to its position, the FTD will inevitably pick-up
background events from the interaction region.

Consequently, the FTD design was optimised in order to accomodate these
issues. It consists of seven disks positioned in the space between the beam pipe
and the inner �eld cage of the TPC. The �rst disk is located at a distance of
220mm from the IP, while the last one is placed at 2250mm. This ensures a large
lever arm which is crucial for momentum measurements since it can counteract
the small track bending e�ect of the magnetic �eld.
The �rst two disks of the FTD are produced as pixel detectors that comply

well with the high occupancy while the remaining �ve disks are made up of
strip detectors. Similarly to the vertex detector, three di�erent technologies are
currently under consideration for the pixel disks: 50µm thin CMOS based sensors,
CCD and DEPFET. Their potential implementation is presented in detail in [123].

5.1.3 Time Projection Chamber

The task of the central tracker is to measure the trajectories of the charged par-
ticles produced in a collision event. Reconstructing these trajectories can provide
crucial information regarding the transverse momenta and track parameters of
the charged particles.
The Particle Flow paradigm places stringent requirements on the main tracker

performance since the goal is to determine the energy of all the charged particles
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entirely from its measurements. The (transverse) momentum resolution is typi-
cally parametrised as: σ1/pT = a⊕ b/pT sinθ, where a denotes the track curvature
error and b describes the imprecision due to multiple scattering in the tracker's
volume. In order to achieve the desired jet energy resolution, the objective for
the tracking precision at ILD was set: parameter a should not exceed a value of
2×10−5 GeV−1, while the upper limit for b is 1×10−3. This level of precision is
two orders of magnitude better than the one previously achieved at LEP with
the ALEPH detector, e.g., aALEPH=1.2 · 10−3 GeV−1 [129].
At ILD, the main tracker is a 4.7m long time projection chamber (TPC),

centred around the beam axis, with an inner radius of ∼0.33m and an outer
radius of 1.8m. The TPC is placed in a magnetic �eld of 3.5T. The entire design
and optimisation e�ort of the LCTPC collaboration [130] is aimed at achieving
the desired precision.
The ILD choice of using a TPC as the main tracker is motivated by a number

of advantages summarised below:

Þ Small amount of material before calorimeters: For a good energy mea-
surement, a particle should undergo only the minimum amount of energy loss in
the tracker before it reaches the calorimeter system. Since the TPC is essentially
a gas �lled chamber, it is equivalent to only ≈ 0.15X0 [123] and, thus, ful�ls the
Particle Flow performance requirement. Furthermore, the small amount of mate-
rial also reduces the probability that the ≈103 beamstrahlung photons present in
the detector during a bunch-crossing [66] give rise to low energy e+e− pairs (pair
background).

Þ Particle identi�cation: The amount of energy deposited in the TPC is
di�erent for each type of (charged) particle that crosses its volume with the same
momentum (�gure 31.15 of reference [131]). Thus, by performing dE/dx measure-
ments one can obtain a handle on particle identi�cation. While this is currently
not used in the ILD standard reconstruction, the TPC's capability of providing
information on the nature of charged particles, i.e., leptonic or hadronic, would
present several bene�ts: it could enable the use of the correct mass hypothesis in
the track �tting and it would reduce the track-cluster association errors in the
Particle Flow reconstruction, e.g., an (identi�ed) electron associated to a large
cluster fragment in the hadronic calorimeter.

Þ Large number of measurements per track: For the ILD design, the tracks
left by the charged particles can be measured with approximately 200 three-
dimensional (in z and the r-φ plane) space points per track. This plays an impor-
tant role in achieving the required momentum resolution. Moreover, this feature
of almost "continuous tracking" also means that the decays of long lived neutral
particles to charged daughters - either SM (e.g., K0) or SUSY predicted parti-
cles - that happen inside the TPC volume can be measured and reconstructed.
Similarly, it also enables the identi�cation and reconstruction of tracks that fea-
ture kinks in their trajectory. Furthermore, the large number of measured points
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also makes it possible for particles that undergo backscattering at the calorimeter
interface and, thus, re-enter the TPC, to be identi�ed and measured.

Figure 5.3: Conceptual design of the ILD TPC showing its main components (left)
and a sketch of the endplate (right), including a detail of the support frame for the

read-out modules. Both �gures taken from [123].

The ILD TPC consists of a �eld cage that envelops two sensitive volumes sep-
arated by a central cathode plane. A schematic view of the ILD TPC design can
be seen in �gure 5.3. Each of the two extremities of the TPC constitutes an an-
ode which also houses the read-out technology. The read-out pads are grouped in
modules which will be concentrically assembled on the endplate as shown in the
right panel of �gure 5.3. Each module provides gas ampli�cation, readout elec-
tronics, voltage supply and cooling. Currently, two di�erent technologies for the
gas ampli�cation are under study: Micromegas [132] and Gas Electron Multipliers
(GEM) [133].
The material of the endplate itself also plays an important role: if it is too

thick it can lead to the production of secondary particles and, thus, hinder the
Particle Flow reconstruction by increasing the number of association errors. Ded-
icated studies [134] have demonstrated that a material budget of up to 25%X0 is
acceptable and does not decrease the jet energy resolution dramatically.
In order to obtain a good momentum resolution, the di�usion of the electron-

s/ions drifting in the TPC volume must be minimal. This is highly dependent
on the type of gas chosen to �ll the TPC volume. For the ILD TPC, which has
a drift length of ≈2m, it was shown [135] that a gas mixture of Ar-CF4(3%)-
isobutane(2%) known as the T2K gas [136] is worth taking into consideration.
Two potential sources of deterioration of the tracker's performance have been

identi�ed: (i) magnetic �eld distortions, (ii) the presence of ions in the TPC
active volume. The former requires an active monitoring of the magnetic �eld
during run time while the latter can be improved by introducing an ion gate at
the anode.
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5.2 Calorimetry

Calorimeters measure the amount of energy deposited in their instrumented vol-
ume. Under the Particle Flow paradigm, it is only photons and neutral hadrons
that are to be reconstructed and measured in the calorimeters. However, the need
to reduce the potential errors in clustering and track-cluster associations places
further requirements on the calorimeters. Essentially, the Particle Flow concept
relies on performing pattern recognition using the information provided by the
calorimeters. Thus, they must act as imaging detectors that, by means of �ne
transverse and longitudinal segmentation, enable each particle to be "followed"
throughout the detector. The high granularity of the calorimeters is crucial for
distinguishing energy deposits produced by di�erent particles.
The general layout of the ILD calorimeter system consists of a cylindrical-

shaped barrel part and two end-caps. The system comprises an electromagnetic
calorimeter (ECAL), as the innermost component, and a hadronic calorimeter
(HCAL) which envelops the former. Both are installed inside the magnetic coil
in order to reduce the amount of dead material in front of the calorimeters. In
the forward region, a set of three calorimetric systems will be installed such that
they: (i) act as a luminosity monitor (LCAL), (ii) measure the beamstrahlung
(BeamCal) and (iii) provide hermeticity by detecting particles down to very low
angles (LHCAL and BeamCal).

5.2.1 The ECAL

The mechanical design of the ECAL approximates the intended circular cylindri-
cal shape with an octagonal prism. The half length of the barrel part is 2.35m.
Since the separation of energy deposits improves with larger ECAL inner radii [7],
the ILD design foresees an inner radius of 1.84m. Due to the compact design, the
outer radius of the ILD electromagnetic calorimeter stops at 2.028m.
The choice of absorber material must also ful�l the Particle Flow requirements.

The aim is to enable the accurate separation between di�erent calorimetric show-
ers. Therefore, the following considerations regarding the material properties were
taken into account:

� A small Molière radius (RM) would be helpful for separating nearby
showers.

� A short radiation length (X0) would ensure that the electromagnetic
showers start as early as possible in the ECAL.

� A large interaction length (λI) would mean that the number of hadronic
showers that start in the ECAL would be reduced as much as possible.

Thus, the optimal material would provide a large λI/X0 ratio. Moreover, since the
calorimeters are placed within the magnetic coil, a more compact ECAL would
greatly improve the overall cost-e�ectiveness by reducing the size of the coil.
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Consequently, the absorber material chosen for the ILD electromagnetic calori-
meter is tungsten which is dense, has a small Molière radius of RM=9mm and
is characterised by a large interaction length to radiation length ratio: λI/X0 =
99/3.5 [123].
The default baseline con�guration of the ILD ECAL consists of a remarkable

longitudinal segmentation into 30 sensitive layers which are all individually read.
Thus, the Particle Flow reconstruction will bene�t from up to 30 measurements
carried out as the electromagnetic shower develops in depth. The sensitive layers
are interspersed with 29 layers of tungsten absorber, which corresponds to 24X0.
All this is achieved within a total thickness of less than 20 cm.
The transverse granularity of the ECAL is of utmost importance for minimis-

ing the potential association errors in the Particle Flow reconstruction. The ILD
optimisation studies [109] demonstrated that an ECAL cell with the unprece-
dented size of 5×5mm2 provides the best jet energy resolution. For the sensitive
layers, two technologies were considered: (i) silicon pin diodes which are already
available in the required size and provide straightforward operation and (ii) scin-
tillator strips of 5×45mm2, arranged in alternate directions in order to provide
the desired transverse granularity. The latter option may unnecessarily compli-
cate the pattern recognition procedure. The studies presented in this thesis are
based on the silicon-tungsten (Si-W) option.
The performance of the ECAL design was studied both in simulation as well as

in numerous test-beam campaigns. The CALICE collaboration [137] has designed
and constructed prototypes for both material options. The obtained results are
compatible with the energy resolution values assumed for the full ILD detector
simulation. For instance, for the Si-W prototype described in [138], an energy
resolution of ∆E/E = (16.6/

√
E) ⊕ 1.1% was obtained. The parameter values

obtained from the �t to the simulated data agree within 5% to the measured
resolution.

5.2.2 The HCAL

The ILD design foresees a cylindrical sampling hadronic calorimeter that uses
steel as absorber material and can accommodate either scintillator tiles (analogue
HCAL) or gaseous sensors (semi-digital HCAL) for the active part. The ILD
HCAL has an inner radius of 2.058m, while the outer radius is 3.410m and the
half-length of the barrel part is 2.350m.
The ILD hadronic calorimeter is situated inside the magnetic coil. This po-

sitioning ensures the full compliance with the Particle Flow requirement that
particles should traverse the smallest amount of material before reaching the
calorimeters.
It is important that the ILD HCAL absorber material is non-magnetic and

that it enables a compact and, hence, cost-e�ective design. Consequently, the
chosen absorber material is stainless steel. The iron provides a satisfactory ratio
between the interaction length and the electromagnetic radiation length: λI/X0 =
17 cm/1.8 cm, thus, ensuring that the detector's volume is small. Furthermore, the
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Figure 5.4: Picture illustrating the size, i.e., a surface area of 3×3 cm2 and 3mm
thickness, of an ILD hadronic calorimeter tile. The image was taken from [139].

stainless steel is a rigid material that allows the construction of a self-supporting
structure. This minimises the amount of uninstrumented space that would have
been required for auxiliary support.
The work presented in this thesis is based on the analogue HCAL option. For

this design, the sensitive layers consist of scintillator tiles which include silicon
photo-diodes (SiPMs). They can measure the deposited energy as well as provide
information on the position of the interaction. Furthermore, the response of the
scintillator tiles is homogeneous. They are also only 3mm thick which means that
they are a good choice for a compact HCAL design.
Since the transverse granularity is essential for a good Particle Flow perfor-

mance, the ILD optimisation studies [109] have shown that a size of 3×3 cm2 for
an HCAL tile provides the best jet energy resolution. Figure 5.4 shows the size
and aspect of a typical ILD HCAL tile.
The mechanical design of the barrel part, forsees two options: (i) the segmen-

tation of the HCAL barrel along the z-axis in two large rings, with each ring
comprising 16 modules separated in the azimuthal direction or (ii) the division
of the barrel into 5 rings along the z-axis with each ring being constructed from
8 modules. In both cases, each module would consist of 48 stainless steel ab-
sorber plates, with a thickness of 16mm each, corresponding to λI=4.5 interac-
tion lengths. The absorbers are interleaved with 48 scintillator layers, ensuring an
unprecedented longitudinal granularity. Each sensitive layer is read-out individu-
ally, thus providing the Particle Flow reconstruction with up to 48 measurements
for the hadronic showers.
The performance of the proposed ILD analogue HCAL design was studied by

the CALICE collaboration in various test-beam campaigns. The energy resolution
of the analogue HCAL physics protoype was measured [140] to be: σreco/Ereco =
57.6± 0.4/

√
Ebeam ⊕ 1.6± 0.3⊕ 0.18/Ebeam.

Applying software compensation techniques, the resolution is improved by al-
most 20%, reaching a value of (45.8±0.3)%/

√
E in the case of the stochastic

term.
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5.2.3 Forward Region Calorimeters

The forward region of the ILD calorimetric system is formed by three subdetec-
tors: BeamCal, LumiCal and LHCAL. This section provides an overview of their
main design features and expected level of performance.

LumiCal
The aim of the LumiCal is to measure the luminosity on a per mille level at a cen-
tre of mass energy of 500GeV. The luminosity (L) measurement would be carried
out using Bhabha scattering events: L=Nevt/σB, where Nevt denotes the number
of events measured in a certain range of the polar angle and σB is the di�eren-
tial cross section for the same angular range. The cross section of the Bhabha
scattering can be calculated from theory with a high level of precision [141].

Figure 5.5: Sketch of the ILD forward region, illustrating the position of the forward
calorimeters. Image taken from [123].

As shown in �gure 5.5, LumiCal is situated in the circular opening of the
ECAL endcap. It is centred around the beam and aligned with the electromag-
netic calorimeter. The design consists of a cylindrical calorimeter with tungsten
absorber disks, providing a total thickness equivalent to one radiation length,
alternating with segmented silicon disks for the sensitive layers. LumiCal covers
a polar angle range from 31 to 77mrad (i.e., 1.8◦ to 4.4◦).
The LumiCal performance, in terms of the energy resolution, was investigated

by means of a simulation study presented in detail in [142]. The relative resolu-
tion σE/E=ares/

√
Ebeam was determined to be ares=0.21±0.02

√
GeV for a beam

of electrons with an energy of Ebeam=250GeV.

BeamCal
The BeamCal provides a fast luminosity measurement, on a bunch-by-bunch ba-
sis, and contributes to the beam tuning procedure. Furthermore, it can also mea-
sure the beam parameters with a precision of approximately 10% [123]. It is lo-
cated immediately in front of the �nal focussing quadrupole magnet, as indicated
in 5.5.
A large number of low energy electron-positron pairs produced by beamstrahlung

would hit the BeamCal. It was estimated [123] that for a sensitive layer located at
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an electron shower maximum and considering the nominal beam parameters the
radiation dose would be 1MGy after one year of operation. For this purpose, it
is very important that the sensor technology that would be used for instrument-
ing the sensitive layers of BeamCal be radiation hard. The basic principle of the
BeamCal technical design is rather similar to the previosuly described LumiCal
layout: a "sandwich" electromagnetic calorimeter with tungsten absorber layers
interpersed with GaAs sensors constituting the sensitive layers. Its design and lo-
cation allows BeamCal to cover an angular range from 5 to 40mrad (0.3◦ to 2.3◦).

LHCAL
Finally, LHCAL is a hadronic calorimeter that would be located between BeamCal
and LumiCal, thus, closing the gap between the latter and the main calorime-
ter, as shown in �gure 5.5. LHCAL would extend the angular range of the main
hadronic calorimeter such that it can reach the same angular region as LumiCal.
This would be bene�cial for enhancing the very forward particle reconstruction
and identi�cation.

5.3 Outer Region

The presence of a strong magnetic �eld enveloping the main subdetectors plays
an important role in separating the charged particles from the neutrals. For this
purpose, the outermost layer of ILD comprises the magnet system which is very
similar in terms of the technical design to the one being used at the Compact
Muon Solenoid (CMS) detector located at CERN [143]. The only fundamental
di�erence to the CMS magnet is the dimensions of the ILD setup.
The ILD outer region consists of three main parts, as illustrated in �gure 5.6.

The �rst component is the superconducting solenoid coil which has a total length
of 7.35m and is constructed from three modules (each 2.45m long) interconnected
both mechanically and electrically. The maximum working temperature of the coil
would be 4.5K.
The second part is the antiDiD (Detector-integrated Dipole) which is situated

at the outer radius of the solenoid. It provides a magnetic �eld that contributes
to reducing the non-uniform pairs background (produced by beamstrahlung) in
the vertex detector and in the silicon tracking system.
The last component is the iron yoke which consists of a barrel part and two end-

caps that are constructed as dodecagons. The iron return yoke provides the main
mechanical support for the detector. Furthermore, together with the calorimeters
it is also acting as a radiation shield. A detailed account of the design concept
for the ILD magnet system is given in [144].
The iron yoke is instrumented both in the barrel as well as in the endcap regions,

acting simultaneously as a muon detector and a tail catcher system, measuring
the energy of the showers that have leaked outside of the sensitive volume of the
calorimeters.
In the barrel part, the design of the instrumented region consists of a sensitive

layer placed before the yoke followed by 10 sensitive layers situated at 14 cm
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Figure 5.6: Sketch of the ILD outer region, illustrating the main components: solenoid
coil, anti DiD and return yoke. Image taken from [123].

apart from each other and �nally two sensitive layers separated by 60 cm. The
same segmentation and distribution of the sensitive layers is used in the endcaps
as well. The �rst 10 layers act as a calorimeter.
There are two di�erent options taken into account for the sensor technology

that would be used in the active layers: (i) scintillator strips with silicon photo-
multipliers as readout or (ii) resistive plate chambers [123].

Muon System
The ILD muon system can be reached by isolated muons with an energy above
3GeV [109], while lower energy particles will be prevented from reaching it due
to the strong magnetic �eld. The main task is to accurately match the signals
recorded in the sensitive layers present in the return yoke to the energy deposits
measured in the calorimeter (i.e., as a minimum ionising particle) and most im-
portantly to the tracks recorded in the TPC.
Apart from the challenge posed by the multiple scattering that the isolated

muons would su�er in the calorimeters and in the coil, another source of fake
muons comes from pions.
A study of the identi�cation e�ciency of muons in jets as well as of the contami-

nation with hadrons was performed with a full ILD detector simulation [123]. The
instrumented ILD outer region was implemented in the detector simulation using
the same design features as for the analogue HCAL active layers, i.e., 3×3 cm2

tiles with SiPM readout.
The results demonstrate that for muons with an energy higher than 7GeV, the

identi�cation e�ciency is better than 97% even when the muons are not isolated,
but part of a jet [123]. The wrongly identi�cation of hadrons as muons lies at the
level of a few percent. For less energetic muons, which either cannot reach the
muon system because of interacting in the yoke material or are simply de�ected
in the magnetic �eld, the identi�cation is made possible by the high granularity
of the ILD calorimetric system.
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Tail Catcher
As mentioned earlier, the �rst layers of the muon system also act as a tail catcher
by measuring the energy of the calorimetric shower remnants that leak outside of
the HCAL. A test study using muon and pion beams aimed at a prototype mod-
ule of ILD was performed by the CALICE collaboration. The module included
ECAL, HCAL and tail catcher/muon chamber (TCMT) prototypes. The exper-
imental setup and the test beam instrumentation is described in detail in [145].
The investigation concluded that, for the standard ILD design, the TCMT would
contribute by improving the relative energy resolution by 6 up to 16% for pions
with an energy range between 20 and 80GeV [145].

The International Large Detector was speci�cally designed and optimised for
full compatibility with the Particle Flow paradigm. The ILD performance has
been investigated using two subsequent implementations of a GEANT-4 based full
simulation. An overview of the ILD full simulation framework and the obtained
detector performance are presented in the next chapter.
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CHAPTER 6

The ILD Full Simulation and Reconstruction Framework

The design of the International Large Detector (ILD), summarised in chapter 5,
was optimised to ful�l the Particle Flow requirements. A multitude of detector
performance and optimisation studies have been carried out not only through
test-beam campaigns, but also using a detailed detector simulation. Furthermore,
all the International Linear Collider (ILC) physics studies, including the ones
presented in this thesis, have been carried out by means of an ILD Monte Carlo
simulation.
Collision events can be simulated either by using a thoroughly detailed descrip-

tion of the ILD, which is the realm of the so-called full simulation, or with a fast
simulation that, in order to reduce the necessary computation time, uses some
well motivated simpli�cations, both in the description as well as in the treat-
ment of the detector response. This chapter describes the full ILD simulation and
reconstruction chain.
As the ILD detector concept evolved, two major Monte Carlo data mass pro-

ductions were carried out. Each of them consisted of: (i) simulated events corre-
sponding to several chosen benchmark physics scenarios and (ii) a large number
of Standard Model (SM) background simulated events.
The �rst data mass production was performed for the physics and optimisation

studies discussed in the ILD "Letter of Intent" (LoI) document [109]. The second
was produced with an even more detailed description of ILD and was used in
carrying out studies for the ILD "Detector Baseline Design" (DBD) report [123].
As the detector design aspects evolved, the software implementation of the ILD
Monte Carlo simulation also developed. The ILD simulation, reconstruction and
analysis software framework under which both versions were developed is known
as iLCSoft [146].
The present chapter provides an overview of the most important software tools

in iLCSoft and their two subsequent implementations. The versions used for the
Letter of Intent mass production will be referred to as the LoI versions, while the
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ones employed in the Detector Baseline Design will be known as the DBD versions
throughout this thesis. The detector performance results obtained with the two
versions are also discussed and compared.
For consistency, all the ILD software tools rely on a standard event data model

which is described in the following section.

6.1 The LCIO Event Data Model

For analysis as well as detector optimisation purposes, it is essential that, after
each step in the data production chain, the key information is stored in a clear,
easily accessible and consistent way. In order to serve this goal, the linear collider
scienti�c community has developed an event data model (EDM) known as LCIO
[147].
In LCIO, the information is stored on an event-by-event basis which is repre-

sented by the LCEvent class. This is the main data container which stores all
the information related to one event. The event data is grouped into several
LCCollections which are formed by a number of LCObjects of the same type.
For example, an LCEvent will contain an LCCollection of tracks that have been
reconstructed in the detector's tracking systems in that particular event, where
each track is itself an LCObject. Metadata can be assigned to the LCEvent as
well as to every LCCollection. For example, a jet collection may contain extra
information for checking the quality parameters of a jet clustering algorithm.

Figure 6.1: Overview of the key data classes in the LCIO event data model. Sketch
taken from [148].

A schematic overview of the LCIO structure, featuring the main data classes
and the relationship between them, is shown in �gure 6.1. The schematic repre-
sentation follows, from left to right, the order in which the data is processed in
the simulation and reconstruction chain.
Thus, on the very left side, the chain begins with the Monte Carlo information

for which the main class is the MCParticle. The MCParticle collection stores the
generator level information about the Monte Carlo "true" particles. The detector
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simulation can also produce MCParticles, as a result of the interactions with the
detector material. These Monte Carlo particles, produced in simulation, are then
added to the MCParticle collection.
The second panel presents the raw data classes which contain low level in-

formation as would be received by the subdetectors, e.g., channel numbers and
uncalibrated electronic signal counts. This type of data undergoes a digitisation
step that "translates" it into calorimeter and tracker hits.
The tracking algorithms use the digitised tracker hits to form reconstructed

tracks. Finally, the Particle Flow reconstruction creates clusters from the digitised
calorimeter hits and associates them to tracks. The result is a list of objects called
ReconstructedParticles.
At the end of the data processing chain, the LCIO classes are stored in the

standard slcio �le format.
Each individual simulation step is summarised in the following sections.

6.2 Event Generation

The software tool chosen for event generation is WHIZARD [149]. Its general working
principles are brie�y described in the following.
WHIZARD is a program that calculates cross sections, obervables' distributions

and generates events of hard scattering and decay processes that may occur at a
high energy collider. The theoretical basis on which the program relies is leading-
order perturbation theory.
The physics model to be considered in the event generation must be provided

as input to WHIZARD, in the format prescribed by the SUSY Les Houches Accord
(SLHA) [150]. WHIZARD allows �exibility in choosing the physics processes list.
Thus, after a certain physics model, e.g., SM, MSSM, etc., has been selected
by the user, a list of required reactions can be speci�ed as input. The process
complexity is only limited by the computing power, WHIZARD presently being able
to compute scattering processes with up to eight particles in the �nal state. It
can also simulate the radiation of photons (ISR) from the initial state electron
and positron.
Furthermore, the program takes into account the luminosity weighted energy

spectra of the initial state colliding particles (beamspectra) provided by the user.
The energy spectra account both for beamstrahlung e�ects as well as for the
intrinsic, machine induced, energy spread. For the ILD Monte Carlo mass pro-
ductions, the beamspectra were created as two dimensional in order to accom-
modate a correlation between the two beams. They were calculated using the
GuineaPig [151] program.
Once the processes have been speci�ed, O'Mega, a program that generates

matrix-elements for any reaction possible at tree level in the input physics model,
is automatically called. O'Mega [152] is essentially a helicity amplitudes calculator
that takes the Feynman rules and the relations between the coupling constants as
input. Since the matrix elements are calculated as helicity amplitudes, this means
that the spin and colour correlations are maintained.
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After the matrix element calculation, WHIZARD performs the phase space inte-
gration. The showering and hadronisation were carried out within WHIZARD by
calling PYTHIA [69].
Two di�erent versions of WHIZARD were used in the mass productions: version

1.40 was used for the LoI while version 1.95 was employed for the DBD. While
the software implementation evolved from one version to the other, e.g., in terms
of bug and compatibility �xes, etc., there are no fundamental di�erences between
the two WHIZARD versions. There were, however, several di�erences concerning the
generation of the samples [123].
Firstly, as indicated in section 3.3, two di�erent sets of beam parameter values

were employed in the two subsequent ILD Monte Carlo mass productions. Thus,
the LOI sample was generated using the so-called RDR beam parameters [55,109],
while the DBD samples use the TDR beam parameters [57]. Both sets of parameter
values are given in table 3.1.
In case of the RDR parameters, the beam energy spread at the interaction

point (IP) is δE
E

= 0.14% for electrons and δE
E

= 0.10% for positrons. The TDR
parameters lead to a smaller beam energy spread at the IP with δE

E
= 0.12% for

electrons and δE
E

= 0.07% for positrons. These di�erences are perceptible when
comparing the WHIZARD calculated cross-sections.
Another relevant di�erence concerns the PYTHIA parameters that determine

the manner in which the program simulates the quark hadronisation. Thus, in
case of the DBD Monte Carlo event generation, the OPAL parameters, described
in section 2.2.1.2 of [123] and [153], were used. In contrast, the default PYTHIA
parameters [154] were employed in the LoI mass production. This had the e�ect
that the neutral, long-lived hadron multiplicities are over-estimated by up to 15%
in the LoI Monte Carlo samples [123].

6.3 ILD Full Simulation

The main purpose of a full detector simulation is to output information that,
for all intents and purposes, is as similar as possible to what the real detector
would measure in a real collision event. Consequently, the ILD full simulation
passes the WHIZARD generated physics events through the geometry of a very
detailed detector description which includes not only the sensitive regions but
also the service and support structures (e.g., cables, cooling, etc.). This enables
a high degree of realism to be achieved. The detector response as well as the
interactions of each particle (including secondary particles) are calculated from
well established formulae and parametrisations of particle-matter interactions.

6.3.1 The Mokka Application

The ILD full simulation has been realised as the GEANT4 [155] based software
package called Mokka [156]. All the ILD subdetectors have been implemented in
Mokka with a high level of engineering detail.
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For each ILD subdetector, e.g., the tracker (TPC), etc., its geometry descrip-
tion and component materials are stored in a MySQL [157] database. When an
e+e− collision event is simulated, the whole ILD model is "constructed" from the
previously de�ned subdetectors, by querying the MySQL database. The informa-
tion stored in the database is transformed into a GEANT4 object by a C++ code
known as a driver.
This modular approach has played a very important part in the detector op-

timisation work. The speci�c values stored in the database and the code that
actually builds the detector are completely independent. Thus, while constantly
checking for potential inconsistencies, the description (e.g., the dimensions) of any
subdetector can be modi�ed solely in the database, without having to modify the
code of the driver. This important feature allows a high degree of �exibility in
studying the potential bene�ts of changing various detector design aspects.
The input data for Mokka is a WHIZARD generator �le, in the stdhep format

which contains the basic physics information of the collision event. In Mokka,
the Monte Carlo particles are passed through the ILD detector model where the
interactions with the detector materials, including the formation of new Monte
Carlo particles, are simulated. The output data follows the LCIO data format.
Two subsequent versions of Mokka were used for the major Monte Carlo data

mass productions, i.e., v06-07-01 for the LoI and the even more detailed v08-00-02
for the DBD.
One of the tasks of this thesis was to investigate the impact of the increase

in realism between the two versions of the full simulation on the Particle Flow
performance, in the context of a physics study. Therefore, the most important
di�erences between the LoI and the DBD versions are discussed in the following
section.

6.3.2 Mokka Implementations: LoI and DBD

The �rst overall di�erence to be noted between the LoI and the DBD versions of
the ILD full simulation concerns the treatment of the generator-level information
about long lived and exotic particles. In the later Mokka version, the treatment
of this information was improved, as mentioned in [123].
For the physics studies presented in this thesis the ILD_00 model from the LoI

simulation version and the ILD_o1_v5 model from the DBD version are relevant.
Their detailed description, including geometrical measurements, chosen materials
and their segmentation, is presented in [158] and in tables III-1.1 and III-1.2 from
[123], respectively. The di�erences between ILD_00 and ILD_o1_v5 most relevant
for the present discussion will be addressed in the following.
The DBD version of the ILD detector model represents an improvement in re-

alism with respect to the LoI implementation which already contained a certain
amount of support and service material. This was achieved in the DBD case by:

� further including gaps, imperfections and dead material in the detector
description;

� adding material required for powering and cooling the subdetectors;
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� detailing the description of the support structures, cabling and the elec-
tronics.

The implementation of all service and support materials is based on the es-
timates provided by the groups involved in the development of the ILD design.
Furthermore, the description of some ILD subdetectors had to be completely re-
written for the DBD version since their design had not reached the required level
of detail and realism at the time of the Letter of Intent document.
The di�erences between the ILD_00 and ILD_o1_v5 detector models can be

observed in terms of the material budget which is presented in �gure 6.2, in
terms of the radiation length of the material as a function of the polar angle in
the detector's coordinate system.
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Figure 6.2: The material budget for the ILD_00 model, (a), and for ILD_o1_v5, (b),
expressed in terms of the integrated radiation lengths versus the detector polar angle,
θ. In both cases, only the tracking detectors are considered. Plots taken from [109]

and [123], respectively.

A general comparison of the two plots leads to the conclusion that the overall
material budget has increased in the ILD_o1_v5 model, with respect to ILD_00

due to the increase in realism. As an example for added details, it can be seen from
�gure 6.2 that, at small polar angles, the DBD plot shows a set of spike-like features,
in contrast to the LoI. These features correspond to the electronics, cabling and
the required support structures located around the TPC endcap region that were
added in the DBD detector model.
The small peak in the TPC line at approximately 90◦ (marked as -90◦ in the

DBD plot) represents the small cathode membrane of the ILD main tracker. Its
material budget has been reduced in the DBD case.
Finally, the most visible change between the two detector models comes from

the implementation of the TPC endplate (marked as "outside TPC" in �gure
6.2b) which, due to the improved realism, has increased in the DBD simulation by
almost 50% in terms of material budget with respect to the LoI case.
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The design of the hadronic and electromagnetic calorimeters has a strong im-
pact on the Particle Flow performance. Therefore, in the context of this com-
parison, it is relevant to note that both ILD_00 and ILD_o1_v5 use the same
materials, technology and the same segmentations for both types of calorimeters.
Once the passing of the generated Monte Carlo particles through the detec-

tor volume has been simulated the task of the full simulation is complete. The
next step towards analysing the physics event is the reconstruction of what has
occurred in the event.
Corresponding to the two subsequent Mokka versions, there are two distinct

implementations of the event reconstruction framework. For consistency, the same
labels, LoI and DBD, will be used to distinguish between them. An overview of
the whole ILD reconstruction framework is given in the following section and,
wherever applicable, the di�erences between the LoI and DBD implementations
will be addressed.

6.4 The Marlin Reconstruction Framework

The event reconstruction is carried out using the modular C++ application frame-
work Marlin [159]. Each step in the reconstruction chain is written as an indi-
vidual, dedicated module, called processor. Every processor reads in the relevant
data collection from the standard LCIO Mokka output, performs the speci�c re-
construction task and outputs a collection of reconstructed objects.
The ILD's geometrical properties must be known to the algorithms performing

the reconstruction. This is achieved by means of the Gear package [160] which
ensures access to the detector description information at both reconstruction and
analysis level.
In Marlin, the processors that are to be used, the order in which they must

be run as well as the values of their input parameters can be easily speci�ed via
an xml steering �le. All requested processors are executed one after the other on
an event-by-event basis. It is possible for one processor to take as input a data
collection created previously by an "upstream" processor.
The modularity of the Marlin framework makes it a very useful environment

for developing and studying analysis and reconstruction tools. For instance, two
distinct jet clustering algorithms, implemented as two di�erent processors, could
be run subsequently over the exact same simulated events and their output could
then be directly compared.
The main stages in the reconstruction process are summarised in the following:

� Hit digitisation: The hits simulated in the tracking detectors are smeared
according to a parametrisation of the point resolution determined by the
relevant R&D groups. The calorimeter hits simulated in the electromagnetic
and hadronic calorimeters are scaled with a certain factor according to the
determined sampling fraction.

� Track reconstruction: The hits detected in the tracking system are pro-
cessed by a set of complex topological pattern recognition algorithms that
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combine hit clustering methods and Kalman �lter (KalTest) extrapolations
for adding new hits. The DBD version of the track reconstruction consists of
a series of new algorithms implemented as C++ packages. These new soft-
ware packages replace the old pattern recognition processors, based on LEP
techniques and FORTRAN code, that were used in the LoI version.

� Particle Flow reconstruction: The Particle Flow algorithm produces a
comprehensive list of ReconstructedParticles by subsequently: (i) using
the list of reconstructed tracks provided as input, (ii) applying a set of qual-
ity cuts on the tracks, (iii) forming clusters from the input calorimeter hits
and (iv) matching the tracks with the created clusters. The Particle Flow
package used for the ILD event reconstruction is PandoraPFA [7] which is
the most mature implementation of this type of algorithm available. There
are two implementations of PandoraPFA, each associated to the correspond-
ing ILD simulation version, i.e., the LoI one is called PandoraPFA while the
DBD version is known as PandoraPFANew. They will be discussed in more
detail in section 6.5.

� Vertex �nding and Jet �avour tagging: The LCFIVertex package [161]
performs: (i) vertex �nding, based on the "ZVTop" algorithm [162], (ii)
the identi�cation of heavy �avour jets, using arti�cial neural networks, and
(iii) the estimation of the jet charge. This package was available for both
the LoI and the DBD versions of the reconstruction. However, for the DBD, a
new processor called LCFIPlus was introduced with the aim of improving
the �avour tagging. Consequently, the LCFIPlus package uses additional
input variables, multi-variate analysis techniques and a new jet clustering
algorithm.

� Beam background overlay: This step is performed only in the DBD ver-
sion of the full reconstruction. The γγ → hadrons (with low transverse
momentum) background, presented in section 3.3.2, must be taken into
account since it gives rise to real tracks and clusters. In the case of the
ILC running at a centre-of-mass energy of 500GeV, an average of 1.2 γγ
events per bunch crossing are expected. It must be noted that, in the DBD

Monte Carlo mass production, this number was inadvertently raised to 1.7
γγ events.

Before performing the full DBD reconstruction, randomly chosen, fully sim-
ulated γγ → hadrons events are overlaid, according to a Poisson statistic,
on top of the main physics event. The z -position of the overlaid events
is randomly smeared within a spread of 300µm to re�ect the fact that
these events come from a di�erent vertex than the one corresponding to the
physics event. Both the main collision as well as the overlay events are "com-
bined" and then processed together by the full reconstruction. Thereafter,
it is the task of each physics analysis to establish the most e�ective proce-
dure for distinguishing and removing the unwanted reconstructed particles
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coming from the γγ → hadrons overlay events from the ones belonging to
the actual physics event.

The γγ → hadrons overlay procedure is not performed for the LoI Monte
Carlo samples.

Since the Particle Flow procedure is very important to the studies presented in
this thesis, a more detailed overview of the existing algorithms in PandoraPFA as
well as the di�erences between PandoraPFA and PandoraPFANew are highlighted
in the next section.

6.5 The PandoraPFA Reconstruction Algorithm

and Implementations

A Particle Flow algorithm carries out a sophisticated pattern recognition proce-
dure in a complex environment, i.e., dealing with a large number of detector mea-
surements. Its software implementations must handle the very high granularity
of the ILD calorimeters and process the recorded data in a short amount of CPU
time and with as little memory usage as possible. Furthermore, the pattern recog-
nition should make few association errors, i.e., it should avoid double-counting
the energy coming from the same particle and it should also accurately separate
between energy deposits coming from di�erent particles.
A software framework that performs the Particle Flow reconstruction and ful-

�ls the software performance requirements described above was developed under
the name of PandoraPFA [7]. Due to the especially high granularity of the ILD
calorimeters, the PandoraPFA framework consists of more than 60 stand-alone
algorithms.
The PandoraPFA implementation evolved in time, especially in terms of soft-

ware engineering. The �rst implementation, PandoraPFA [7], was developed as
a proof-of-principle. The Particle Flow performance evaluation presented in the
ILD Letter of Intent [109] demonstrates not only the viability of the proposed ILD
high-granularity design, but also that the Particle Flow principles and their im-
plementation in PandoraPFA can indeed provide the jet energy resolution required
for precision physics studies.
The proof-of-principle implementation of PandoraPFA was successful due to its

highly sophisticated pattern recognition algorithms and their complex interplay.
However, because of this complexity, it soon became evident that the further de-
velopment of algorithms required a new central software framework that would be
more �exible and that could better address memory management and data book-
keeping issues [163]. Furthermore, it was also necessary to add new algorithms,
that would be better suited for handling the dense and boosted environments of
high energy jets (i.e., above 250GeV). Thus, in order to address these matters,
the PandoraPFA C++ Software Development Kit (SDK) [164] framework was
developed.
The algorithms used in PandoraPFA [7] were re-examined and re-implemented
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in PandoraPFA SDK [163]. This (re-)implementation is known as PandoraPFANew.
While there are signi�cant software di�erences between the two versions of Pan-
doraPFA, there are not many relevant algorithm di�erences, especially in the case
of low energy jets (below 180GeV). Furthermore, the PandoraPFANew implemen-
tation was also written such that it can be detector and reconstruction framework
(e.g., Marlin in the case of ILD) independent.
The main input to both PandoraPFA versions comprises the set of previously

reconstructed tracks and the list of digitised ECAL and HCAL hits.
In PandoraPFANew, the decoupling of the pattern recognition algorithms from

any speci�c detector geometry can also be seen, for example, in the implemen-
tation of the calorimeter hits: they represent simple points in space and time
with an associated energy (or intensity) measurement. Extra information such as
the detector description, type of the calorimeter readout technology and the hit's
relative location in the detector can, however, be added.
The output of the PandoraPFA reconstruction is the same in both cases: a

list of clusters, i.e., sets of combined calorimeter hits and a list of "Particle Flow
Objects" (PFOs), i.e., the reconstructed particles of the collision event. A detailed
description of the reconstruction procedures in PandoraPFA is given in [7].
The reconstruction operations that constitute the core of both PandoraPFA and

PandoraPFANew are presented in the following. Wherever applicable, the di�er-
ences between the two versions will also be discussed.

Track Selection and Topology: The reconstructed tracks, provided as input,
�rst undergo a quality selection based on information such as: the number of hits
they have produced in the TPC and/or the forward tracker, the position of their
last hit with respect to the ECAL inner surface, their momentum uncertainty and
their curvature. A dedicated Marlin processor searches for speci�c topologies of
the reconstructed tracks, such as V 0s (i.e., decays of neutral particles into a pair of
charged particles), kinks (i.e., decays of a charged particles into another particle
of the same charge plus a number of neutral particles, entailing a visible change
of the trajectory's curvature) and prongs (i.e., τ decays). Once identi�ed, a list
of V 0 and kinks topologies are handed over to PandoraPFA.

Calorimeter Hit Selection and Ordering: The next stage consists of process-
ing the list of digitised calorimeter hits. Each hit contains information on: (i)
the (x, y, z) coordinates of its position in the detector coordinate system, (ii) the
speci�c ECAL or HCAL layer where the hit was detected and (iii) the amount
of energy deposited.
The hits are �rst calibrated, in a dedicated digitisation processor, according to

whether they were registered in the ECAL or the HCAL. In the following step,
additional geometry information, e.g., the size of the calorimeter cell that has
recorded the hit, is added. Next, isolated deposits like the ones produced by low
energy neutrons that can travel long distances from the point where they were
produced are identi�ed and removed. Finally, the remaining hits are ordered into
so-called "pseudo-layers" that essentially mirror the general structure and layout
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of the ILD calorimeters.

Clustering: At �rst, a dedicated photon identi�cation algorithm that can be
used exclusively on ECAL energy deposits is run. The aim is to �rst cluster and
identify the ECAL clusters produced by photons.
Several improvements to the photon identi�cation have been implemented in

PandoraPFANew [165]. For instance, a set of selection cuts on ECAL clusters
have been introduced in order to ensure their compatibility with the expected
longitudinal and transverse pro�les of electromagnetic showers [166].
Furthermore, two new algorithms have been introduced in PandoraPFANew with

the aim of identifying and extracting clear muons and electrons before the rest
of the reconstruction continues. Following these steps, the standard clustering
algorithm is run over all the remaining calorimeter hits.
The default clustering algorithm is based on using the position of the track

extrapolation to the ECAL inner surface for cluster seeding. In PandoraPFANew,
however, other procedures that do not rely on this information have also been
implemented. The clustering of the calorimeter hits is performed by a cone-based
algorithm that proceeds from the �rst ECAL layer and continues outwards until
it reaches the �nal HCAL layer [7].

Topological Cluster Merging: The clustering algorithm is designed such that
it is more prone to splitting the energy deposits of a single particle into smaller
cluster fragments rather than accidentally merging together hits from di�erent
particles into a single cluster. A series of algorithms that follow well-determined
topological rules are then run to identify which previously produced clusters
should be merged back together. The high granularity of the ILD calorimeters
allows the merging algorithms to continue "following" the tracks further along
the particles' paths through the calorimeters and merge cluster fragments with a
high degree of accuracy.

Track-Cluster Associations: While track extrapolations can be used for clus-
ter seeding, no track-cluster association is realised at that stage. Therefore, the
reconstructed tracks must be matched to the formed clusters in a separate step.
The procedure relies on comparing each cluster's properties, such as its position
and direction, to every track's properties at the inner surface of the ECAL. The
decision to make an association is based on linear and/or helicoidal �ts to the
track and cluster.

Re-clustering: If a signi�cant discrepancy occurs between the track momentum
and the energy of the cluster associated to it, the algorithm attempts to re-cluster
the calorimetric energy deposits.
The clustering and topological cluster merging steps are re-run exclusively with

the calorimeter hits that make up the discrepant cluster. In each iteration, the
algorithms' parameters are modi�ed such that the cone size becomes smaller. This
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is done in order to split the original cluster until its energy becomes compatible
with the track momentum. The most compatible solution is saved.
When no signi�cant improvement can be found and the discrepancy between

track and cluster remains, the original cluster is stored with its unaltered initial
parameters as a neutral cluster.
Alternatively, the program also allows the option of an "Energy Flow"-like

procedure that forces the cluster-track compatibility. In this case, the cluster
formation is essentially "forced" by choosing energy deposits in calorimeter cells
located along the track extrapolation into the calorimeter volume. The energy
deposits are added along this trajectory until the track momentum is matched.
The rest of the energy deposits, initially associated to the track, form neutral
clusters.

Fragment Removal: Even after the cluster merging stage, there may still be
a signi�cant number of charged cluster fragments wrongly identi�ed as produced
by neutral particles. The aim of the fragment removal procedure is to identify
these neutral fragments and merge them with the charged clusters they, in fact,
belong to.
In order to do so, every neutral cluster (that was not identi�ed as a photon) is

compared to every charged cluster reconstructed in the event. Whether the two
clusters can be merged depends on: (i) the clusters' location in the calorimeter
with respect to each other and (ii) whether the track-cluster energy compatibility
would improve, if the two clusters were merged.

Formation of Particle Flow Objects: Lastly, the information gathered in the
previous steps concerning the reconstructed tracks, clusters and their associations
is combined and the �nal list of reconstructed particles, termed Particle Flow
Objects (PFOs) is created.
After a rudimentary particle identi�cation procedure all the PFOs reconstructed

in the event are stored, together with the associated information, in the Recon-
structedParticle collection, following the LCIO standard.
The list of reconstructed particles provided by PandoraPFA o�ers a detailed

description of what is most likely to have happened during the collision event.

6.6 ILD Performance Evaluation

The Particle Flow compliant design of the International Large Detector was pre-
sented in chapter 5 and in greater detail in reference [123]. The evaluation of the
ILD global performance is crucial for understanding the behaviour of the detector
as a whole and verifying that the precision goals can be met. These studies can be
carried out only by means of a detector simulation. The remainder of this chapter
focuses on discussing the performance studies performed with both the LoI and
DBD (i.e., PandoraPFA and PandoraPFANew, respectively) versions of the full ILD
simulation and reconstruction. The di�erences in performance between the two

86



Chapter 6. The ILD Full Simulation and Reconstruction Framework

implementations are also presented.

6.6.1 Performance of the Tracking System

The ILD tracking system bene�ts greatly from the interplay and complementarity
between the TPC, as the main central tracker, and the silicon detectors' enve-
lope. While the TPC provides continuous tracking (i.e., O(200) measurements
per track) and hence a good input for pattern recognition, the vertexing detector
(VTX) covers the very low pT tracks that cannot reach the TPC and the forward
tracker (FTD) ensures the hermeticity of ILD by reconstructing tracks down to
a polar angle of ≈7◦.
The performance of the ILD tracking system is very important in view of

the Particle Flow reconstruction. As presented in section 4.3, the energy of the
charged particles would ideally be determined exclusively from the tracker mea-
surements. The ILD tracking performance is discussed in the presenst section in
terms of the track reconstruction e�ciency and the transverse momentum reso-
lution.

Tracking E�ciency

For both LoI and DBD versions, the track reconstruction e�ciency was studied
using Monte Carlo samples characterised by a high multiplicity in the �nal state,
namely, tt̄→ 6 jets processes. The results of these studies are presented in �gure
6.3 where the reconstruction e�ciency is expressed as a function of the cosine
of the track polar angle. The left panel shows the track e�ciency obtained with
the LoI simulation and reconstruction, while the right panel illustrates the DBD

result.
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Figure 6.3: The tracking e�ciency as a function of the cosine of the track's polar
angle. The left panel illustrates the LoI result and was taken from [109] while the right

panel shows the result of the analogous DBD study and was taken from [123].
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In both studies, the reconstructed tracks were compared only to those initial
Monte Carlo tracks that: (i) start in a region of 10 cm in the vicinity of the
interaction point, (ii) have a transverse momentum pT > 100MeV and (iii) a
cos θ < 0.99. All the tracks produced by particles decaying in-�ight, inside the
tracking system, were excluded. In the DBD case, the pair background as well as
the γγ → hadrons background were taken into account.
In �gure 6.3, the LoI (left) and DBD (right) results for the whole ILD tracking

system can be compared following only the red markers. The data shown in blue
is not relevant for this comparison.
Thus, in the DBD case, the average track reconstruction e�ency is 99.7% [123]

for all the tracks with a PT higher than 1GeV and over most of the polar angle
range. This is true even for more forward tracks (θ ≈ 18◦) as can be seen in the
right panel of �gure 6.3.
The LoI result, shown in the left panel, is well compatible with the DBD one.

In the the LoI case, the track reconstruction e�ciency for tracks with identical
properties as mentioned above is 99.5% [109]. However, it can be observed that
in the most forward bin the LoI-determined e�ciency is signi�cantly better than
in the DBD case. This is most likely due to the addition of more material, i.e.,
improving the realism of the ILD simulation in the latter. Nevertheless, the LoI
and the DBD results are very similar over most of the polar angle range.

Transverse Momentum Resolution

To estimate the transverse momentum resolution, both the LoI and DBD studies
used fully simulated and reconstructed muon events in which the particles are
produced at several �xed polar angles: 7◦, 20◦, 40◦ and 85◦, over a whole set of
momenta ranging from 1 to 200GeV.
Figure 6.4, shows the transverse momentum resolution expressed as a function

of the track momentum for di�erent polar angles. The points represent the res-
olution values obtained from the analysis while the two continuous lines denote
the resolution goals, as de�ned in 5.1.3, for two di�erent values of the polar angle.
The �rst one corresponds to more forward tracks (40◦, in green) while the second
describes rather central tracks (85◦, in blue).
The LoI and DBD plots can be compared on the basis of the common colour

code, while the marker style is not relevant.
In both cases, the resolution is visibly worse in the very forward region. This

is due to the fact that at such shallow angles there is little di�erence between
the orientation of the magnetic �eld and the direction of the track momentum.
Nevertheless, the DBD performance at 7 ◦ is signi�cantly better. When comparing
the resolution goal at a polar angle of 85◦ (continuous blue line) to the corre-
sponding obtained resolution values (markers), it is clearly visible that, in both
studies, the momentum resolution requirement is ful�lled for the whole range of
momenta larger than 1GeV.
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Figure 6.4: The pT resolution as a function of the track momentum for four di�erent
track polar angles. The left panel illustrates the LoI result and was taken from [109]
while the DBD result is shown on the right and was taken from [123]. Both plots have

the same colour code.

6.6.2 Particle Flow Performance of ILD

Many physics scenarios to be studied at the ILC have �nal states with a high
jet multiplicity. The Particle Flow performance of ILD is evaluated in terms of
the jet energy resolution (σEjet). The current section describes the methodology
adopted by the ILC community for determining the jet energy resolution. The
values obtained with the LoI and the DBD full ILD simulation and reconstruction
versions are also presented.

Jet Energy Resolution Determination
The σEjet is typically evaluated using Z → qq̄ events. In these Monte Carlo sam-
ples, the Z boson is o�-shell and produced at rest at the ILC. It then decays
into a pair of quarks, producing two jets which are typically mono-energetic and
back-to-back. Only the decays to light quark pairs (uu, dd, ss) are considered.
Thus, the potential contribution of the semileptonic heavy quark decays to the
total jet energy resolution (σHeavyQ in equation 4.2) can be safely ignored. These
samples will be referred to throughout this thesis as: Z → uds data.
For the σEjet evaluation, the relevant observable, obtained from the Particle

Flow algorithm, is the total reconstructed visible energy in the event (Evis). In
view of this, one of the main advantages provided by the Z → uds samples is
that the visible energy is clearly equivalent to the dijet energy (Ejj ≡ Evis).
Consequently, since the two jets are typically produced with equal amounts of
energy, the single jet energy can be well approximated by Ejet=

√
s/2. Thus, it is

not necessary to run a dedicated jet clustering algorithm in order to distinguish
between the two jets before determining their individual energy. The uncertainty
on the jet energy resolution coming from the unavoidable jet clustering errors
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(σClust. in equation 4.2) can therefore also be ignored.
The jet energy resolution is de�ned in the following as:

σEjet =
rms(Ej)

Mean(Ej)
(6.1)

where rms denotes the root mean square. Since in the Z → uds events the jets
are usually mono-energetic, it can be easily shown that the jet energy resolution,
σEjet , can be determined from the dijet energy (i.e., visible reconstructed energy)
distribution using the following expression:

σEjet =
rms(Ej)

Mean(Ej)
=
√

2× rms(Ejj)

Ejj
(6.2)

Thus, the average jet energy resolution can be determined from the total recon-
structed visible energy. However, the distribution of the reconstructed energy is
not necessarily Gaussian and, thus, the rms may not be the best estimator of the
visible energy resolution.
This is clearly illustrated in �gure 6.5. It shows the reconstructed energy, taken

directly from the PandoraPFA output, for Z → qq̄ Monte Carlo events simulated
at an ILC centre-of-mass energy of

√
s =200GeV. An angular cut was also applied

such that the cases when the jets interact in the corner regions between the barrel
and the endcaps are avoided [7].
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Figure 6.5: Reconstructed energy of Z → qq̄ simulated events. The dashed line depicts
the best �t to the data using a Gaussian function. The continuous line illustrates a
Gaussian distribution normalised to the same number of events and with a standard

deviation equal to the newly de�ned rms90 estimator. Figure taken from [7].

It can be seen that the reconstructed energy distribution, illustrated by the
black markers in �gure 6.5, is not Gaussian. For comparison, the best result
obtained from �tting a Gaussian function to the data distribution is depicted by
the dotted line. The root mean square of the �tted Gaussian is 5.8GeV [7].
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The fact that the reconstructed energy does not follow a Gaussian distribu-
tion is not unexpected. The non-Gaussian tails are produced by those events
for which the Particle Flow is hindered by confusion. Since the errors coming
from mis-associations cannot be completely eliminated, the distribution of the
reconstructed energy cannot be fully compatible with a Gaussian function.
Thus, the reconstructed energy resolution represented by the pure rms of the

Gaussian �t, quoted above as 5.8GeV, exaggerates the e�ects of the tails of the
distribution. A di�erent and more appropriate variable was adopted instead: the
rms90 which is de�ned in [7] as the root mean square of the minimum region
from the data distribution that contains 90% of the total number of entries. The
rms90 is useful because it describes the resolution of the main core of the data,
while remaining relatively una�ected by the tails of the distribution. In the case
of the data presented in �gure 6.5, the rms90 has a value of 4.1GeV.
It must be mentioned that for a perfectly Gaussian-like distribution of the data,

the rms90 is 21% smaller than the normal root mean square and thus it underes-
timates the energy resolution. However, as mentioned earlier, since the confusion
during the reconstruction phase cannot be fully eliminated the distribution will
never be perfectly Gaussian-like. Furthermore, in 6.5, the solid line depicts a
Gaussian distribution, normalised to the same number of events, with a width
σ=rms90=4.1GeV. It can be seen that, in the central region, it is 15% wider than
the data distribution. This clearly demonstrates the non-Gaussian behaviour of
the reconstructed energy distribution. Consequently, the jet energy resolution is
re-de�ned as:

σEjet =
rms90(Ej)

Mean90(Ej)
(6.3)

where Mean90 has an analogous de�nition as rms90.

ILD Jet Energy Resolution Performance
In order to evaluate the jet energy resolution, a Monte Carlo study was performed
using samples of Z → uds events, generated at four di�erent centre-of-mass ener-
gies: 91.2GeV, 180GeV, 360GeV and 500GeV. The study was carried out both for
the LoI [109] and the DBD [123] versions of the full ILD simulation and reconstruc-
tion software. Thus, PandoraPFA was run over the LoI data while PandoraPFANew
was employed in the DBD case. Only jets that developed in the ILD barrel region
(i.e., | cos(θqq)| < 0.7) were considered for this study.
The Particle Flow performance is presented in �gure 6.6. The jet energy res-

olution, expressed as rms90(Ej)/Mean90(Ej), is illustrated as a function of the
individual jet energy.
It can be seen that, for both software versions, the single jet resolution is better

than 3.7%, for jets with energies above 40GeV, which ful�ls the ILC precision
requirements. However, in the DBD case, σEjet shows an improvement between
4% and 7% with respect to the corresponding LoI values. This is partially due to
the improvements included in PandoraPFANew, especially regarding the treatment
of high energy jets, as discussed in section 6.5. At the same time, the di�erent
parameter values used for the quark hadronisation in PYTHIA [69], as mentioned
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Figure 6.6: Comparison of the jet energy resolutions achieved with the LoI and the
DBD versions of the ILD full simulation and PandoraPFA reconstruction. The �gure
was produced using the results presented in [109] for the LoI and in [123] for the DBD.

in section 6.2 also play a role: in the LoI Monte Carlo production, the amount of
long-lived neutral hadrons is over-estimated. This is expected to lead to a worse
determined jet energy resolution since: (i) the presence of more neutral hadrons
in the �nal state carries a higher probability for Particle Flow confusion e�ects to
occur and (ii) the energy of the neutral hadrons is typically measured with the
least accuracy since, according to the Particle Flow principles, they are measured
almost exclusively in the hadronic calorimeter.
Lastly, it must be noted that the increased realism of the detector description

in the DBD version of Mokka was well compensated by signi�cant software im-
provements such that it does not deteriorate the Particle Flow performance.
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CHAPTER 7

SGV: The ILD Fast Simulation

The ILD full simulation, presented in the previous chapter, is characterised by a
high degree of realism. This is achieved by using a comprehensive description of
the detector's active and service materials and by taking into account the detailed
geometrical description of the highly granular ILD design. However, this high level
of detail requires a rather large amount of computing time. Presently, the �eld of
particle physics is very dynamic, especially in view of the excellent performance
of the LHC experiments. Thus, producing large amounts of Monte Carlo data
in a short amount of time is highly desirable. This enables the ILC potential to
be investigated with respect to any new physics that may be observed by other
experiments.
The goals of this section are to introduce the concept of a fast detector simula-

tion and to o�er an overview of the various approaches and techniques presently
implemented in di�erent fast simulations programs. The main focus will be the
detailed description of the ILD fast simulation - La Simulation à Grande Vitesse
(SGV).

7.1 Motivation and Requirements for a Fast

Simulation

While the role of the full detector simulation is very important both in physics
as well as in detector optimisation studies, there are certain situations where its
high level of detail can become a hindrance, especially in terms of computing time.
This is the case, for example, in new particle searches, when performing model
scans or in the study of rare processes. Similarly, the evaluation of the e�ects
caused by backgrounds with large cross-sections also encounters such issues. In
all these cases, a very large number of Monte Carlo events is required to provide
the necessary statistics. Therefore, for this type of studies, the production of
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Monte Carlo samples by means of the full simulation and reconstruction is no
longer feasible.
The solution comes from employing a fast simulation which uses a simpli�ed

detector geometry description and most often a parametrised detector response.
The simpli�cations used in the fast simulation clearly aim at reducing the nec-
essary computing resources. However, the goal remains to provide Monte Carlo
data that is as close as possible to what would be measured in real events and
that accurately emulates the detector response.
As a concrete example, one of the main beam backgrounds at the Interna-

tional Linear Collider (ILC) is the reaction γγ → hadrons, in which two photons
produced by beamstrahlung interact and give rise to real hadrons (described in
section 3.3.2). The cross section of this process is large at approximately σγγ =
35×103 pb [6], as calculated with PYTHIA [154] for the ILC running at a centre-
of-mass energy of

√
s=500GeV. The �rst phase of the "H20" ILC operating sce-

nario [81] foresees an ILC running time of about 4 years at
√
s=500GeV which

would correspond to
∫
Ldt=500 fb−1 of collected data. The expected number of

γγ → hadrons recorded events (N) can be estimated as N=σγγ ·
∫
Ldt, which

gives the very high number of 17.5×109 events.
The event generation of one γγ event, i.e., the step in the Monte Carlo pro-

duction chain that precedes the passing of the outgoing particles through the
detector simulation, takes approximately 10ms [6]. However, the amount of time
necessary to fully simulate and reconstruct such an event is in the order of a
few minutes. This means that producing the whole Monte Carlo sample of this
type of ILC beam background with the ILD full simulation and reconstruction
would take approximately 3000 years of computing time. Even when considering
the resources provided by a large computer cluster, the total CPU time needed
extends over several years.
Furthermore, producing a Monte Carlo sample that has the same size as the

real recorded data is not enough: the statistical errors of the simulation could
a�ect (as systematics) the measured observables used in the analysis. In order to
avoid this issue, it is usually required that the size of the simulated data set should
be 5 to 10 times larger than the amount of real data. This requirement obviously
increases the necessary computing time even more, such that the use of the full
simulation and reconstruction for processes that have such large cross sections is
no longer practical. This concrete example demonstrates not only the usefulness
but also the necessity of developing and employing a fast detector simulation and
reconstruction program.
The ultimate goal is to provide a fast simulation that emulates the detector

response and the reconstruction output as much as possible. The speci�c require-
ments that a fast simulation for ILD must full�l are summarised in the follwing:
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Õ The amount of time necessary for simulating one event should be of the same
order of magnitude as the time required by the event generator to produce
the event. In the case of the event generators typically used for produc-
ing ILC Monte Carlo samples, i.e., PYTHIA (version 6) [69] and WHIZARD

(version 1.95) [167], the required time is on the order of O(10ms). This is
approximately O(103) faster than the full GEANT4-based simulation.

Õ The detector description should be implemented in a �exible, easily ad-
justable way such that detector optimisation studies can be quickly carried
out, if necessary.

Õ The International Large Detector (ILD) concept is characterised by a very
high granularity illustrated, for example, by the unprecedented ECAL cell
size of 5×5mm2 [123]. Consequently, a fast simulation of ILD must be able
to simulate, in the shortest amount of time possible, a detector response
that is compatible with this high level of granularity.

Õ In order to achieve the realism required for physics studies, the ILD fast
simulation must also take into account material e�ects.

Õ The high granularity of the detector is a requirement for the Particle Flow
reconstruction. Considering the precision necessary for physics analysis, the
outcome of the ILD fast simulation should emulate as closely as possible
the performance of the Particle Flow reconstruction, evaluated and studied
in full simulation.

Various di�erent strategies for the fast simulation of collision events have emerged
over the years. The next section provides an overview of the di�erent techniques
available and motivates the choice of SGV as the fast simulation for ILD.

7.2 Overview of Fast Simulation Techniques

There are several fundamental working principles that most fast simulation pro-
grams rely on, for instance: (i) the simple smearing of the particles' four-momentum
vectors, input directly from the event generator, assuming global values for the
detector resolution and material e�ects, (ii) the simpli�cation of the calorimeter
simulation by using frozen showers or (iii) the use of covariance matrix calculat-
ing machines where the full covariance matrix is determined using information
on the intial particles' four-momentum vectors and the detector design.
In the following section, all the methods mentioned above are brie�y presented,

following their current implementations and use either at the LHC experiments
or at the ILC. The di�erent techniques are compared and a special emphasis is
placed on SGV and the motivation for designating it as the standard ILD fast
simulation.
The following fast simulation software packages were considered for comparison:

o The CMS Fast Simulation: FASTSIM. The software framework of the
CMS experiment comprises both a detailed full detector simulation based
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on GEANT4 [155] and a fast simulation, FASTSIM [168], which is an object-
oriented C++ based software package constantly validated and tuned with
respect to the output of the full simulation.

o ATLAS GEANT4 with Frozen Showers. The ATLAS Collaboration has
developed a complex software infrastructure for the Monte Carlo data pro-
duction called the Integrated Simulation Framework [169] (ISF). In ISF, it
is possible to use a full GEANT4-based tracker simulation combined with a
frozen showers technique for the calorimetric system.

o DELPHES3. The DELPHES3 [170] package is a C++ based fast simulation of a
generic collider experiment. It is capable of simulating a tracking system
installed in a magnetic �eld, calorimeters and a muon system.

o SGV: La Simulation à Grande Vitesse. The SGV fast simulation program
[6] was developed with the intial purpose of evaluating the upgrade of the
DELPHI detector [171]. SGV has constantly evolved in the meantime and it
has been intensely used for physics and detector optimisation studies not
only at the DELPHI experiment, but also by the TESLA [172] project,
one of the pre-cursor projects of the current International Linear Collider
e�ort. While the further development of SGV is constantly on-going, the
latest major revision and upgrade of the code itself comprised, among other
improvements, the transition from a Fortran77 based code to Fortran95

plus the removal of certain library dependencies [6]. This led to the creation
of the SGV 3-series that constitute the focus of this section.

The typical data used as input by a fast simulation program is a list of particles
emerging from the collision event created by the event generator. The initial four-
momentum and vertex of origin information is taken into account. In most cases,
the generated particles are also allowed to decay while they traverse the detector
simulation, according to their speci�c branching ratios and kinematics. The decay
products are in turn propagated further through the fast simulation.
The techniques used for simulating the tracking system are rather di�erent

than the ones employed for the calorimeter simulation. Therefore, they will be
discussed separately in the following comparison. The overview of the di�erent
fast simulation programs follows the discussions in references [173], [174] and [168]
for the CMS FASTSIM, [169], [175] and [176] in the case of the ATLAS frozen

showers technique, [170] and [177] for DELPHES3, [6] and [178] regarding SGV.

7.2.1 Fast Simulation of the Tracking System

The Particle Flow paradigm places strong requirements on the tracking system:
the energy of most charged particles would ideally be determined from the tracker
measurements. In the ILD design, the main tracker is a time projection chamber
[123] which is complemented by an envelope of silicon trackers.
In terms of the tracker simulation, the CMS (FASTSIM) and the ATLAS (FATRAS

[179]) fast simulation programs follow similar principles. Consequently, they will
be exempli�ed by the CMS FASTSIM software package in the following.
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The fast simulation programs mentioned previously will be compared in terms
of: (i) the working principles of the tracking simulation, (ii) the implementation
of the detector description and (iii) the types of particle interactions taken into
account.

Working Principles

FASTSIM

The fundamental working principle of the CMS FASTSIM is that the material
e�ects are described by parametrisations at the hit level. The outcome of an
interaction between an incoming particle and the detector material is simulated
by smearing the parameters of the hits (e.g., the position of the hit) produced by
the particle, according to a previously established parametrisation function. The
hits are then treated as input to the more involved, higher level reconstruction
algorithms that are used in the full simulation as well [168].
A simulated hit is created at each intersection point between the particle's

trajectory and a detector layer. Each simulated hit is then transformed into a
reconstructed hit, by taking into account a �nding e�ciency parametrised with
respect to the behaviour of the full simulation. The position of the reconstructed
hit is obtained by applying a Gaussian smearing of the position of the simulated
hit. The Gaussian resolution is parametrised as a function of relevant observables
(e.g., the incident angle of the particle with respect to the tracker layer) and the
parameter values are determined from studying the full simulation. Finally, the
reconstructed hits are used in a fast tracking algorithm, described in [174].

DELPHES3

In DELPHES3, the propagation of a particle through the tracker volume consists
solely of calculating its helix (or straight line) trajectory. The probability to recon-
struct a track is parametrised as a function of the particle's transverse momentum
(PT ) and pseudorapidity (η). The values of the parameters must be input by the
user. Similarly, the momentum resolution must be user speci�ed and it depends
on the particle type (read from the Monte Carlo truth information), the value
of its PT and pseudorapidity. For each track the positions at the vertex and at
the entry point in the calorimetric system are stored. The simulation does not
take into account fake tracks, photon conversions and no dE/dx measurements
are performed [177].

SGV

The CMS tracker consists of three cylindrical layers of silicon pixels and ten layers
of silicon strips [180]. Hence, the number of hits measured per track is an order
of magnitude smaller than the expected ≈200 measurements to be performed for
a track at ILD. Thus, considering the requirement to reduce the computing time
as much as possible, it becomes obvious that the FASTSIM approach of simulating
the material e�ects from parametrisations at hit level is no longer feasible in a
fast simulation of the ILD TPC. A more e�cient solution is provided by SGV.

97



7.2. Overview of Fast Simulation Techniques

In SGV, the simulation of a charged particle's trajectory in a magnetic �eld and
the track reconstruction are essentially carried out in the same step.
The particle's helicoidal track is described by �ve geometrical parameters. The

values of these parameters at the perigee1 are calculated from the particle's Monte
Carlo truth information. To emulate the tracker response, these initial parameter
values are smeared using the corresponding entries from the covariance matrix of
the track parameters computed at the perigee.
For the computation of the covariance matrix, SGV �rst determines how many

measurements will be performed along the track and at which positions in the
detector's coordinate system. Based on this information, SGV then uses a Kalman
�lter [181] approach to obtain the covariance matrix at the perigee. Since ef-
fects like, e.g., energy loss and multiple scattering, are taken into account in the
calculation, no additional track reconstruction step is required.

Detector Description

FASTSIM

The technology used by the CMS tracker is di�erent than the one of ILD, i.e., it
consists of more than 15000 silicon strip modules. The FASTSIM tracker simulation
uses a simpli�ed description of the CMS tracking system employed by the full
simulation. This abridged description [174] consists of more than 30 concentric
cylinders that represent the sensitive layers. The material of the cylinders is pure
silicon and it is assumed to be uniformly distributed. The thickness of each layer
was tuned to the full simulation such that the number of bremsstrahlung photons
is reproduced. The detector description does include non-instrumented cylinders
that represent cables and service materials.

DELPHES3

The DELPHES3 program is not tuned by default to any particular detector ge-
ometry. To enable the straightforward customisation of the tracker design, its
implementation is rather idealised. The tracking system is considered a uniform
volume with neither service materials, e.g., the cathode or endplate read-out elec-
tronics, in the case of a TPC, nor gaps, for instance between read-out modules.
These simpli�cations do not full�l the realism requirements for an ILD fast sim-
ulation.

SGV

The SGV tracker description is a more generalised and �exible implementation
of the same concept employed in FASTSIM. The detector can be described by a
set of cylinders with a common axis, i.e., the z-axis, and a number of planes
arranged perpendicularly to the common axis [178]. Each cylinder is determined
by its radius and the minimum and maximum length in z. Analogously, a plane is
described by its location on the z-axis and by its minimum and maximum radius.

1The perigee is the point on the track's projection in the x-y plane that is closest to the
interaction point (i.e., the origin of the coordinate system).
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The thickness of a cylinder or of a plane, in terms of radiation lengths, can be
input by the user. This description enables a straightforward implementation not
only of a silicon tracker, as in the case of CMS, but also of the ILD time projection
chamber.
The granularity of the TPC read-out modules and, implicitly, the discrete num-

ber of measurements per track can be emulated by the presence of cylindrical
surfaces in the SGV tracker description. The working principle will be described
later in this chapter.
Introducing more realism, in SGV, the planes that describe the TPC endplates

can be divided into active and dead material areas such that the non-instrumented
boundaries between the TPC read-out modules can also be simulated. The �ex-
ibility and level of realism provided by the SGV detector description ful�l the
requirements for the ILD tracker fast simulation.

Simulated Interactions

FASTSIM

In accordance with the technology used for the CMS tracking system, �ve interac-
tions are simulated by FASTSIM in the tracker region: (i) electron bremsstrahlung,
(ii) photon conversion, (iii) energy loss (in the case of charged particles) by
means of ionisation, (iv) multiple scattering and (v) nuclear interactions. Their
implementation is discussed in more detail in [168]. The �rst four are computed
analytically from well-established formulae, as given in [99], while for the latter
an event is randomly chosen from a sample of 2.5×106 nuclear interaction Monte
Carlo events previously simulated in GEANT4 and overlaid in the fast simulation.

DELPHES3

The track trajectory calculation is purely mathematical in DELPHES3. There are
no material e�ects taken into account at this stage and no smearing of the track
parameters is performed. The DELPHES3 simulation assumes a perfect angular
resolution. The propagation of the particles through the tracker is parametrised
based on the magnitude of the magnetic �eld, the radius of the tracker and its half
length - information which must be input into the simulation. Furthermore, the
magnetic �eld, parallel to the beam axis, is considered to act only in the tracker
volume. Thus, particles that have their origin outside of the tracker volume are
ignored. This level of simpli�cation is not compatible with the realism required
by an ILD tracker fast simulation.

SGV

Similarly to FASTSIM, all the fundamental processes that typically take place
in the tracking detectors can be simulated by SGV: photon conversion into an
electron-positron pair, electron bremsstrahlung, multiple scattering and energy
loss via ionisation [178]. The information regarding which interactions should
occur, the energy threshold above which the particles can undergo the respective
interactions and the intrinsic detector resolution must be provided by the user.
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7.2.2 Fast Simulation of the Calorimetric System

Simulating the shower development in the calorimeters takes up a large fraction
of the computing time in a full simulation program. In order to minimise this,
most fast simulation packages rely on one of the following basic principles: (i) the
shower development is emulated using a high degree of simpl�cation or (ii) the
calorimeter response is simulated by smearing the particles' true energy with a
user de�ned detector resolution. The �rst option is exempli�ed in this section by
the CMS FASTSIM and the ATLAS GEANT4 with frozen showers implementations.
The second technique can be illustrated by the DELPHES3 program and SGV. In

DELPHES3, the energy resolutions of the ECAL and of the HCAL are separately
and independently parametrised as a function of the particle's pseudorapidity and
energy. However, the calorimeter simulation is based on a number of assumptions
and approximations [170] that are incompatible with the detector design and
required level of realism for ILD: (i) the calorimetric system is outside the central
B �eld, (ii) the segmentation of the calorimeters is regarded as uniform in φ and
the same granularity is assumed for the electromagnetic (ECAL) and the hadronic
calorimeters (HCAL), (iii) electrons (positrons) and photons are assumed to leave
all their energy in the ECAL while the charged and neutral hadrons deposit all
their energy exclusively in the HCAL (iv) the muons do not interact at all in
the calorimetric system. Consequently, the second working principle of a fast
calorimeter simulation will be exempli�ed in the following only by SGV.

FASTSIM

The CMS ECAL is essentially built from a large number of adjacent crystals.
Therefore, its simpli�ed description in FASTSIM is a homogeneous medium �lled
with lead tungstate crystal. The CMS hadronic calorimeter consists of layers of
steel interspaced with plastic scintillator tiles.
In FASTSIM, the charged and neutral hadrons are propagated through the

tracker and the calorimetric system. If the hadrons start showering in the tracker
they are then replaced with the daughter particles which are then propagated
independently. Otherwise, the hadronic showers may start either in the ECAL or
in the HCAL.
The shower development in the ECAL is simulated using the Grindhammer

parametrisation [182], [183], originally developed for the H1 experiment [95] at
DESY. A calorimeter shower is regarded as a collection of energy deposits that
need to be "placed" in the detector material. The energy deposits are spatially
distributed according to the Grindhammer radial function. The azimuthal energy
distribution is considered uniform in φ [173]. Other e�ects like shower leakage,
energy loss occurring due to the gaps between the calorimeter modules and shower
enlargement under the e�ect of the magnetic �eld are also taken into account.
In FASTSIM, the energy response of the HCAL is described by a double-sided

Crystal Ball function, i.e., a Gaussian convoluted with a power law function to
model the tail of the distribution. The parameters of the Crystal Ball function are
determined from fully simulated samples of single charged pions with a transverse
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momentum range between 2 and 300GeV. This energy response is then applied for
all simulated hadrons: for each hadronic shower the energy deposits are smeared
using the corresponding Crystal Ball parameters obtained for that particular set
of PT and pseudorapidity (η) values. The energy deposits are spatially distributed
in the HCAL materials using a parametrisation similar to the Grindhammer one.
The muons are propagated until they reach the muon chambers and they can

undergo multiple scattering and energy loss via ionisation along their path. The
calorimeters' response to muons is simulated in the same way as for pions.

ATLAS frozen showers

The ATLAS fast simulation framework uses another procedure for the calorimeter
shower development. It is called "frozen showers" [176] and it is motivated by the
observation that up to ≈80% of the computing time is usually taken up by the
shower development of particles interacting in the electromagnetic calorimeter
(ECAL). The frozen showers technique is used mainly for low energy particles
that give rise to large cascades of secondaries in the ECAL. For highly energetic
showers, i.e., that also reach the HCAL, a parametrisation approach that describes
the shower development by means of a longitudinal and a radial distribution is
employed (FastCaloSim [175]).
The frozen showers method consists of interrupting the shower development

once the energy of the initiating particle is low enough to ful�l the halting con-
dition and replacing it with a previously simulated (frozen) shower stored in a
dedicated library, in the respective calorimeter region.
For this purpose, a shower library was �rst created using a full GEANT4 detector

simulation of the ATLAS calorimetric system. In this full simulation, low energy
particles are started right in front of the calorimeter interface, at various positions
and with di�erent energy values. The spatial, timing and energy information of
each individual hit that the particle produces as it passes through the detector
are then stored. The frozen shower library is binned ("catalogued") in energy and
position, the latter being expressed in terms of pseudorapidity.
In the frozen showers technique, the full GEANT4-based simulation is used to

propagate the particles through the inner detector until they reach the calorime-
ters. The information regarding the type and energy of each individual particle
is veri�ed with respect to the shower stopping conditions. If they are ful�lled,
a shower from the library is randomly chosen from the appropriate bin and is
then overlayed in the ATLAS ECAL. Both the pseudorapidity and the energy
bins are chosen randomly from the two adjacent bins, using certain probability
distributions. After the appropriate shower is chosen, the total deposited energy
is scaled to match the energy of the particle that is being replaced by the shower.

SGV

There is a signi�cant di�erence in the design philosophy of the ATLAS and CMS
calorimeters in comparison to ILD. The fundamental principle of the ILD design
relies on very high transverse and depth granularity, required by the Particle Flow
reconstruction.

101



7.2. Overview of Fast Simulation Techniques

For example, the CMS electromagnetic calorimeter [48] is constructed from
23 cm long PbWO4 crystals with a transverse area of ≈2.6×2.6 cm2 in the barrel
region. In contrast, the ILD ECAL has a depth of 18.5 cm in the same detector
region and consists of 30 silicon sensor layers interspaced with tungsten absorber.
Furthermore, the transverse granularity is signi�cantly higher since the sensitive
material is divided in cells with a 5×5mm2 area.
This demonstrates that the shower development techniques used in the FASTSIM

and ATLAS frozen showers are not feasible for an ILD fast simulation. Due to
the high granularity, the necessary computing time would signi�cantly exceed the
required O(10ms) per event. Thus, in contrast to FASTSIM and ATLAS frozen
showers, SGV does not produce a detailed simulation of the calorimetric show-
ers' development. It directly emulates the outcome of a cluster reconstruction
algorithm instead.
The calorimeters are described similarly to the tracker implementation, i.e.,

they comprise a series of nested cylinders for the barrel part and planes for the
endcaps. In order to simulate a highly granular detector, each cylinder or plane
can be divided into adjacent sensitive or non-measuring sectors.
The simulation �rst establishes, for each particle, whether it reaches and subse-

quently interacts in the calorimeters. If this is the case, the type of interaction, i.e.,
giving rise to a hadronic or electromagnetic shower, is also selected. The energy
of the shower is obtained by randomising the particle's Monte Carlo truth energy,
taking into account a user de�ned ECAL or HCAL resolution, respectively, and
a reconstruction e�ciency. Thus, SGV outputs the equivalent of a shower recon-
struction procedure. This approach has the advantage that the time consuming
task of simulating calorimetric showers is avoided.

The four programs considered for illustrating the various fundamental working
principles used in fast simulations can be also compared in terms of their CPU
time performance and complexity. This comparison is presented in the following
section.

7.2.3 Performance

In order to meet the processing time requirements, the fast simulation programs
must emulate not only the detector response, but also the output of the re-
construction stage. Table 7.1 summarises the various fast simulation techniques
discussed in the previous section.
The CMS FASTSIM and ATLAS frozen showers implementations both require

an additional reconstruction step. In FASTSIM, the tracker response is parametrised
at hit level while the calorimeter shower development is described by a set of
functions with parameters adjusted to the full simulation. The frozen showers

method relies on a full GEANT4 simulation of the tracker and randomly samples a
large library of calorimetric showers. Thus, in both cases, the output of the fast
simulation consists of a set of tracker hits for the charged particles and energy de-
posits in the calorimeters for both neutral and charged particles. This data must
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Frozen

showers
FASTSIM DELPHES3 SGV

Software
framework

C++ based C++ based C++ based Fortran 95

Tracker
simulation

GEANT4

full sim.

parametrisations
at hit
level

geometrical
track

extrapolations

covariance
matrix

computations

Calorim.
simulation

GEANT4

shower
library

Grindhammer &
Crystal Ball

parametrisations

Log-normal
param.

Gaussian
param.

Further
recon.
required

Yes Yes No No

CPU time O(102)s 4 s 7-9ms 10ms

Table 7.1: Comparison of the major fast simulation programs presently available, in
terms of working principles and necessary computing time. The quoted CPU time

estimates refer to a single simulated and "reconstructed" event for all four programs.

undergo an extra reconstruction stage before it can be used in physics analysis.
The CMS and ATLAS software frameworks allow the information provided by

their respective fast simulations to be processed with the same software tools
used in the full reconstruction. However, that is clearly not time e�ective. Conse-
quently, both collaborations have developed fast digitisation and reconstruction
plug-ins.
For instance, in the case of FASTSIM, a fast track reconstruction algorithm is

used. It does not perform any pattern recognition but simply �ts the tracker
hits known to belong to a simulated track. The method uses the same �tting
algorithms that are implemented in the full reconstruction. The track seeding
e�ciency is also emulated and, as a simpli�cation, the hits that contribute to a
too large χ2 of the track �t are removed.
The FASTSIM performance in terms of computing time is remarkable. The sim-

ulation and reconstruction time required for a tt event generated at an LHC
centre-of-mass energy of

√
s=13TeV is 4 seconds [168].

The ATLAS full simulation requires an amount of CPU time of the order of
O(103)s [169]. The frozen showers technique reduces the processing time by a
factor of two for a typical QCD event [176].
The DELPHES3 fast simulation directly outputs reconstructed photons and charged

leptons. The photons, muons and electrons are identi�ed by making use of the
Monte Carlo truth in the form of their PDG code [177]. The step that transforms
the simulated information into reconstructed objects is based on smearing the ini-
tial four-momenta of the stable particles according to the tracker and calorimeter
resolutions and e�ciencies described previously. The calorimeter towers, as out-
put by the simulation, can be used as input to the FastJet [184] libraries for
jet clustering. The time necessary for processing a tt with DELPHES3 tuned to
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describe the CMS detector is about 9ms [170].
The processing times required by the FASTSIM and ATLAS frozen showers

techniques are at least three orders of magnitude larger than the requirement
for an ILD fast simulation. DELPHES3 does full�ll this constraint, however, its
wide range of simpli�cations in terms of the detector description and considered
material e�ects are not compatible with the level of realism needed in an ILD
fast simulation.
In SGV, the tracker simulation and reconstruction steps are essentially per-

formed simultaneously thanks to the Kalman �lter [181] track �tting approach.
The simulation of the calorimeters follows the same philosophy: the shower energy
is essentially obtained by smearing the particle's true energy with an input de-
tector resolution. Consequently, in contrast to FASTSIM and ATLAS with frozen

showers, no additional reconstruction step is required. This o�ers a signi�cant
advantage regarding the necessary computing time.
Furthermore, SGV also provides user-steerable routines that perform track-

cluster associations and, subsequently carry out a basic particle identi�cation
procedure.
Therefore, in comparison to FASTSIM and ATLAS with frozen showers, SGV

can directly output reconstructed particles without requiring further reconstruc-
tion tools. The amount of processing time is of the order of O(10)ms per event
[185] which easily ful�ls the ILD requirement and is up to three orders of magni-
tude faster than the performance of the two programs mentioned above.
The advantages presented by SGV concerning the required computing time, the

detector description and response as well as their straightforward implementation
informed the decision to designate it as the standard fast simulation program
for ILD. The following section provides a more detailed overview of its working
principles.

7.3 The SGV Fast Simulation

The present summary of the simulation techniques employed in the ILD fast
simulation, SGV, follows the discussions in [6] and [178].

7.3.1 Simulation of Particle Interactions and Decays

In the �rst stage, the program must determine which outgoing particles will inter-
act in the detector. The minimum momentum that electrons and photons must
have in order for these interactions to take place can be speci�ed by the user.
Once a photon conversion or electron bremsstrahlung interaction occurs, the

initial particle is �agged as decayed which means that the detector "layers" that
the particle would traverse after the interaction occured are discarded and not
taken into account in the measurement error computation. However, if the en-
ergy loss su�ered by an electron via bremsstrahlung is small enough, the original
particle is kept and marked as undecayed. Moreover, the threshold (in terms of
the amount of lost transverse momentum via bremsstrahlung) at which a new
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electron should be created to replace the "original" one can also be speci�ed by
the user. The radiated photon is always saved.
The particle decays that take place in the detector volume are handled in the

following manner: typically, the event generator provides information related to
the position of the decay vertex and regarding the momenta of the daughter
particles. If the decaying particle is neutral, then the information on the decay
vertex position can be used directly, since the trajectory of a neutral particle
is not a�ected in the presence of the magnetic �eld. In the case of a charged
decaying particle, the position of the decay vertex and the momenta of the decay
products are adjusted to take into account the presence of the magnetic �eld since
the generator has no knowledge about its strength and orientation.
Both for charged as well as for neutral particles, the distance in the detector

that they have traversed before decaying is recorded. In case a particle reaches
the calorimeter before decaying it is marked as stable [178]. The electrons and
photons that reach the calorimeters are discarded from the layers that they would
intersect further out, while muons and hadrons continue.

7.3.2 Simulation of the Tracking System

In SGV, the description of the helicoidal track produced by a charged particle
is expressed in terms of �ve parameters, de�ned with respect to the detector
coordinate system and illustrated in �gure 7.1:

(a) (b)

Figure 7.1: Sketch illustrating the parameters used to describe the trajectory of a
charged particle in a magnetic �eld. Panel (a) shows the projection in the x-y plane of

a segment of the helicoidal track. Panel (b) shows its projection in the s-z plane,
where s represents the corresponding arc length from the x-y plane. Figure adapted

from [186].

Õ d0, also known as the impact parameter, is the distance in the x-y plane
between the projection onto that plane of the interaction point (IP) and
the perigee (P 0 in �gure 7.1).

Õ z0, the z-coordinate corresponding to the perigee.

Õ φ0, the azimuthal angle of the track at the perigee.

Õ θ0, the polar angle of the track at the perigee.
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Õ Ω, de�ned as |Ω|=1/R, where R is the track radius of curvature in the x-y
projection. The sign of Ω is de�ned by "following" the particle's momentum
along the track: it is considered positive if the particle travels counter clock-
wise and negative when it moves clock-wise with respect to the IP.

The �rst step consists of determining the values of the �ve track parameters at
the perigee. This is carried out using the Monte Carlo truth information regarding
the momentum of the particle and the position of its starting point in the detector,
e.g., the interaction point (IP).
Next, the trajectory along which the particle would travel is extrapolated. The

helix is followed throughout the detector and the speci�c tracker "surfaces" that
it intersects are determined and stored in a list. At this point, an approximation
is made: all tracks are assumed to originate at the centre of the detector. The
tracking continues outwards until the particle's trajectory crosses the starting
layer of the outermost calorimeter. This is illustrated in �gure 7.2.

Figure 7.2: A sketch of the tracking simulation procedure. It depicts the projection of
a quadrant of the ILD in the x-y plane. The track is followed through the detector and

the surfaces that it intersects are recorded. Picture taken from [6].

A sector of the silicon tracking system can be seen in the lower left corner of
�gure 7.2. It is surrounded by the ILD tracker, here pictured in red. The elec-
tromagnetic calorimeter is illustrated by the magenta layers, while the hadronic
calorimeter is depicted in yellow. The trajectory of a charged particle, marked
in black, is extrapolated through the detector. Its intersections with the tracker
layers are illustrated by black markers.
The next step in SGV consists of analytically computing the covariance matrix

of the track parameters at the perigee, by using the previously determined list
of surfaces that the track intersects. The calculation takes into account both
the e�ects of the extrapolation uncertainties as well as the impact of multiple-
scattering and energy loss that can occur when the particle traverses the silicon
detector surfaces.
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The method applied in SGV for computing the covariance matrix is essentially
an adaptation of the well known Kalman �lter procedure [181]. In the context of
track reconstruction, the Kalman �lter is a method that can perform both the
track �nding and the track �tting. It progresses from one measurement to the
next and it improves the knowledge of the particle's trajectory with each added
measurement.
In high energy physics, the Kalman �lter �rst materialised in the form of the

Billoir track �tting method [187], [188]. The principles underlying the two pro-
cedures are fundamentally the same and SGV follows the Billoir approach. The
following paragraphs provide an overview of how this technique was implemented
in SGV.
The covariance matrix (at the perigee) emulates the output and the precision

of a track �tting procedure that uses all the measurements performed along the
particle's trajectory. For the calculation, the track is followed from the outer-most
layer of the tracker inwards. The inward direction is chosen such that the optimal
information about the track parameters may be obtained at the closest point
possible with respect to the IP [189].
When the track intersects one of the tracker "layers" a new measurement of

the track parameters is performed. The addition of the newly determined (track)
parameters' values improves the knowledge (i.e., the precision) of the particle's
trajectory. The SGV code adds the new values in quadrature to the corresponding
elements of the covariance matrix.
When the silicon tracking system is reached, the material e�ects like multiple-

scattering, for example, are taken into account. They can decrease the precision
on the track trajectory once again. Therefore, they are added to the inverse of
the covariance matrix, also known as the weight matrix.
After this step, the weight matrix is inverted in order to return to the covariance

matrix and the latter is translated along the particle's helicoidal trajectory to the
next traversed surface in the list. The procedure is repeated until the point of
closest approach (perigee) is reached.
In SGV, the tracker resolution is simulated by using the �nal covariance matrix

for smearing the previously calculated track parameters at the perigee. This is
done by means of the Cholesky decomposition technique [190]. The Cholesky
decomposition is a method for expressing a Hermitian, positive-de�nite matrix
(i.e., in this case, the track parameters' covariance matrix at the perigee) as the
product of a lower triangular matrix (L) and its conjugate transpose (L∗).
In order to randomise the smearing process, the lower triangular matrix L is

multiplied by a vector ~v which contains uncorrelated random variables [6]. This
method ensures that the product L~v will retain the correlations of the covariance
matrix.
As a simpli�cation, any pattern recognition issues that could arise in the real

track reconstruction are not taken into account. Problems in the hit pattern
recognition could lead to a number of tracks being lost. In SGV, a track is missing
only if its covariance matrix cannot be computed. Such a situation arises when the
particle's trajectory intersects far too few tracker surfaces (i.e., less than three).
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This is essentially the case of too few track measurements which can happen if the
charged particle: (i) has very low momentum and cannot reach the 3 inner-most
layers, (ii) travels down the beam-pipe or through an uninstrumented gap in the
detector or (iii) it decays before hitting the minimum required 3 layers.
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Figure 7.3: Performance of SGV tracker simulation: comparisons of the momentum
error σ1/p as a function of the particle's transverse momentum between the full

simulation (dots) and SGV (lines) for various detector con�gurations. Figure taken
from [6].

The performance of the SGV implementation of the ILD tracking system is
illustrated in �gure 7.3 as the momentum resolution versus the particle's traverse
momentum.
The distribution was obtained for various con�gurations of ILD, marked by the

di�erent colours. The result of the full ILD simulation is presented as the dotted
markers, while the SGV performance is depicted by the continuous lines. The very
good agreement between the two (simulations) is clearly visible in �gure 7.3.

7.3.3 Simulation of the Calorimeters

In order to meet the stringent computing time requirements, i.e., 10ms for sim-
ulating and reconstructing an event, SGV does not simulate the development of a
calorimeter shower.
In the �rst step, the program determines which calorimeters will be reached

by the particles. For this purpose, the intersection points between each particle's
trajectory and the calorimeters' surfaces are determined. The outcome is a list
of reached calorimeters, created for each particle in the event. The list is ordered
according to the distance between the point where the particle originates and the
calculated intersection point.
Following this stage, SGVmust decide for each particle if and how it will interact

in the calorimetric system. This involves �rst checking whether the particles decay
before reaching the calorimeters. If they do not, the electrons and photons deposit
their energy in the ECAL, the hadrons are detected as minimum ionising particles

108



Chapter 7. SGV: The ILD Fast Simulation

(MIPs) in the electromagnetic calorimeter while the muons are seen as MIPs in
both the ECAL and the HCAL [178]. The true Monte Carlo energy of each particle
is veri�ed with respect to the user set energy-threshold that determines whether
the particle will be detected at all. Finally a detector e�ciency is applied which
can result in some particles not being seen in the calorimeters. However, even if
a particle is not detected in the calorimetric system, SGV still checks whether the
particle may be measured later on in a di�erent detector subcomponent.
Once it was decided that a particle reaches and interacts in the calorimeters

(either as a MIP or by showering), the detectors' energy response is simulated.
In the case of particles that produce a calorimetric shower, the observed energy
is determined by sampling a Gaussian distribution that has the true (Monte
Carlo) energy of the particle (Etrue) as its mean. When hadrons start showering
before reaching the HCAL, the amount of energy deposited in the respective
sub-detector is �rst subtracted. The measurement uncertainty (σE) is given by
σE =

√
r2

1/Etrue + r2
2, where r1 and r2 are parameters that must be provided

by the user. For MIPs, both the measured energy and the width of the energy
distribution must be provided by the user.
In the next step, the shower axis is simulated in SGV. In the case of highly

granular detectors, as is the case of ILD, the shower axis is described by four
parameters: two for the starting point of the shower and two for its angular
orientation, i.e., the polar and the azimuthal angles. The measured values and the
associated uncertainties are simulated as described above for the energy response.
One of the most challenging stages in the Particle Flow event reconstruction is

the calorimeter shower-track association. SGV provides a routine that can perform
this task. The user can input a value for the minimum distance (in cm), between
the starting point of the shower and the point where the track extrapolation
reaches the calorimeter inner surface, at which it is possible to separate the track
from the shower. The program loops over all tracks and showers and decides,
depending on each calculated distance, whether they can be associated. As a
measure for increasing realism, the routine is designed to accommodate the further
implementation of track-shower association erros.
The �nal stage consists of performing a basic particle identi�cation procedure.

Thus, SGV identi�es: the showers produced by charged particles in the ECAL as
electrons or positrons, the charged particles giving rise to hadronic showers in the
HCAL are identi�ed as charged pions, while in the case of neutral particles the
showers in the ECAL are associated to photons and those in the HCAL to K0

L.
Furthermore, SGV also emulates an important component of the Particle Flow

reconstruction by storing the tracker measurements for determining the energy
of charged particles and the calorimeter measurements for the particles that were
not detected in the tracker.
The techniques described above and their straightforward software implemen-

tation ensure that SGV ful�ls the �exibility, realism and computing speed require-
ments for a fast simulation of ILD.
The Particle Flow reconstruction is crucial for achieving the physics goals of

the ILC. Consequently, SGV must emulate the ILD Particle Flow performance as
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determined from full simulation studies. In this regard, the excellent agreement
between SGV and the full simulation concerning the tracking performance is very
promising.
Evaluating and studying ways of improving the Particle Flow performance of

SGV were some of the main tasks of this thesis. The dedicated studies performed
and their results will be presented in detail in the next chapter.
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CHAPTER 8

Particle Flow Emulation in SGV

SGV, La Simulation à Grande Vitesse [6], is the fast simulation program chosen
for the International Large Detector (ILD). It ful�ls the requirements of a highly
granular, Particle Flow based detector to a high degree. Data samples produced
with SGV have already been used by a large number of ILC physics studies, e.g.,
the analysis of a supersymmetry scenario involving light and mass degenerate
higgsinos [80].
The SGV simulation of the ILD tracking system agrees very well with the result

of the full simulation, as shown in the previous chapter, i.e., in �gure 7.3.
Concerning the simulation of the ILD calorimetric system, SGV includes from

the start a substantial degree of realism. The program incorporates methods to:
(i) randomly generate errors on the shower energy, position and shape (i.e., shower
axis), (ii) combine showers based on their position and axes information and (iii)
further implement association errors in the track-shower matching procedure.
In order to ensure that the Monte Carlo data produced with SGV can be used for

physics and detector optimisation studies, it is essential that the fast simulation
emulates the Particle Flow approach and performance of the ILD full reconstruc-
tion, speci�cally, the PandoraPFA [7] reconstruction algorithm, to a high degree.
Evaluating the Particle Flow performance of SGV was one of the central tasks of

this thesis. The present chapter �rst provides a detailed account of the study car-
ried out to determine the default SGV Particle Flow performance. It then discusses
the potential association errors that lead to an inevitable degree of confusion in
the Particle Flow reconstruction and describes how they have been implemented
in SGV. Lastly, the SGV performance after implementing the confusion emulation
procedure is presented.
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8.1 SGV Default Particle Flow Performance

The Particle Flow performance is typically evaluated in terms of the jet energy
resolution, de�ned and discussed in chapter 4. Following the simpli�cations de-
scribed and motivated in sections 4.2 and 6.6.2, the jet energy resolution can be
approximated by: σEj

≈ σDet.⊕ σConf..
The detector energy resolution already implemented in SGV, as presented in

section 7.3, accounts only for the σDet. contribution. In the default running mode
of SGV, the Particle Flow confusion e�ects, σConf., are not taken into account.
Thus, the fast simulation perfectly reconstructs the calorimeter showers, with-
out considering any of the unavoidable clustering errors that may occur in the
Particle Flow reconstruction. Furthermore, it also performs perfect track-cluster
associations. This SGV running mode is known as "SGV with perfect calorimetry"
(SGVPERF) and it represents a �rst order approximation of the full reconstruction.
Consequently, in view of the physics analyses performed with SGV Monte Carlo
data, it is important to investigate how well the PandoraPFA performance is em-
ulated by the SGVPERF output.
For this purpose, a study was carried out in the context of this thesis using

Monte Carlo data samples typically denoted as "Z → uds". As discussed in
section 6.6.2, the motivation for using this type of events is that the single jet
energy can be directly estimated from the considered ILC centre-of-mass energy:
Ejet=

√
s/2. This averts introducing inevitable association errors that can occur

when employing a jet clustering algorithm.
The SGVPERF output was evaluated in comparison to the results obtained with

the two subsequent versions of the ILD full simulation and reconstruction, LoI
and DBD, described in chapter 6.
Table 8.1 provides an overview of the data sets used in the performance study.

Thus, six di�erent Z → uds data sets have been produced with the default
(i.e., DBD equivalent) ILD con�guration of SGVPERF (version rv86), considering the
following ILC centre-of-mass energies: 30, 40, 91, 200, 360 and 500GeV. Each
data sample consisted of 10000 events.

√
s [GeV] LoI DBD SGVPERF

30 - Simulated Simulated
40 - Simulated Simulated
91 Standard Standard Simulated
200 Standard Standard Simulated
360 Standard Standard Simulated
500 Standard Standard Simulated

Table 8.1: Summary of the Z → uds data sets used in the comparison of the SGVPERF
Particle Flow performance. The data samples produced speci�cally for this study are

marked as "Simulated".

Concerning the full simulation, only the four Z → uds data sets in the energy
range between 91 and 500GeV were originally produced, for each version.
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Based on the data obtained with the LoI full simulation1, the PandoraPFA

performance was evaluated and the results were presented in the ILD Letter of
Intent document [109]. The DBD data1 was employed in the assessment of the
PandoraPFANew performance and the outcome was described in the "Detectors"
volume of the ILC Technical Design Report [123] (TDR). All these previously
obtained performance results are used directly for the comparison with SGVPERF.
Nevertheless, in a signi�cant number of collision events with more than two

jets, at least one of them can have an energy lower than 45.5GeV. Therefore,
it is important to evaluate and compare the Particle Flow performance for less
energetic jets as well. In the LoI case, the simulation and reconstruction of the two
additional lower energy data samples, i.e.,

√
s=30GeV and

√
s=40GeV, was no

longer technically feasible. However, the two data sets have been fully simulated
and reconstructed, speci�cally for this study, using the DBD version.
The SGVPERF performance was analysed in terms of two observables that are

highly important for the Particle Flow reconstruction: (i) the visible energy, i.e.,
the sum of the reconstructed particles' energies and (ii) the jet energy resolution.
The results and their comparison to the full simulation are discussed in the fol-
lowing.

Visible Energy
The distribution of the total visible energy (Evis) reconstructed in Z → uds
events is shown in �gure 8.1 for four di�erent ILC centre-of-mass energies: 91,
200, 360 and 500GeV. Due to the limited data availability, the SGVPERF result,
illustrated by the dashed, coloured line, is compared only to the DBD output.
The Evis distributions have been compared in terms of: their peak position,

expressed in terms of Mean902 and their width, expressed as rms902.
It can be seen from �gure 8.1 that, for all four shown SGVPERF distributions, the

position of their peak is well compatible with the DBD result. Indeed, this is the
case for all six considered data samples. The Mean90 values all agree within 1%.
The situation is rather di�erent regarding the widths of the visible energy

distributions. It is already noticeable from �gure 8.1 that the SGVPERF Evis distri-
butions become narrower with respect to the DBD histograms as the value of the
centre-of-mass energy increases.
A comparison of the rms90 values reveals that: for the lowest energy sample, i.e.,√
s=30GeV, the width of the SGVPERF distribution is approximately 7% smaller

than its DBD counterpart. This e�ect decreases up to a factor of three for centre-
of-mass energy range between 40 and 200GeV.
However, in the case of the last two Z → uds data sets, i.e., with

√
s=360GeV

and
√
s=500GeV, the SGVPERF distribution is narrower than the DBD output by

21% and 29%, respectively. The width of the visible energy distributions obtained
with the full simulation increases at high jet energies. This is expected since the
relevance of the confusion e�ects increases with the jet energy [7].
The discrepancy is even larger in the comparison with the quoted LoI data:

1Marked as "Standard" in table 8.1.
2Following the de�nition presented in section 6.6.2.
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Figure 8.1: Comparison of the SGVPERF performance with respect to the DBD full
simulation. The comparison is performed in terms of the visible energy in the
reconstructed Z → uds events for four di�erent ILC centre-of-mass energies.

23% for the
√
s=360GeV data set and 33% in the case of the

√
s=500GeV data

sample. Thus, from the obtained rms90 values it can be concluded that SGV, with
the default perfect calorimetry setting, does not fully reproduce the full simula-
tion result.

Jet Energy Resolution
The jet energy resolution is de�ned, as presented in section 6.6.2, by σEj

/Ej =
rms90(Ej)/Mean90(Ej). However, what is actually observed is, in fact, the visible
energy. In the considered Z → uds events, the visible energy is equivalent to
the di-jet energy: Evis≡ Ejj. The di-jet energy resolution is described analogously
by the expression: σEjj

/Ejj = rms90(Ejj)/Mean90(Ejj). Thus, using the obtained
rms90(Ejj) and Mean90(Ejj) values, the di-jet energy resolution can be calculated
for the six data samples employed in this analysis.
Furthermore, for the Z → uds type of events, the link between the jet en-

ergy resolution and the di-jet (visible) energy resolution is given by: σEj
/Ej =√

2 · σEjj
/Ejj, as shown in section 6.6.2. Consequently, the discrepancies observed

between the rms90 values of the SGVPERF and the full simulation Evis distributions
will have an impact on the corresponding jet energy resolutions.
In �gure 8.2, the jet energy resolution is represented as a function of the sin-
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Figure 8.2: Performance of SGV: comparison in terms of the jet energy resolution with
respect to the full simulation versions DBD and LoI, described in chapter 6.

gle jet energy.
The small di�erences that can be observed between the LoI (PandoraPFA) and

DBD (PandoraPFANew) results were addressed in section 6.6.2.
It can be seen from �gure 8.2 that, for jet energies between 50 and 100GeV,

SGVPERF can well reproduce the jet energy resolution obtained with the DBD version
of the full simulation. However there is an ≈ 8% di�erence for smaller jet energies
(<50GeV). This increases up to 30% for the highest jet energy.
Since the inevitable Particle Flow confusion e�ects increase with the jet energy

it was expected that the discrepancy between SGVPERF and DBD also becomes larger
at high jet energies.
However, the ≈ 8% disagreement at low jet energies requires further inves-

tigation. There are several potential causes, e.g.: (i) the threshold e�ects that
may occur in highly granular calorimeters and that could lead to energy loss if
small signals are split over a large number of calorimeter cells or, once again, (ii)
standard confusion e�ects.
Lastly, it must be noted that the di�erence between the SGVPERF and the LoI

results is on average up to 5% larger than in comparison to the DBD version.
This implies that, in physics studies, the "perfect calorimetry" mode of operat-

ing SGV would provide a too optimistic emulation of the Particle Flow reconstruc-
tion. The discrepancy between the SGVPERF and the full simulation results most
probably stems from the confusion e�ects that can occur during the Particle Flow
reconstruction and which are not taken into account by default in SGV. Therefore,
the level of realism of the ILD fast simulation should be increased in this respect.
The most important aspects of the Particle Flow confusion that must be taken
into account are described in the following section.
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8.2 Association Errors in Particle Flow

Reconstruction

In comparison to the LHC, the detector occupancy after a collision event is benign
at a lepton collider like the ILC. Nevertheless, even in e+e− events, the track
and cluster multiplicities can be quite large, of the order of O(102). At high
energies, the hadronic jets are even more collimated. Calorimeter showers can
overlap, providing the Particle Flow algorithms with a signi�cant challenge when
reconstructing clusters, despite ILD's highly granular design. Furthermore, this
also increases the probability for track-cluster association errors to occur.
There are two main confusion e�ects that in�uence the total reconstructed

(visible) energy and, implicitly, the jet energy resolution. They are depicted in
�gure 8.3.

Double-counting
According to the Particle Flow principle, the energy of a charged particle would
be determined exclusively from the tracker measurements. When the particle has
enough energy to traverse both the TPC and the calorimetric system, both its
track and its calorimeter shower are reconstructed. It is possible that, occasion-
ally, an error occurs during the cluster reconstruction. Instead of including all
the energy deposits produced by the charged particle into a single cluster, the
algorithm inadvertently produces two (or more) distinct clusters instead. Fur-
thermore, when only one of the two clusters is associated with the corresponding
track, the particle's energy is double counted.
Speci�cally, the charged particle contributes to the total reconstructed energy

twice: (i) via the track measurement and (ii) via the split cluster fragment that
was not matched to any track and thus is treated as a neutral particle. This
situation is illustrated in �gure 8.3a.

Energy loss
The opposite e�ect occurs when the calorimetric shower produced by a neutral
particle is wrongly reconstructed as two or more distinct clusters. If a charged
particle passes through the detector, at a close distance, a fraction of the split
cluster (or even the entire neutral cluster) can be inadvertently reconstructed as
part of the shower produced by the charged particle. This case is shown in �gure
8.3b.
The energy determination of the charged particle follows the Particle Flow

principles, i.e., it makes use of the tracker measurement, while the calorimeter
information is discarded. Consequently, the energy contribution from the wrongly
split and subsequently merged fraction of the neutral cluster3 is lost.
Other confusion e�ects like, e.g., associating a charged cluster to the wrong

track or splitting a neutral cluster without associating any of the split fractions

3In the following, the calorimeter clusters produced by a neutral particle will be called neutral

clusters, while the ones created by a charged particle will be termed charged clusters.
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Figure 8.3: Illustration showing the two possible confusion e�ects that may occur
when matching tracks with calorimeter clusters: (a) energy double counting, (b) lost
energy. Here, the notation p± denotes a charged hadron while h0 indicates a neutral

hadron. Sketch adapted from [108].

to a track, can also occur. However, this type of errors do not impact the total
reconstructed energy in the event or the momentum. Therefore, these association
errors are not considered in the following discussion.

In order to achieve an SGV output compatible with the full simulation, in
terms of total visible energy and, implicitly, jet energy resolution, the double-
counting and energy loss e�ects must be implemented in the fast simulation. The
most e�ective way to realise this is by studying and parametrising the behaviour
of the full reconstruction with respect to the unavoidable Particle Flow confu-
sion. The obtained parametric functions represent a simpli�ed description of the
PandoraPFA performance and can be added to SGV. For this purpose, several stud-
ies of the PandoraPFA behaviour were carried out. They are described together
with the obtained results in the following section.

8.3 Particle Flow Confusion Studies in Full

Simulation

The inevitable association errors that can occur in any Particle Flow reconstruc-
tion algorithm, as described above, must be emulated in SGV. This endeavour is
an ongoing process.
Due to the stringent computing time requirements that a fast simulation must

ful�l, SGV does not simulate the development of calorimetric showers and, hence,
the confusion errors cannot be implemented at calorimeter shower level.
A much more advantageous solution is to parametrise the likelihood for an

association error to occur as a function of particle-level observables, e.g., the
particle energy, etc. This can be achieved by performing a detailed study of the
full simulation behaviour in terms of several relevant observables. Such a study
was carried out for this thesis as an initial proof-of-principle.

117



8.3. Particle Flow Confusion Studies in Full Simulation

8.3.1 The Cluster Merging Probability

The inadvertent merging of calorimeter clusters during the Particle Flow recon-
struction stage can have a signi�cant impact on the �nal visible energy in the event
if the merged clusters were produced by particles of di�erent electric charge, i.e.,
neutral and charged. This confusion error can lead either to the loss of a certain
amount of energy in the event or to its double-counting, as illustrated in section
8.2. It is therefore important to investigate the circumstances in which this issue
occurs.
It was considered that calorimeter clusters are typically wrongly merged by

PandoraPFA in events with high particle multiplicities and densities since a very
busy environment would be more likely to cause confusion. The degree of isolation
of a certain particle and of the cluster it produces in the detector was asumed to
a�ect the likelihood that the latter is accidentally merged with other clusters.
A Monte Carlo study was carried out in the context of this thesis to investigate

the relation between the probability that two clusters, produced by two particles
of di�erent electric charge, are merged and the degree of isolation exhibited by
each of the two particles producing the clusters. The most important aspects and
results of the study are presented in this section.
Since confusion errors are more likely to happen in busy events, a Standard

Model process characterised by multi-jet �nal states, i.e., e+e− → qqqq (W+W− →
hadronic jets) was chosen for the study. A data set of 371000 Monte Carlo events
produced with the LoI version of the ILD full simulation, considering the ILC
running at a centre-of-mass energy of

√
s=500GeV, was used in the analysis. The

reason for using only LoI data is that the DBD version of the full simulation was
still under development at the time when the present study was performed.
In view of a straightforward implementation in SGV but also to prevent increas-

ing the required computational time, the confusion e�ects should be studied and
parametrised in terms of observables that are easily accessible in the fast simula-
tion. Consequently, the degree of isolation for any given particle was expressed in
terms of the distance, diso., to the closest neighbouring particle of di�erent charge.
From an experimental point of view, there are various approaches to de�ning the
distance between two particles, i.e., their trajectories in the detector. For in-
stance, it is usual for hadron collider experiments to de�ne the distance between
two particles in the η-φ plane as: dhad. =

√
(η1 − η2)2 − (φ1 − φ2)2, where η1,2

represent the pseudorapidities and φ1,2 the azimuthal angles of the two particles.
The distance de�nition employed in this study is described below.

The Distance De�nition
The distance d between any two particles in the event was de�ned as the three-
dimensional straight line distance computed in the ILD coordinate system [191]
between two chosen points on the particles' trajectories, as shown in �gure 8.4.
For simplicity, the location on the particle's trajectory chosen for calculating
d was the intersection point, e.g., Pinti (xi, yi, zi), where the trajectory reaches
the ILD tracker's (TPC) outer cylindrical surface. Another possible choice would
have been the point of intersection with the inner surface of the electromagnetic

118



Chapter 8. Particle Flow Emulation in SGV

calorimeter (ECAL).
However, the coordinates for neither of these two potential trajectory locations

were stored in the LoI Monte Carlo data. Consequently, this information had to
be computed from �rst principles for this study. The geometrical layout of the
ILD ECAL is an octagonal prism which makes it computationally more complex
to determine the coordinates of the intersection point with particle's trajectory.
In contrast, the ILD tracker is a cylindrical time projection chamber, hence, the
calculation of the intersection point is more straightforward. This informed the de-
cision to de�ne d as the distance between the two points where the trajectories of
any pair of particles in the event cross the TPC outer surface. For illustration, two
such intersection points are marked as Pinti (xi, yi, zi) and Pintj (xj, yj, zj) in �gure
8.4. The distance is then calculated as: d =

√
(xi − xj)2 + (yi − yj)2 + (zi − zj)2.
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Figure 8.4: Sketch illustrating the de�nition of the three-dimensional straight line
distance between two particles employed in the study of the cluster merging
probabilty. All points and distances are de�ned in the ILD coordinate system.

A procedure was developed for this analysis to determine the coordinates of
the intersection point with the TPC outer surface, Pinti , for any particle i. It
relies on the Monte Carlo truth information regarding the particle's charged or
neutral nature, the location of the vertex where it was created (typically the
interaction point) and the magnitude of the three components (|~px|, |~py|, |~pz|) of
its momentum vector expressed in the ILD coordinate system [191]. Based on this
information, the standard �ve track parameters de�ned in [192] are determined.
The procedure then extrapolates the particle's trajectory until it reaches the TPC
outer surface, handling charged and neutral particles separately.
In the case of neutral particles, the procedure simply calculates the intersection

of the straight line trajectory with the cylindrical TPC surface.
The trajectories of charged particles are extrapolated as perfect helices, follow-

ing the calculations described in [193], [192] and [194]. The method di�erentiates
between: (i) trajectories that curl inside the TPC volume until they reach the
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end-plate and (ii) trajectories that intersect the TPC outer surface before com-
pleting a full 2π rotation in the x-y plane. The two cases are treated distinctly.
The performance of the trajectory extrapolation procedure is presented in �gure

8.5. The shown plots were obtained by drawing the coordinates of the calculated
intersection point for each particle in the Monte Carlo data set (371000 e+e− →
qqqq events) used for the analysis.
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Figure 8.5: Performance of the trajectory extrapolation procedure. The calculated
intersection points with the TPC outer surface are shown for the entire data sample in
the R-z plane in pannels (a) and (b) and in the x-y projection in pannels (c) (neutral

particles) and (d) (charged particles).

The projections in the R-z plane of the calculated intersection points, Pinti ,
are shown in �gure 8.5a, where R represents the radial distance de�ned as Ri =√
x2
i + y2

i . The plot contains contributions from both charged and neutral par-
ticles. The result essentially shows a transverse section, along the z-axis, of the
ILD time projection chamber. The vertical segments correspond to the TPC end-
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plates. The dimensions are in very good agreement with the ILD design values
quoted, for instance, in �gure 5.1. Since the goal of the extrapolation procedure
was to compute the intersection points of the particles' trajectories with the outer
surface of the ILD tracker, �gure 8.5a con�rms the accuracy of the computation.
Nevertheless, it can be observed that no intersection points were calculated

inside the TPC volume, e.g., for particles interacting in the central cathode plane
or in the forward tracking detector (FTD). These detector sub-components were
neglected in the extrapolation. The reason for this is that it would be very unlikely
for particles interacting in these detector regions to produce relevant calorimeter
clusters. Therefore, in the context of the cluster merging probability study, these
cases can be safely ignored.
The same R-z projection for both charged and neutral particles is shown in

�gure 8.5b for one half of the ILD tracker. The colour code indicates the number
of particles that have their calculated intersection point in a speci�c region of
the detector. The fact that the study was performed using W+W− → hadrons
events which are typically forward oriented in the detector is illustrated by the red
areas (indicating high particle multiplicities) located on the end-plate. This rep-
resents another con�rmation of the good performance provided by the trajectory
extrapolation procedure.
The projections of the calculated intersection points in the x-y plane are shown

in �gure 8.5c for neutral and in 8.5d for charged particles. The particle multiplic-
ities are illustrated by the colour code. Most particles appear to be associated
with an intersection point located at the outermost region of the x-y circular
projection. This is due to the fact that the multiplicity values shown in the x-y
plane are in fact the result of integrating the numbers of particles having their
intersection point in the barrel all along the TPC length in z.
Lastly, it must be noted that the trajectory extrapolation procedure is only a

�rst order approximation since it relies exclusively on geometrical calculations.
No energy loss, multiple scattering or magnetic �eld distortion e�ects were taken
into account. The requirement for a more realistic approach was already met in
the subsequent version of the ILD full simulation, DBD, by storing the coordinates
of several relevant points along a particle's trajectory in the output data.

The Cluster Merging Condition
The LCIO event data model (EDM), described in section 6.1, stores not only
Monte Carlo truth and reconstruction-related information, but also several links
(LCRelations) between the two as shown in �gure 6.1. The availability and use of
these links was crucial for this analysis. The most relevant relations were the ones
connecting (in both directions) the information regarding Monte Carlo True par-
ticles (MCPs) to the associated reconstructed particles (PFOs) and their respective
clusters formed by PandoraPFA.
To illustrate the conditions in which two clusters are considered merged, it is

useful to refer to the example shown in �gure 8.6.
On the Monte Carlo truth level (8.6(a)), two hadrons, a charged (MCPA) and a

neutral one (MCPB), interact in the ILD tracker and/or in the calorimetric system.
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(a) (b) (c)

ECluA E
Clu
MergedECluB

MCPA MCPB

Figure 8.6: Sketch illustrating the accidental merging of two calorimetric clusters in
the Particle Flow reconstruction.

Their calorimeter showers overlap. By making use of the chain of LCRelations
between the simulated calorimeter hits and the formed (reconstructed) clusters,
the total amount of visible calorimetric energy produced exclusively by the two
particles, EClu.A and EClu.B , respectively, can be determined.
Due to the inevitable Particle Flow confusion in a busy event, on reconstruction

level (8.6(b)), the charged and neutral clusters can be accidentally merged. The
result, illustrated in 8.6(c) in this example, is a charged PFO with an associated
track (coming from MCPA) and a merged cluster containing contributions from
both MCPA and MCPB. The sizes of the individual contributions to the total cluster
energy determine the merged status of the two particles.
The fractions of the original total calorimetric energies, EClu.A and EClu.B , that

end up in the merged reconstructed cluster are denoted by: finit.A and finitB . The
percentage of the total energy of the merged cluster (EClu.Merged) coming from each of
the contributing MCPs is denoted as fmergedA and fmergedB , respectively. In this study,
two clusters were considered merged if, for both the charged and the neutral
hadron the conditions:{

0.2 < finit.i < 0.9

0.2 < fmergedi < 0.9
(where i stands for A or B ) (8.1)

were simultaneously ful�lled. This means that, for both Monte Carlo particles,
charged and neutral, if a fraction (finit.i ) between 20% and 90% of their individual
calorimetric energy (EClu.i ) contributes to at least 20% and at most 90% of the
energy of the merged reconstructed cluster (EClu.Merged), then the two particles are
declared merged.
The cases when more than two calorimeter clusters are accidentally merged by

PandoraPFA were not considered.
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The Cluster Merging Probability
The probability, PMerged, for two clusters to be merged was de�ned as a function
of the distance d (following the de�nition described above) between the two par-
ticles that produced the clusters. It is calculated as the ratio between the number
of particles (NMerged) having a cluster merged with their closest neighbour of a
di�erent charge at a certain distance diso. and the total number of particles (NAll)
having their closest neighbour at distance diso.:

PMerged(diso.) =
NMerged(diso.)

NAll(diso.)
(8.2)

In this study, the cluster merging probability was determined based on the whole
Monte Carlo data sample. Thus, for instance, the denominator in equation 8.2
expresses how many Monte Carlo particles in the entire data sample have their
closest neighbour at a given distance diso.. The algorithm developed for determin-
ing the cluster merging probability proceeds as follows:

Õ First, all simulated Monte Carlo particles (MCPs) must undergo a selection
process that: (i) rejects the cases when the transverse momentum of the MCP
is below 2GeV and (ii) discards the particles that are very forward oriented
(θ < 8◦). Furthermore, for simplicity, only stable MCPs, i.e., that do not
decay in the simulation, were considered. The average particle multiplicity
per event is approximately 20 MCPs after applying the cuts.

Õ The procedure to extrapolate the particles' trajectories is then applied for
every MCP that survives the selection. The individual intersection points
with the TPC outer surface are calculated. Based on this information, each
MCP is paired to its closest neighbour and the distance, diso., between them
is stored. The pairing is valid only if both particles travel and have their
calculated intersection points in the same detector region, i.e., either barrel
or end-caps. The more complex cases when, e.g., one trajectory intersects
the TPC outer surface in the barrel while the other crosses it in one of the
end-caps are discarded.
By counting how many times a certain value of diso. appears between two
neighbouring MCPs in the whole data sample, the denominator of the prob-
ability equation, NAll(diso.), is determined.

Õ The algorithm to determine the merged status is then run for each pair of
closest neighbours. Analogously, by counting how many times the calori-
metric clusters produced by two neighbouring MCPs, located at a distance
diso. from each other, are merged, the numerator, NMerged, of the probability
function is obtained.

The cluster merging probability was computed separately for particles interacting
in the detector's barrel region from the case when they interact in the end-caps.
This is motivated not only by the di�erent layout of the two detector regions
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(a) (b)

Figure 8.7: The determined cluster merging probability as a function of the distance
between the two Monte Carlo particles that produced the two clusters. The size of the

binning re�ects the size (5×5mm2) of the ILD ECAL tile. The case when the
trajectories of the two neighbouring MCPs intersect the TPC outer surface in the barrel
is shown in (a) while the merging probability for MCPs interacting in the end-caps is

shown in (b).

but also in view of meeting speci�c implementation details required by SGV. Both
results are shown in �gure 8.7.
It can be seen from �gure 8.7 that, independent of the detector region, in ap-

proximately 40% of the cases when the distance between a charged hadron and its
neutral closest neighbour is smaller than 10 cm the two clusters are merged. Fur-
thermore, the merging probability decreases signi�cantly as the distance between
the particles increases until it becomes zero for separations larger than 35 cm.
Furthermore, it can also be observed that the highest cluster merging proba-

bility is obtained when the two hadrons are separated by a minimum distance of
approximately 5-10mm. This is most likely the e�ect of the axial 3.5T magnetic
�eld which encompasses ILD. Even if the charged and neutral hadrons initially
travelled through the detector almost collinearly, due to the bending e�ect of
the magnetic �eld upon the charged particle's trajectory, its calculated intersec-
tion point with the TPC outer surface would be "shifted" away from the neutral
straight-line trajectory. Furthermore, the charged particle's trajectory continues
to bend in the calorimeter as well. The fact that this e�ect appears more promi-
nent in the barrel region, i.e., where the trajectory bending e�ect of the B �eld
is larger supports this assumption.
This clear dependency of the cluster merging probability on the degree of iso-

lation of the two particles con�rms the initial basic assumption, i.e., that the
confusion e�ects can be parametrised in terms of relevant observables and im-
plemented as an additional function in SGV. However, in this particular case, the
study described above was only a proof-of-principle endeavour. Its scope was lim-
ited in terms of the number of relevant observables considered and it included
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several simpli�cations, e.g., the distance de�nition and trajectory extrapolation,
etc., that did not meet the requirements of the ILD fast simulation program.
Consequently, a more involved study of the PandoraPFA cluster confusion e�ects

was carried out [6]. Its observations and their subsequent implementation in SGV

are summarised in the following section.

8.3.2 The Cluster Splitting Probability

The probability for the Particle Flow reconstruction to wrongly split and merge
calorimeter cluster fragments was studied [6] using 8000 events from the same
e+e− → qqqq data sample, fully simulated with the LoI version and reconstructed
with PandoraPFA.
The probability for a calorimeter cluster to be accidentally split and merged

was investigated as a function of the true initial cluster energy and the degree of
isolation of the Monte Carlo particle (MCP) that produced it. As in the previous
study, the degree of isolation of an MCP was de�ned in terms of the distance to its
closest neighbour of a di�erent charge. The situations when both neighbours are
either charged or neutral typically a�ect neither the total visible energy in the
event nor the jet energy resolution. Therefore, such cases were not considered in
the analysis.
The distance de�nition is di�erent from the one employed in the previous study.

Thus, for any pair of MCPs, the distance is calculated between their respective
shower start positions in the calorimeters. The choice was motivated by the fact
that this information is readily available in SGV, making the potential implementa-
tion of the confusion parametrisation much easier. Furthermore, the calorimetric
showers do not always start at the interface between the tracker (TPC) and the
electromagnetic calorimeter.
If two MCPs both interact in the barrel region of ILD, the distance between

them is expressed in R-φ and z coordinates, where R is the radial distance (R =√
x2 + y2) and φ is the azmiuthal angle in the ILD coordinate system. At the

same time, when the particles interact in the end-cap region, the distance between
them is expressed in the x-y plane. The cases when one MCP interacts in the ILD
barrel while the other is observed in the end-cap are discarded, as in the previous
study.
In order to investigate the relevant cluster reconstruction confusion e�ects, the

same links (LCRelations) between the Monte Carlo truth and the reconstruction-
level information were used as in the study described previously.
Two distinct situations were considered in the study: (i) the case when several

charged clusters are wrongly split (and, subsequently, incorrectly merged) which
leads to an excess of visible energy in the event and (ii) the accidental splitting
(and inadvertent merging) of several calorimeter showers produced by photons
which can lead to a certain amount of visible energy being lost in the event. In
contrast to the previous analysis, the clusters produced by neutral hadrons were
not investigated.
The obtained results are shown in �gure 8.8: the probability that a cluster is
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accidentally split is presented as a function of its energy and isolation for charged
hadrons in 8.8a and for photons in 8.8b. The �gures include contributions from
particles interacting both in the ILD barrel and end-caps.
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Figure 8.8: The cluster splitting probability determined as a function of isolation, i.e.,
the distance to the closest neighbour of di�erent charge measured in cm and cluster
energy expressed in GeV. The observed dependency for charged hadrons is shown in
8.8a while the case for photons is presented in 8.8b. Both �gures taken from [6].

It can be observed that, in both cases, the cluster splitting probability depends
much more on the distance (isolation) between the charged hadron and its closest
neighbouring neutral particle than on the energy of the cluster. Furthermore, this
dependency is signi�cantly more prominent in the case of photons.
It must be noted that the splitting probability and, implicitly, the likelihood

for confusion to occur is high, i.e., above 60%, even for particles with energies
below 5-10GeV, when the degree of isolation is reduced. Since in jets with low
energy the individual particle energies cannot be too high either, this appears to
be in accordance with the jet energy resolution results presented in section 8.1.
Each of the two distributions was �tted with a combination of linear and expo-

nential functions, illustrated by the mesh in �gure 8.8. The �tting functions and
their determined parameters were then implemented in SGV.
The dependencies presented in �gure 8.8 express how likely it is for a charged

or neutral (photon) cluster, respectively, to be accidentally split by PandoraPFA

as a function of the cluster's visible energy and the degree of isolation of the
Monte Carlo particle that produced it. The question of how much of the original
cluster is actually wrongly reconstructed was also addressed, as described in the
following.
The study revealed that, for cases when the entire cluster is wrongly attributed,

the probability for such an error to occur depends only on the MCP's energy [6].
When only a fraction of the cluster is accidentally separated, two issues must be

determined: (i) the amount of energy of the split fraction and (ii) the probability
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that the error occurs for fragments of that particular energy. Figure 8.9 shows the
cluster energy fraction correctly attributed (fCorr.), for both charged hadrons and
photons, as a function of the particles' isolation and cluster energy. Evidently,
the cluster fraction wrongly attributed is given by: fWrong = 1− fCorr..
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Figure 8.9: The dependency of the fraction from the initial cluster that is correctly
reconstructed on the degree of isolation (left column) and energy (right column) of the
original Monte Carlo particle that produced it. The third (vertical) axis represents the
number of entries in the histogram. The upper row shows the situation for charged
hadrons while the lower one illustrates the situation for photons. The isolation

distance is given in cm and the energy is expressed in GeV. All �gures taken from [6].

It can be observed from �gure 8.9 that the magnitude (in terms of energy) of the
split cluster fragment depends both on the energy and isolation of the MCP that
created the original cluster. Furthermore, the dependency is more pronounced in
the case of photons.
A combination of linear and exponential functions was used to �t each one of
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the four distributions shown in �gure 8.9. The �t results are represented by the
gray hash-lined surfaces. Based on these results, a probability density function
was constructed. It expresses the likelihood for a cluster produced by a Monte
Carlo particle having its closest neighbour at distance d to have a fraction fWrong

of its energy wrongly attributed. It was also found [6] that the probability density
function can be formulated, more conveniently for the fast simulation, in terms
of the average fraction, where the average is determined over bins of energy and
isolation. Thus, the probability density function maintains its dependency on the
MCPs' energy and degree of isolation but only by means of the computed average
fraction.

Implementation of the Particle Flow Association Errors in SGV

The �rst attempt to implement the unavoidable Particle Flow confusion e�ects
in SGV is described in the following.
All the �tted functions shown above, together with their respective parameter

values, were implemented in SGV via a new routine called ZACCON. In SGV, the
simpli�cation that hadrons do not interact in the electromagnetic calorimeter
and that electromagnetic showers do not leak into the hadronic calorimeter is
applied. Thus, the program �rst determines, for each Monte Carlo true particle
in the event, the distance to the closest neighbour of the opposite charge, i.e.,
pairs of charged-neutral particles, only in the same calorimeter.
Once the closest neighbour was found, the probability functions that determine

whether the whole cluster or only a fraction of it will be wrongly split are ran-
domly sampled in order to decide which error must be simulated. If the outcome
was that only a fragment of the cluster is wrongly attributed, the program then
calculates the size (in terms of energy) of the split fragment.
In the case of a neutral cluster, the simulation attempts to incorporate its split

fragment with the cluster of the previously determined closest charged neighbour.
In order for the attempt to be successful, the energy sum of the charged cluster
plus the contribution from the neutral fragment must be compatible with the
track momentum. If that is not the case, the program makes up to ten more
attemps with di�erent sizes of the neutral cluster fragment. If the incompatibility
remains unchanged, the confusion error is not simulated and only the detector
resolution is applied to the original energy of the particles.
When a charged cluster is divided according to the computed energy fraction,

the split fragment is usually "placed" as a new neutral cluster in the middle
of the distance between the charged MCP and its closest neutral neighbour. The
simulation then checks if the remaining charged cluster energy is compatible with
the track momentum. In case of incompatibility, the program makes up to two
more attempts with di�erent charged cluster fragments. If no compatible match
could be found, the error is not simulated.
Once the ZACCON routine ful�ls these tasks the rest of the simulation steps

are taken over by the usual SGV functions. The intrinsic detector resolution is
also taken into account, together with the confusion e�ects emulated by the new
routine.
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It must be noted that the use of the ZACCON routine is entirely optional. The
user can decide which type of calorimeter simulation should be performed by SGV:
either considering perfect clustering (SGVPERF) or using the Particle Flow confusion
emulation as described above. For the rest of this thesis, the latter case will be
denoted as SGVPFL.

First Performance Evaluation
The Particle Flow confusion e�ects that can occur during the PandoraPFA cluster
reconstruction stage have been studied, parametrised and implemented in SGV,
as presented above. In order to validate the realised confusion emulation, it is
crucial that the performance achieved with SGVPFL is analysed both with respect
to the initial SGVPERF outcome as well as in comparison with the full simulation
results.
The �rst performance evaluation of SGVPFL was carried out in the context of the

studies presented in [6]. For this purpose, a sample of Standard Model WW →
qqqq Monte Carlo events, produced at the ILC centre-of-mass energy of

√
s =

500GeV, was considered. For comparison, the same events were processed with:
the LoI version of the ILD full simulation, the fast simulation without confusion,
i.e., SGVPERF and SGVPFL.
The performance was evaluated in terms of the total visible energy in an event

and the total reconstructed energy coming from the neutral PFOs in the event.
The results are shown in �gure 8.10.
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Figure 8.10: Results of the �rst evaluation of the confusion implementation in SGVPFL.
The total visible energy (left) and the total neutral PFO energy (right) distributions
were obtained from Standard Model WW → qqqq events. Figures taken from [6].

In both cases, the distributions obtained with SGVPFL were found to be well com-
patible with the full simulation. However, comparing the widths of the total visible
energy distributions (�gure 8.10a) it was observed that the SGVPFL distribution
is wider [6]. This implies that, in the context of a physics study, SGVPFL would
provide slightly more pessimistic results.
Nevertheless, the performance achieved with SGVPFL in the �rst evaluation study
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was very promising. This prompted a more detailed investigation to be carried
out in the context of this thesis.

8.4 Particle Flow Performance of SGV with the

Confusion Emulation

The performance of the ILD fast simulation, SGV, run with the Particle Flow
confusion emulation option (SGVPFL) was evaluated again in terms of the total
visible energy summed per event and the obtained jet energy resolution. For this
purpose, six Z → uds data samples, considering the same ILC centre-of-mass
energy values as in table 8.1, were simulated with SGVPFL (version rv86). Each
data set consisted of 10000 events.
The obtained results were compared not only with the SGVPERF outcome pre-

sented earlier in this section, but also with the LoI and DBD performance discussed
in [109] and [123], respectively.

Visible Energy
The visible energy distributions obtained from the Z → uds data simulated with
SGVPFL are illustrated by the continuous coloured lines in �gure 8.11. For conve-
nience, only the four samples with the highest ILC centre-of-mass energies are
shown. The DBD and SGVPERF results are also presented for comparison.
It can be seen that, for all four data sets, the SGVPFL distribution is shifted to

higher values in comparison with the other two. The same e�ect was observed
at lower centre-of-mass energies as well. Quantitatively, the comparison in terms
of the mean (expressed as Mean90) between the SGVPFL and DBD visible energy
distributions reveals that, for low centre-of-mass energies (

√
s =30 to 40GeV),

the mean of the SGVPFL distribution is shifted to higher values by 1.8GeV, i.e.,
a 6% e�ect. The shift towards higher energies decreases gradually to 2% for the
other data samples. A similar discrepancy was observed in the comparison with
the SGVPERF results. No data concerning the Mean90 of the distributions obtained
with the LoI version was available for this comparison.
Comparing the widths (expressed as rms90) of the SGVPFL and DBD distributions

shows that the former are 30%-40% (400 to 600MeV) wider in the case of low
centre-of-mass energies. The largest di�erence was found in the

√
s = 200GeV

sample with the SGVPFL visible energy distribution being 79% (3.2GeV) wider
than the DBD one. The discrepancy decreases to 37% in the case of the data set
with the highest centre-of-mass energy.
The same tendency was observed in the comparison with the LoI results: the

SGVPFL was approximately 77% broader in the case of the Z → uds sample sim-
ulated at

√
s = 200GeV centre-of-mass energy and only 30% wider for

√
s =

500GeV.
The e�ect is even more prominent in comparison to the SGVPERF distributions.

Thus, for the lower centre-of-mass energy samples, the SGVPFL histograms are up
to 46% (≈650MeV) wider. The largest discrepancy with respect to SGVPERF was
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Figure 8.11: Comparison of the visible energy distributions between the DBD full
simulation (continuous black line), SGVPERF (dashed coloured line) and SGVPFL results.

observed in the
√
s = 500GeV sample: the SGVPFL visible energy distribution was

found to be 96% (7.1GeV) wider.
The increase of realism in SGV by means of emulating the Particle Flow con-

fusion e�ects was indeed expected to lead to wider visible energy distributions.
Since the parametric functions were tuned to the performance of the full simu-
lation, the rms90 widths of the SGVPFL visible energy distributions were expected
to be of the same magnitude as the ones obtained from the DBD and LoI data.
However, the results described above show a signi�cant discrepancy between the
fast and the full simulation.
The initial performance evaluation of SGVPFL (�gure 8.10) also observed that

the visible energy distribution is wider than in the full simulation case. However,
no shift towards higher energy values was observed. This discrepancy between
the two sets of results requires further investigation.
The shift of the SGVPFL visible energy distributions towards higher energy val-

ues formed the subject of a dedicated study that will be discussed later in this
section. The impact of the confusion implementation on the jet energy resolution
is addressed in the following.

Jet Energy Resolution
The jet energy resolution obtained with SGVPFL is presented as a function of the
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single jet energy in �gure 8.12. The results obtained with SGVPERF as well as with
the two versions of the full simulation are also shown for comparison.
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Figure 8.12: Comparison between the SGVPFL Particle Flow performance with respect
to the full simulation and SGVPERF results in terms of the jet energy resolution

expressed as a function of the jet energy.

In the case of the Z → uds events used for this evaluation, the visible energy
(Evis) is in fact equivalent to: Evis = 2·Ej, where Ej represents the single jet energy.
Thus, it can be observed from �gure 8.12 that, as expected, the broader SGVPFL
visible energy distributions discussed above are equivalent to an overall worse jet
energy resolution.
At low jet energies (Ej < 100GeV), the discrepancy between the SGV per-

formance with and without the confusion emulation is of approximately 37%.
Furthermore, in comparison to the DBD result, the jet energy resolution obtained
with SGVPFL is about 28% worse.
The same behaviour was observed for jet energies between 100 and 200GeV

with SGVPFL providing a worse resolution by approximately 73% in comparison to
SGVPERF. However, the largest di�erence between the two, i.e., of the order of 91%,
was found for the highest value of the jet energy. The comparison with the full
simulation performance for the same value of the jet energy, i.e., Ej=250GeV,
reveals that the SGVPFL jet energy is worse by 43% than the DBD and by 36% than
the LoI results.

The Particle Flow confusion parametrisations implemented in SGV clearly a�ect
its performance in terms of both the visible energy observed in an event as well as
the achieved jet energy resolution. While most fast simulation programs typically
provide too optimistic results, SGVPFL errs on the side of caution by providing
rather pessimistic estimates, as shown above. The shift in the visible energy dis-
tributions towards higher energy values was investigated in the context of this
thesis in a study summarised in the following section.
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8.5 The Neutral Visible Energy Correction

The e�ects of the Particle Flow confusion emulation implemented in SGV manifest
in a two-fold manner. The broadening of the reconstructed visible energy distri-
bution and, implicitly, the poorer jet energy resolution can be interpreted and
acknowledged as rather pessimistic estimates. However, the inadvertent overall
raising of the visible energy (as shown in �gure 8.11) leads to a systematic error
that must be understood and addressed.

Study of the Visible Energy Shift
In view of this, three sets of Z → uds data samples, i.e., simulated with SGVPERF,
SGVPFL and DBD, considering the six ILC centre-of-mass energies indicated in table
8.1, were employed for a �rst principles study. For each

√
s value, 10000 events

were produced with each simulation. The same generated events were used in the
production of both the SGVPFL and the SGVPERF data samples. No LoI data of this
type was available and it was not technically feasible to produce Z → uds Monte
Carlo samples with the LoI full simulation in the context of this thesis. Therefore,
the fast simulation performance could only be analysed in comparison with the
DBD data.
The study compared several direct observables like, e.g., event shape variables

(thrust, sphericity) and the cluster and track multiplicities per event, etc. The
most relevant discrepancies were found in the amount of reconstructed charged
energy, i.e., the total amount of visible energy in the event coming exclusively
from the charged reconstructed particles (charged PFOs) and in the amount re-
constructed neutral energy, de�ned analogously (i.e., exclusively from neutral
PFOs).
The distributions of these two observables, obtained from the data samples

mentioned above, are illustrated in �gure 8.13 for a selection of four centre-of-
mass energies. The following observations were made:

Û In case of the charged visible energy (8.13a), the Particle Flow confu-
sion emulation has no visible e�ect, i.e., the SGVPERF (dashed coloured line) and
SGVPFL (continuous coloured line) distributions overlap. This outcome is under-
stood since, under the Particle Flow paradigm, the energy of the charged recon-
structed particles is measured (almost) exclusively from the tracker information
which, in the case of SGVPFL, is not a�ected by the confusion parametrisations.
Speci�cally, neither the accidental splitting of a charged cluster nor its inadvertent
merging with a neutral cluster would have a major impact on the measurement of
the charged particle's energy. If the associated track ful�ls the criteria for being
reconstructed as a particle on its own, the energy information coming from the
related merged or split cluster would be discarded in any case.
It can be observed, though, that both the SGVPERF and the SGVPFL distributions

are shifted towards higher energy values in comparison with the DBD (continuous
black line). However, the performance of the SGVPERF tracker simulation, illustrated
in �gure 7.3 in terms of the achieved precision on the transverse momentum, shows
a good compatibility with the full simulation. Therefore, the observed excess of
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Chapter 8. Particle Flow Emulation in SGV

charged visible energy is most likely caused either by a too high track recon-
struction e�ciency and/or by a too large percentage of tracks allowed to form
reconstructed particles. A better tuning of the track selection criteria, such that
it re�ects the behaviour of the PandoraPFANew quality checks which determine
whether a track can form a reconstructed particle on its own, could probably
correct this e�ect.

Û Concerning the neutral visible energy (8.13b), it was observed that the
SGVPERF (dashed coloured line) distribution is shifted to lower energy values in
comparison with the full simulation (continuous black line). This e�ect clearly
compensates the previously observed excess of charged visible energy such that,
for SGVPERF, the mean of the total visible energy, i.e., charged plus neutral, matches
the DBD counterpart within 1% (see 8.1). This observation may again be a conse-
quence of the too high track reconstruction (or acceptance) e�ciency combined
with a too large track-cluster matching rate. Since the cluster energy information
is typically discarded once matched with a viable track, an excess of neutral visible
energy could only occur when: (i) charged or merged clusters cannot be associ-
ated with a track, thus, being classi�ed as neutral particles or when (ii) charged
clusters are inadvertently split and the wrongly reconstructed fragments are con-
sidered neutral particles. In SGVPERF, the �rst situation, while implemented [178]
does not emulate the behaviour of the full simulation, as can be seen from �gure
8.13b.
The second confusion error is implemented only in SGVPFL. Indeed, it can be

seen that the neutral visible energy distribution obtained with SGVPFL is closer to
reproducing the DBD behaviour4. However, due to the excess of charged energy
already present in the event, the extra neutral energy produced in SGVPFL by the
charged cluster splitting emulation leads to the total visible energy being shifted
towards higher values (section 8.4). This is obviously an unwanted systematic
error.
In order to counteract its e�ects, an energy correction procedure was developed

in the context of this thesis, as discussed below.

Neutral Visible Energy Correction
The implementation of the unavoidable Particle Flow confusion e�ects in SGV is
an ongoing project. Nevertheless, in view of the physics studies to be carried out
using Monte Carlo data produced with SGVPFL, the present state of the confusion
emulation is not satisfactory. While the achieved jet energy resolution can be
regarded as a pessimistic approximation, the observed surplus in the visible en-
ergy distributions (�gure 8.11) must be corrected with a straightforward solution,
easily applicable on the analysis level.
The �nal goal is that, independent of the considered centre-of-mass energy, the

SGVPFL distribution is corrected such that its mean value is compatible with the
orginal SGVPERF and DBD central values. Considering the results presented in �gure

4This observation appears to be in agreement with the result (�gure 8.10b) obtained in the
initial SGVPFL evaluation [6]. Consequently, the discrepancy between the two sets of results
concerning the visible energy distribution forms the focus of future studies
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8.5. The Neutral Visible Energy Correction

8.13, this could be achieved by applying a scaling factor, k, either to the charged
or to the neutral (or potentially to both) fractions of the total reconstructed
energy in the SGVPFL data.
Adjusting the charged component of the visible energy would not be advanta-

geous. The SGV tracker simulation reproduces very well the full simulation perfor-
mance, as illustrated by �gure 7.3. Furthermore, it is not inadvertently a�ected
by the implemented confusion emulation, as can be seen from the overlapping
SGVPFL and SGVPERF distributions in �gure 8.13a. Therefore, there is no error to be
corrected in the SGV simulation of the ILD tracker and, hence, no need to apply
a scaling factor to the charged fraction of the visible energy5.
Nevertheless, the surplus of total visible energy observed in the SGVPFL distri-

butions could be amended by downscaling only their respective neutral fractions.
For this purpose, the neutral visible energy histograms obtained from data sim-
ulated with the confusion emulation (�gure 8.13b) must be "shifted" such that
their own central values are compatible with their SGVPERF counterparts.
Thus, for every event simulated with SGVPFL, the obtained neutral visible energy

(Evis.0 ) must be scaled with a correction factor, k. The speci�c value of k clearly
depends on the total amount of neutral energy reconstructed in the event: k =
k(Evis.0 ).
The neutral visible energy (hereinafter also referred to as "neutral energy")

is determined by summing the energies of all individual neutral reconstructed
particles, i.e., Evis.0 =

∑
i E

PFOi
0 . Therefore, scaling the neutral energy (the sum)

with the factor k is equivalent to scaling the energy of each neutral PFO with the
same amount: k· Evis.0 = k ·∑i E

PFOi
0 . The potential additional dependency of the

scaling factor on the individual PFO energy was neglected in this study.
When applying the energy correction on the reconstructed particle level, the

mass of the reconstructed particles, i.e., the outcome of the most probable mass
hypothesis (section 7.3.3), cannot be modi�ed. Consequently, only the momentum
of the particles can be adjusted: k · ~p = (k · ~px, k · ~py, k · ~pz).
Since neutral particles are measured only in the calorimetric system, adjusting

their momenta can be performed without any implications concerning the per-
formance of the SGV tracker simulation. Scaling the neutral PFO energies with a
factor k is analogous to correcting the e�ects of a systematic bias that a�ects the
calorimetric measurements. Under the Particle Flow paradigm it is possible to
apply this energy correction only to the neutral particles since the energies of the
charged PFOs are meant to be determined entirely from the tracker information.
Before adjusting the observed energy of each individual neutral particle, the

mathematical formulation of the scaling function, k(Evis.0 ), must be determined.
This can be achieved by comparing the two mean values of the SGVPFL (MeanPFL)

5The excess of charged visible energy observed in �gure 8.13a is exhibited identically by
both variants of the fast simulation. As discussed earlier, it is probably caused by using
too optimistic estimates for the track reconstruction e�ciency and/or for the percentage of
tracks classi�ed as suitable for being reconstructed as charged particles. The overestimation
does not degrade the achieved momentum precision of the SGV tracker simulation. Moreover,
correcting its e�ect would require a more involved adjustment of the relevant SGV routines
and, therefore, exceeds the scope of this study.
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and SGVPERF (MeanPERF) neutral energy distributions (�gure 8.13b), both obtained
for the same ILC centre-of-mass energy. Since the goal is to scale the former such
that it becomes equal to the latter, i.e., MeanPERF = k· MeanPFL, the scaling
factor for that particular amount of reconstructed energy is clearly: k(Evis ≡
MeanPFL) = MeanPERF/MeanPFL. The energy scaling function can be obtained
by calculating this ratio for a number of SGVPFL↔SGVPERF pairs of neutral visible
energy distributions.
In total, fourteen Z → uds data sets, covering an ILC centre-of-mass energy

range from 30 to 500GeV, have been simulated independently with each of the
two variants of the fast simulation. For each data sample, the neutral energy
distribution was obtained and �tted with a Gaussian function. The mean values,
i.e., MeanPERF and MeanPFL, respectively, were extracted from the �ts. It was
observed that, in all cases, the �tted mean values correspond to almost half of
the total visible energy. Their ratio is presented in �gure 8.14 as a function of the
corresponding MeanPFL values. The �tting errors on MeanPERF and MeanPFL were
considered in the error propagation carried out to determine the total uncertainty
on their ratio, indicated by the error bars in �gure 8.14.
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Figure 8.14: The dependency of the energy correction factor, k =
MeanPERF/MeanPFL, on the observed neutral energy, determined from fourteen data

samples with di�erent
√
s values. In this case, the observed neutral energy is

considered to be the mean value of the SGVPFL neutral energy distribution. The �tted
red line represents the resulting scaling function, k(Evis.0 ).

The data points were �tted with the function: k(x) = a ·x+ b · ln(x) + c, where
the x variable represents the neutral energy. The obtained parameter values are
indicated in �gure 8.14.
In order to apply the scaling function on the analysis level, a dedicated processor

was written in the Marlin framework [159]. Using the reconstruction information
stored in the data �les, i.e., PFO charge and energy, the neutral energy in the
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event is computed. The obtained value is then plugged in the scaling function,
k(Evis.0 ), and the corresponding scaling factor kEvis.

0

is calculated.
The reconstructed momentum and the assumed mass hypothesis are also saved

in the data �les, for each reconstructed particle. Thus, taking this information
into account, the determined energy correction factor kEvis.

0

is then applied to
scale the momentum of every neutral PFO in the event.
The neutral energy scaling procedure was applied to the Z → uds data samples

produced with SGVPFL. Its performance was analysed once again in terms of the
total (charged and neutral) visible energy and the jet energy resolution. The
results are summarised in the following.

8.6 Particle Flow Performance of SGV with

Confusion Emulation and Neutral Visible

Energy Correction

The impact of the neutral visible energy correction on the Particle Flow per-
formance of SGVPFL was investigated. For this purpose, the total visible energy
distributions and the jet energy resolutions obtained with SGVPFL after the neu-
tral energy scaling (from now on noted as SGVScaled

PFL
) were compared with the

output of: the full simulation (DBD), the fast simulation without the confusion
emulation (SGVPERF) and SGVPFL without the energy correction. Six Z → uds data
sets, corresponding to the ILC centre-of-mass energies presented in table 8.1 were
used in the comparison, for each full and fast simulation variant. The perfor-
mance of the LoI version of the full simulation was mostly taken into account in
the assessment of the jet energy resolution results.

Visible Energy
The comparison in terms of the total visible energy distributions is illustrated in
�gure 8.15. It was noted that, as intended, the SGVScaled

PFL
histograms, presented in

red, are "shifted" towards lower energy values as a result of the neutral energy
correction. Furthermore, their mean values, calculated as Mean90, agree with the
full simulation results within 1.2% for all six data samples.
However, it was also observed that the widths of the SGVScaled

PFL
distributions,

expressed as rms90, increased in comparison to their SGVPFL and DBD counterparts.
This is particularly noticeable for the higher range of centre-of-mass energies.
Thus, for

√
s values above 360GeV, the SGVScaled

PFL
histograms are on average 5%

wider than the ones obtained from SGVPFL data.
The discrepancy is even larger when the comparison is made with respect to

the DBD distributions: 81% for
√
s=200GeV and approximately 50% for centre-

of-mass energies larger than 360GeV.
The larger width (rms90) of the SGVScaled

PFL
visible energy distributions is most

likely caused by de�ning the scaling factor k as the ratio between the �tted mean
values of the SGVPERF and SGVPFL neutral energy distributions. When applying the
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Figure 8.15: The total visible energy distributions for four Z → uds data sets. The
corresponding

√
s values are indicated in the upper left corners. The SGVScaled

PFL

distributions, shown in red, were shifted to lower energy values such that their peak
position are compatible with the DBD (black line). The SGVPERF and SGVPFL

distributions are indicated by the coloured continuous and dashed lines, respectively.

energy correction factor, for events in which the total neutral energy is either
smaller or larger than the �tted central value, the calculated k value is, respec-
tively, either too large or too small. Essentially, the procedure scales the entire
neutral energy distribution with a factor calculated only with respect to its mean.
Consequently, this issue manifests as the observed broadening e�ect.

Jet Energy Resolution
The jet energy resolution was determined for each of the six Z → uds data sets
that were produced with SGVPFL and then scaled according to the previously dis-
cussed procedure. The result is presented (red line and empty red circles) in �gure
8.16 as a function of the individual corresponding jet energy.
The increase of the rms90 observed for the SGVScaled

PFL
visible energy distributions

has an overall degrading e�ect on the attained jet energy resolution. The perfor-
mance obtained with the neutral energy correction is approximately 4% worse
than the initial SGVPFL results (light purple) for jet energies below 180GeV. It
degrades further and becomes 9% worse, for jet energies of 250GeV.
The comparison with the full simulation performance, i.e., taking both the DBD
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Figure 8.16: The jet energy resolution for all six Z → uds data samples is shown as a
function of the individual jet energy. The performance obtained with SGVScaled

PFL
is

compared to the output of all the other fast and full simulation versions considered in
this study.

and the LoI versions into account, reveals a ≈30% deterioration for low energy
jets. The largest discrepancy was found for jet energies of 100GeV where the
jet energy resolution attained with SGVScaled

PFL
is approximately 80% worse than

both full simulation versions. This di�erence is reduced by half, to ≈40% for the
highest jet energy.

8.7 Conclusions

The Particle Flow performance of the ILD fast simulation, SGV, was evaluated
in terms of the visible energy observed in simulated collision events and the jet
energy resolution expressed as a function of the single jet energy.
It was found that, in its default running mode (SGVPERF) that does not consider

any Particle Flow confusion e�ects, the fast simulation does not reproduce the
performance attained with the ILD full simulation versions LoI and DBD (�gure
8.2). This disagreement is especially prominent for higher jet energies, as ex-
pected, since the impact of the confusion e�ects increases with the jet energy.
Unexpectedly, an ≈ 8% di�erence was also found at low jet energies.
In order to alleviate this discrepancy, the behaviour of the Particle Flow re-

construction program, PandoraPFA, used in the context of the LoI reconstruction
was studied with respect to several relevant observables. The �nal goal was that
the level of realism provided by SGV is increased by emulating the unavoidable
Particle Flow confusion e�ects.
A �rst proof-of-principle study performed for this thesis (section 8.3.1) demon-
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strated that it is possible to parametrise the behaviour of PandoraPFA in this
respect such that the determined parametric functions may be implemented in
SGVPERF. However, the initial study relied on simpli�cations that did not fully meet
the level of detail requirements of the fast simulation.
Studying the manner in which the Particle Flow confusion can be parametrised

and implemented in SGV is currently an ongoing e�ort. A subsequent, more in-
volved study was performed [6] (section 8.3.2). Its results were implemented in
the fast simulation as optional user routines (SGVPFL). This represented the �rst
attempt to emulate the confusion e�ects in the ILD fast simulation.
The evaluation of the SGVPFL performance (section 8.4) revealed that the im-

plemented confusion parametrisations caused a signi�cant deterioration of the jet
energy resolution with respect to the full simulation performance. Furthermore,
an undesirable bias towards higher values was found in the visible energy.
The overall degradation of the jet energy resolution was classi�ed as a pes-

simistic estimate. The inadvertent shift introduced in the visible energy was in-
vestigated. A dedicated energy correction procedure (section 8.5) was developed
to address the bias. It was observed that the realised energy correction method
is successful in reducing the initial bias, however, at the cost of deteriorating the
jet energy resolution by a few percent. The procedure is intended to be applied
on analysis level for all the Monte Carlo data presently produced with SGVPFL.
The endeavour to emulate the Particle Flow confusion e�ects exhibited by

PandoraPFA with SGV is continuing. In this sense, the too optimistic track ef-
�ciency implementation was clearly identi�ed as an issue that requires further
study and improvement. Furthermore, new analysis tools like, for instance, the
TrueJet processor [91], are being developed. They enable a more detailed study
and a clearer understanding of the inner workings of PandoraPFA with the aim
of providing a better confusion emulation.
Presently, the jet energy resolution provided by SGVPFL, after applying the en-

ergy correction, ( SGVScaled
PFL

) is considered a pessimistic estimation of the detector
and Particle Flow reconstruction performances.
This must be regarded in the general context in which most fast simulation

programs provide too optimistic results. This is due to the inherent simpli�cations
that the fast simulation programs must implement in order to ful�l the processing
time requirements.
It was concluded that, to fully understand the implications of the pessimistic

jet energy resolution, the SGVScaled
PFL

performance must be further investigated and
compared to the LoI and DBD results in the context of a more involved physics sce-
nario. For this purpose, a supersymmetry (SUSY) scenario involving the separate
pair production of charginos and neutralinos at the ILC was considered.
The chosen processes had already been investigated in the context of the ILD

Letter of Intent document [109] where they were used to benchmark the ILD
and PandoraPFA Particle Flow performance. This informed the decision to use
the same physics scenario in the DBD and SGVScaled

PFL
evaluation. The details of the

SUSY model and its realisation at the ILC are presented in the following section.
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The Particle Flow concept is crucial for reaching the jet energy resolution required
for physics studies at the ILC. Two subsequent algorithm implementations, i.e.,
PandoraPFA [7] and PandoraPFANew [164], have been developed in the context
of the two International Large Detector (ILD) full simulation versions, LoI and
DBD, respectively, described in chapter 6. Furthermore, the unavoidable confusion
errors that can occur during the Particle Flow reconstruction have been studied
in full simulation and implemented as parametrisations in the fast simulation
program SGV [6], in order to improve its level of realism, as discussed in chapter 8.
Until now, the performances of both the full and the fast simulation imple-

mentations of the Particle Flow algorithm have been evaluated and discussed
only in terms of the standardised ILD simulated Z → uds data. The use of this
type of Monte Carlo events provides the advantage of circumventing the appli-
cation of jet clustering algorithms and enables a direct relation between the ILC
centre-of-mass energy and the jet energy.
However, the decays of an o�-shell Z boson to light quarks represent only a

very narrow and highly speci�c subset of the interesting interactions that would
take place at the ILC. In reality, many �nal states would be characterised by a
large number of hadronic jets that would inevitably require jet clustering and
for which the determination of the relative jet energy resolution would no longer
be straightforward. Consequently, it is very important to investigate the levels
of performance achieved by the di�erent implementations of the Particle Flow
approach (i.e., in the full and the fast ILD simulations) in a complete physics
scenario.
Moreover, such a study would be especially important in view of the large

discrepancies between the jet energy resolution obtained with SGVPFL and the full
simulation results, presented in section 8.6. The impact that the pessimistic jet
energy resolution provided by SGVPFL may have on the precision with which highly
relevant properties like, e.g., particle masses or production cross-sections, are
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measured must be evaluated and understood. For this purpose, a supersymmetry
(SUSY) physics scenario was chosen.
The current chapter provides a brief overview of the SUSY model considered

in the analysis and of the manner in which it could be potentially realised at the
ILC. Furthermore, the rationale behind the speci�c choice of the SUSY model is
also presented. Lastly, the current status of the model in view of the most recent
LHC SUSY search results is presented.

9.1 The "Point 5" Scenario

The supersymmetry model considered in this thesis was �rst de�ned in [195] in
the context of the minimal Supergravity model [41], mSUGRA. It was proposed
as part of a list of physics processes to be used in benchmarking the performance
of the two prospective ILC detectors, ILD and SiD. Due to its position on the
list, it became known as the Point 5 scenario and will be referred to as such
throughout this thesis.
The values of the Point 5 parameters are presented in table 9.1:

Parameter Value

m0 206GeV
m1/2 293GeV
tan β 10
A0 0
µ 375GeV

Table 9.1: Overview of the parameter values assumed in the Point 5 scenario [109].

Considering the mass of the top quark to be Mt = 178GeV and the parameters
described above, the mass spectrum calculator Spheno [200], [201] provides the
following gaugino masses:Mχ̃0

1
= 115.7GeV,Mχ̃±1

= 216.5GeV,Mχ̃0
2

= 216.7GeV,
Mχ̃0

3
= 380GeV. The squarks and sleptons are heavier than the gauginos, e.g.,

Mq̃ ≈ 600-700GeV, Mτ̃1 = 230.8GeV and MẽR = 237.4GeV, thus ensuring that
χ̃±1 and χ̃0

2 decay almost exclusively to the lightest supersymmetric particle (LSP)
and the corresponding gauge boson. It must be noted that, since the formulation
of the Point 5 scenario predates the current LHC Higgs measurements, the Higgs
mass was set to the value of MH = 115GeV. Since the Higgs boson has no
direct relevance in the processes studied in this analysis, the pre-LHC benchmark
de�nition was used for compatibility reasons.
The �rst investigations of the scenario were carried out with the LoI version of

the full simulation programs developed for the ILD and SiD detectors. The two
analyses, which embraced di�erent approaches, as well as their respective results
were described in [196] (ILD) and [197] (SiD) and also constituted an important
contribution to the Letter of Intent documents published by the ILD [109] and
SiD [198] scienti�c communities. The motivation for revisiting the Point 5 scenario
in the context of this thesis will be addressed later in this chapter.
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9.2 Experimental Aspects and Motivation

The Point 5 analysis was carried out considering the following experimental con-
ditions: the ILC would be operated at a centre-of-mass energy of

√
s=500GeV

with longitudinally polarised e+e− beams such that 65% of the positrons in the
colliding beam are right-handed while the rest 35% are left-handed and 10%
of the electrons in their respective beam are right-handed while 90% are left-
handed. Furthermore, it was assumed that, in accordance with the proposed
ILC physics programme, a data set corresponding to an integrated luminosity
of
∫
Ldt=500 fb−1 would be available for the analysis. This assumption was re-

�ected in the amount of produced Monte Carlo data. The same conditions have
been considered for the Point 5 studies carried out in the context of this thesis.
The relevant Point 5 processes are the separate pair production of charginos

(e+e− → χ̃+
1 χ̃

+
1 ) and neutralinos (e+e− → χ̃0

2χ̃
0
2) at the ILC, in the experimental

context described above. Both production processes are treated, in turn, as signal
channels and as background for each other.
The main goal of the analysis was to determine the level of precision with which

the masses of the involved SUSY particles and the production cross-sections for
the two signal channels can be measured at the ILC; i.e., in the context of the
Particle Flow motivated ILD design [123] and the PandoraPFA implementation [7]
of the aforementioned reconstruction approach.

Production at the ILC
At e+e− coliders with su�cient centre-of-mass energy, like the ILC, the charginos
and neutralinos can be produced in pairs both in the s- and in the t-channel as
illustrated in the Feynman diagrams below:

Figure 9.1: Tree level Feynman diagrams depicting the chargino (upper half) and
neutralino pair production (lower half) in the s−channel (left) and the t−channel

(right), as it could be realised at the ILC.

The electron and positron helicities determine which production diagrams can
dominate.
In the case of annihilation diagrams (i.e., s-channel in �gure 9.1), the helicities
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of the colliding particles couple directly to each other and, thus, determine the
spin of the propagator. In order to be compatible with the Standard Model, the
electron and the positron must have opposite helicities, i.e., e+

Re
−
L or e+

Le
−
R, such

that they can annihilate into vector bosons (γ or Z). The other two possible com-
binations, e+

Le
−
L or e+

Re
−
R, would require a scalar particle as propagator. One such

particle could be the Standard Model Higgs boson. However, its coupling to elec-
trons/positrons is very small, hence, these processes are highly suppressed. Other
supersymmetry models that assume R-parity violation, like the one discussed
in [202], for instance, allow other scalar particles (e.g., sneutrinos) as mediators.
Nevertheless, this is not the case for the R-parity conserving Point 5 scenario
discussed in this thesis.
In the case of exchange diagrams (i.e., the t-channel processes from �gure 9.1),

the helicities of the incoming particles couple directly to the helicities of the �nal
state particles and are, thus, independent from each other. In principle, this would
allow all helicity con�gurations to contribute.
For the chargino pair production, the initial states with identical helicities can-

not be realised: for instance, a left-handed positron would require a right-handed
sneutrino as propagator while, simulatenously, a left-handed electron would re-
quire a left-handed sneutrino. The requirements would be inversed if both incom-
ing particles were right-handed. Furthermore, one of the two cases with opposite
helicities, i.e., e+

Le
−
L , can also not be achieved. For this helicity con�guration,

the common required propagator would be a right-handed (electron) sneutrino
(ν̃eR). However, this sparticle does not exist in the MSSM since its Standard
Model partner is not found in nature. Consequently, the only t-channel diagram
that contributes to the chargino pair production is the one which has the e+

Re
−
L

con�guration in the initial state and ν̃eL as propagator.
The situation is similar in the case of the t-channel neutralino pair production.

The processes involving initial states with identical helicities cannot take place
since they would simultaneously require two di�erent propagators (in this case
selectrons). The selectron (ẽ) is predicted to exist in both helicity states in the
MSSM. Consequently, in contrast to the charginos, both con�gurations with op-
posite helicities of the initial states, i.e., e+

Re
−
L and e+

Le
−
R can be realised.

Decay Modes
Considering the parameters and the calculated sparticle mass values assumed in
the Point 5 scenario, the relevant gauginos, χ̃±1 and χ̃0

2, decay almost exclusively,
with branching ratios of BR = 99.4% and BR = 96.4%, respectively, to the LSP
(χ̃0

1) and the corresponding gauge boson:

e+e− → χ̃+
1 χ̃
−
1 → W+χ̃0

1W
−χ̃0

1

e+e− → χ̃0
2χ̃

0
2 → Z0χ̃0

1Z
0χ̃0

1 (9.1)

Since R-parity is conserved in the Point 5 model, χ̃0
1 is stable. The LSP interacts

only weakly, therefore, from an experimental point of view, the presence of the
two LSPs in the �nal state would manifest as a large amount of missing energy
in the observed collision events.
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The di�erence between the chargino mass and the LSP mass is larger than
the mass of the W boson: MW < |Mχ̃±1

−Mχ̃0
1
|. The situation is similar for the

mass di�erence between the neutralino and the LSP which is larger than the
Z boson mass: MZ0 < |Mχ̃0

2
−Mχ̃0

1
|. Consequently, the produced gauge bosons

are real, on-shell particles. They decay mostly to quark-(anti-)quark pairs which
immmediately hadronise, thus, manifesting as two hadronic jets for each gauge
boson, as illustrated in �gure 9.2. The branching ratio for the hadronic decay
mode of the W boson is BRW→qq = 67.4% [11] and BRZ→qq̄ = 69.91% [11] for
the analogue decay mode of the Z boson.
The gauge bosons can also decay leptonically: Z0 → ll̄ or Z0 → νν̄ and W± →

l±ν, although with lower branching fractions. Furthermore, it is also possible that,
since two gauge bosons are produced in a Point 5 signal event, one of them decays
hadronically while the other undergoes a leptonic decay.

Figure 9.2: Picture from an event display showing the ILD model ILD_o1_v5 and a χ̃0
2

pair production event with the subsequent decay of the emerging Z bosons. The event
was simulated with the DBD version of the ILD full simulation. The event display uses

Monte Carlo truth information to show tracks, clusters and an indication of the
boundaries of the four hadronic jets.

From an experimental perspective, the leptonic decay modes of the gauge
bosons would be easier to identify. Along the large missing energy, caused by the
two undetected LSPs, such reactions would leave clear signatures in an otherwise
relatively "empty" detector. Thus, the W bosons' decays would be characterised
by the presence of only two leptons and extra missing energy due to the associated
neutrinos. Similarly, the leptonic decays of the Z bosons would produce either
four isolated leptons or only two, depending on whether one of them decays to a
pair of neutrinos. Clearly, the cases when both Z bosons decay to neutrinos are
not visible in the detector. These signatures would be a clear indication that a
Point 5 signal process occurred in the collision event.
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In comparison, the hadronic decays are characterised by a large particle mul-
tiplicity in the �nal state due to the four hadronic jets, as shown in �gure 9.2.
This poses a di�cult challenge not only for the ILD calorimetric system, but,
more importantly, also for the Particle Flow reconstruction. Speci�cally, when
performing the calorimeter cluster formation, PandoraPFA is challenged to accu-
rately distinguish between energy deposits produced by di�erent particles in this
very busy environment. Furthermore, it must also correctly match the formed
clusters with their corresponding tracks, whenever appropriate.

Motivation
As demonstrated in chapter 8, a busy detector environment, caused by a high �nal
state particle multiplicity, inevitably leads to a higher probability for confusion
errors to occur in the Particle Flow reconstruction. Consequently, the challenges
posed by the hadronic decays in the Point 5 signal processes o�er an excellent
opportunity to investigate (in a detector simulation) the impact that the Parti-
cle Flow performance and the unavoidable confusion would have on the analysis
results.
In case of the Point 5 analysis, the most relevant observables are: the recon-

structed di-jet energy and the di-jet invariant mass. Their distributions are used to
determine the masses of the SUSY particles and the production cross-sections for
the two signal processes, respectively. Clearly, these variables are directly a�ected
by the Particle Flow performance and, thus, its e�ects could be evaluated. These
aspects motivated the original study, performed for the ILD Letter of Intent, to
designate only the �nal states corresponding to the gauge bosons' hadronic decays
(equation 9.2) as the signal channels to be studied in the analysis:

e+e− → χ̃+
1 χ̃
−
1 → W+χ̃0

1W
−χ̃0

1 → qqχ̃0
1qqχ̃

0
1

e+e− → χ̃0
2χ̃

0
2 → Z0χ̃0

1Z
0χ̃0

1 → qq̄χ̃0
1qq̄χ̃

0
1 (9.2)

Furthermore, as can be inferred from the reactions shown in equation 9.2, treating
each one of them separately as signal requires the capability to clearly distinguish
between the hadronic decays of the W and of the Z bosons, in the context of the
large missing energy due to the LSPs. As indicated in chapter 4, the precision
with which the hadronic decays of the gauge bosons can be separated is one of
the key benchmarks of the Particle Flow performance. In the Point 5 study, it
clearly in�uences the purity of the selected signal samples and, implicitly, also
the analysis results. This constituted the main reason for designating the Point
5 physics scenario as a benchmark for evaluating both the ILD calorimetry and
PandoraPFA's Particle Flow performance.
One of the central tasks of this thesis concerned the re-evalation of the Particle

Flow performance as the PandoraPFA software evolved from its LoI implementa-
tion to the PandoraPFANew version, employed in the DBD full simulation. Further-
more, another main objective was to determine the impact that the signi�cantly
more conservative jet energy resolution conferred by the fast simulation SGVPFL
(chapter 8) may have on the precision with which the relevant observables can be
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determined in an involved physics analysis. For these purposes and in view of the
experimental aspects discussed above, the Point 5 scenario was considered once
again a well suitable study case.

9.3 Current Status of the LHC Searches

The supersymmetry (SUSY) searches carried out by the two general purpose ex-
periments at the Large Hadron Collider (LHC), ATLAS [203] and CMS [204],
are confronted with the challenge of a vast (model) parameter space. In order to
interpret the experimental results and set discovery limits on various supersym-
metric scenarios, the analyses rely on simpli�ed models [205�207] in which the
masses of the relevant SUSY particles are the only free parameters.
The simpli�ed model relevant for the Point 5 scenario similarly assumes that

χ̃±1 and χ̃0
2 are both wino-like and mass degenerate while χ̃0

1 is bino-like and
lighter. All the other sparticles are considered to be heavier and decoupled. Both
ATLAS [208] and CMS [209] experiments employed the same simpli�ed model
for their data interpretation.
In contrast to the Point 5 analysis, which was elaborated as a benchmark for

the Particle Flow performance, both LHC searches focus on a di�erent production
channel, more advantageous in the context of the experimental environment at
the LHC. The production channel and its two potential �nal states are illustrated
in �gure 9.3. In this case, both the hadronic (left) and the leptonic (right) decays
of the on-shell W boson are taken into account while only the leptonic decay
mode of the Z boson is considered.

Figure 9.3: Feynman diagrams illustrating the two potential �nal states of the signal
process pp→ χ̃±1 χ̃

0
2 considered in the relevant LHC SUSY searches. Figure taken

from [208].

As in all simpli�ed models, it was assumed that the gauginos decay to the LSP
and the corresponding gauge boson with branching ratios of BRχ̃±1 →χ̃0

1W
± =

BRχ̃0
2→χ̃0

1Z
0 = 100%. The typical Standard Model branching ratios are consid-

ered for the decay modes of the W and Z gauge bosons.
The designation of the mixed chargino-neutralino (χ̃±1 χ̃

0
2) channel as search sig-

nal, i.e., instead of the direct pair production processes (χ̃+
1 χ̃
−
1 and χ̃0

2χ̃
0
2) consid-

ered in the Point 5 study, is motivated by the higher cross-section of the former.
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For illustration, using the Point 5 parameter values and sparticle masses, the
cross-sections of the relevant processes were computed with the MadGraph [210]
program, assuming the LHC being operated at a

√
s=13TeV centre-of-mass en-

ergy. The results [211] showed that σ(pp → χ̃±1 χ̃
0
2) is a factor of two larger than

σ(pp→ χ̃+
1 χ̃
−
1 ) and up to �ve orders of magnitude larger than σ(pp→ χ̃0

2χ̃
0
2).

Furthermore, considering the large QCD background and the unavoidable pile-
up at the LHC, the signal �nal states should enable a straightforward identi�-
cation. In this context both �nal states shown in �gure 9.3 are potentially good
candidates. The one consisting of three isolated leptons and a large amount of
missing energy also provides the advantage of a rather small Standard Model
background [212].
In contrast, the more complex topology of the �nal states treated as signal in

the ILC Point 5 analysis, i.e., comprising four hadronic jets, would constitute an
unnecesary complication for the signal identi�cation at the LHC.
A detailed description of the most recent searches performed by the ATLAS and

CMS experiments, concerning the simpli�ed model mentioned above, including
the de�nition of the signal regions and the background treatment, can be found
in [208] and [209], respectively. Both analyses rely on recorded data samples
corresponding to approximately 36 fb−1 of proton-proton collisions at the LHC
running with a centre-of-mass energy of

√
s=13TeV. The most relevant results

are shown in �gure 9.4.
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Figure 9.4: The results of the ATLAS (left) and CMS (right) searches for the chargino
and neutralino mixed pair production (χ̃±1 χ̃

0
2), presented as exclusion contours in the

mass plane determined by the χ̃0
1 (LSP) mass and the degenerate χ̃±1 and χ̃0

2 masses.
The surface below the curves is the excluded region. The purple star indicates where
the Point 5 scenario would be located in the gaugino masses plane. The ATLAS �gure

was taken from [208] while the CMS result was taken from [209].

The plots in �gure 9.4 show the observed (continuous line) and expected
(dashed line) exclusion limits at the 95% con�dence level on the χ̃0

1 for degener-
ate χ̃±1 and χ̃0

2 masses based on the three lepton �nal state. The ATLAS �gure
(left) also shows, in yellow, around the expected limit, the ±1σ contour band
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containing all uncertainties apart from the theoretical uncertainties on the signal
cross-section.
The CMS counterpart is represented by the red line from the right pannel

of �gure 9.4. In addition, the CMS plot also illustrates with the light blue line
the exclusion limits determined when searching for the other relevant �nal state,
comprising the hadronic decays of the W boson.
The purple star symbol in both panels of �gure 9.4 indicates where the Point

5 scenario would be located. It can be seen that, in light of the most recent
LHC results, the model is severely under pressure. To obtain a more quantitative
evaluation of the status of the Point 5 scenario an analysis with the CheckMATE

program was performed [213].

9.3.1 CheckMATE Analysis

The CheckMATE program [214, 215] was speci�cally designed for testing a large
variety of SUSY models in terms of their validity with respect to the published
results from the most recent LHC searches.
It can take as input a SUSY model description �le written in the Les Houches

Accord (SLHA) format [150]. Based on this information, Monte Carlo events are
generated with MadGraph [210].
In the case of the Point 5 evaluation, the same SLHA �le that was used for the

ILC Monte Carlo event generation (with Whizard 1.95) was provided with one
exception: the squark masses were increased by a factor of ten with respect to
their initial Point 5 values. This was done in order to overcome the exclusion limits
placed on squark masses by the ATLAS results presented in [220]. The mentioned
analysis excludes squark masses up to approximately 700GeV. Nevertheless, since
in the Point 5 scenario the squark sector is completely decoupled from the relevant
gauginos, this modi�cation can be performed.
Using this data, 100000 events were generated for each relevant signal process,

considering the LHC running at a centre-of-mass energy of
√
s=13TeV. The event

numbers were then normalised to the respective process cross-sections.
The generated events are then typically processed through a fast simulation of

the ATLAS detector1 [97]. The detector simulation is based on a well tuned im-
plementation of Delphes 3 [170]. The acceptance region of the ATLAS detector,
the trigger as well as the various reconstruction and identi�cation e�ciencies are
modelled in the simulation. The outcome is a set of �nal state objects for each
Monte Carlo event.
A large number of so-called "cut-and-count" ATLAS supersymmetry searches,

speci�cally, their experimental selection cuts and signal region de�nitions, are
implemented in CheckMATE. For each analysis, the program applies the exact
same cuts on the newly simulated events (i.e., in this case, Point 5 events). The
outcome consists of a number of signal events, Sa, that survive the speci�c cuts

1In CheckMATE 2 [215], the CMS detector is also implemented. However, the relevant CMS
SUSY analyses were not yet implemented at the time of writing. Consequently the evaluation
of the Point 5 model point was performed only with respect to the ATLAS results.
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of analysis "a" and the uncertainty, ∆Sa, on that number. ∆Sa includes both
the statistical uncertainty coming from the (limited) number of produced Monte
Carlo events as well as the systematic uncertainty estimated from the signal
cross-section uncertainty.
Each ATLAS SUSY search, a, included in the comparison provides: (i) the

number of observed (real) events, Sobsa , in the context of its speci�c event selection
and (ii) the number of events, SSMa , given by the Standard Model prediction,
considering the same experimental cirumstances.
Using these two event numbers it is possible to determine, model-independently,

the maximum number of new signal events, Nmax
a that could be added to the

Standard Model prediction, SSMa , without violating the experimental observation,
Sobsa , by more than two standard deviations. The choice of 2σ is motivated by the
fact that it approximately corresponds to the 95% con�dence level typically used
in the LHC results formulation [214](illustrated for example in the left plot shown
in �gure 9.4). CheckMate calculates Nmax

a using pro�le likelihood functions [214].
In order to verify the compatibility of the SUSY model with the ATLAS ex-

perimental results, the obtained number of surviving signal events, Sa, must be
compared toNmax

a . This comparison is performed for each ATLAS search included
in the CheckMate analysis. For this purpose, the parameter ra is de�ned [215]:

ra ≡
Sa − 1.64×∆Sa

Nmax
a

(9.3)

The numerator represents the lower limit of the 95% con�dence interval centred
on the number of signal events determined by CheckMate for a speci�c ATLAS
analysis. Consequently, a SUSY model is considered to be excluded if any com-
puted value of the ra parameter is larger than one.
The Point 5 scenario was analysed [213] with respect to 18 di�erent ATLAS

SUSY searches. The most relevant results are summarised in table 9.2.

Analysis (a) Signal Region Sa ∆Sa Nmax
a ra

ATLAS_1604_07773 [216] IM4 3.86 0.33 491 0.007
ATLAS_1605_03814 [217] 2jm 0.72 0.14 48 0.010

ATLAS_CONF_2016_054 [218] GG2J 0.87 0.32 20 0.017
ATLAS_CONF_2016_076 [219] SR_w_sf 2.32 0.48 11.1 0.138
ATLAS_CONF_2017_022 [220] 3j-1300 3.78 1.04 86 0.024
ATLAS_CONF_2017_039 [208] SR3-WZ-0Ja 11.32 2.00 11.35 0.708
ATLAS_CONF_2017_040 [221] ee 9.75 1.46 104 0.071

Table 9.2: Overview of the CheckMATE [215] results [213] concerning the compatibility
of the Point 5 scenario with the current exclusion limits determined from observed
data by the ATLAS experiment. The numbers of events are given in fractional form

since they were normalised to the cross-sections of the respective production processes.

It can be seen from table 9.2 that the most sensitive ATLAS analysis is, as ex-
pected, the one presented in [208] which was also discussed earlier in this section.
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The most relevant signal region corresponds to the search for a WZ topology in
the �nal state. The left plot in �gure 9.4 corresponds to this signal region.
CheckMATE predicts that, in the context of this speci�c analysis, the Point 5

scenario would produce Sa = 11.32 signal events with an uncertainty of ∆Sa=2
events. The calculated maximum number of excess events still compatible with
the ATLAS experimental observation is Nmax

a =11.35. Consequently, the Point 5
model is barely still allowed. This is also illustrated by the corresponding value
of the r parameter, ra=0.708. However, it is very likely that the model will be
excluded by the following iteration of this ATLAS analyis or by its CMS coun-
terpart.

153





CHAPTER 10

Analysis Strategy

The supersymmetry scenario known as Point 5 [109, 195] was chosen as a study
case for the Particle Flow performance investigations that constitute the main
focus of this thesis. The present chapter provides an overview of the data samples
used in the analysis. Furthermore, in section 10.2, the most relevant Standard
Model background processes are indicated and the strategies used for performing
the signal selection are described. The signal selection procedure follows the one
originally applied in the ILD Letter of Intent study [196] to a great degree. How-
ever, a few improvements were made in view of the increased level of realism of
the DBD full simulation version. They are also discussed in the following.

10.1 Data Samples

In order to carry out the performance assesment of the three di�erent realisa-
tions of the Particle Flow algorithm, corresponding to the PandoraPFA (LoI),
PandoraPFANew (DBD) and SGVPFL implementations, three di�erent sets of Monte
Carlo data samples were employed.

Data Samples Nomenclature
The general nomenclature for the three sets of data samples used throughout this
thesis is described in the following:

� The LOI sample: The Monte Carlo data contained in this set has been mass
produced with the LoI version of the ILD full simulation. It was originally
used in the analyses presented in the ILD Letter of Intent [109].

� The DBD sample: It comprises Monte Carlo data that was mass produced
with the DBD version of the ILD full simulation. The samples were employed
in the studies carried out and published in the ILC Technincal Design Re-
port [123].
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10.1. Data Samples

� The SGVPFL sample: It consists of events that were processed with the fast
simulation program SGV [6] run with the implemented Particle Flow confu-
sion emulation.

The main di�erences between the LoI and DBD versions of the ILD full simula-
tion and, implicitly, the PandoraPFA-based [7] full Particle Flow reconstruction
versions have been discussed in chapter 6. The working principles of the SGV fast
simulation have been presented in chapter 7. The Particle Flow confusion emula-
tion implemented in SGVPFL was described in chapter 8. An overview of the most
important di�erences between the three data sets used in this thesis is presented
in table 10.1.
In view of the comparisons that will be performed on the analysis level, all

three Monte Carlo data sets contain the same physics processes. Based on their
�nal states, they can be categorised and grouped into di�erent classes. A sum-
mary of the reactions considered in the following studies and their classi�cation
are presented in table 10.2.

Monte Carlo Data Production Aspects
In addition, there were also several technical details concerning the data genera-
tion that must be noted. They are presented in the following.
Ý Shift of nominal W boson mass value in signal samples: During the gen-
eration of the signal processes, the mass of the W boson was lowered by Whizard

to the value of MW = 79.8 GeV, as shown in �gure 10.1. This e�ect is found in
the SUSY signal samples of all three (i.e., LOI, SGVPFL and DBD) data sets.

Figure 10.1: Comparison of the W boson mass, MW , in the Standard Model
background sample and in the Point 5 chargino signal sample. Due to an internal

consistency check in Whizard, MW is shifted by the event generator to the lower value
of 79.8 GeV.
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Beamspectrum RDR [54] TDR [57] TDR [57]

PYTHIA tune Default [154] OPAL [153] OPAL [153]
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m
.
&
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ILD model ILD_00 ILD_o1_v5 sgv_geo3

Tracking
Fortran,
LEP-based

C++ new
implement.

inverse
Kalman �lter

Particle Flow PandoraPFA PandoraPFANew
Confusion
param.

γγ overlay No Applied No

Table 10.1: Overview of the most relevant di�erences regarding the production of the
three data sets used in this thesis.

Class Name Processes Type

χ̃±1 -hadronic χ̃±1 χ̃
±
1 → χ̃0

1qqχ̃
0
1qq Signal

χ̃0
2-hadronic χ̃0

2χ̃
0
2 → χ̃0

1qqχ̃
0
1qq Signal

SUSY other
χ̃±1 χ̃

±
1 → χ̃0

1qqχ̃
0
1lν

Backgroundχ̃±1 χ̃
±
1 → χ̃0

1qqχ̃
0
1lν

l̃+l̃− → l+l− (l=e, µ, τ)

SM 2f
Z0 → qq̄

Background
Z0 → ll

SM 4f

W+W− → qqqq

Background

W+W− → qqlν

W+W− → lνlν

W±Z0 → qqqq

W±Z0 → lνll

Z0Z0 → qqqq

Z0Z0 → qqll

Z0Z0 → llll

SM 6f tt̄, llW+W−, qqW+W−, lνW+W−, qqqqZ Background

Table 10.2: Overview of the physics processes and of their classi�cation employed in
the Point 5 studies presented in this thesis. Since the e+e− interaction is clearly

implied, only the intermediary and/or �nal states are shown.
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10.1. Data Samples

This issue stems from the choice of the electroweak renormalisation scheme,
as explained in the following. The physics model that is employed as input
to Whizard must be de�ned according to the standard set by the SUSY Les
Houches Accord (SLHA) [150]. The convention employed by SLHA is that the
electroweak sector is determined by:

� MZ : the Z boson pole mass, MZ = 91.1876± 0.0021 GeV [11]

� GF : the Fermi constant, GF = 1.166364 × 10−5 GeV−2, determined from
the expression of the muon lifetime

� αem(MZ)MS: the electromagnetic coupling at the Z pole in the minimal
subtraction (MS) scheme

From these inputs, other electroweak parameters such as sin2θW and MW are
determined in Whizard. The value of the former depends on the chosen renormal-
isation scheme. In the software setup for event generation, the chosen renormali-
sation scheme was the on-shell scheme, under which sin2θW is de�ned as sin2θW =
1−M2

W/M
2
Z for all orders in perturbation theory. Therefore,MW = MZcosθW . In

order to conserve the electroweak gauge invariance, this relation must be ful�lled
and, thus, the W boson mass was shifted by Whizard from its correct value to
MW=79.8GeV.

Ý Di�erent beam energy spectra: Two di�erent sets of ILC beam parameter
values were used in the subsequent Monte Carlo data productions, as presented in
section 6.2 and indicated in table 10.1. Consequently, two di�erent beam energy
spectra were determined based on the aforementioned parameters. The gener-
ation of Monte Carlo events considering di�erent beam energy spectra led to
di�erences in the obtained cross-sections. For instance, the cross-sections for the
Point 5 signal processes calculated by Whizard while taking the TDR parameters
into account are on average 3.56% smaller than the ones calculated with the RDR
parameters. A detailed list of the considered SUSY and Standard Model processes
and of the di�erences in their respective cross-section values is presented in table
A.1 shown as an appendix in this thesis.

Ý Missing signal processes: Due to a technical issue in the v01.95 ver-
sion of the Whizard event generator some neutralino decay channels, speci�-
cally those containing four quarks with the same �avour in the �nal state (e.g.,
e+e− → χ̃0

2χ̃
0
2 → χ̃0

1bb̄χ̃
0
1bb̄), could not be generated. A possible solution requires

further investigation. The problem a�ects a number of events smaller than 50. It
manifests as a reduction of 0.6% of the total number of events in the neutralino
signal sample. This issue concerns only the DBD and SGVPFL data sets.

Data Weighting
The data weighting procedure is identical for all three data sets, i.e., LOI, DBD
and SGVPFL, therefore, it will be discussed as a general principle in the following.
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Chapter 10. Analysis Strategy

One of the notable advantages of the International Linear Collider (ILC) is the
capability to provide longitudinally polarised electron and positron beams. The
(longitudinal) beam polarisation is de�ned as:

P =
NR −NL

NR +NL

(10.1)

where NR and NL represent the percentage of particles in the beam with right-
handed and left-handed helicity, respectively.
The processes presented in table 10.2 were simulated for all possible (allowed)

helicity combinations of the colliding positron and electron: h(e+e−) ∈ {LL,LR,
RL,RR}. Moreover, it was considered that each incoming beam is 100% polarised.
However, for the Point 5 physics scenario that forms the focus of this thesis

a di�erent polarisation con�guration of P(e+, e−)=(+30%, -80%) was assumed.
In this context, the minus sign typically denotes left-handedness while the plus
sign indicates right-handedness, respectively. In view of equation 10.1, a positron
beam polarisation of Pe+=(+30%) means that 65% of the particles in the positron
beam are right-handed and 35% are left-handed, i.e., NR = 0.65 and NL = 0.35.
Analogously, for a Pe−=(-80%) polarised electron beam, NR = 0.1 and NL = 0.9.
In order to reconcile the Monte Carlo data with the speci�c polarisation con-

�guration assumed in the Point 5 study, a weighting factor must be applied to
all samples, for each helicity combination. Thus, four di�erent weighting factors
are determined:

wpol(e+
R, e

−
L) : 0.35× 0.1 = 0.035

wpol(e+
L , e

−
R) : 0.65× 0.9 = 0.585

wpol(e+
R, e

−
R) : 0.35× 0.9 = 0.315

wpol(e+
L , e

−
L) : 0.65× 0.1 = 0.065 (10.2)

Furthermore, in the Point 5 study, it was assumed that both the Standard
Model and the SUSY data samples correspond to an integrated luminosity of∫
Ldt=500 fb−1. However, while the Monte Carlo production of the SUSY samples

does indeed correspond to the required integrated luminosity, this is not always
the case for the Standard Model background data. Due to the limited available
computing resources some SM samples are smaller. In these cases, a di�erent
(luminosity) weight must be applied such that, in the end, a consistent data set
is available for the physics analysis. The luminosity weight wlumi is de�ned as:

wlumiproc,h =
σproc,h ×

∫
Ldt

Nproc,h

(10.3)

where σproc,h is the production cross-section of process proc for a helicity combi-
nation h and Nproc,h is the number of events produced for that speci�c process,
with the respective helicity combination.
Consequently, the �nal weighting factor that accounts for both the assumed

polarisation and the integrated luminosity is: wproc,h = wpolh · wlumiproc,h
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10.2. Jet Clustering and γγ Background Removal

This weight is calculated for each process and helicity combination. It is then
applied on an event-by-event basis. Thus, after weighting, the �nal event numbers
are normalised such that they correspond to the designed integrated luminosity
and polarisation con�guration.

10.2 Jet Clustering and γγ Background Removal

As described in section 9.2, the relevant (SUSY) signal �nal states are charac-
terised by the presence of four hadronic jets coming from the decays of the two
gauge bosons and a large amount of missing energy due to the two escaping
lightest supersymmetric particles (LSPs).
Consequently, the �rst step in processing the data samples involves grouping

the reconstructed particles (PFOs) present in the event into jets. The fundamental
working principles of the two main types of jet clustering algorithms were brie�y
presented in section 4.1.1.
Since the pursued signal �nal states consist of four hadronic jets, all SUSY and

Standard Model data samples are "forced" into this con�guration. Speci�cally,
the applied jet algorithm is strictly required to form exactly four jets even when
the true event topology could be di�erent.
The same algorithm is used for all three Monte Carlo data sets, namely, a vari-

ant of the kT jet clustering algorithm [102] known as the Durham algorithm. It is
summarily described in the following.

The Durham Algorithm
Developed especially for e+e− collisions, the Durham algorithm is an inclusive
sequential recombination algorithm. It computes a single distance between the
PFOs inscribed on the input list, namely:

distDurhamij =
2min(E2

i , E
2
j ) · (1− cosθij)

E2
visible

(10.4)

where Eij represents the energy of a pair of reconstructed particles, while θij is
the angle between them.
The two PFOs with the smallest distDurhamij are combined by summing up their

four-momenta, thus, creating a pseudojet object. In the Durham algorithm,
there is no pre-de�ned stop condition, thus the procedure continues until all
reconstructed particles have been grouped into the required number of jets. In
contrast to the exclusive kT algorithm, which will be described next, the input
PFOs are not tested for being beam particles and therefore no particle is discarded.
The Durham algorithm also provides two variables that can be used to esti-

mate the quality of the clustering. Thus, yn,n+1 represents the distance between
two reconstructed particles or two pseudojets before being merged while yn−1,n

expresses the minimum distance between the existing pseudojets. These values
are constantly updated throughout the clustering process.
In a successful and stable jet con�guration, the distance between two PFOs or

protojets which were merged in the last step, (yn,n+1), should be very small. Con-
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Chapter 10. Analysis Strategy

versely, the distance between two (pseudo)jets (yn−1,n) should be large. These two
output parameters allow the event selection to be re�ned such that only those
events that exhibit the most stable four-jet con�guration are selected as potential
signal events.

γγ Background Removal
In contrast to the LOI and SGVPFL data sets, the events in the DBD samples are
overlayed with the γγ → hadrons background presented in section 3.3.2.
In order to remove the hadrons produced in the beam background γγ inter-

actions, an exclusive kT algorithm (also known as the longitudinally invariant
exclusive kT jet algorithm [184]) is applied exclusively on the DBD data set.
The distance measure employed in the exclusive longitudinally invariant kT

algorithm is given by:

distij =
min(p2

T i, p
2
Tj) ·∆R2

ij

R2
(10.5)

where ∆R2
ij = (yi−yj)2+(φi−φj)2 with yi,j being the rapidities, φi,j the azimuthal

angles and pTi,j the transverse momenta of the particles forming the pair. Here, R
can be interpreted as a measure for the jet radius and it is a tunable parameter.
The number of jets that the algorithm is required to constitute is also a free input
parameter.
The above-mentioned pair-distance is calculated for each pair of reconstructed

particles. In addition, another type of distance is computed for each individual
PFO, namely the distance between the particle and the beam (beam-distance):
distiBeam which is de�ned as p2

T i.
In the next step, the minimum between all the pair-distances (distij) and the

beam-distances (distiBeam) is calculated. If the calculated minimum is a pair-
distance then the two PFOs forming the pair are merged by adding their four
momenta. This procedure is known as the E-scheme recombination method. Con-
versely, in case a beam-distance is the found minimum then that particular PFO is
considered to be part of the beam and is discarded. Subsequently, all the previous
steps are repeated until the number of remaining pseudojets (objects formed by
repeatedly merging PFOs) matches precisely the requested number of jets.
The hadrons produced in the γγ background interactions are emitted close to

the beam direction and thus they are expected to ful�ll the algorithm's distiBeam →
min rejection condition. This renders the exclusive kT clustering algorithm a use-
ful tool for removing this type of background.
Since both the number of required jets and the R-value are free parameters of

the exclusive kT algorithm, they can be tuned in order to optimise the clustering
performance and the γγ background removal. This has been done in this thesis
by studying a Monte Carlo sample of ≈ 40000 pure χ±1 events.
Three di�erent jet con�gurations have been used with three di�erent R values

for each jet con�guration, as shown in Table 10.3. Increasing the number of re-
quired jets can be viewed as similar to increasing the �resolution� with which the
recombination is performed; thus, the higher the number of jets the smaller the
investigated R value.
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10.2. Jet Clustering and γγ Background Removal

Jets nr. 4 jets 6 jets 8 jets
1.1 0.9 0.8

R values 1.3 1.1 1.0
1.5 1.3 1.2

Table 10.3: Tested jet con�gurations for the R parameter optimisation.

Figure 10.2 shows a comparison between three jet number and R-value combi-
nations that were considered to be best, namely: 4 jets with R = 1.3, 6 jets with
R = 1.1 and 8 jets with R = 1.0. The main observables, i.e., the reconstructed W
boson mass (a) and energy (b), have been plotted for each of these con�gurations.
In addition, the Durham algorithm is also plotted for comparison.
Furthermore, to showcase the impact of the γγ background, the Durham al-

gorithm has been applied both over a sample with as well as over one without
γγ → hadrons events.
The main reason for choosing the Durham algorithm as reference is that it has

consistently provided one of the best performances in the context of e+e− events.
Furthermore, it does not take the jet radius as an input parameter. Thus, the
comparison between the three jet con�gurations is performed with respect to the
(R-)independent Durham algorithm.
It is important to note that, after applying the described exclusive kT algorithm

for γγ background removal, one would ideally obtain a distribution very similar to
the Durham no background case (solid black). Therefore, the task is to determine
which jet number and R-value con�guration provides the closest distributions to
the no background ones.
For this purpose, a χ2 test has been performed comparing each jet con�guration

to the distribution without γγ → hadrons. Table 10.4 shows the χ2 divided by
the number of degrees of freedom for each comparison, both for the W boson
mass as well as for the W energy distributions.

Nr. Jets R value χ2/ndf MW χ2/ndf EW

4 jets
1.1 24.2 28.5
1.3 13.4 11.6
1.5 15.6 7.6

6 jets
0.9 15.6 11.7
1.1 6.9 4.7
1.3 13.5 8.2

8 jets
0.8 16.9 10.8
1.0 9.3 6.8
1.2 17.7 13.4

Table 10.4: χ2/ndf for all the tested jet con�gurations. The combination with the
smallest χ2/ndf value is considered the best: in this case, the 6 jets and R = 1.1

con�guration.
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Figure 10.2: Comparison between di�erent jet con�gurations for the determination of
the best R value and jet number.
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10.2. Jet Clustering and γγ Background Removal

The lower halves of the two plots in �gure 10.2 show the normalised di�erences
between the Durham distribution without γγ background and the exclusive kT
distributions after the background removal for the three con�gurations consid-
ered most promising. The best con�guration would be the one that provides a
di�erence distribution overall closest to zero and with the smallest �uctuations,
especially around the nominal values of the relevant observables (i.e., mass value
and energy spectrum edges, marked with vertical dotted lines).
It can be seen from �gure 10.2 that the con�guration comprising six jets with

an individual jet radius of R=1.1 provides the minimum χ2/ndf value both for
the W mass (6.9) as well as in the case of the W energy spectrum (4.7). Thus,
this jet con�guration was chosen for the γγ background removal.
It must be noted that all the physics studies performed on DBD samples and

published in the ILC Technical Design Report [123] consider only the minimum
required number of jets in their jet clustering implementation. This study was
the �rst to demonstrate that requiring a larger number of jets can be bene�cial.
This is most likely due to the fact that requiring a slightly larger number of jets
can account for those cases in which additional jets may be produced when hard
gluons are emitted by the quarks or gluons from the �nal state.
In order to verify the described removal procedure, a Standard Model sample

of ≈2000 WW → hadrons events has been studied. The outcome is presented
in �gure 10.3. The sample has been processed: (i) without the γγ → hadrons
background (solid black), (ii) with the Durham jet algorithm without remov-
ing the background (solid red) and (iii) with the exclusive kT algorithm plus,
subsequently, with the Durham jet clustering into 4 jets (solid blue).
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Figure 10.3: The visible energy in a Standard Model WW → qqqq sample study:
pannel (a) shows the smearing e�ect of the γγ background on the visible energy while
pannel (b) indicates that this e�ect can be corrected by applying the γγ → hadrons

removal procedure.

It can be seen from �gure 10.3 that the γγ background removal procedure is
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successful in discarding the extra beam-background PFOs that smear the visible
energy spectrum. Thus, after applying the aforementioned exclusive kT algorithm,
the visible energy is very similar to the no background case.

10.3 Kinematic Fitting

With the aim of improving the resolution of relevant observables like, e.g., the di-
jet mass, a kinematic �t is performed in the preliminary stages of the analysis. The
following paragraphs provide a brief overview of the kinematic �tting procedure.
Let there be M measured quantities ~y(y1, ..., yM), for example, the four-vectors

of a jet in the �nal state of the event. The measured observables may depend on
or can be expressed in terms of a number N of parameters ~x(x1, ..., xN), such as
the azimuthal angle (φ) of the jet, etc. Here, N can be larger or equal to M.
Based on the assumed physics scenario, a certain hypothesis can be formulated

to describe these particular events. The hypothesis is expressed by a number K
of kinematic constraints, e.g., momentum conservation, ~fk(x1, ..., xN) = 0. The
measured parameters can then be slightly varied within their uncertainties such
that the kinematic constraints are ful�lled. This parameter adjustment procedure
is called kinematic �tting.
The di�erences between the measured values xn and the �tted values ξn form a

χ2 function. The aim is to �nd a (global) minimum of the total χ2(ξ1, ..., ξN , x1, ...,
xN) such that the kinematic constraints are satis�ed.
A general form of the χ2 function can be written as:

χ2 = (~x− ~ξ)T · V −1 · (~x− ~ξ) (10.6)

where V −1 represents the covariance matrix of the measured parameters.
In order to implement the constraints, the method of Lagrange multipliers [222]

is used and, thus, an additional contribution χ2
T can be de�ned as:

χ2
T (ξ1, ..., ξN , λ1, .., λk, x1, ..., xN) (10.7)

where ~λ = λ1, .., λk are the Lagrange multipliers. The χ2
T function is then ex-

pressed as a global χ2 plus a constraint term:

χ2
T = χ2(ξ1, ..., ξN , x1, ..., xN) +

K∑
k=1

λk · ~fk (10.8)

As mentioned above, the purpose is to �nd the best set of (�tted) parameters ~ξ
that minimise χ2. Thus, the �rst derivatives in equation 10.8 must be considered
and, by setting them to zero, a set of equations corresponding to the minimum
conditions can be written:

∂χ2
T

∂ξm
=
∂χ2

∂ξn
+

K∑
k=1

λk ·
∂ ~fk
∂ξn

= 0 (10.9)
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∂χ2
T

∂λk
= ~fk = 0 (10.10)

Equation 10.10 expresses the kinematic constraints. The following matrix nota-
tions are useful to be introduced:

~X = (ξ1, ..., ξN , λ1, .., λk)
T (10.11)

~Y ( ~X) = (
∂χ2

T

∂ξ1

, ..,
∂χ2

T

∂ξN
,
∂χ2

T

∂λ1

, ..,
∂χ2

T

∂λK
)T (10.12)

The minimum conditions can be then written as ~Y ( ~X) = 0. This system of
equations is then solved in an iterative procedure using, e.g., the Newton-Raphson
method [223].
In the context of this analysis, as mentioned previously, the signal �nal states

are characterised by four hadronic jets and a large amount of missing energy.
Therefore, the relevant measured quantities for the kinematic �t are the four-
vectors of the four jets which are parametrised in terms of: the jet energy E, the
polar (θ) and azimuthal (φ) angles of each jet. In order to optimise the �t, the
uncertainties of these parameters were chosen to be: σE

E
= 120%√

E
for the jet energy

and 100mrad for both θ and φ [108]. The jet uncertainties stem from the potential
inaccuracies related to the quark fragmentation modelling, jet clustering, etc.
The applied kinematic constraint requires only that the masses of the two di-jet

systems be equal (equal mass constraint). Since both the chargino as well as the
neutralino hadronic decays are considered signal, no further mass assumptions
are used as kinematic constraints.
For the Point 5 analysis, the MarlinKinFit package [224] was used. The pres-

ence of four hadronic jets in the �nal state implies that there are three possible
jet pairing combinations. The kinematic �t is performed for each of the three
combinations.
The quality of the �t can be evaluated by calculating the integral of the χ2

probability distribution (prob. distrib.) [225]:

Prob(χ2;N) =

∫ ∞
χ2

P (χ′2;N)dχ′2 , where (10.13)

P (χ2;N) =
2−N/2

Γ(N/2)
χN−2e−χ

2/2 is the χ2 prob. distrib. (10.14)

In equation 10.14, Γ(x) represents the typical gamma function1 and N denotes
the number of degrees of freedom. Equation 10.13 is called the �t probability. It
expresses the probability to obtain a new χ′2 value, in a new minimisation, which
is as large or larger than the current χ2 value. When the χ2 value is large, the
probability Prob(χ2) is small and this typically indicates either that the errors
are underestimated or that the �t hypothesis is false. On the contrary, if the

1The gamma function is de�ned as: Γ(x) = (x− 1)!
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χ2 value is very small such that the probability Prob(χ2) is very close to 1 this
would indicate that the errors are overestimated. For a correct �t hypothesis
and accurately estimated errors the �t probability is expected to be a uniform
distribution between 0 and 1.
The �t probability is computed for each of the three possible di-jet combinations

in the Point 5 analysis. The one that corresponds to the best �t probability is
chosen.
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Figure 10.4: Mass and energy of the reconstructed W and Z bosons, before and after
the kinematic �t, as obtained from pure χ̃±1 and χ̃0

2 Monte Carlo samples. The
kinematic �t helps improve the dijet mass resolution with ≈ 1GeV as well as it

provides sharper box spectra for the dijet energy.

The bene�ts of the kinematic �t are illustrated by �gure 10.4. Two pure Monte
Carlo samples of χ̃±1 and χ̃0

2 events, fully simulated and reconstructed with the DBD
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version, were chosen to study the impact of the kinematic �tting procedure. The
reconstructed boson (di-jet) masses were compared with and without applying
the kinematic �t. For the case when no kinematic �t was applied the jet pairing
combination which provided the smallest di-jet mass di�erence was chosen. In
the other case, the di-jet con�guration that provided the best �t probability was
taken into consideration.
The distributions have been subsequently �tted with a Gaussian function from

which the di-jet mass resolution was extracted. As shown in �gure 10.4, the un-
certainty on theW boson mass has improved from 5 GeV to 4 GeV after applying
the kinematic �t. Similarly, for the Z boson mass the uncertainty has improved
from 5.4 GeV to 4.6 GeV. Thus, it is clear that the kinematic �t contributes to
improving the di-jet mass resolution.
The lower pannels of �gure 10.4 provide a qualitative comparison of the re-

constructed dijet energies with and without the kinematic �t. It is relevant to
note that the positions of the edges of the boson energy spectrum are essential
for the determination of the gaugino masses. Taking this into consideration, it is
clearly visible that the kinematic �t contributes such that the upper and lower
edges of the boson energy spectra are much better de�ned and thus much easier
to identify and �t according to the procedures that will be described later in
chapter 11. Thus, the ben�ts of applying a kinematic �t are observable both in
terms of improving the di-jet mass resolution as well as in providing a sharper
di-jet energy spectrum.

10.4 Signal Selection

In order to select the χ̃±1 and χ̃0
2 candidate events, several observables were chosen.

Based on their distributions, a set of selection criteria (cuts) was de�ned. The
present section describes the relevant observables and illustrates the selection
cuts.
Since this analysis is based on the Point 5 study presented in [196], a major part

of the selection consists in re-applying the LOI cuts on the DBD data, for legacy
and comparison reasons. However, several new observables were investigated and
added for the present analysis. Their aim was to improve the selection especially
in view of the hadronic background originating from the low PT γγ interactions
which had not been considered in the LOI study.
The cut sequence presented below follows the exact same order in which the

selection criteria are applied in the course of performing the analysis.
For each considered observable, the distributions of the signal data and the

most important background contributions are illustrated using only DBD data.
The shown distributions are normalised to the assumed integrated luminosity

value of 500 fb−1 and to the aforementioned polarisation con�guration of P(e+,e−)

= (+0.3, -0.8). The cuts themselves are represented by a line-crossed area, i.e.,
all the events found inside the marked area are discarded in that particular cut.
The e�ects of the cuts on the event numbers and sample purities are summarised
at the end of this section.
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Isolated Leptons
Rejecting events that contain isolated leptons aims at signi�cantly reducing the
semileptonic and leptonic backgrounds like, e.g., W+W− → lνlν, W±Z0 → lνll.
The procedure applied in order to search for and identify an isolated lepton,

is described in detail in [226]. Due to the nature of the τ lepton decays, the
algorithm searches only for isolated electrons and muons.
The information stored for each reconstructed particle (PFO) regarding its en-

ergy deposits in the electromagnetic calorimeter (EECAL) and/or the hadronic
calorimeter (EHCAL) as well as the yoke (Eyoke) was used. The criteria used for
the electron and muon identi�cation and separation are shown in table 10.5, where
Etotal represents the total energy deposited in all calorimeter systems while P is
the reconstructed particle's measured momentum.

Lepton type Electron Muon
EECAL/Etotal > 0.9 EECAL/Etotal < 0.5

Selection 0.8 < Etotal/P < 1.2 Etotal/P < 0.3
- Eyoke> 1.2GeV

Table 10.5: The lepton identi�cation criteria.

The degree of isolation of the identi�ed lepton was estimated by considering
a cone with an opening of cos θ = 0.98 around each lepton candidate. The so
called cone energy (Econe) was obtained by adding up the energy of all the other
PFOs that are present within the cone. If the momentum of an electron candidate
ful�lls the requirement that Pelectron > 0.25·Econe·12.6GeV then it is considered
an isolated electron. Similarly, an isolated muon candidate must ful�ll the Pmuon
> 0.1·Econe·17.1GeV relation.
The isolated lepton identi�cation e�ciency of the described procedure was

estimated to be ≈ 95% for single muons and ≈ 90% for single electrons, according
to [227].
In the course of this analysis, the information provided by the isolated lepton

identi�cation was used in a binary way; i.e., regardless of the total number of lep-
tons found in the event, once an isolated lepton was found that particular event
was rejected.

Number of PFOs in Event
The distribution of the number of reconstructed particles present per event is il-
lustrated in �gure 10.5a for the two signal samples and the main Standard Model
(SM) and SUSY backgrounds. It can be observed that the PFO multiplicities in
the χ̃±1 and χ̃0

2 samples span the range between 30 PFOs and 150 PFOs per event.
Consequently, all the events characterised by a lower or a higher reconstructed
particle multiplicity, respectively, are discarded.

Number of Tracks with PT smaller than 1GeV
To reduce the impact of the low transverse momentum γγ → hadrons back-
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Figure 10.5: Selection cuts concerning the PFO multiplicity and the number of tracks
with low PT per event.

ground, described in section 3.3.2, a new selection criterion was considered, namely,
the number of tracks reconstructed in an event that have a measured PT lower
than 1GeV.
The distributions associated to this observable are shown in �gure 10.5b. The

left cut area removes those events with very few low PT tracks, i.e. less than 8 such
tracks per event. Conversely, the right hand rejection area cuts away the events
which have more than 50 tracks. Apart from contributing to the γγ → hadrons
background rejection, this selection step also removes a signi�cant amount of the
Standard Model 2 and 4 fermion leptonic events.

Thrust Value
The following observable is an event shape variable that provides information on
the �jet-likeness� of the event [228]. For any �nal state of an event, the thrust
is de�ned as the normalised sum of the momenta of all reconstructed particles
projected onto the event's thrust axis (nT ) which is the direction that maximises
the following quantity:

T = max
|n|=1

∑
i

|~pi · ~ni|∑
i

|~pi|
=

∑
i

|~pi · ~nT |∑
i

|~pi|
(10.15)

The thrust observable has a value of T=1 for linear shaped events, for exam-
ple, as in the case of two back-to-back hadronic jets in the �nal state (Z0 → qq̄).
For fully spherical events, in which the observed particles are symmetrically dis-
tributed, the thrust value is minimum and equal to T=0.5 [229].
The distributions of the thrust variable are shown in �gure 10.6a. It can be

observed that the Standard Model 2 and 4 fermions distributions peak around
thrust values close to 1. The SUSY signal distributions (the red and dark blue
curves) are more central and uniformly spread. Consequently, all events with a
thrust value higher than 0.95 are rejected.
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Figure 10.6: Selection criteria involving the thrust event shape variable and the track
multiplicity per event.

The selection criterion based on the thrust observable was the last addition to
the original LOI selection criteria [196]. The original cuts are summarised in the
following.

Number of Tracks in Event
In order to further reduce the amount of SM leptonic and semileptonic back-
ground events, the number of recontructed tracks found in an event was chosen
as a relevant observable. The distributions showing the track multiplicity per
event are presented in �gure 10.6b. It can be seen that the signal events contain a
relatively higher number of tracks than the SM background samples. Therefore,
in order to reject this background, all the events for which the number of mea-
sured tracks is below 20 are discarded.

Visible Energy
Due to the presence of two invisible lightest supersymmetric particles (χ̃0

1) in the
�nal state, the signal events are characterised by a large amount of missing en-
ergy. Therefore, the amount of reconstructed energy in the event is a very relevant
selection criterion. It is de�ned as the sum of all the individual PFO energies.
The visible energy distributions are presented in �gure 10.7a. It can be observed

that the typical visible energy in a signal event can be found in the range between
100-300GeV. Consequently, all events with a lower or higher amount of visible
energy are discarded.

Jet Energy
The reconstructed jet energy distributions are shown in �gure 10.7b. In order to
ensure a good quality of the jet reconstruction, each of the four jets in the event
should have a reconstructed energy higher than 5GeV.
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Figure 10.7: Event selection criteria based on the amount of visible energy
reconstructed in the event and the measured jet energy.

Jet cos θ
Another jet reconstruction quality requirement concerns the jet polar angle, mea-
sured with respect to the jet axis. The distribution of the cos θjet observable is
presented in �gure 10.8a. The events containing one or more very forward jets,
i.e., with cos θjet > 0.99 are rejected.
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Figure 10.8: Event selection cuts concerning the jet polar angle and the y34 parameter
of the Durham jet algorithm .

Jet Clustering Parameter y34

The next selection criterion involves the y34 parameter of the Durham jet clus-
tering algorithm [102]. It is the distance parameter marking the transition from
a four-jet to a three-jet con�guration in the event.
The y34 distributions can be seen in �gure 10.8b. The SM background events

with four and especially two fermions in the �nal states peak towards very low
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values of y34. All the events for which the y34 value is lower than 0.001 were dis-
carded, as marked in �gure 10.8.

Number of Tracks in Jet
Another observable employed to reduce the leptonic SM background is the num-
ber of reconstructed tracks that are associated to each one of the four jets present
in the event. Thus, for this selection step, the requirement is that the selected
events must have at least one track in each of the four jets. The distribution of
the number of tracks found in each jet and the rejection region are shown in �gure
10.9a.
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Figure 10.9: Event selection cuts based on the number of tracks found per jet and
the cos(θ) of the missing momentum.

Missing Momentum cos θ (1)
After grouping all the reconstructed particles in an event into four jets, each jet
can be treated as a four-momentmum object itself. The jet three momentum com-
ponents (px, py, px) as well as the energy Ej are the �nal result of the combination
scheme employed in the jet clustering algorithm.
The missing four-momentum is de�ned as follows:

Pmiss =


pxmiss
pymiss
pzmiss
Emiss

 =


0
0
0
Ecm

−

px1

py1

pz1
E1

−

px2

py2

pz2
E2

−

px3

py3

pz3
E3

−

px4

py4

pz4
E4

 (10.16)

where Ecm is the ILC centre-of-mass energy, i.e., in this case, 500GeV, and pxi ,
pyi , pzi and Ei with i ∈ {1 · · · 4} are the momentum and energy components,
respectively, of the four jets in the event.
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Thus, the cosθ of the missing momentum is:

cos θmiss =
pzmiss√

p2
xmiss

+ p2
ymiss

+ pz2
miss

(10.17)

For this cut, the absolute value of the cosθmiss was taken into account. Figure
10.9b, shows the distributions of this variable for all the relevant Monte Carlo
samples.
The main purpose of the cosθmiss cut is to reject coplanar events like, e.g.,

WW with initial state radiation photons. Furthermore, as can be seen from �g-
ure 10.9b, the Standard Model background is forward peaked while the signal
distributions (marked in red and dark blue) are rather uniform. All events with
cosθmiss larger than 0.99 are rejected.

Lepton Energy
In order to identify the non-isolated leptons (i.e., electrons and muons) present
in an event the following identi�cation procedure was employed. Any PFO charac-
terised by electromagnetic (ECAL) and hadronic (HCAL) calorimeter energy de-
posits larger than zero and for which the relation EECAL/(EECAL+EHCAL) > 0.9
is true is considered an electron. Conversely, if EECAL + EHCAL/EPFO < 0.5 ,
where EPFO is the total measured energy of the reconstructed particle, then the
PFO is identi�ed as a muon.
After the lepton identi�cation step, the relevant observable is the energy of the

highest energetic lepton in the event, Elepton. The corresponding distributions are
presented in �gure 10.10a.
In order to further reduce the leptonic and semi-leptonic samples, all the events

for which Elepton is higher than 25GeV are rejected.
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Figure 10.10: Event selection criteria based on the largest amount of energy carried
by a lepton in the event and the number of reconstructed particles contained in a jet.
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Number of PFOs per Jet
In order to further reduce the number of events containing τ decays, another
variable was taken into consideration: the number of reconstructed particles as-
sociated to a jet. The distributions of this observable for the most relevant Monte
Carlo samples can be seen in �gure 10.10b.
Thus, aiming to reject events containing jets with low reconstructed particle

multiplicities, a signal candidate must ful�ll the requirement that each jet con-
tains at least three PFOs. The rejection region is also marked in �gure 10.10b.

Missing Momentum cos θ (2)
In order to improve the signal selection in view of the cross-section measurements
which require a higher purity of the signal samples, the cosθmiss cut was applied
once again with more stringent requirements.
The relevant distributions are shown in �gure 10.11a. In order to eliminate a

larger fraction of the SM background which typically peaks in the forward region,
all the events with a cosθmiss value higher than 0.8 were rejected.
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Figure 10.11: Event selection criteria based on the cos(θ) of the missing momentum
and the missing mass.

Missing Mass
The missing four-momentum was introduced and described earlier for de�ning
the previous cosθmiss cut. Using the same notation, the missing mass can then be

de�ned as Mmiss =
√
Emiss − (p2

xmiss
+ p2

ymiss
+ p2

zmiss
).

The relevant distributions of this variable can be seen in �gure 10.11b. It can
be observed that the SM four and six fermions events (especially semi-leptonic
tt) contribute most towards the lower values of the missing mass. Therefore, in
order to reject these decays, all the events for which the calculated missing mass
is lower than 220GeV are rejected. The cut area can be seen in �gure 10.11b.
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Convergence of Kinematic Fit
In order to ensure a certain data quality such that the events can be passed on
for further analysis, the kinematic �t (section 10.3) should converge for at least
one jet pairing out of the possible three combinations.

Selection Results

There are two levels of the event selection employed in the Point 5 analysis. The
�rst one, "Level 1", comprises the �rst twelve cuts. The events considered in the
gaugino mass determination are required to pass (only) this level. The second
selection stage, "Level 2", encompasses all sixteen cuts. The events selected for
the cross-section measurements are required to pass the second level.
The impact of the individual selection cuts on the number of events corre-

sponding to any of the two signal or four background samples is illustrated in
table 10.6.
The results of the event selection were evaluated in terms of the e�ciency, ε,

and the percentage of events remaining in the sample after the cut. For any set
of Monte Carlo data, s, and any cut, c, the e�ciency is de�ned as:

ε =
� events s that survive cut c
� events s before cut c

(10.18)

The obtained e�ciency and purity numbers are presented (only for the DBD
sample) in table 10.7.
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CHAPTER 11

Mass Measurements

The present chapter describes two analysis methods that were employed in the
determination of the gaugino (χ̃±1 , χ̃

0
2, χ̃

0
1) masses.

The �rst method was proposed in the original Point 5 study published in the
ILD Letter of Intent document [109, 196] and was applied on the LOI data set.
For comparison purposes, it was also carried out using the DBD data set and the
results are described in the following sections. A second, new and more robust
approach that emerged in the course of this thesis is also presented in detail.
In the following sections, both analysis procedures are illustrated using the DBD

data set. For this purpose, the data underwent the preparation stage described
in chapter 10. Only those events that survived the Level 1 stage of the selection
were used in the analysis.
The underlying principle of the two methods described in this chapter is that

the gaugino masses can be determined using the positions of the edges exhibited
by the relevant energy spectra. The two approaches essentially extract the input
information necessary for the mass calculation from the data. The calculation
itself is presented in the following section.

11.1 Mass Determination from Energy Spectra

Edge Positions

11.1.1 The Boson Energy Spectrum

The signal processes in the Point 5 physics scenario are of the type Mχ →
MLSP +MV , where Mχ represents either the χ̃±1 or χ̃0

2, MLSP denotes the lightest
supersymmetric particle (LSP) χ̃0

1 and MV stands for the corresponding gauge
boson. Furthermore, the mass di�erence between Mχ and MLSP is large enough
that the produced gauge bosons are real, on-shell particles. Therefore, the starting
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11.1. Mass Determination from Energy Spectra Edge Positions

point of the discussion is the well known kinematics of two body decays.
For the following discussion, the standard ILD detector cartesian coordinate

system was considered. The origin of the coordinate system is the interaction
point while the z axis is collinear to the direction of the electron beam and the y
axis lies vertically and points upwards.

�

�

�

�

�
��

��	

(a) Gaugino rest frame

�

�

�

�

�
�

���

(b) Lab frame

Figure 11.1: Sketch of gaugino decay kinematics.

The four-momenta of the particles involved in the process can be written as:
Pχ = (Eχ, ~pχ), PV = (EV , ~pV ) and PLSP = (ELSP , ~pLSP ). The energy and mo-
mentum conservation clearly requires that Pχ = PV + PLSP . From this, the
four-momentum of the LSP can be expressed as PLSP = Pχ - PV . Now, squaring
both sides of the previous expression, the following is obtained:

P2
LSP = (Pχ −PV )2 = P2

χ +P2
V − 2PχPV (11.1)

Since the norm of a four-momentum yields the invariant mass of the respective
particle and after applying the multiplication rules of four-vectors, equation 11.1
can be re-written as:

M2
LSP = M2

χ +M2
V − 2(E ′χE

′
V − ~pχ~pV ) (11.2)

In the gaugino rest frame, schematically illustrated in �gure 11.1 and denoted
with an apostrophe symbol, the mother particle's momentum is zero:

E ′χ = Mχ, ~pχ = ~0 ⇒ P′χ = (Mχ,~0) (11.3)

Solving equation 11.2 for E ′V while noting that ~pχ = ~0 yields:

E ′V =
M2

χ +M2
V −M2

LSP

2E ′χ

(E′χ=Mχ)
=

M2
χ +M2

V −M2
LSP

2Mχ

(11.4)

In the next step, the expression for the gauge boson energy (11.4) can be
boosted into the laboratory system, in which the relevant observables are mea-
sured. The Lorentz boost coe�cient γ is determined by: γ = Eχ/Mχ where Eχ
andMχ represent the energy and mass of the decaying gaugino. This de�nition of
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Chapter 11. Mass Measurements

γ is valid under the assumption that typical radiation losses can be ignored such
that the energy of the gaugino is equal to the beam energy. Thus, the following
expression can be obtained:

EV = γE ′V + βγ~pV

= γE ′V + βγ|~pV | cos (θ′) (11.5)

where θ′ is the angle formed by the gauge boson's momentum with respect to
the direction of the boost, in the centre of mass frame. In �gure 11.1 the boost
direction is illustrated as parallel to the z-axis for simplicity.
From equation 11.5, it can be seen that the energy of the gauge boson, in the

laboratory frame, depends on the value of the θ′ angle:

If θ′ = 0⇒(cos (0) = 1) ⇒ EV = γE ′V + βγ| ~P′V | ⇒ Eh

If θ′ = π ⇒(cos (π) = −1)⇒ EV = γE ′V − βγ| ~P′V | ⇒ El (11.6)

Thus, in a real experiment, the measured gauge boson energies would form a dis-
tribution with a minimum edge (El) that corresponds to the θ′ = π con�guration
while the maximum edge (Eh) corresponds to the θ′ = 0 case.
The shape of the energy spectrum depends on the spin of the mother particle.

For instance, if the decaying particle were a sfermion, i.e., a sparticle with spin
0, the decay would be isotropic and the energy spectrum of the visible decay
products would have a �at "box"-like shape.
In the case of gauginos, which have spin 1/2, the description of the shape of

the energy spectrum is more involved. It depends on the reference frame in which
the distribution is measured and the orientation of the decaying particle's spin in
that particular frame. A detailed discussion of the spectrum shape in the context
of the gaugino decays is beyond the scope of this section.
Figure 11.2 illustrates the di-jet (boson) energy distributions obtained from the

χ̃±1 and χ̃0
2 Monte Carlo signal samples on the generator level. It can be observed

that the edges are not clear-cut. The smearing e�ects re�ect the unavoidable
consequences of the beam energy spectrum, the emission of initial state radiation
and the fact that the gauge bosons have a natural width, ΓW,Z .
For the χ̃±1 di-jet energy distribution, the position of the lower edge of the

spectrum essentially overlaps with W boson mass. This situation arises when the
momentum of the W compensates the initial boost such that the W appears to
be produced at rest while the LSP carries away all the available energy.

11.1.2 Gaugino Mass Calculation

The main goal is to determine the values of the gaugino masses from the measured
edge positions of the boson energy spectra. The following paragraphs present the
deduction of the relevant equations.
For this purpose, two variables were introduced:

EA =
Eh + El

2
and ES =

Eh − El
2

(11.7)
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Figure 11.2: Boson energy spectra obtained from the χ̃±1 and χ̃0
2 signal samples on

generator level.

where EA represents the centre point in the allowed energy range while ES cor-
responds to its width. It is useful to consider the results of the addition and
subtraction of Eh and El:

Eh + El = γE ′V + γβ~pV + γE ′V − γβ~pV (11.8)

Eh + El = 2γE ′V ⇒ EA = γE ′V (11.9)

Eh − El = γE ′V + γβ
√
E
′2
V −M2

V − γE ′V + γβ
√
E
′2
V −M2

V (11.10)

Eh − El = 2γβ
√
E
′2
V −M2

V ⇒ ES = γβ
√
E
′2
V −M2

V (11.11)

In the next step, the �rst result of equation 11.11, namely that EA = γE ′V , is
used to rewrite the expression for ES:

ES = γ

√
1− 1

γ2

√
E
′2
V −M2

V

= γ

√
1− 1

γ2

√(
EA
γ

)2

−M2
V

=

√
1− 1

γ2

√
E2
A − γ2M2

V (11.12)

By squaring both sides of equation 11.12, a quadratic equation where γ2 is
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treated as the unkown can be obtained:

E2
S =

(
1− 1

γ2

)(
E2
A − γ2M2

V

)
= E2

A − γ2M2
V −

E2
A

γ2
+M2

V | × γ2 (11.13)

E2
Sγ

2 = E2
Aγ

2 − γ4M2
V − E2

A + γ2M2
V

0 = γ4M2
V + γ2(E2

S − E2
A −M2

V ) + E2
A (11.14)

0 = γ4M2
V + γ2(EhEl +M2

V ) + E2
A (11.15)

The solutions for γ2 from the quadratic equation shown above are then of the
form:

γ2
1,2 =

(EhEl +M2
V )±

√
(M2

V + EhEl)
2 − 4M2

VE
2
A

2M2
V

=
(EhEl +M2

V )±
√

(E2
h −M2

V )(E2
l −M2

V )

2M2
V

(11.16)

Since, according to equation 11.11, γE ′V = EA, the boson energy (in the centre
of mass reference frame) can be replaced in this expression by the quantity de�ned
in equation 11.4. Thus, the following equality can be obtained:

γ
M2

χ +M2
V −M2

LSP

2Mχ

=
Eh + El

2
(11.17)

The relevant information to be extracted from the previous expression is the mass
of the lightest supersymmetric particle (MLSP ). Therefore, the equation can be
re-written such that:

γM2
χ + γM2

V − γM2
LSP = Mχ(Eh + El)

M2
LSP = M2

χ +M2
V −

Mχ

γ
(Eh + El) (11.18)

M2
LSP

Mχ=
Ebeam
γ

=

(
Ebeam
γ

)2

+M2
V −

Ebeam
γ2

(Eh + El) (11.19)

M2
LSP = M2

V +
E2
beam

γ2

(
1− Eh + El

Ebeam

)
(11.20)

The lower edge of the W energy spectrum overlaps with the W boson mass,
consequently, its measured value is not used in the mass calculation.
Firstly, the value of γ is computed from equation 11.16, plugging in the two

edge positions determined from the Z boson spectrum. Considering the constraint
that the LSP mass is identical both for the χ̃±1 as well as for the χ̃0

2 decays, the
plus sign in equation 11.16 provides the unique solution for computing γ.
The χ̃2

0 mass is then calculated as Mχ̃2
0

= Ebeam/γ. The LSP mass, Mχ̃2
1
is

obtained from equation 11.17 using the edge values determined from the Z di-jet
energy distribution.
Lastly, the χ̃±1 mass is determined using the previously calculated LSP mass

and the value of the upper edge of the W boson energy spectrum.
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11.2. Signal Separation

11.2 Signal Separation

The events used in the gaugino mass determination are the ones that survive the
Level 1 stage of the event selection presented in section 10.4. In order to separate
the data sample into potential χ̃±1 and χ̃0

2 candidates, a procedure based on two
χ2 calculations was employed. The important observable for the separation is the
calculated di-jet (boson) mass before running the kinematic �t. The information
obtained from the kinematic �t result is still used as only the di-jet masses which
correspond to the jet pairing con�gurations with the best kinematic �t probability
were used.
Two χ2 variables based on the di-jet mass observables described above have

been de�ned:

χ2
W =

(Mdijet1 −MW )2 + (Mdijet2 −MW )2

σ2

χ2
Z =

(Mdijet1 −MZ)2 + (Mdijet2 −MZ)2

σ2
(11.21)

where χ2
W and χ2

Z are the χ2 variables calculated with respect to the W (MW )
and Z (MZ) boson masses and Mdijet1 and Mdijet2 represent the di-jet masses.
The σ is an estimate of the detector resolution. For consistency, the same σ value
was used as in the original study performed for and published in the ILD Letter
of intent document [196]. Consequently, the value was �xed to σ = 5GeV.
For each event, the two χ2 values are computed. Figure 11.3 shows the distri-

bution of the computed χ2
W values plotted with respect to the χ2

Z ones.

ZM
2χ

0 5 10 15 20

W
M2 χ

0

5

10

15

20

Figure 11.3: Distribution of the two calculated χ2 variables plotted with respect to
each other. Based on Monte Carlo truth information, the cyan-coloured points
represent χ̃±1 events while the dark blue ones represent χ̃0

2. The yellow area
corresponds to the χ̃0

2 selection while the red box represents the χ̃±1 selection.

The colour code is based on Monte Carlo truth information: the cyan dots rep-
resent (true) chargino signal events while the blue points correspond to (true)
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Chapter 11. Mass Measurements

neutralino events. Their distribution, shown in �gure 11.3, informs the de�nition
of the selection regions. Consequently, if the χ2

W value is smaller than 4, then the
event is considered a chargino candidate (red box). If χ2

W is larger than 4 and χ2
Z

is simultaneously smaller than 2 the event is classi�ed as a neutralino candidate
(yellow box). Events with signi�cantly larger χ2 values are not considered in the
analysis.
In order to evaluate the performance of the signal sample separation procedure,

the e�ciency (ε) and purity (π) of the �nal samples was computed according to
the de�nition shown in section 10.4. The purity was computed both with respect
to the entire data sample, i.e., also containing the Standard Model background,
and only with respect to the SUSY data sample. The results are summarised in
table 11.1.

Observable χ̃±1 sample χ̃0
2 sample

E�ciency 53% 30%
Purity (total) 63% 39%
Purity (SUSY) 94% 62%

Table 11.1: The e�ciency and purity of the χ̃±1 and χ̃0
2 selection.

It must be noted that, as can be seen both from �gure 11.3 and table 11.1, a
large part of the events is not included in the separated signal regions. The size of
the data samples after the separation procedure described in this section is Nχ̃±1

=
10519 events for the charginos and Nχ̃0

2
= 1081. Despite the decrease in the data

sample, the purity levels achieved after applying the signal separation procedure
have improved considerably: by almost a factor of three for the chargino case and
approximately by a factor of eight in the neutralino selection.
From these separated data samples, the edge position information from the χ̃±1

and χ̃0
2 energy spectra can be extracted. The following sections describe in detail

two di�erent procedures that were employed for this purpose.

11.3 Fitting the Edge Positions

In the original Point 5 study [196], the positions of the edges exhibited by the
di-jet energy spectra were determined by �tting the aforementioned spectra with
a function in which the edge positions were free parameters. For comparison and
legacy reasons, the same �tting procedure was applied in the present analysis as
well. The remainder of this section describes the method itself and presents the
results obtained from applying it to the DBD Monte Carlo samples.
The relevant observable for the �tting method is the gauge boson (di-jet) energy

after running the kinematic �t. Figure 11.4 shows the di-jet energy distributions
for the chargino and the neutralino candidate events, after the event selection
(Level 1) and the χ2-based signal separation. They are the distrbutions on which
the �t should be performed.
The histograms shown in �gure 11.4 comprise χ̃±1 and χ̃0

2 signal events, but also
contributions from other SUSY and Standard Model backgrounds that survive the
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Figure 11.4: Di-jet energy spectra after performing the signal separation presented in
section 11.2.

event selection and separation. The presence of the SM background is particularly
visible in the region of the upper edge (≥135GeV) of the spectra.
When de�ning the �t function, the assumption was made that the Standard

Model (SM) background is well known and its contributions to the distributions
in �gure 11.4 can be accurately accounted for by a component of the total �t
function. The function used to describe the SM contributions is presented in the
following.

The Fit Function for the Standard Model Background
The di-jet energy distributions obtained from the Standard Model events still
present in the χ̃±1 and χ̃0

2 candidates samples are shown as histograms in 11.5.
The large error bars illustrate that the number of surviving SM events is rather
small.
Since there is no speci�c underlying physics model that can be used for �tting

the Standard Model background distributions, several polynomial functions of
di�erent orders have been tried in order to describe the shape of the descending
plateau. A second order polynomial was �nally chosen as providing the best �t
performance. The detector resolution and the natural gauge boson width are
taken into account by convoluting the polynomial with a Voigt function. Thus
the �t function for the SM background was de�ned as:

fSM =

∫ ∞
t0

(aSM · t2 + bSM · t+ cSM)V oigt(t− x, σ,Γ)dt (11.22)

where aSM , bSM and cSM are the polynomial coe�cients, σ denotes the detector
resolution and Γ represents the repective gauge boson width.
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Figure 11.5: Di-jet energy distributions obtained from Standard Model events that
contaminate the χ̃±1 and χ̃0

2 event selection. The black lines illustrate the result of
�tting the two distributions with the function given in equation 11.22.

The Fit Function for the Complete Sample
The �tting function for the signal sample is de�ned analogously, with a second
order polynomial describing the top part of the box spectra. Both the natural
width of the gauge bosons and the uncertainties related to measuring the jet en-
ergies have a smearing e�ect on the edge position. They are taken into account,
as previously, via a Voigt function.
The total �t function is de�ned as a linear combination of the functions describ-

ing the Standard Model background (equation 11.22) and the signal contribution:

ftotal = fSM +

∫ t1

t0

(asig · t2 + bsig · t+ csig)V oigt(t− x, σ,Γ)dt (11.23)

The convolution limits (t0 and t1) represent the edge positions and they are
free parameters of the function.
Since the detector resolution (σ) can vary for di�erent jet energies, the assump-

tion was made that the dependence is linear. Thus, instead of employing a �xed
value for σ for the whole range of the �tting function, the resolution values were
allowed to vary especially around the edge positions. The expression that was
used to de�ne σ is:

σ = σ0 +
(σ1 − σ0)(t− 80)

40
(11.24)

where σ0 and σ1 are additional free parameters of the �tting function and t
represents the threshold variable.
The parameter values of the fSM component from the total �t function must

be �rst determined and then �xed in equation 11.23. Ideally, the function fSM
(equation 11.22) would be �t to a sample of simulated Standard Model events

187



11.3. Fitting the Edge Positions

that is completely statistically independent from the events comprising the dis-
tributions in �gure 11.5. Due to the limited amount of Monte Carlo data, this is
not possible. Consequently, a di�erent strategy was used.
Firstly, the Standard Model �t function (equation 11.22) was applied to the di-

jet energy distributions shown in �gure 11.5. The �t results are illustrated by the
continuous black lines shown in the same �gure. For the χ̃±1 case the ratio between
the �t χ2 and the numbers of degree of freedom is χ2/ndf = 117.6/92 = 1.3 while
in the χ̃0

2 case the value is χ2/ndf = 88.06/76 = 1.2. The function parameter
values obtained from the �t were then �xed and implemented in equation 11.23.
The total �t function (ftotal) could now, in principle, be applied to the distri-

butions in �gure 11.4. However, they contain the Standard Model events already
used in the fSM �t. In order to avoid introducing any unwanted bias, two new
distributions of Standard Model events (one for each gaugino candidate sample)
were randomly generated. This was achieved by sampling the function 11.22, in
which the previously determined parameter values were �xed. The newly obtained
SM di-jet distributions are then added to the SUSY signal and SUSY background
events from �gure 11.4, essentially replacing the original SM contributions. Fi-
nally, the total �t function can then be applied to the resulting energy spectra.
It must be noted that the same method of randomly producing new Standard
Model di-jet energy distributions was also employed in the initial (LOI) imple-
mentation [196] of the analysis in order to handle the limited amount of Monte
Carlo data.

The Fit Results
The di-jet energy spectra containing the randomly generated Standard Model
contributions and the �t results are presented in �gure 11.6. The edge positions
determined from the �t are illustrated by the dashed vertical lines.
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Figure 11.6: The newly obtained di-jet energy spectra. The result of �tting the
distributions with the total �t function (equation 11.23) is shown as the continuous
black line. The dashed vertical lines indicate the edge positions obtained from the �t.
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It can be observed that the �t appears to perform well in describing the dis-
tributions, as indicated by the small value of the χ2/ndf ratio: χ2/ndf < 1.1 for
both gaugino selections.
The obtained edge values are summarised in table 11.2. The numbers achieved

in the original LOI study [196] ( LOIoriginal) are also shown for comparison.

Edge
Fit result: DBD

(GeV)
Fit result: LOIoriginal

(GeV)

χ̃±1 low 78.9 ± 0.3 79.9 ± 0.2
χ̃±1 high 130.2 ± 0.7 131.5 ± 0.7
χ̃0

2 low 91.7 ± 0.4 92.3 ± 0.4
χ̃0

2 high 137.2 ± 5.4 127.7 ± 0.8

Table 11.2: Edge positions determined from �tting the χ̃±1 and χ̃0
2 di-jet energy

spectra with the total �t function given in equation 11.23. Both calculated estimates
and the values obtained in the previous LOI study [196] are shown for comparison.
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Figure 11.7: Comparison of the di-jet energy spectra obtained from the DBD and
LOIoriginal data sets. The distributions were normalised to an integral of one.

The comparison of the DBD and LOIoriginal results1 shown in table 11.2 reveals
that while the values for the χ̃±1 upper edge and the χ̃0

2 lower edge are compatible
within their uncertainties, the other two edge values are discrepant. The largest
di�erence, of about 10GeV, concerns the χ̃0

2 high edge.
In view of this large discrepancy, the DBD and LOIoriginal di-jet energy distri-

butions were compared, on �rst principles, as illustrated in �gure 11.7. It can be
seen that for both the χ̃±1 and the χ̃0

2 selections the distributions are very similar.

1The uncertainties quoted for the LOI results were determined from a toy Monte Carlo study
in which 100 new di-jet energy distributions were randomly generated and �tted. In contrast,
for the DBD results shown in table 11.2 the �t was performed only once.
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11.3. Fitting the Edge Positions

The ≈10GeV di�erence indicated by the �t results in the case of the χ̃0
2 high edge

does not re�ect a real shift of that magnitude between the DBD and the LOIoriginal
di-jet energy spectra.
Performing the �t on the χ̃0

2 di-jet energy distribution is more problematic due
to its lower statistics. Furthermore, the upper edge in particular is typically ob-
scured by the rather large presence of the Standard Model background. In the
DBD case, the �t wrongly identi�ed the in�ection point where the SM contribu-
tion becomes dominant as the edge position (�gure 11.6). This must be contrasted
with the very good value of the χ2/ndf ratio presented above. The issues in iden-
tifying the χ̃0

2 upper edge are also re�ected in the signi�cantly (≈7 times) larger
uncertainty on its position extracted from the DBD �t. The failed edge identi�-
cation led to the large discrepancy observed with respect to the LOIoriginal value.
This provided a �rst indication of the less than optimal performance of the �tting
procedure.

Fit Consistency Test
In order to evaluate the stability of the previously discussed �tting method
for extracting the edge positions from the di-jet energy spectra, a toy Monte
Carlo study was performed in this thesis. For this purpose, 104 new di-jet energy
distributions (for each of the two gaugino candidates' samples) were randomly
produced based on the ones shown in �gure 11.6 as follows.
Firstly, the number of entries that the new histogram was required to have was

determined. This was achieved by sampling a Poisson distribution centred around
the number of entries of the original histogram. Secondly, the number of entries in
each bin of the new energy spectrum was obtained by sampling a Poisson distri-
bution, this time centred around the number of entries in the corresponding bin
of the original distribution. This was performed until the requirement concerning
the total number of entries in the new histogram was ful�lled.
This process was repeated 104 times, thus producing 104 new di-jet energy

spectra for each gaugino selection. The �tting function was then applied on each
individual, newly produced, energy spectrum.
From 104 performed �ts, 8808 have converged for the chargino case and 8282

for the neutralino case. The results of the toy Monte Carlo study are illustrated
in �gure 11.8. Only the converged �ts are shown.
In �gure 11.8, the χ2/ndf ratio, as a measure of the �t performance, is plotted

with respect to the determined edge position. The information concerning the
number of �ts associated with a speci�c χ2/ndf - edge position con�guration can
be read from the colour code.
The instability of the �tting method is �rst suggested by the wide range of

obtained edge values. For instance, in the case of the χ̃0
2 lower edge, shown in

pannel (b), the obtained edge values vary over a range of ≈10GeV despite the
apparently good quality of the �t (χ2/ndf < 1.5). This e�ect is signi�cantly larger
than any expected shift in the edge position that could occur from the random
generation of the distribution.
A clear indication of the method's instability is provided by the signi�cantly

190



Chapter 11. Mass Measurements

 lower edge [GeV]
1

±χ∼
70 75 80 85 90

/n
df

2 χ

0

1

2

3

4

5

0
100
200
300
400
500
600
700
800
900(a)

 lower edge [GeV]
2

0χ∼
90 95 100 105

/n
df

2 χ

0

1

2

3

4

5

0

100

200

300

400

500(b)

higer edge [GeV]
1

±χ∼
100 150 200 250

/n
df

2 χ

0

1

2

3

4

5

0

100

200

300

400

500

600

700

800(c)

higher edge [GeV]
2

0χ∼
100 150 200 250

/n
df

2 χ

0

1

2

3

4

5

0

50

100

150

200

250

300

350(d)

Figure 11.8: The results of the toy Monte Carlo study carried out to evaluate the
consistency of the �tting method for measuring the di-jet energy spectrum edge

positions. The number of converged �ts is illustrated by the colour code.

worse outcome of �tting the more di�cult upper edges (pannels (c) and (d)). In
this case, the majority of �ts falsely determined that the higher edge positions
coincide with the histrograms' end points at ≈170GeV. This is true even for high
quality �ts with χ2/ndf < 1.5.
Thus, as a result of the toy Monte Carlo study it could be assessed that the

�tting method is highly sensitive to small �uctuations in the di-jet energy spectra.
It was due to this instability that the previously shown DBD and LOIoriginal results
concerning the χ̃0

2 upper edge (table 11.2) were highly incompatible.
It was concluded that the �tting method, originally developed and employed in

the context of the LOI [196] implementation of the Point 5 analysis does not o�er
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11.4. The FIR Filter Method for Edge Detection

the stability required for the edge detection. A new and more robust approach is
described in the following section.

11.4 The FIR Filter Method for Edge Detection

The new method is inspired by the standard signal processing technique of apply-
ing a so-called �nite impulse response (FIR) �lter to the input data. A detailed
description of the method is given in [230], for instance.

11.4.1 Basic Aspects of FIR Filters

An FIR �lter of order Nf is a discrete and �nite set of Nf numbers. They can be
obtained, for instance, by computing Nf values of a chosen continuous function
(e.g., the sine function) on a speci�c interval (e.g., [-π, π]). The function or ex-
pression that is sampled in order to determine the �lter values is known as the
�lter's kernel.
The input data to be analysed is discrete and can also be regarded as a set of

Ndata numbers. The process of applying the FIR �lter to the input data is called
convolution and it will be described later in this section. A single value of the
�lter response (i.e., the result of one step of the convolution), R(n), is typically
calculated as:

R(n) =f0d(n) + f1d(n− 1) + ...+ fNfd(n−Nf )

=

Nf∑
i=0

fid(n− i) (11.25)

where fi represents value i of the �lter kernel and d(n) stands for the n-th value
of the input data. Typically, the number of �lter values Nf is chosen to be con-
siderably smaller than the number of data points.
As a signal processing tool, an FIR �lter can be used to reduce the noise

that accompanies a measured signal, thus, enabling the studying of the shape,
topology and other relevant features of the input data. It can also be used as a
means to enhance and identify certain relevant features in the signal data and in
this capacity the FIR �lter technique is employed in this analysis.
The purpose of this physics study is to identify and localise the edge positions of

two energy spectra. In this context, a highly useful and straightforward procedure
for edge detection, that consists of applying FIR �lters, is o�ered by the �eld of
computer image processing, as discussed in [231].
In this framework, any given picture containing object edges can be used as

input data, for example the image shown in �gure 11.9, pannel (a). The basic
technique interprets the signal (the input picture) as a two-dimensional function,
fph(x, y), for which the value at any point (x,y) represents the color intensity in
that particular pixel. A visible edge is characterised in this case by a high gradient
between the values of two neighbouring pixels.

192



Chapter 11. Mass Measurements

Figure 11.9: Illustration of the edge detection procedure in image processing. Pannel
(a) shows the input data, pannel (b) illustrates the result of applying an edge

detection �lter along the vertical axis and pannel (c) shows the result when the �lter
is applied along the horizontal direction. Figures taken from [232].

The most straightforward method for detecting the edges in the picture shown
in �gure 11.9(a) would be to calculate the (�rst) derivative of fph(x, y) and observe
the location where the derivative provides an extremum.
The calculation of the derivative of the input picture can be approximated by

the �nite di�erences method:

∂f

∂x
= lim

ε→0

f(x+ ε, y)− f(x, y)

ε
∂f

∂y
= lim

ε→0

f(x, y + ε)− f(x, y)

ε
(11.26)

However, while the �nite di�erences method is a very practical way to approx-
imate the �rst derivative, the outcome is rather dominated by noise.
An alternative approach involves the convolution of the input data, fph(x, y),

with an FIR �lter. The FIR �lters behave, essentially, in an analogous way to the
�rst derivative, however, the main di�erence is that they are less sensitive to the
background noise.
The application of an FIR �lter is demonstrated in the last two pannels of �gure
11.9. In this example, the kernel was de�ned as the �rst derivative of a Gaussian,
where the σ of the Gaussian was set to σ=1 [232]. Pannel (b) shows the con-
volution with the �lter in the y direction, hence, the horizontal stripes are more
prominent than the vertical ones. The other case, i.e., the e�ect of the convolution
in the x direction, can be seen in pannel (c), where the vertical stripes are more
clearly visible.
In the context of image processing, many di�erent FIR �lter kernels, that are

analogous to the �rst derivative approach, have been de�ned and tested: for ex-
ample, the Roberts, Sobel [233] or Prewitt operators [234] have been optimised
in order to improve the �lter response.
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11.4.2 The Canny Filter and Its Approximation

In the fundamental paper by J. Canny, [235], a set of performance criteria (also
known as the Canny criteria) were mathematically formulated, calculated and
applied to several �lters in order to determine the optimal kernel for edge detec-
tion. The study presented in [235] focussed on one-dimensional edges (as the ones
present in the di-jet energy spectra) and, implicitly, one dimensional �lters.
According to Canny's theory, the following requirements must be met by a well

de�ned kernel: (i) it must maximise the signal-to-noise ratio, (ii) the distance
∆x between the real and the detected edge must tend to zero, (iii) low response
multiplicity which means that one real edge should not give rise to more than
one response.
In [235], a �lter kernel that ful�lls all the performance requirements was de-

signed (known as the �Canny �lter�). Thus, for the interval [-V, +V], the following
expression can be applied:

f(x) = a1e
αxsin(ωx)+a2e

αxcos(ωx)+a3e
−αxsin(ωx)+a4e

−αxcos(ωx)+c (11.27)

where the constants a1, a2, a3, a4 can be determined from the boundary conditions:
f(0) = f(−V ) = f ′(−V ) = 0 and α and ω are parameters of the scale and relative
weight of the three performance criteria mentioned above.
Clearly, the computation of such a kernel is tedious and highly involved. The

�rst derivative of a Gaussian (FDOG) was proposed in [235] as a simpler and
more time-e�cient solution. The FDOG function is shown in �gure 11.10:

x [a. u.]
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f(
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2−
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2 2σ2
2x- 

f(x) = -x*e

Figure 11.10: The �rst derivative of a Gaussian function is illustrated using a set of
arbitrarily chosen values. It was proposed in [235] as a practical approximation of the

Canny �lter (equation 11.27).

Since the FDOG function is an approximation of the optimal Canny kernel,
it was shown in [235] that, in comparison, its response multiplicity is worse by
≈10%. Nevertheless, despite this performance deterioration, the FDOG function
is a close approximation of the Canny �lter and is one of the most widely used
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kernels due to its straight-forward implementation. Consequently, it was chosen
as kernel for the FIR �lter implementation used in this thesis.

Example: Applying the FDOG-based Filter on a Step Edge
In order to illustrate the application of the FDOG-based �lter the more straight-
forward case of a step edge was considered. The edge, shown in �gure 11.11,
pannel (a), is essentially the output of a Heaviside function for which the discon-
tinuity was arbitrarily set at x = 10.
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Figure 11.11: Illustration of applying an FIR �lter with and FDOG-based kernel on a
noisy step edge.

Ý Input Data: Firstly, a Gaussian noise was added on top of the step edge
(pannel (a)), in order to emulate the presence of a background. The obtained
noisy edge can be seen in pannel (b) of �gure 11.11.
In order to obtain the input (discrete) data on which the FIR �lter should be
applied, in this example, the function describing the step edge with the additional
Gaussian noise was sampled2 in bins of 0.2 arbitrary units along the x-axis, cover-
ing its entire range (0, 20), as shown in �gure 11.11(b). In the sampling, the centre
of the bin is taken as input x value for the function. Consequently, the obtained set
of input data, d(n), contains Ndata=100 elements: d(n) = {d(1), d(2),. . . , d(100)}.

2In the case of the di-jet energy spectra, this sampling step is clearly not required: the input
data is a histogram, i.e., discrete by de�nition. This was only necessary for the simpli�ed
example.
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Ý Kernel coe�cients: The chosen FDOG kernel is de�ned by the equation

fFDOG(x) = −x ·e− x2

2σ2 , where σ is a tunable parameter. For the present example,
a value of σ=4 was arbitrarily chosen. The function was de�ned over the range
of x values x ∈(-10,10), as shown in �gure 11.10.
In order to obtain the (discrete) values of the kernel coe�cients, the function
fFDOG(x) was also sampled in bins of 0.2 arbitrary units along the x-axis, for
convenience. However, the size of the bins used to sample the kernel is a tunable
parameter in the FIR �lter implementation.
Lastly, as mentioned above, the number of kernel coe�cients, Nf , must be smaller
than the size of the input data: Nf � Ndata. In this example, a number of Nf=17
coe�cients was chosen.
Thus, the coe�cients' values are determined by sampling the fFDOG(x) kernel 17
times, in bins with a width of 0.2 arbitrary units. The sampling is performed such
that the central bin corresponds to x = 0 and, hence, the coe�cient value is v0 =
fFDOG(0) = 0. This implies that the remaining 16 coe�cient values are obtained
by calculating fFDOG(x) for 16 x values that are spread symmetrically in both the
negative and the positive direction of the x-axis. The set of the kernel coe�cients
is represented by: v(Nf ) = {−vk,−v(k−1), . . . ,−v1, v0 ≡ 0, v1, . . . , vk−1, vk}, where
k=(Nf − 1)/2=8 in this example.

Ý Applying the FIR Filter: The set of kernel coe�cients, v(Nf ), is then
convoluted with the set of input data, d(n). There is no a priori prescription on
how to "position" the (much smaller) set of coe�cients with respect to the set of
input data. The convention used in this thesis [236] is that the convolution starts
by multiplying the central value of v(Nf ), v0, with the �rst entry of d(n), i.e.,
d(1).
The set of kernel coe�cients is then "shifted" on a bin-by-bin basis with respect
to d(n). This procedure is repeated such that the �lter convolution covers the
entire content of the input data set. The last step is reached when the central
value of v(Nf ), v0, is multiplied with the last entry in the data set, i.e., d(Ndata).
For each shift a new value resulting from the �lter convolution with the input
data is obtained. For the present example it is calculated as:

R(i) = −v8 · d(i− 8) + · · ·+ v0 · d(i) + · · ·+ v8 · d(i+ 8) (11.28)

Ý The Filter Response: The outcome of applying the FDOG-based �lter on
the step edge data is a set of s values: Rf (s) = {R(0), R(1), . . . , R(s)}, known as
the �lter response. They are plotted in the last pannel of �gure 11.11.
Typically, the presence of an extremum (i.e., a maximum or a minimum, depend-
ing on the speci�cs of the convolution) in the �lter response indicates the location
of a detected edge.
In this example, the edge position was determined by �tting a Gaussian function
to the peak observed in pannel (c) from �gure 11.11. The result of the Gaussian
�t revealed that the detected edge position is µ = 10.0002 ± 0.0032. The χ2/ndf
ratio of the Gaussian �t was χ2/ndf = 1.07.
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The edge position determined from the �lter response is in very good agreement
with the true position of the edge. Consequently, the �lter performance is very
promising

11.4.3 Optimisation of the Filter Parameters

Three parameters related to the implementation of the FDOG-based �lter can
be optimised before applying the method on the di-jet energy spectra obtained
from the χ̃±1 and χ̃0

2 candidate events. The three parameters are: (i) the σ of
the Gaussian function, (ii) the number of kernel coe�cients, Nf , i.e., how many
times the FDOG function is sampled and (iii) the bin size used for the input data
histogram.
The optimisation study presented in this section relies on a qualitative com-

parison of the �lter response distributions obtained by varying each parameter's
values individually. The optimal con�guration of parameter values must provide
clear and narrow peaks for the extrema that correspond to the edge positions.
For the optimisation study, two new χ̃±1 and χ̃0

2 di-jet energy spectra were ran-
domly generated from the original ones with the same procedure that was used in
testing the consistency of the edge �tting method (section "Fit Consistency Test"
190). Since they are the noisiest and, hence, most di�cult to measure, the upper
edges of the two di-jet energy spectra were chosen as study case.

Optimisation of the Gaussian σ:
In order to determine the optimal value of σ, the other two parameters of the
�lter implementation were �xed. Both input histograms had the same number of
bins, Ndata = 100, with the size of 1GeV per bin. The kernel size was �xed to
Nf = 17.
The σ values were varied within a range of σ ∈ {1 . . . 10} arbitrary units3 (a.u.),

in steps of 1 a.u. The FDOG-based �lter was then applied for each σ value on the
newly generated χ̃±1 and χ̃0

2 di-jet energy spectra.
The very low as well as the very high σ values could be immediately excluded

since the corresponding FIR �lter response was too noisy for a meaningful evalua-
tion. Figure 11.12 shows the most relevant �lter responses and the corresponding
σ values.
For both χ̃±1 and χ̃0

2 cases, a value of σ = 2a.u. was considered too noisy.
In contrast, all values above 4 provide almost identical �lter responses. Conse-
quently, a value of σ = 4a.u. (shown in green in �gure 11.12) was chosen as most
appropriate for the analysis.

3The σ value does not have any speci�c physical meaning, it is used only for the mathematical
computation of the �lter kernel, i.e., the �rst derivative of a Gaussian shown in �gure 11.10.
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Figure 11.12: Filter response distributions for the optimisation of the Gaussian σ
parameter. The kernel size was �xed to Nf = 17 and the input histogram bin size

corresponds to 1GeV/bin, i.e., Ndata = 100 (bins).

Optimisation of the kernel size Nf :
In view of the next optimisation step, the σ parameter was �xed to its optimal
value, σ = 4a.u., while the kernel size was varied. The binning of the input
histogram was kept at 1GeV per bin, i.e., Ndata = 100.
The size of the �lter kernel, Nf , is associated with an odd number in this

implementation: it consists of an even number of fFDOG(x) values calculated sy-
metrically on both sides of the central value which corresponds to fFDOG(0) = 0
and which accounts for the odd �nal number.
In the present optimisation study, �ve di�erent kernel sizes from Nf = 9 to Nf

= 41 have been tested. The obtained �lter response distributions are shown in
�gure 11.13.
It was observed that for small kernel sizes like, e.g., Nf = 9, the �lter will

pick up more noise as can be seen in �gure 11.13. The width of the peak slightly
increases with the size of the kernel, however the peak position does not �uctuate
signi�cantly. The narrowest peak was obtained with the kernel size of Nf = 17
coe�cients (shown in green in �gure 11.13), hence, this size was chosen for the
�nal edge detection.

Optimisation of the bin size:
Lastly, in order to �nd the optimal bin size for the input di-jet energy spectra,
the σ parameter and the kernel size were �xed to their previously determined
optimal values: σ = 4a.u. and Nf = 17, respectively. A total of four di�erent bin
sizes were considered and the �lter response obtained for each of them can be
seen in �gure 11.14.
It was found that with a binning of 0.5GeV/bin of the input data, the �lter
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Figure 11.13: Filter response distributions obtained by varying the kernel size, Nf ,
while the σ parameter was �xed to σ = 4a.u. and the binning of the di-jet energy

spectra was set to 1GeV/bin.
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Figure 11.14: Filter response distributions for various bin sizes of the input data
histograms. For this evaluation, the σ parameter was �xed to σ = 4a.u. while the

kernel size was set to Nf = 17.

response could not provide clearly distinguishable and relevant maxima due to
too much noise (�gure 11.14). For bin sizes larger than 1GeV/Bin the peaks
marking the edge positions became wider, however, without signi�cantly altering
the edge position itself. Consequently, it was concluded that a data binning of
1GeV/bin was the optimal choice.
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11.4.4 Results: Measured Edge Values

After the parameter optimisation process described above, the FDOG-based �lter
was applied on the di-jet energy spectra obtained from the χ̃±1 and χ̃0

2 candidate
samples. The energy spectra can be seen in the upper half of the four pannels
shown in �gure 11.15.
For all four applications, the �lter parameters were �xed to their determined

optimal values: σ = 4a.u. and Nf = 17. The input data histograms had a bin
size of 1GeV/bin.
The obtained �lter responses4 are presented in the lower half of the plots. The

edge positions are indicated by the peaks in the �lter response. Their values were
obtained by �tting each maximum with a Gaussian function.
The extracted edge positions, i.e., the mean values obtained from the Gaussian

�ts, are presented in the �t results labels and are also illustrated by the green
dashed lines shown in �gure 11.15.
For comparison, the edge positions obtained with the �tting method applied

on the DBD data are also presented in the form of the magenta dashed-dotted
lines.
Lastly, for completion, the results obtained with the �tting method on LOI data

in the original Point 5 study, presented in the ILD Letter of Intent document
[109,196], are also indicated by the blue, continuous lines.
It can be seen that the measured lower edge positions are similar for both the

χ̃±1 and the χ̃0
2 case.

Most importantly, it can be observed, from �gure 11.15d, that the large discrep-
ancy between the LOI and the DBD �tted χ̃0

2 upper edge (table 11.2) was reme-
died. The initial di�erence had been caused by the �t (equation 11.23) wrongly
identifying the in�ection point where the SM contribution becomes dominant as
the DBD edge position. This error could be averted by the application of the
FIR �lter which is more robust with respect to the inherent small �uctuations
in the di-jet energy spectra. Thus, it could be concluded that the χ̃0

2 high edge
identi�cation improved signi�cantly with the use of the FIR �lter.

Statistical Uncertainty
The statistical uncertainty of the FIR �lter method for edge detection was eval-
uated in a toy Monte Carlo study.
For this purpose, 104 new, independent di-jet energy spectra were randomly

produced for both the χ̃±1 and the χ̃0
2 candidate samples. The same randomising

procedure based on the original distributions was used, as described in section
"Fit Consistency Test" (p. 190).
The FIR �lter utilising an FDOG kernel with optimised parameter values, i.e.,

σ = 4a.u. and a kernel size of Nf = 17, was applied on each of the 104 newly
obtained di-jet energy distributions. For each �lter output, both the low and the

4The �lter was inverted for the determination of the upper edges (lower pannels in �gures
11.15b and 11.15d). This was done only for convenience, i.e., such that the descending lower
edge can also be visualised and �tted as a maximum instead of a minimum (as it is shown in
�gures 11.15a and 11.15c). The �lter responses are otherwise identical.
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(a) χ̃±1 candidates (low edge)
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(b) χ̃±1 candidates (high edge)
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(c) χ̃0
2 candidates (low edge)
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Figure 11.15: Results of applying an FDOG-based FIR �lter with σ = 4a.u. and Nf
= 17 on the di-jet energy spectra obtained from the χ̃±1 and χ̃0

2 candidate events. The
input histograms are characterised by a bin size of 1GeV/bin. Both the upper and the

lower edges are indicated by the peaks in the �lter response.

high edge positions were determined by performing a Gaussian �t to the maxima
present in the �lter response. Consequently, a distribution of measured edge values
is obtained for each of the four edges.
These distributions are shown in �gure 11.16. Their widths estimate the sta-

tistical precision of the FIR edge extraction method. Therefore, each of the four
distributions from �gure 11.16 was �tted with a Gaussian function from which
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the relevant σ was extracted.
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Figure 11.16: The result of the toy Monte Carlo study for determining the statistical
uncertainty of the FIR �lter method for edge detection.

The obtained results are summarised in table 11.3. The initial results, achieved
in the initial Point 5 study performed on the LOI data set and presented in the
ILD Letter of Intent [109,196], are also shown.
It can be observed that the FIR �lter method for edge identi�cation provides

a similar or even lower statistical uncertainty than the �tting method. More-
over, it ensures a much better consistency and robustness against intrinsic small
�uctuations in the di-jet energy spectra.
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χ̃±1 low χ̃±1 high χ̃0
2 low χ̃0

2 high

DBD FIR �lter 79.49 ± 0.15 129.53 ± 0.74 92.11 ± 0.31 128.38 ± 0.75
LOIorig. edge �t 79.88 ± 0.19 131.49 ± 0.74 92.34 ± 0.44 127.67 ± 0.76

Table 11.3: Results of the toy Monte Carlo study performed to evaluate the statistical
uncertainty of the FIR �lter method for edge identi�cation. The shown edge values
were obtained using the DBD data set. The results presented in the initial Point 5
study [109,196], achieved with the edge �tting method applied on the LOI data set,

are shown again for comparison.

Error Propagation
The mass calculation presented in section 11.1 does not account for the unavoid-
able e�ects of the beam energy spectrum and gauge bosons' natural widths on
the position of the edges. This implies that no analytical expressions can be easily
formulated to perform the error propagation and estimate the uncertainty on the
determined gaugino masses stemming from these e�ects.
Consequently, the error propagation was performed based on the toy Monte

Carlo study presented above. For each set of measured edge positions (�gure
11.16), a new set of gaugino masses was calculated using the equations presented
in section 11.1. Thus, for each gaugino, a distribution of 104 calculated mass
values was obtained.
The average gaugino mass and the corresponding statistical uncertainty were

determined by performing a Gaussian �t to the respective calculated mass dis-
tribution. The results are shown in table 11.4. The Point 5 model values of the
masses are also shown for comparison.

Mass [GeV] χ̃±1 χ̃0
2 χ̃0

1

Model values 216.5 216.7 115.7
Measured values 216.7±3.1 220.4±1.3 118.1±0.9

Table 11.4: Results of the toy Monte Carlo estimation of the uncertainty on the
gaugino mass determination.

It can be seen that for χ̃0
2 and χ̃0

1, which are both calculated using only the
edge positions of the Z boson di-jet energy spectrum, the obtained mass values
are 3-4GeV higher than the model values. The χ̃±1 mass, which is calculated using
the LSP mass and the upper edge position of the W boson energy spectrum, is
closer to the model values, but has a signi�cantly larger uncertainty.

11.5 The Edge and Mass Calibration

As mentioned above, the gaugino mass calculation presented in section 11.1 en-
tails some approximations: the e�ects on the di-jet energy spectra edge positions
arising from the gauge bosons' natural widths, the initial state radiation (ISR)
and the beam energy spectrum are not taken into account.
In order to account for these approximations and also for the reconstruction

e�ects that cause imprecision in the gaugino mass determination, a mass calibra-
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tion procedure can be performed. However, the gaugino masses are not measured
directly. In this study, the edge positions are the observables determined directly
from the data, hence, they are the ones that must be calibrated.
Firstly, new sets of Monte Carlo data must be produced such that several di-

jet energy spectra with di�erent edge position values (on the Monte Carlo truth
level) are available. In the next step, the corresponding measured edge positions
are obtained by applying the FIR �lter method on each one of the newly simu-
lated and reconstructed data sets. Finally, the calibration line is determined by
plotting the measured edge values with respect to the (known) input ones. The
calibrated edge values can then be read from the obtained calibration lines.

New Monte Carlo Data Samples
Five new Point 5 SUSY Monte Carlo samples were generated with Whizard

v1.95 [167] and were then simulated and reconstructed with the DBD version
of the ILD full simulation.
In producing the new data samples, the mass of the lightest supersymmetric

particle (LSP), χ̃0
1, was left unchanged and set to the model value of Mχ̃0

1
=

115.7GeV. The masses of the two gauginos, χ̃±1 and χ̃0
2, which are almost identical

in the Point 5 scenario, were then varied simultaneously.
In order to determine how the input χ̃±1 and χ̃0

2 masses should be varied, equa-
tions 11.4 and 11.5 were considered. The relation between the gaugino masses
and the edge positions can be visualised, as shown in �gure 11.17.
Due to the presence of the squared quantities in equation 11.4, the dependency

of the edge values on the input masses is a parabola. Consequently, it is possible
to have the same edge position value associated with two di�erent input masses
as illustrated by the dashed horizontal lines in �gure 11.17. However, considering
the high and the lower edge simultaneously it can be seen that the mass values
corresponding to the other ("wrong") edge values do not coincide, e.g., MA 6= MB

in �gure 11.17.
In order to avoid this situation, the χ̃±1 and χ̃0

2 masses were varied both si-
multaneously from 210GeV to 225GeV (indicated by the yellow vertical lines in
�gure 11.17) in steps of 3GeV. This ensures that all the new edges fall on the
same parabola branch as the original Point 5 values (the red vertical line in �gure
11.17).
The original Point 5 model sample will be referred to from now on by �M216�

while all the �ve newly produced mass points will be mentioned with the abbre-
viation �Mm� with m ∈ {210, 213, 219, 222, 225}.
Since the LSP mass is not known a priori, a further calibration procedure should

involve �xing the two χ̃±1 and χ̃0
2 masses to their Point 5 model values while the

χ̃0
1 mass is varied instead. However, this was not performed in the present analysis

and remains the subject of future studies.
The Standard Model background events produced with the DBD version of the

full simulation were left unchanged.

204



Chapter 11. Mass Measurements

Input gaugino mass [GeV]
200 210 220 230 240

ed
ge

 [G
eV

]
1± χ∼

80

100

120

140

Input gaugino mass [GeV]
210 220 230 240

ed
ge

 [G
eV

]
20 χ∼

80

100

120

140

Ma

Mb

Figure 11.17: The edge positions calculated from equations 11.4 and 11.6 as a
function of the χ̃±1 and χ̃0

2 masses, while the LSP mass was �xed to its nominal value,
Mχ̃0

1
= 115.7GeV. The green curves illustrate the high edges while the blue ones

correspond to the lower edges.

Extracting the edge positions
In order to avoid making use of any cross-section related information (which may
not be available a priori) the number of events produced in each individual mass
sample, Mm, was normalised to the number of events that survive the selection
cuts and the sample separation in M216. This also ensures that the FIR �lter
edge detection procedure is applied in the same conditions.
Each one of the �ve normalised Mm samples is then added, correspondingly,

to the unchanged set of SM background χ̃±1 and χ̃0
2 candidate events.

The FDOG-based FIR �lter with its optimised parameter values, i.e., σ = 4
and kernel size Ns = 17 bins was then run on each total (SUSY and SM) di-jet
energy distribution. The edge positions were then extracted from a Gaussian �t
to the maxima in the �lter response functions.

The Calibration Lines
The measured edge positions, obtained from the FIR �lter application on each
one of the Mm samples, can then be plotted with respect to the input edge values,
thus, producing the required calibration lines.
The purpose of the calibration study performed in this thesis is twofold. Firstly,

the calibrated edge positions are to be determined and, based on their values, the
(calibrated) gaugino masses are calculated. Furthermore, depending on the Monte
Carlo data production stage at which the edge values are calibrated, di�erent ef-
fects that occur at that level can be investigated, as described in the following:

Ý Generator level versus calculated edges
In order to investigate the e�ects of the boson natural width, the beam energy
spectrum and ISR emission on the edge positions, their values measured on gen-
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erator level can be calibrated with respect to the positions calculated with the
formulae 11.4 and 11.5 (which do not take these e�ects into account).
It must be noted that no particle-detector interaction is simulated at the gener-

ator stage. Consequently, the standard reconstruction and data preparation tools
used in the analysis (chapter 10) were not applied. For instance, no jet clustering
was performed. The di-jet energy spectra were obtained directly from the Monte
Carlo truth information concerning the energy of the quark pairs.
Furthermore, the observables used in the event selection and in the signal sepa-

ration are not de�ned on the generator level. Therefore, it is not feasible to select
χ̃±1 and χ̃0

2 candidate events in this context. In order to circumvent this issue, the
Standard Model and SUSY backgrounds were not considered in the study.
The edge detection was performed by applying the FIR �lter directly on the

pure (i.e., Monte Carlo true) chargino and neutralino signal di-jet energy dis-
tributions. This was carried out for each one of the �ve newly produced �Mm�
samples, with m ∈ {210, 213, 219, 222, 225}.
Since the χ̃±1 low edge overlaps with the mass of the W boson, it is not very

useful in the mass calculation. Consequently, it was neglected in the calibration
procedure.
Thus, for each mass sample, Mm, three values, corresponding to the χ̃±1 high

edge and the two χ̃0
2 edges, were obtained with the FIR �lter method.

In order to obtain the calibration lines, each edge was considered individually.
The �ve measured values (each one determined from an Mm sample) were plotted
with respect to the corresponding calculated values. The results are presented in
�gure 11.18.
The calibration lines, shown in red, consist of a linear �t applied to the �ve

points of the graph. In order to avoid any bias, the data point belonging to M216
was completely excluded.
The slope of the chargino upper edge calibration curve is very close to one,

i.e., the ideal case. This would imply that the e�ects considered in the calibration
have a small impact on the edge positions.
However, in the case of the neutralino edges, the two slopes have a value of
≈0.8. This is due to the fact that, for M210, the phase space for the reaction
χ̃0

2 → Zχ̃0
1 tends to zero sinceMχ̃0

2
−Mχ̃0

1
≈ 95GeV. Furthermore, since the phase

space is small, the in�uence of the beam energy spectrum and of the gauge boson
width is larger.
To determine a calibrated edge position, the measured M216 value was pro-

jected onto the linear �t (dashed line in �gure 11.18). The intersection point with
the calibration function was then further projected onto the x axis. This �nal
projection provides the calibrated value which can be read directly o� the hori-
zontal axis. The uncertainty on the measured values was also taken into account
in the procedure. Thus, in order to calculate the calibrated error, the same pro-
jections were applied for the uncertainty intervals as well. Table 11.5 summarises
the calibration results.
From the values in table 11.5, the e�ect of the beam spectrum, ISR and nat-

ural boson width can be estimated. Thus, comparing the �Generator� and the
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Figure 11.18: The generator level edge positions versus the calculated edge positions.

χ̃±1 (high)
(GeV)

χ̃0
2 (low)
(GeV)

χ̃0
2 (high)
(GeV)

Generator 130.34±0.17 92.39±0.46 128.32±0.34
Calculated 132.76 93.09 129.92
Calibrated 132.61±0.13 93.11±0.55 129.54±0.4

Table 11.5: Results of the edge calibration comparing generator level versus
calculated edges.

�Calculated� columns, the measured edges appear to be shifted towards smaller
values by: 1.8% in the case of the chargino higher edge, 0.8% for the neutralino
lower edge and 1.2% for the upper edge of the neutralino. It can be seen that the
edge values measured with the FIR �lter are incompatible with the calculated
edge values by up to ≈7σ, on average. However, as can be seen from the third
column, the calibration procedure brings the generator level edge values closer to
the calculated ones, as expected.
Furthermore, since the slopes of the χ̃0

2 calibration curves are smaller than one,
the calibrated uncertainties on the edge positions are slightly higher: by 19.56%
for the neutralino lower edge and 17.65% for the higher edge.
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Once the calibrated edge values and uncertainties were obtained, the gaug-
ino masses were re-calculated with the formulae discussed in 11.1. A toy Monte
Carlo experiment was performed in order to perform the error propagation. The
calibrated edge positions were varied within their newly determined calibrated
uncertainties and with each randomised set of edge values the gaugino masses
were then computed. The procedure was repeated 106 times.
The impact of the edge calibration on the gaugino mass calculation on generator

level is summarised in table 11.6.

Gaugino
Mass [GeV]

(before calib.)
Mass [GeV]
(after calib.)

Model mass [GeV]

χ̃±1 217.92±2.49 216.57±2.74 216.5
χ̃0

2 219.65±1.54 216.74±1.54 216.7
χ̃0

1 118.195±0.78 115.99±0.85 115.7

Table 11.6: Comparison of mass values before and after the calibration procedure.
The Point 5 model masses are also shown for comparison.

It is clearly visible that the edge calibration contributes to bringing the M216
gaugino masses to their initial model values - in other words to counteract the
beam spectrum, ISR and gauge boson width e�ects. Thus, the calibration im-
proves the measured masses by 0.12% for the χ̃±1 case, by 1.03% for the χ̃0

2 and
by 1.31% for the LSP mass.
The fact that the calibrated masses are close and compatible within their uncer-

tainties to the model values o�ers a con�rmation that the calibration procedure
was succesful and that the FIR �lter's performance is robust and consistent, in-
dependently of the assumed SUSY mass model.

Ý Reconstruction level versus generator level edges
In order to investigate the impact of the reconstruction on the edge positions
and implicitly on the measured gaugino masses, another calibration study was
performed. For this purpose, the reconstructed edge positions were plotted versus
the generator level edges, as shown in �gure 11.19.
As mentioned earlier, the selection and sample separation procedures cannot

be applied on the data at the generator level. Since the e�ects of the background
contributions were not of interest to this study, it was decided to consider only
the chargino and neutralino signal samples.
In order to make a correct and realistic comparison, the background samples

were also removed from the reconstructed di-jet energy distributions. The γγ →
to hadrons background that is overlaid after the generator stage had already been
removed when preparing the reconstructed distributions. However, the chargino
and neutralino signal samples on the reconstructed level were also a�ected to
a certain percentage by the sample selection and separation processes. Thus, in
order to correct for that, those signal events that did not survive the selection cuts
and the separation conditions were also removed from the distributions on the
generator level. This ensured that the comparison is made between the exact same
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events - the only di�erence between them being their Monte Carlo production
stage.
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Figure 11.19: The edge position on reconstruction level versus the generator level.

After the sample preparation and the application of the edge detection proce-
dure, the edge calibration was performed. The result can be seen in �gure 11.19.
The slopes of all three edges are rather close to one which indicates that the recon-
struction e�ects do not have a major impact on the reconstructed measured edges.

Ý Reconstruction level versus calculated edges
The impact of the reconstruction e�ects alone was found to be smaller than the
generator level e�ects in the previous step.
The �nal and most important ingredient in the mass calibration study was to

compare the edges determined from the di-jet distributions on the reconstruction
level to the values calculated with the mathematical approximation provided by
the formulae 11.4 and 11.5.
Thus, the aim of this �nal study was to account for the combined impact of

the gauge boson width and beam e�ects together with the reconstruction e�ects
on the measured edge positions. Furthermore, the in�uence of the SM and SUSY
backgrounds contributions was also included.
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Figure 11.20: The edge position on reconstruction level versus the values calculated
with formulae 11.4 and 11.5.

The data samples consisted of all the SUSY and SM events that survived the
event selection (chapter 10) and sample separation criteria.
The FIR �lter was then applied on the reconstructed di-jet energy samples and

the calibration procedure was performed using the measured reconstructed edge
positions. The results are illustrated in �gure 11.20.

χ̃±1 (high)
(GeV)

χ̃0
2 (low)
(GeV)

χ̃0
2 (high)
(GeV)

Reconstructed 129.53±0.74 92.11±0.31 128.38±0.75
Calculated 132.77 93.09 129.92
Calibrated 132.46±0.44 92.52±1.23 130.04±0.77

Table 11.7: Results of the edge calibration comparing reconstruction level edge values
to the calculated values.

The ideal slope of the calibration linear �t has a value equal to one. This would
indicate that the e�ects that were considered in the calibration would have a small
impact on the edge positions. In this study, while the neutralino upper edge is
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close to the ideal value, �gure 11.20 clearly shows a deterioration that can be
observed especially in the case of the neutralino lower edge. This is not entirely
unexpected since the presence of the SM and SUSY background may be one of
the main reasons for the deterioration of the slopes corresponding to the χ̃±1 and
χ̃0

2 calibration curves.

Gaugino
Mass [GeV]

(before calib.)
Mass [GeV]
(after calib.)

Model mass [GeV]

χ̃±1 216.7±3.1 214.1±4.8 216.5
χ̃0

2 220.4±1.3 216.9±3.4 216.7
χ̃0

1 118.1±0.9 115.5±1.8 115.7

Table 11.8: Comparison of mass values before and after the calibration.

Table 11.7 presents the edge calibration results and the comparison between
the reconstructed and the calculated edge positions. The cumulative impact of the
natural boson width plus the beam and reconstruction e�ects can be obtained.
By comparing the �Reconstructed� and the �Calculated� columns in table 11.7
it can be seen that the chargino upper edge decreased by 2%. In the neutralino
case, this e�ect is of the order of 1.05% for the lower edge while the upper edge
decreases by 0.72%.
Lastly, table 11.8 shows the outcome of the calibration procedure when cal-

culating the gaugino masses for M216. While the mean χ̃±1 is shifted lower by
1.2%, the �nal measured mass is well compatible with the original model values.
The neutralino mass was corrected by 1.6% while the LSP mass was improved
by 2.15%. This is, however, achieved at the cost of a signi�cant increase of the
uncertainty.
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CHAPTER 12

Cross-Section Measurements

Based on the event selection presented in section 10.4, the prospects for measuring
the cross-section times branching ratio for the two Point 5 signal processes:

σ(e−e+ → χ̃−1 χ̃
+
1 )×BR(χ̃−1 χ̃

+
1 → W−χ̃0

1W
+χ̃0

1)

σ(e−e+ → χ̃0
2χ̃

0
2)×BR(χ̃0

2χ̃
0
2 → Z0χ̃0

1Z
+χ̃0

1) (12.1)

will be evaluated and discussed in the following.
As mentioned in chapter 9, in the considered SUSY model, the branching ratios

are 99.4% for the χ̃±1 → W±χ̃0
1 decay and 96.4% for the χ̃0

2 → Z0χ̃0
1 case. The

determination of the branching ratios for these as well as other available decay
modes is left for future studies. The term �cross-section� will from now on be
employed to denote the measured quantity σ × BR for the remainder of this
section.
The basic method for measuring the cross-section relies on the following ex-

pression:

σ =
Nobs. − 〈Nbgrd.〉

ε
∫
Ldt (12.2)

where Nobs. represents the number of observed events, 〈Nbgrd.〉 is the number of
expected background events for the integrated luminosity

∫
Ldt and ε is a measure

of the detector, reconstruction and event selection e�ciencies.
The cross-section is proportional to the number of observed signal candidate

events, as shown in equation 12.2. Since this study considers two signal processes
simultaneously, it is therefore essential to determine both the number of WW
and the number of ZZ signal-like events present in the �nal data sample.
In the initial Point 5 study, performed on the LOI data set and published in the

ILD Letter of Intent [109, 196], two di�erent approaches were proposed for this
purpose. In both cases, the relevant observable is the di-jet mass distribution,
after applying all the preselection cuts (section 10.4).
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12.1. One-Dimensional Boson Mass Fit

The �rst method comprises a one-dimensional �t to the di-jet mass distribution,
after the kinematic �t, when only the best di-jet con�guration is considered.
The second method consists of a two-dimensional template �t performed on the
distribution of one di-jet mass versus the other, without the kinematic �t. For the
second method, two cases have been studied: (i) all possible di-jet con�gurations
are taken into account and (ii) similarly to the one-dimensional �t, only the best
di-jet con�guration is employed. Both strategies rely on the assumption that the
Standard Model (SM) di-jet distribution is known or can be obtained from other
sources.
In the following sections, the analysis techniques are demonstrated using the

DBD Monte Carlo data set. The original (LOI [109,196]) methodology is followed
in general. However, several new approaches aiming at improving the original
methods emerged in the context of this thesis. They are described in detail and
indicated as such in the following.

12.1 One-Dimensional Boson Mass Fit

As mentioned above, the one-dimensional �t strategy for determining the cross-
section makes use of the invariant mass distribution of the di-jet system, after all
the selection cuts (Level 2) and the kinematic �t have been applied.
In order to obtain the relevant distribution, as shown in �gure 12.1, the selected

events were required to pass the kinematic �t convergence test. Furthermore, only
one mass value (due to the kinematic �t equal mass constraint) was used to �ll the
distribution, namely, the mass corresponding to the jet con�guration for which
the kinematic �t has the best χ2 value.
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SM bgrd + SUSY sample

 sample
1

±χ∼

 sample
2

0χ∼

SM bgrd only

dijet mass for all events 

Figure 12.1: The di-jet mass distribution obtained after applying the event selection
and the kinematic �t.

The relevant observable, i.e., the di-jet mass, is illustrated in �gure 12.1. The
total �nal distribution can be seen in black, while the individual contributions
from the Standard Model (SM) background, the χ̃±1 and χ̃0

2 signal samples can
be seen in magenta, red and blue, respectively.
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Chapter 12. Cross-Section Measurements

It is relevant to note that, due to the preselection, while the SM background
features dominantly in the low di-jet mass region, its contribution in the signal
region (≈60GeV to ≈115GeV) is small. Furthermore, in contrast to the SM
distribution in the signal region, the signal peaks - corresponding to the W and
Z boson mass peaks - are Gaussian-like and clearly distinguishable.
The relevant information for the cross-section determination is the number of

signal χ̃±1 and χ̃0
2 events that can be found in the �nal sample. In order to extract

this information, the total di-jet mass distribution is �tted such that the only free
parameters of the �t are essentially the normalisation parameters that describe
the dominant chargino and the smaller neutralino peaks. The normalisation pa-
rameters provide a direct estimate of the number of signal events that can be
found under the signal peaks. The formulation of the �tting function is described
in the following.

The Standard Model Background Fit
When constructing the �tting function, the assumption was made that the Stan-
dard Model contribution is well known and can be described by a component of
the total �tting function.
The same function, i.e., a second degree polynomial, that was employed in the

initial LOI analysis [237] was used to �t the SM background, for legacy reasons.
The result of the polynomial �t can be be seen in �gure 12.2. The ratio of the �t's
χ2 (χ2 = 64.53) to the number of degrees of freedom (ndf = 27) is χ2/ndf = 2.39.

Di-jet mass [GeV]
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nt
rie

s

10

210

310

dijet mass for SM events 

Figure 12.2: The result of �tting the SM contribution to the total di-jet mass
distribution with a second order polynomial function.

In contrast to the original LOI result (�gure 6 of reference [237]), it can be seen
both from the rather large χ2/ndf value and also from �gure 12.2 that the sec-
ond order polynomial function does not provide the best description of the SM
contribution in the DBD data case.
This is not unexpected: for instance, the more realistic DBD version of the ILD
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12.1. One-Dimensional Boson Mass Fit

full simulation includes the γγ → hadrons overlay while the original LoI version
did not. The procedure applied to remove it (section 10.2) can a�ect the di-jet
energy and, implicitly, the di-jet mass such that the �nal SM distribution shown
in �gure 12.2 di�ers to some extent from the original LOI one.
Nevertheless, similarly to the original LOI analysis, the values of the polyno-

mial coe�ecients obtained from the �t (�gure 12.2) were �xed in the present DBD
study as well, for comparison and legacy reasons. The obtained SM �t was then
used as such in the total �tting function.

The Total Fitting Function
The two signal χ̃±1 and χ̃0

2 contributions can each be described by a non-relativistic
Breit-Wigner distribution (traditionally used for �tting resonances) convoluted
with a Gaussian distribution which accounts for the detector resolution. This
convolution is known as the Voigt function. Consequently, the total �tting func-
tion, applied to both signals plus the SM background (black markers in �gure
12.1), can be written as:

f 1d
F it(x) = a ·x2 +b ·x+c+NW ·V oigt(x−µW , σW ,ΓW )+NZ ·V oigt(x−µZ , σZ ,ΓZ)

(12.3)
where NW and NZ are the normalisation constants (leading to the number of
candidate events) and the only free parameters of the �t. µW and µZ are the
mean mass values of the W and Z bosons. σW and σZ represent the detector
resolution and ΓW and ΓZ are the gauge bosons' natural widths.
The goal is to have NW and NZ as the only free global �t parameters. Since

the a, b and c coe�cients are �xed to the values obtained from the SM �t, the
parameters of the two Voigt functions are now to be determined and �xed as well.
In the original LOI analysis [237], the µW , µZ and ΓW , ΓZ parameters were all

�xed to their nominal values, as quoted by the Particle Data Group (PDG) [13].
This is also the case in the present DBD-based study, but only for the two ΓW
= 2.085GeV and ΓZ = 2.495GeV parameters. The rest of the Voigt parameters,
i.e., the detector resolution and the boson mass peak values, are to be determined
from data.
The advantage of obtaining the boson masses from data instead of using the

PDG values is that, this way, other reconstruction related e�ects - which cannot
be accounted for by the Gaussian convolution alone - can thus be taken into
account. Considering the �nal signal states that this study is interested in, the
most obvious choice of data sample for extracting the relevant mass and resolution
values would be the Standard Model e+e− → W+W− → hadrons and e+e− →
Z0Z0 → hadrons samples. However, several issues arise when considering these
data samples.
Firstly, as shown in section 10.1, in the χ̃±1 signal sample, the W boson mass

was inadvertently lowered toMW = 79.8GeV by the event generator. This feature
is present only in the signal sample while the SM W+W− → hadrons sample was
not a�ected. Therefore, a di�erence of ≈0.6GeV, on the generator level, must be
taken into account when extracting the reconstructed W boson mass from the
Standard Model sample and employing it in the global �t.

216



Chapter 12. Cross-Section Measurements

 [rad]θ
0 1 2 3

a.
 u

.
0.01

0.02

0.03

0.04

0.05
 sample

1

±χ∼

 sample
2

0χ∼

SM WW sample

SM ZZ sample

Figure 12.3: Comparison of the jet theta distribution between the Standard Model
and SUSY samples of WW → hadrons and ZZ → hadrons.

Furthermore, as shown in �gure 12.3, the jet topology of the signal χ̃±1 and
χ̃0

2 events is very di�erent from that of the Standard Model W+W− and Z0Z0

samples. While, due to the large amount of missing energy, the signal events are
mostly oriented in the central region of the detector, the Standard Model jets
are highly boosted and peak in the forward region. Therefore, in order to obtain
more meaningful information on the detector resolution, information that could
be then input into the global �t, the dependency of the detector resolution on the
(jet) θ angle would have to be investigated. However, due to the limited amount
of Standard Model Monte Carlo data samples, the resolution σres(θ) dependency
is still to be studied.
In view of all these aspects, a di�erent strategy was considered in this thesis

for the determination of the parameters of the two the Voigt functions. This
strategy consists of performing a toy Monte Carlo study based on the χ̃±1 and χ̃0

2

signal samples themselves in order to extract the relevant parameters and will be
described in the following paragraphs.
For the toy Monte Carlo procedure, the relevant di-jet mass distributions were

produced for each one of the signal samples and each distribution was used as
input for the toy Monte Carlo data. Essentially, each di-jet mass histogram was in-
terpreted as a probability density function which was randomly sampled N times
in order to produce a new, statistically independent distribution. N represents
the number of entries in the new distribution and it was obtained by randomly
sampling a Gaussian distribution centred around the number of events of the
initial histogram (Ninitital) and with a width equal to

√
Ninitital.

The procedure was repeated 104 times, hence, producing 104 new independent
distributions, for each signal sample. A (single) Voigt function was �tted to each
one of the randomly produced distributions and from each �t the relevant param-
eters (MW/Z and σresW/Z) have been extracted. Thus, 104 di�erent values have been
obtained for each �t parameter of interest. The result of the toy Monte Carlo
study is shown in �gure 12.4.
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Figure 12.4: Result of toy Monte Carlo study. The obtained parameter values will be
�xed in the global �t.

The average values of the boson masses are shown in �gures 12.4a and 12.4b:
〈MW 〉 = 78.39±0.07GeV and 〈MZ〉 = 88.83±0.18GeV. In both cases, a shift in
the average mass values towards lower masses is noticeable. This e�ect, ranging
from 1% to 3%, is observable both on the Standard Model as well as on the SUSY
data samples. There are several potential causes for the observed shift, starting
from the inevitable initial state radiation (ISR) emission and beam spectrum
e�ects, to the more probable reconstruction issues surrounding the jet clustering
algortihm, the removing procedure of the so called γγ background (described in
section 10.2) which can inadvertently cut out slightly more energy from the event
than intended as well as the outcome of the kinematic �tting which does not
always lead to the correct jet con�guration. One potential solution to correct this
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feature would be to raise the jet energy scale by 1% to 3%. However, for the
present analysis the mass shift is considered a systematic e�ect and is treated as
such. Thus, the mass values quoted above are �xed with their respective values
in the global �t.
The resolution average values are presented in �gures 12.4c and 12.4d. The toy

Monte Carlo study provides an average value of σresW = 3.42±0.07GeV for the
chargino sample and σresZ = 4.58±0.25GeV for the neutralino case.
The much larger resolution value obtained for the χ̃0

2 data is most likely an
e�ect of the much lower statistics available for the χ̃0

2 events. This can be seen
from �gure 12.1 where the χ̃±1 peak (i.e., a measure of the number of signal events)
is considerably higher with respect to the χ̃0

2 one.
Since the toy Monte Carlo study has produced two values for the detector

resolution, di�erent by approximately 1GeV, the global �t has been performed
several times with di�erent combinations of the obtained σres values in order to
estimate the impact of the W and Z resolution values on the statistical precision
of the one-dimensional �tting method. Thus, the following con�gurations have
been used, in turn, in the global �t.
First, the individual values of σW and σZ have been used (σresW , σresZ ), as deter-

mined directly from the toy Monte Carlo. Figure 12.5 illustrates the result of the
global �t when considering such a con�guration. As mentioned before, the only
free parameters of the �t were the normalisation constants NW and NZ .
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Figure 12.5: Result of the global �t, using the individual σW and σZ values
(σresW , σresZ ) obtained from the toy Monte Carlo study.

Furthermore, other options have also been considered: (i) the average of σW
and σZ has been employed (σresAverage), (ii) both resolution values have been �xed
to σW (σresW , σresW ) and (iii) both resolution values have been set to the value of
σZ (σresZ , σresZ ). Thus, all these resolution con�gurations have been tested in turn
when performing the global �t and the results are presented in table 12.1.
The χ2/ndf of the global �t as well as the di�erent values of the precision achiev-
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12.2. Two-Dimensional Boson Mass Fit

Sample Statistical precision
Res. con�g. (σresW , σresZ ) (σresAverage) (σresW , σresW ) (σresZ , σresZ )
χ2/ndf 2.13 3.41 2.35 5.35
χ̃±1 1.33% 1.31% 1.29% 1.34%
χ̃0

2 3.15% 3.79% 3.17% 4.79%

Table 12.1: Table illustrating the statistical precision of the one-dimensional �t
method for determining the chargino and neutralino cross-sections. The global 1D �t

described above has been performed for di�erent combinations of the detector
resolution σresW/Z .

able with the one-dimensional �tting method are also quoted in Table 12.1. The
best global �t performance is obtained for the resolution con�guration (σresW , σresZ ).
The average statistical precision of the method is 1.32% for the chargino case and
3.72% for the neutralino sample.
The one-dimensional �t method presented above unfortunately features several

shortcomings. The Standard Model polynomial �t was orginally chosen because
it performed the best from all the tested functions, i.e., without an underlying
physics model. Furthermore, more importantly, as can be seen from �gure 12.5,
even after performing the toy Monte Carlo parameter determination, the global
�t does not describe the data accurately.
It is relevant to note that this method was performed and studied within this

analysis as a matter of legacy. However, the shortcomings of the one-dimensional
�tting method as well as its precision can be improved when considering a more
involved �tting procedure as presented in the following section.

12.2 Two-Dimensional Boson Mass Fit

The observable of interest for the two-dimensional �t method is the di-jet mass
before performing the kinematic �t, but after applying the preselection cuts.
The topology of the signal events consists of four jets, produced by the hadronic

WW or ZZ decays, and a large amount of mising energy due to the escaping χ̃0
1.

There are three distinct possibilities to combine the four hadronic jets into di-jets.
Clearly, only one of the three possible con�gurations describes the real process,
while the other two are mis-associations.
Two di�erent strategies concerning the di-jet pairing have been considered in

the present study, as described in the following.

Fit with all Possible Jet Pairings
In the �rst strategy, all three possible di-jet combinations in an event are used.
This implies that each event contributes with three entries (i.e., one for each di-jet
pairing con�guration) to the di-jet mass distribution. Only those events that have
passed the kinematic �t convergence test are considered. This ensures a certain
quality level of the data sample.
Figure 12.6 shows the relevant distribution for this study: the two-dimensional
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representation of one di-jet mass versus the other, when all three possible di-jet
combinations are taken into account. The number of events is colour-coded and
presented on the z-axis. The distribution comprises the Point 5 signal events plus
the SUSY and the Standard Model background events remaining after applying
all the selection cuts.
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Figure 12.6: The total di-jet distribution of Standard Model background plus SUSY
signal and SUSY background events obtained with the DBD version of the simulation

and reconstruction software.

Each individual contribution to the total histogram shown in �gure 12.6 is
presented in �gure 12.7: pannel (a) represents the Standard Model background
that has survived the cuts, pannel (b) showcases the small SUSY background
while pannels (c) and (d) show the χ̃±1 and χ̃0

2 contributions, respectively.
The cross-section is proportional to the number of events (equation 12.2). Con-

sequently, the goal of this analysis is to determine the number of χ̃±1 and χ̃0
2 events

present in the total sample.
For this purpose, a template two-dimensional di-jet mass distribution can be

produced from Monte Carlo data for each of the two (χ̃±1 and χ̃0
2) signal samples.

Based on these templates, a two-dimensional parametric function, f2D(x, y), can
be formulated. The amount of χ̃±1 and χ̃0

2 pair-like events present in the total
distribution from �gure 12.6 could be determined by �tting the newly obtained
function to it.
Two assumptions were made when constructing the two-dimensional �tting

function. The �rst assumption is that the Standard Model contribution is well
known, perhaps from other sources, and thus it can be subtracted from the total
(data) distribution before applying the �t.
The subtraction procedure is applied on a bin by bin basis. The total number of

entries in any particular bin is: Ntotal = NSM +NSUSY
signal +NSUSY

bgrd . The (expected)
number of SM entries in that respective bin (NSM) is subtracted from Ntotal. The
statistical error is left unchanged, i.e. Errorbinx,y =

√
Ntotal. This way, the fact
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(a) Standard Model sample

 [GeV]kldijet mass 
60 70 80 90 100 110

 [G
eV

]
ij

di
je

t m
as

s 

60

70

80

90

100

110

0

0.1

0.2

0.3

0.4

0.5

(b) SUSY background sample
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(c) Chargino sample
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Figure 12.7: Individual contributions to the total distribution in the di-jet mass
plane, as depicted in �gure 12.6.

that a statistical uncertainty in the SM estimation is still present no matter how
accurately the SM data can be described is taken into account.
The second assumption is that the contribution from the SUSY background

is very small or well reducible such that it can be safely neglected. Figure 12.7
(b), indicates that the SUSY background1 is indeed negligible. Consequently, the
�tting function can be formed with the χ̃±1 and χ̃0

2 templates alone:

fFit(x, y) = a · fχ̃±1 (x, y) + b · fχ̃0
2
(x, y) (12.4)

where a and b are the only free parameters. Variables a and b can be understood
1The fractional event numbers come from the previously discussed normalisation of all Monte
Carlo data samples to the nominal ILC integrated luminosity and beam polarisation con�g-
uration (section 10.1).
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as the fraction of the number of events from the χ̃±1 and χ̃0
2 template, respectively,

that can be found in the total data distribution (for example, the one illustrated in
�gure 12.6). Thus, in an ideal case, when the number of events from the templates
describe exactly the contributions in the total sample, the �t parameters a and
b are expected to be equal to 1.
Once the template �tting function has been de�ned it can be applied to the

data. However, due to the limited amounts of Monte Carlo data available, two
issues must be taken into account.
First, the Standard Model background distribution shown in 12.7 (a) exhibits

a non-negligible number of empty bins (marked in white). In principle, since the
aforementioned distribution contains only those Standard Model events that have
survived the SUSY selction cuts, it is expected that some bins will have zero or
very few entries. However, due to the limited quantity of Standard Model Monte
Carlo samples available, it is not obvious whether this e�ect is a result of applying
the selection cuts or whether it is caused by low statistics. Clearly, this feature
could be overcome in the future by producing more SMMonte Carlo data samples.
Currently, in order to take this e�ect into account and level out possible statistical
�uctuations, the Standard Model distribution is smoothed out. The smoothing
procedure is analogous to the techniques applied in image processing with the
purpose of blurring contours [238]. Thus, a Gaussian-like kernel expressed as a
5×5 matrix is convoluted with the original two-dimensional histogram over the
entire histogram range. The kernel is acting as a low pass �lter, thus evening
out all high statistical �uctuations (e.g. bins with 10 entries or more completely
surrounded by empty bins). Figure 12.8, (a) shows the result of the smoothing
procedure. The total distribution from 12.6 is remade, using the smoothed SM
distribution instead of the initial one, and the result is shown in 12.8 (b).
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Figure 12.8: The result of the Standard Model background smoothing procedure.
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12.2. Two-Dimensional Boson Mass Fit

Second, due to the limited amount of Monte Carlo data, the χ̃±1 and χ̃0
2 di-jet

distributions that are used as templates in the �tting function are the same as
the signal contributions in the total distribution shown in �gure 12.6. However,
the templates and the data which is to be �tted with the template function
must be statistically independent. In order to achieve statistical independence,
two procedures have been considered. In both cases, a toy Monte Carlo study was
considered for estimating the statistical precision of the two-dimensional template
method: ∆σ =

√
Ndata
ε
∫
Ldt .

The �rst procedure consists of separating all available Monte Carlo samples in
two: one part being treated as data while the other half is used as template for the
�tting function. Two issues arose when this strategy was applied: (i) by dividing
the already low amount of Monte Carlo the number of empty bins (or bins with
very low numbers of entries) increased, (ii) the obtained mean event fractions (a
and b) were shifted by ≈ 0.7% with respect to the non-split case. This is most
likely a statistical e�ect introduced by the sample splitting.
In order to avoid these issues, the second procedure relies on performing the

toy Monte Carlo study with the whole data sample that survives the preselection
cuts. The total data sample consisted of the smoothed SM background, illustrated
in �gure 12.8, pannel (a), plus all the other contributions. It was then used as a
basis to randomly generate 104 new two-dimensional di-jet mass distributions.
At �rst, the number of weighted events in the histogram (Ninitial = 32861.9)

was calculated. For each one of the new 104 distributions a new number of entries
Nnew
i was generated by randomly sampling a Poisson distribution with its mean

equal to Ninitial. In the next step, the initial histogram was randomised on a bin
by bin basis. A Poisson distribution was sampled for each bin of the original
histogram, where the total (initial) number of entries in that respective bin was
considered as the Poisson mean. The current total number of entries in the new
histogram is constantly compared to Nnew

i and adjusted at each step such that
the �nal number of events in the new histogram is exactly the desired Nnew

i . The
random generator that was used is RANLUX [239,240] with luxury level 4, i.e. the
highest level of luxury available.
For each newly generated two-dimensional di-jet distribution, the SM back-

ground was subtracted (while leaving the bin statistical errors unchanged) and
the template �t was performed. Figure 12.9 illustrates in pannel (a), as an exam-
ple, the �t result for one of the 104 performed �ts. The �t residuals are shown
in pannel (b) of the same �gure. It is relevant to note that the residuals` distri-
bution is randomly uniform and as such no distinctive pattern can be seen. This
indicates that the �t performs well. The average value of the ratio of the �t χ2

to the number of degrees of freedom is 1.229.
After the template �t is performed, the �t parameters a and b can be inter-

preted in terms of the corresponding cross-section. For illustration, let a be the
fraction of events from the χ̃±1 template that were "matched" in the total distri-
bution. Since the cross-section is directly proportional to the number of events,
the information on the cross-section that was considered when producing the χ̃±1
template can be used to obtain the value of the cross-section in the total data
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Figure 12.9: The outcome of the two-dimensional template �t for one of the 10000
instances of the toy Monte Carlo study.

sample. The template cross-section is essentially scaled with the value of a, in
this example.
This procedure is performed 104 times, for each randomly produced total dis-

tribution. Thus, 104 di�erent cross-section values are obtained, as shown in �gure
12.10. The average value determined for the χ̃±1 �t parameter is a = 1.001±0.009
while for the χ̃0

2 case, the average value is b = 1.004±0.029.
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Figure 12.10: Result of the toy Monte Carlo study showing the obtained distributions
of cross-section values.

The cross-section values obtained from the toy Monte Carlo form a Gaussian-
like distribution, both in case of the χ̃±1 as well as for the χ̃0

2. In order to estimate
the statistical precision on the cross-section values, each of the two distributions
can be �tted with a Gaussian function, where the width of the Gaussian is a

225



12.2. Two-Dimensional Boson Mass Fit

measure for the statistical precision. Thus, for the χ̃±1 case, the cross-section can
be measured with a statistical precision of:

δσ(e+e− → χ̃+
1 χ̃
−
1 → W+χ̃0

1W
+χ̃0

1) = 0.967 fb (precision equivalent of 0.85%)

δσ(e+e− → χ̃0
2χ̃

0
2 → Z0χ̃0

1Z
0χ̃0

1) = 0.573 fb (precision equivalent of 2.9%)

These values are compatible with the statistical precision achieved in the orig-
inal LOI study [109, 196]: 0.84% for the δσ(e+e− → χ̃+

1 χ̃
−
1 → W+χ̃0

1W
+χ̃0

1) case
and 2.75% for δσ(e+e− → χ̃0

2χ̃
0
2 → Z0χ̃0

1Z
0χ̃0

1).
Lastly, it is important to note that the mean of the two Gaussian functions

are very close to the model values for the cross-section, as presented in section
3.1: σ(e−e+ → χ̃−1 χ̃

+
1 )× B.R.(χ̃−1 χ̃+

1 → W−χ̃0
1W

+χ̃0
1) = 112.658 fb (model value:

112.536 fb) while σ(e−e+ → χ̃0
2χ̃

0
2)×B.R.(χ̃0

2χ̃
0
2 → Z0χ̃0

1Z
+χ̃0

1) = 19.279 fb (model
value 19.243 fb). This comparison represents a useful cross check and the good
agreement between the model and toy Monte Carlo obtained values shows that
template �tting procedure performs well.

Fit with Best Jet Pairing
The second strategy for this study was to make use of the kinematic �t information
in order to �rst determine the right di-jet con�guration - i.e., the one which pro-
vides the best �t probability - and form the two-dimensional di-jet distributions
considering only that particular di-jet con�guration. The relevant di-jet mass dis-
tributions are the ones before applying the kinematic �t. The identical procedure
for the template �t, as described above, is applied to these new distribution. The
toy Monte Carlo study is repeated for 10000 new randomly generated samples.
The statistical error slightly increases when taking only the best di-jet con-

�guration into account. In the χ̃±1 case, the statistical precision deteriorates by
approximately 15% (σbest config.(χ̃±1 ) = 112.952 ± 1.112 fb), while for χ̃0

2 it be-
comes worse by 3% (σbest config.(χ̃0

2χ̃
0
2) = 19.670 ± 0.587 fb). This observation can

be explained by the fact that, despite its good performance, the kinematic �t
cannot always indicate the correct di-jet association. In view of that, it is clear
that in such cases one of the di-jet con�gurations that have a lower �t probability
(and are discarded in the second strategy) is the correct one. This situation is
accounted for in the �rst strategy discussed above, which in turn leads to a better
statistical precision in that case.

It is also important to note that the construction of the �tting function and,
implicitly, the shape of the templates are independent from the assumed super-
symmetry scenario. A key model feature is, clearly, the mass di�erence (∆M)
between the almost mass degenerate χ̃±1 and χ̃0

2 and the LSP. However, as long
as the χ̃±1 and χ̃0

2 decays to on shell W and Z bosons are allowed, the di-jet mass
distributions on which this study is based are not in�uenced by any other model
assumptions. This is shown, as an example, in �gure 12.11 where the relevant
two-dimensional di-jet mass distribution from a Standard Model WW sample is
compared on generator level to the full χ̃±1 signal sample. Leaving aside the shift
in the W boson mass featured in the χ̃±1 sample (explained in section 10.1), the
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Figure 12.11: Comparison of the di-jet mass distributions obtained from Standard
Model WW → qqqq and Point 5 χ̃+

1 χ̃
−
1 → qqqqχ̃0

1χ̃
0
1 events.

two distributions look very similar.
On the reconstruction level, the di-jet mass distributions are in�uenced by

the mass di�erence, ∆M , in that it determines the amount of energy available to
produce theWW/ZZ pairs. Depending on the available energy, the jets associated
to the W/Z boson pairs can be more or less boosted in the event. In the SUSY
model considered in this analysis, theW+W− and ZZ bosons are produced nearly
at rest and thus rather central. Furthermore, the lower the boost the higher the
probability to wrongly pair the jets becomes. This, in turn, translates to a higher
imprecision, i.e., a worse resolution for the di-jet mass and, implicitly, for the
gaugino mass determination. The mass resolution would only improve for larger
mass di�erences ∆M . However, for the present analysis the gaugino masses are
obtained, as shown in chapter 11, from a completely independent method which
relies only on the value of the edge positions from the di-jet energy spectrum,
without taking any assumptions on the cross-section into account. Therefore, in
this context, it is considered safe and appropriate to apply the template method
described above.

12.3 Systematic Uncertainties

As can be seen from equation 12.2, there are several sources for systematic un-
certainties that must be taken into account:

δσ2 =

(
∂σ

∂Nevts

)2

δN2
evts +

(
∂σ

∂ε

)2

δε+

(
∂σ

∂L

)2

δL (12.5)

where δNevts represents the uncertainties that re�ect on the number of events, δε
denotes the (reconstruction and selection) e�ciency and δL is the uncertainty of
the luminosity measurement.
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12.3. Systematic Uncertainties

The systematic uncertainties that can a�ect the precision of the chargino and
neutralino cross-section measurements via the number of counted events mainly
stem from the uncertainties on the beam polarisation, on the beam energy and
on the luminosity measurement.
At the ILC, the systematic uncertainty of the polarisation measurement is

expected to be δP/P ≤ 0.25% while the statistical errors are negligible [123].
The energy of the incoming beams is crucial for measuring

√
s and essentially

determines the whole energy scale of the collision events. The beam energy delin-
eates the phase space available for the chargino and neutralino pair production
to occur. At the ILC, a system of two energy spectrometers provides an accuracy
on the beam energy measurement of δEbeam/Ebeam = 10−4 on a bunch-to-bunch
basis.
The number of observed events is also directly related to the achieved luminos-

ity. The luminosity at the ILC can be measured with a precision of δL/L = 10−4.
The main source of systematic uncertainties, however, is expected to come from

δε which is comprised of the uncertainties on the reconstruction and selection e�-
ciencies for the two signal channels considered in this analysis. In this context, the
key reconstruction uncertainties could be evaluated by studying pure Standard
Model e+e− → W+W− → qqqq and e+e− → Z0Z0 → qqqq samples.
For the integrated luminosity, polarisation and centre-of-mass values assumed

in this analysis, the polarised cross-section for W+W− → qqqq production is
≈4.5 pb (2.3·106 events) while for the Z0Z0 → qqqq case the cross-section is
≈0.4 pb (2·105 events) [70].
A suitable control sample could be obtained by applying the selection procedure

dedicated to the mass determination, described in section 10.4, while inverting
the cut on the visible energy 100GeV < Evisible < 300GeV such that Evisible >
300GeV. This ensures that no SUSY events will be found in the SM control
sample and that it is almost exclusively populated with four-fermion events. The
statistical uncertainty in comparing the measured and the Monte Carlo data is
0.07% in the case of the W+W− → qqqq process and 0.2% for the Z0Z0 → qqqq
process.
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CHAPTER 13

Comparisons

The methods employed for the gaugino property determination, in the context of
the Point 5 supersymmetry scenario, have been described in detail in the previous
sections of this thesis. The techniques for measuring the production cross-sections
(times the branching ratios) of the signal processes were presented in chapter 12.
The determination of the three gauginos' masses was described in chapter 11.
The analysis methods were exempli�ed exclusively using the DBD data set.
The same analysis techniques were applied on the SGVPFL and LOI data sets.

For the former, the neutral visible energy scaling procedure described in section
8.5 was applied before the data preparation. In case of the latter, the data samples
employed for the present analysis are those initially produced for the original ILD
Letter of Intent [109] study. The analysis was repeated on this data in view of
the new improvements described in the previous sections.
There are a few di�erences concerning the analysis strategy adopted for each

of the three data sets. The application of slightly di�erent strategies for the data
preparation is motivated by the inherent di�erences between the data samples,
overviewed in table 10.1. A summary of the data preparation and analysis stages is
presented in table 13.1 and the relevant di�erences are indicated, where necessary.

13.1 Event Selection

The observables employed for the event selection as well as the corresponding
signal regions were presented in detail in section 10.4.
There are four extra cuts applied in the case of the DBD and SGVPFL data

samples: (i) the requirement for no isolated leptons to be found in the event, (ii)
the limits on the number of reconstructed particles (PFOs) found in the event,
(iii) the cut on the number of tracks with transverse momentum pT < 1GeV
and (iv) the upper limit on the thrust value in the event. Their main purpose
was to re�ne the event selection for the DBD analysis and help further remove
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13.1. Event Selection

Analysis Stage LOI DBD SGVPFL

Data
Preparation

Remove γγ → hadrons bgrd. - Yes -
Cluster events in 4 jets Yes Yes Yes

Run kinematic �t (Mj1j2 ≡Mj3j4) Yes Yes Yes
Perform event selection Yes Yes Yes
Extended selection:

4 extra cuts
- Yes Yes

Cross-section
Measurement

No further signal separation Yes Yes Yes
Observable: di-jet mass

before kin. �t (all 3 combin.)
Yes Yes Yes

Mass
Determination

Signal separation using χ2 cut
(calc. w. di-jet mass before kin. �t)

Yes Yes Yes

Observable: di-jet energy
after kin. �t

Yes Yes Yes

Table 13.1: Overview of the data preparation and analysis steps carried out in the
Point 5 study. Wherever necessary, the di�erences in the treatment of the three data

sets are indicated.

the γγ → hadrons background. This background is not present in the SGV data,
however the extra cuts were still applied for convenience and comparison purposes.
For backwards compatibility reasons these four extra cuts were not applied on
the LOI data set.
The selection cuts and the e�ects of their application, in terms of numbers of

surviving events, were illustrated using the DBD data set in the cut�ow table
10.6 presented in section 10.4. The same event selection was also performed on
the SGVPFL data set. The original selection procedure was repeated in the LOI
case. The results were then compared and the most prominent di�erence observed
concerns the visible energy observable.

The Visible Energy
Comparing the amounts by which the numbers of Standard Model background
events decrease as the selection cuts are progressively applied, it was observed
that almost 50% more LOI events survive the cut on the visible energy (100GeV
< Evis < 300GeV) in comparison to the DBD and SGVPFL cases, for the following
�nal states: W+W− → qqqq, Z0Z0 → qqqq and W±Z0 → qqqq.
For all three �nal states, the visible energy signal region corresponds to the tail

of the observable's distribution, as shown in �gure 13.1.
Firstly, it can be seen from �gure 13.1, that the peaks of the three LOI, DBD

and SGVPFL distributions are well compatible. However, there is a signi�cant
discrepancy between the three data sets in the low energy (tail) region.
The visible energy is clearly highly sensitive to the γγ → hadrons background

removal, especially in this area of the distribution. The parameters of the exclu-
sive kT algorithm used for this purpose were optimised for obtaining the best
results in terms of the di-jet energy and mass distributions (�gure 10.2). The
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Chapter 13. Comparisons

Figure 13.1: Comparison of the visible energy distributions obtained from the LOI,
DBD and SGVPFL Standard Model W+W− → qqqq data, after the preparation stage.
The events found within the region marked by the vertical lines (100-300GeV) are

kept (survive the cut), while the rest are discarded.

tail of the visible energy distribution was not considered in the optimisation pro-
cess. Therefore, in case of the DBD data set, it is quite likely that the observed
discrepancy is an e�ect of the γγ → hadrons background removal procedure.
In contrast, the SGVPFL data does not contain the γγ → hadrons background

overlay. Nevertheless, the visible energy is also very sensitive to detector e�ects
like, e.g., coverage close to the beam pipe, non-instrumented areas where neutral
particles might escape detection, etc. It is possible that the di�erences between
the fast and the full simulation distributions, especially the ones observed in this
region, are a re�ection of the di�erent ways in which these detector geometry
aspects are implemented in the three simulation programs.

Selection E�ciency and Sample Purity
The outcome of the event selection was evaluated in terms of the e�ciency, ε,
and purity, π, according to the de�nitions given in section 10.4.
As indicated in chapters 12 and 11, the analysis strategy applied in the Point 5

study considers two stages in the event selection. The �rst twelve (or eight, in case
of the LOI data) cuts constitute the �rst level, i.e., "Level 1", and they are used
in selecting events for the mass determination. In the second stage, "Level 2", all
selection cuts are applied and the surviving events are input to the cross-section
�t.
The e�ciency and the percentage remaining in the sample were calculated for

all three data sets, LOI, DBD and SGVPFL, at both stages of the selection. The
results are summarised in table 13.2.
It can be seen from table 13.2 that the application of four more additional cuts

on the DBD and SGVPFL data does not decrease the selection e�ciency of the χ̃±1
and χ̃0

2 signal samples. In fact, it is up to 3% better than in the LOI case.
Furthermore, the di�erences observed in the outcome of the visible energy
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13.2. Mass Measurements

Selection
stage

χ̃±1 -had. χ̃0
2-had.

SUSY
other

SM bgrd.

Level 1

E�ciency [%]
LOI 88 91 9 0.5

DBD 91 91 11 0.5

SGVPFL 90 90 11 0.4

% �nal sample
LOI 12 2 3 82

DBD 15 3 5 78

SGVPFL 18 3 5 74

Level 2

E�ciency [%]
LOI 70 74 7 0.1

DBD 72 73 8 0.1

SGVPFL 72 72 8 0.1

% �nal sample
LOI 26 5 6 62

DBD 27 5 8 59

SGVPFL 30 5 8 57

Table 13.2: The e�ciency and purity values calculated for each of the three
considered data sets, at the two relevant stages in the event selection.

selection cut, described above, manifest as an up to 30% lower purity of the
signal samples in the LOI case.

13.2 Mass Measurements

The Monte Carlo data used for the mass determination must pass the �rst stage
(Level 1) of the event selection. Furthermore, since in the Point 5 scenario the
chargino and neutralino pair production are both treated as signal, a further
separation of the data samples, i.e., into χ̃±1 and χ̃0

2 candidates, is required.
The separation procedure was described in section 11.2 and it involves the

calculation of two χ2 variables which are then used to evaluate whether the di-jet
masses reconstructed in an event are more compatible with the W boson mass
value or, on the contrary, with the Z boson mass. The same method was used
for all three data sets considered in the comparison. The e�ciency and purity
obtained were presented for the DBD case in table 11.1. The values for the LOI
and SGVPFL data sets are compatible, as shown in table 13.3.
The relevant observable for determining the gaugino masses is the reconstructed

di-jet energy. The masses of the χ̃±1 , χ̃
0
2 and χ̃0

1 can be calculated with the end-
point method described in section 11.1, once the positions of the edges of the
chargino and neutralino energy spectra are known.
The di-jet energy distributions obtained from the LOI, DBD and SGVPFL data sets
are compared in �gure 13.2. The most remarkable outcome of the comparison
is the strong similarity between the three distributions, exhibited both in the
χ̃±1 and in the χ̃0

2 selections. This is notable in the context of the signi�cant

232



Chapter 13. Comparisons

Simulation χ̃±1 -had. χ̃0
2-had.

E�ciency [%]
LOI 48 39

DBD 45 39

SGVPFL 44 37

Purity [%]
LOI 71 60

DBD 70 64

SGVPFL 76 67

Table 13.3: The e�ciency and purity values of χ̃±1 and χ̃0
2 in the candidate sample,

after the signal separation.
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Figure 13.2: Comparison of the di-jet energy spectra obtained from the LOI, DBD and
SGVPFL data sets. The shown distributions were obtained after the standard data

preparation and χ2-based sample separation. All distributions were normalised to an
integral of one.

discrepancy between the jet energy resolution provided by the PandoraPFA [7]
implementations in the two full simulation versions, LoI and DBD, and the more
pessimistic performance provided by SGVPFL (section 8.6). It was assumed that
the ≈50% worse (on average) jet energy resolution obtained with SGVPFL would
have a more sizeable impact on the edges of the energy spectra.
The new and more stable FIR-�lter method, presented in section 11.4, was

applied on all three data sets to extract the spectrum edge positions. The results
are presented in table 13.4. The good compatibility between the di-jet energy dis-
tributions shown in �gure 13.2 is also re�ected in the determined edge positions.
It can be seen that the edge values obtained for all three data sets under com-

parison are well compatible within their respective uncertainties. This provides
a quantitative con�rmation of the strong resemblace between the di-jet energy
distributions observed in �gure 13.2.
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13.2. Mass Measurements

Data
χ̃±1 χ̃0

2

Low Edge
(GeV)

High Edge
(GeV)

Low Edge
(GeV)

High Edge
(GeV)

LOI 80.4 ± 0.2 129.9 ± 0.7 92.3 ± 0.4 128.3 ± 0.9
DBD 79.5 ± 0.2 129.5 ± 0.7 92.1 ± 0.3 128.4 ± 0.8

SGVPFL 80.4 ± 0.2 128.6 ± 0.9 92.4 ± 0.3 126.9 ± 1.3

Table 13.4: The values of the edge positions determined by applying the FIR-�lter
technique on the LOI, DBD and SGVPFL di-jet energy distributions.

For any of the four dijet-energy spectrum edges, its position and the precision
with which it can be determined are a�ected by several factors. As mentioned
in chapter 11, there are unavoidable smearing e�ects coming from the initial
state radiation (ISR), the beam energy spectrum and the gauge boson natural
width which are present in all three data sets. It must be noted that, while the
LOI and DBD Monte Carlo data were produced with two slightly di�erent beam
energy spectra (section 6.2), the SGVPFL data was produced with the same beam
spectrum as the DBD.
The jet energy resolution, as de�ned in equation 4.2 (and discussed in section

4.1.2) was also expected to have an impact. However, as shown in table 13.4,
the edge values obtained for the three di�erent data sets are well compatible
with each other. The same jet clustering algorithm was used on all three data
sets. Furthermore, the association of the individual jets in pairs was performed
identically, based on the same criterion. Thus, the only di�erence between the
LOI, DBD and SGVPFL data sets, in terms of the jet energy resolution, is the
signi�cantly di�erent Particle Flow performance provided by the fast simulation
SGVPFL with respect to the two full simulation versions. Nevertheless, this is in
fact not perceptible at the analysis level. Consequetly, it can be concluded that,
for this particular physics scenario, the jet energy resolution is most probably
dominated by jet clustering e�ects and the inevitable uncertainties in the jet
pairing. The e�ects of the signi�cantly worse Particle Flow performance provided
by the fast simulation SGVPFL are obscured by the more prominent aforementioned
contributions.

Simulation
χ̃±1 Mass
(GeV)

χ̃0
2 Mass
(GeV)

χ̃0
1 Mass
(GeV)

Model 216.5 216.7 115.7
LOI 218.5 ± 3.6 220.5 ± 1.5 118.1 ± 1.1
DBD 218.4 ± 3.2 221.1 ± 1.3 118.3 ± 0.9

SGVPFL 218.2 ± 3.9 220.5 ± 1.3 118.8 ± 1.3

Table 13.5: Comparison of the gaugino mass values calculated for the three data sets:
LOI, DBD and SGVPFL. The Point 5 model values (chapter 9) are also shown for

reference.

Lastly, it must be noted that the application of the kinematic �t in the Point
5 analysis (section 10.3) also reduces the extent with which the di�erent Particle
Flow performances a�ect the di-jet observables.
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Chapter 13. Comparisons

For completion, the gaugino mass values were computed using the extracted
edge positions presented in table 13.4. The shown statistical uncertainty was
determined from toy Monte Carlo studies, as described in chapter 11. The results
are presented in table 13.5. As expected, it can be observed that the comparison
of the calculated mass values determined for the three data sets reveals that they
are also well compatible within their statistical uncertainties.

13.3 Cross Section Determination

The reconstructed di-jet mass is the observable used in the determination of the
cross-sections1 for the two Point 5 signal processes. The goal is to determine the
number of events from the total data sample that can be classi�ed as χ̃±1 -like and
χ̃0

2-like, respectively.
For this purpose, a template �t, described in section 12.2, is applied to the two-

dimensional distributions formed by presenting one reconstructed di-jet mass as
a function of the other. The two dimensional di-jet mass distributions obtained
from the LOI, DBD and SGVPFL data are illustrated in �gure 13.3.
All selection cuts (Level 2) are applied on the data samples used for the cross-

section determination. Furthemore, as mentioned in section 12.2, all three possible
jet pairing combinations are used in the distributions. This implies that each event
contributes with three entries in the �nal histogram.
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Figure 13.3: Two dimensional di-jet mass distributions for the three data sets
considered for comparison. They constitute the input to the two-dimensional template

�t.

The two free parameters of the template �t applied on the two-dimensional distri-
butions shown in �gure 13.3 are a measure for the amount of χ̃±1 -like and χ̃

0
2-like

events that were found. Based on these numbers, the corresponding cross-section
values can be determined.
In a toy Monte Carlo study, presented in detail in section 12.2, the template

�t is applied 10000 on randomly generated new di-jet mass distributions. The
study was performed in the same conditions for all three data sets considered for
comparison. The results are presented in �gure 13.4 and in table 13.6.
1In fact, the analysis measures the cross-section times the branching ratio. However, for con-
venience, this is referred to simply with the term "cross-section".
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Figure 13.4: Comparison of the results obtained from the toy Monte Carlo study
performed on the LOI, DBD and SGVPFL two-dimensional di-jet mass distributions.

Simulation
χ̃±1 cross-section

(fb)
χ̃0

2 cross-section
(fb)

Generator level 132.15 22.79
LOI 132.28 ± 1.14 23.17 ± 0.69

Generator level 112.54 19.2
DBD 112.66 ± 0.96 19.29 ± 0.57

SGVPFL 112.57 ± 0.92 19.28 ± 0.57

Table 13.6: The cross-sections and statistical uncertainty values determined in a toy
Monte Carlo study performed for all three data sets used in the comparison. The LOI

numbers are di�erent than the DBD and SGVPFL ones due to the di�erent beam
energy spectrum used in the Monte Carlo data generation.

The comparison of the DBD and SGVPFL results with the values obtained from
the LOI data is made more di�cult by the use of di�erent beam energy spectra
in the data production. Nevertheless, they can still be compared to each other.
The same remarkable compatibility as the one observed in the gaugino mass

study presented above is found. The DBD and SGVPFL cross-section values agree
very well within their statistical uncertainties. This appears to con�rm the pre-
viously reached conclusion. The signi�cant discrepancy between the more pes-
simistic Particle Flow performance provided by the fast simulation SGVPFL in
comparison to the DBD version of the full simulation is not detectable at the
analysis level in the Point 5 study.
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CHAPTER 14

Conclusions and Outlook

Performing precision measurements of the relevant Standard Model observables
at the International Linear Collider (ILC) and searching for any potential devia-
tions from their predicted values could provide a gateway to physics beyond the
Standard Model.
Many reactions that are interesting for physics studies have �nal states with

a high multiplicity of hadronic jets. For the level of precision required at the
ILC, the traditional approach to calorimetry and to measuring the hadronic jets'
energies is no longer satisfactory. A potential solution, known as Particle Flow
(chapter 4), emerged in the CERN Large Electron Positron (LEP) collider era.
While various experiments like, e.g., ALEPH [103], ZEUS [104] or H1 [95] have
employed Particle Flow techniques, the detector concepts proposed for future
electron-positron linear colliders like ILC or CLIC [52] are the �rst to have been
speci�cally optimised for Particle Flow reconstruction.
The factors that in�uence the precision with which the energy of a hadronic

jet (i.e., the jet energy resolution) can be measured were discussed in section
4.1.2. The most prominent contributions come from the inevitable uncertainties
that occur in the jet clustering stage and from the intrinsic resolution of the
detector subcomponents where the energies of the particles that form the jet
are measured. The Particle Flow concept addresses the latter and proposes that
the jet energy resolution could be signi�cantly improved if the energy of each
reconstructed particle was determined based on the measurements performed in
the sub-detector that provides the best (intrinsic) resolution for that speci�c
particle type. The Particle Flow paradigm constituted the main focus of the work
presented in this thesis.
The Particle Flow approach has important implications not only for the de-

tector design, but also regarding the methods and algorithms used in the event
reconstruction. The former is clearly demonstrated by the design concept of the
International Large Detector [123] (described in chapter 5) which constituted the
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experimental context of the studies performed for this thesis. The latter manifests
in the form of the reconstruction software PandoraPFA [7] which represents the
most evolved implementation of a Particle Flow algorithm.
The main issue that limits the Particle Flow approach is the unavoidable con-

fusion that occurs when reconstructing high energy events with a large particle
multiplicity. In such dense environments, the pattern recognition algorithms used
in the Particle Flow reconstruction occasionally fail to resolve and correctly iden-
tify energy deposits produced in the detector by di�erent particles. This inevitably
occurs in PandoraPFA and it was shown that the confusion e�ects increase with
the jet energy [7].
This thesis �rst investigated some aspects of the Particle Flow confusion in

the context of the fast simulation program SGV [6] (chapter 7) which is used to
continually update the physics potential achievable with the ILD experiment.
In its default implementation, SGV does not emulate the confusion e�ects that

unavoidably occur in PandoraPFA. Firstly, the impact of this simpli�cation on
the jet energy resolution was investigated using the so-called Z → uds data sets.
As discussed in section 6.6.2, using this type of events is advantageous since it
allows all the unrelated contributions to the jet energy resolution to be safely
neglected such that the Particle Flow performance alone can be studied. The jet
energy resolution obtained with the fast simulation SGV was compared with the
performance of two subsequent implementations of the ILD full simulation, LoI
and DBD. The two full simulations employ two consecutive versions of the Pando-
raPFA reconstruction algorithm, described in chapter 6. It was found that, in its
default running mode, SGV underestimated the confusion e�ects such that the jet
energy resolution obtained with it is up to 30% better than the one attainable in
full simulation (8.1).
Considering the precision envisioned at the ILC, this discrepancy had to be

addressed. The level of realism provided by SGV had to be increased such that
its output becomes compatible with the ILD full simulation. The �rst approach
consisted of studying the confusion-related behaviour of PandoraPFA in full sim-
ulation with the aim of parametrising it. By implementing these parametrisations
in the fast simulation it was expected that the confusion e�ects observed in the
Particle Flow reconstruction could be emulated in SGV. A �rst proof-of-principle
study was carried out for this thesis. It demonstrated that it is indeed feasible to
formulate parametrisations based on observables that are also easily accessible in
the fast simulation (section 8.3.1).
After a set of parametrisations were implemented in SGV [6], another Particle

Flow comparison study was carried out in this thesis (section 8.4). It revealed
that, as a result of the parametrisations: (i) the jet energy resolution obtained in
SGV (with confusion) is on average 55% worse in comparison to the full simulation
and (ii) the distribution of the total visible energy reconstructed in an event was
shifted towards higher values in comparison to both the full simulation and the
default SGV running mode. It was found that this shift towards higher visible
energy values can be corrected and this thesis contributed further by developing
an energy correction procedure described in section 8.5. A �nal Particle Flow
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Chapter 14. Conclusions and Outlook

performance study compared the results of the two full simulation versions with
the output of SGV with the confusion emulation and after the energy correction.
It was concluded that while the shift of the visible energy distribution was indeed
corrected, this comes at the cost of the jet energy resolution which is up to 9%
worse after the energy correction.
It was decided that the signi�cantly worse jet energy resolution provided by the

fast simulation after the implementation of the confusion parametrisations could
be considered a pessimistic case. Thus, it was determined that the Particle Flow
performance of SGV should be further evaluated in comparison to the two full
simulation versions in the context of a more involved physics scenario. For this
purpose, the Point 5 supersymmetry model, described in chapter 9, was chosen.
The Point 5 scenario considers the chargino (χ±1 ) and neutralino (χ2

0) pair pro-
duction at the ILC. The gauginos decay almost exclusively to the corresponding
gauge bosons and the lightest supersymmetric particle (LSP). The hadronic decay
modes of the two gauge bosons were speci�cally chosen as signal for the analysis
in order to challenge the Particle Flow performance.
The determination of the gaugino masses and of the signal processes' cross-

sections had already been performed previously in a study carried out for the
ILD Letter of Intent document [109]. The original analysis methods were at �rst
repeated in the context of this thesis. As they were applied on Monte Carlo data
produced with the (more recent) DBD version of the full simulation, a series of
improvements emerged.
Firstly, the event selection (chapter 10) was re�ned in order to remove the newly

considered γγ → hadrons background. Concerning the cross-sections' measure-
ments (chapter 12), a new toy Monte Carlo approach was developed in order to
evaluate the statistical uncertainties. In the original (Letter of Intent) study, the
evaluation of the statistical uncertainty required a "splitting" of the Monte Carlo
data due to the low amount of simulated data available. This could introduce
an unwanted bias in the evaluation. This issue is circumvented with the new
approach.
For the gaugino mass determination (chapter 11), measuring the positions

of the edges of the di-jet energy spectra is crucial. It was demonstrated that
the method used in the original Letter of Intent study, which relied on a one-
dimensional �t applied to each energy spectrum, was too sensitive to small �uc-
tuations in the energy distributions and, hence, proved unstable. A completely
new method was developed (section 11.4) for this thesis. It involves the applica-
tion of a �nite impulse response (FIR) �lter in order to determine the in�ection
points in the di-jet energy spectra.
In addition, an edge calibration procedure was performed (section 11.5). By

calibrating the edges determined in the analysis, i.e., at reconstruction level, with
respect to the ones obtained from purely kinematic calculations, the added impact
on the edge position of the ISR emission, beam energy spectrum and simulation
and reconstruction e�ects was estimated. It was found to be of the order of
approximately 2%.
Furthermore, while the Point 5 analysis methods, applied and developed in this
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thesis, are illustrated only in the DBD context, the same methods were applied on
the data obtained with the LoI version and with SGV. The studies presented in
this thesis (chapter 13) represent the �rst consistent direct comparison of the
three simulations carried out on the analysis level.
It was concluded that, in case of the Point 5 scenario, the large discrepancy

between the jet energy resolution achieved in SGV (after the confusion emulation
implementation) in comparison to the full simulation performance is not percepti-
ble on an analysis level. The impact of the signi�cantly more pessimistic Particle
Flow performance provided by SGV on the jet energy resolution is obscured by
the much more prominent contributions from the jet clustering and jet-pairing
e�ects.
It must be noted that the implementation of the Particle Flow confusion em-

ulation in SGV studied in this thesis represents only the �rst stage of a work in
progress. New analysis tools are presently being developed with the goal of im-
proving the understanding of confusion as it occurs in PandoraPFA. For instance,
the TrueJet software tool [91] could be employed to evaluate the e�ects of the
jet clustering errors on the jet energy resolution. This could provide the means to
make a more precise quantitative estimate of the contribution coming from the
Particle Flow confusion since the size of the contribution stemming from the jet
clustering e�ects would then be known.
The comparison studies presented in this thesis also demonstrated the need to

compare the detector and the Particle Flow performances using a de�nition of the
jet energy resolution that is more closely applicable on the analysis level than the
standard one (equation 4.4), employed in the context of the Z → uds samples.
This is particularly important in the context of the ongoing ILD optimisation
studies.
In view of the interest announced by Japan to potentially host the ILC project,

the detector design is presently optimised with the aim of �nding the best achiev-
able balance between its cost and the physics performance. The �ndings presented
in this thesis, especially regarding the prominent contributions of the jet cluster-
ing e�ects to the total jet energy resolution, inform the choice of processes used
to benchmark the ILD performance.
As the Particle Flow story presented in this thesis, from the concept's �rst

principles to the determination of gaugino properties, draws to an end, the ILC
story is just ready to start.
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Appendix: Beam Energy Spectrum E�ect on Cross-Sections

Data Samples Sim. σe+Le
−
R
[fb] σe+Re

−
L
[fb] σe+Le

−
L
[fb] σe+Re

−
R
[fb]

χ̃±1 -hadronic
LoI 0.14 97.53 - -

DBD/SGV 0.18 93.69 - -

χ̃±1 -semilept.
LoI 0.25 128.35 - -

DBD/SGV 0.25 120.6 - -

χ̃0
2-hadronic

LoI - 18.76 - -
DBD/SGV - 16.69 - -

χ̃0
2-semilept.

LoI - 20.21 - -
DBD/SGV - 19.47 - -

SUSY bgrd.
LoI 50.16 103.51 - -

DBD/SGV 46.17 102.34 - -

2f: Z-hadronic
LoI 18021.06 32317.27 - -

DBD/SGV 17994.7 32470.5 - -

2f: Z-leptonic
LoI 4054.99 39626.55 - -

DBD/SGV 4344.86 5547.58 - -

4f: WW-hadronic
LoI 29.94 6931.88 - -

DBD/SGV 33.52 7680.69 - -

4f: WW-leptonic
LoI 12.36 3387.16 254.51 254.86

DBD/SGV 12.54 3396.51 252.12 252

4f: WW-semilept.
LoI 67.23 17235 759.21 758.59

DBD/SGV 68.41 17326.98 753.07 750.07

4f: ZZ-hadronic
LoI 273.22 660.89 - -

DBD/SGV 271.88 680.23 - -

4f: ZZ-leptonic
LoI 85.93 285.18 64.07 63.93

DBD/SGV 7159.37 7596.54 6991.01 6985

4f: ZZ-semilept.
LoI 2034.42 3469.04 1795.19 1795.9

DBD/SGV 2073.89 3521.42 1775.49 1778.01

4f: WZ-hadronic
LoI 79.66 7047.38 - -

DBD/SGV 78.69 6400.11 - -

4f: WZ-leptonic
LoI 42.43 1818.8 158.49 158.95

DBD/SGV 47.57 1830.75 156.72 156.84

6f
LoI 596.1 1733.85 18.02 18.16

DBD/SGV 716.77 1959.25 17.56 17.74

Table A.1: Table showing the di�erence in the cross-section values computed using
the RDR (LoI) [54] and the TDR (DBD/SGV) [57] beam energy spectra. The shown
numbers were computed with the Whizard event generator [167], considering 100%

beam polarisation.
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