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Abstract 
Additive Manufacturing (AM) offers different benefits 

such as efficient material usage, reduced production time 
and design freedom. Moreover, with continuous 
technological developments, AM expands in versatility 
and different material usage capabilities. Recently new 
energy sources have been developed for AM – green 
wavelength lasers, which provide better energy absorption 
for pure copper.  Due to high thermal and electrical 
conductivity of copper, this novel AM technology is highly 
promising for various industries, particularly, there is a 
huge interest to use it for accelerator applications. In 
particular, these AM produced accelerator components 
should reach the associated Ultra High Vacuum (UHV) 
requirements. In this study, vacuum membranes of pure 
copper were produced by AM using a green laser source, 
in different thicknesses and built angles. Furthermore, a 
vacuum membrane helium leak tightness test was 
performed at room temperature by using a high-sensitivity 
mass spectrometer. Comparison of these test results was 
performed with previously established results. Through 
this study, novel knowledge and initial results are provided 
for green laser source AM technology usage for 
applications for UHV accelerator components.  

INTRODUCTION 
When accelerating an electron beam through an SRF 

cavity, the cavity’s high-quality factor and narrow 
bandwidth causes the accelerating electron beam to be 
susceptible to internal and external vibrations. As a result, 
more power is required to maintain the desired beam, thus 
interfering with the beam quality. Tuning the SRF cavities, 
using stepper motors and piezoelectric actuators, helps to 
keep the cavity between the power budget [1]. 

Microphonics are significant disturbances that have been 
effectively combated through active noise control methods. 
One such technique is the NANC algorithm, a method of 
gradient descent that operates the piezoelectric tuners and 
neutralizes narrowband microphonics. The NANC 
algorithm has proven useful for operating facilities such as 
LCLS-II, which must maintain a 10 Hz maximum cavity 
detuning. However, the NANC algorithm that has been 
used and tested appears to be open to improvement, as it 
requires the user to manually set parameter values [1]. 

The method of gradient descent is most commonly used 
in machine learning and data mining [2], and researchers 
in these fields have worked to improve the algorithm 
beyond the manner in which it is used in the NANC 
algorithm. The purpose of this paper will be to propose the 
application of two previously conceived methods, Adam 

and the Nesterov Accelerated Gradient method, so as to 
improve the NANC algorithm. 

GRADIENT DESCENT 
Gradient Descent is a first-order iterative optimization 
algorithm for finding a local minimum of a differentiable 
function, and is often used in machine learning and data 
mining. As illustrated by Figure 1, the algorithm steps 
through an equation opposite the direction and according 
to the magnitude of the approximate gradient until the 
minimum is reached. The simple gradient descent 
algorithm currently utilized by the NANC algorithm takes 
on the form [2]: 

𝑎𝑎𝑛𝑛+1 = 𝑎𝑎𝑛𝑛 − 𝛾𝛾𝛾𝛾𝛾𝛾(𝑎𝑎𝑛𝑛)   (1) 

This simple algorithm functions to trace the graph of 𝑭𝑭 
to its minimum according to its derivative with respect to 
𝑎𝑎 and a stepsize 𝛾𝛾. The stepsize is manually optimized, 
through trial and error, so as to most effectively approach 
the minimum. This equation can only be used for 
differentiable convex equations with a single minimum. If 
this is not the case, the algorithm may not converge to the 
absolute minimum [2]. 

 

 
Figure 1: Illustration of gradient descent on a convex 
function [3]. The incremental step is representative of 𝛾𝛾 
and the weight is representative of 𝑎𝑎 in Equation 1. 

The current NANC algorithm has worked fairly 
successfully for implementations like the one at Cornell 
[4], but it is not yet known if the algorithm works optimally 
as the stepsize has only been tuned manually.  

The NANC Algorithm 

𝐶𝐶(𝑡𝑡𝑛𝑛)  =  1/𝑁𝑁 ⋅ ∑𝑛𝑛
𝑖𝑖=𝑛𝑛−𝑁𝑁+1 [𝛿𝛿𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝑡𝑡𝑖𝑖)]2 (2) 

The aim of the NANC algorithm is to minimize the 
above equation, the mean-square detuning of an SRF 
cavity. In this case, 𝐶𝐶(𝑡𝑡𝑛𝑛) represents the cost function at 
time 𝑡𝑡𝑛𝑛 and 𝛿𝛿𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 represents the effective detuning of the 
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cavity in response to the summed effects of the 
perturbation and the piezo-tuner. As δf is dependent upon 
the vibrations within the cavity, the derivative of 𝐶𝐶(𝑡𝑡𝑛𝑛) 
cannot be easily evaluated, and the equation is thus best 
minimized through a gradient descent algorithm of the 
form: 

Ã𝑚𝑚(𝑡𝑡𝑛𝑛+1)  =  Ã𝑚𝑚(𝑡𝑡𝑛𝑛) − 𝜇𝜇𝑚𝑚𝛿𝛿𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝑡𝑡𝑛𝑛)𝑒𝑒𝑖𝑖(𝑤𝑤𝑚𝑚𝑡𝑡−𝜙𝜙𝑚𝑚
𝑚𝑚𝑚𝑚𝑚𝑚)

 (3) 

Where Ã𝑚𝑚 is a complex phasor notation representative 
of the vibrations within the cavity, 𝜇𝜇𝑚𝑚 is the stepsize of the 
gradient descent algorithm, 𝜙𝜙𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚  is the phase response 
of the actuator, and 𝜔𝜔 is the detuning frequency of the SRF 
Cavity. [4] 

Though it appears more complicated than the general 
gradient descent method, the above algorithm can also be 
written as: 

Ã𝑚𝑚(𝑡𝑡𝑛𝑛+1)  =  Ã𝑚𝑚(𝑡𝑡𝑛𝑛) − 𝜇𝜇𝑚𝑚𝜵𝜵𝑪𝑪(𝒕𝒕𝒏𝒏)          (4) 

Where 𝜵𝜵𝜵𝜵(𝒕𝒕𝒏𝒏) is the derivative of 𝐶𝐶(𝑡𝑡𝑛𝑛) according to 
Ã𝑚𝑚. This algorithm thus appears identical to the general 
gradient descent algorithm. 

NANC OPTIMIZATION 
A general gradient algorithm uses a constant stepsize 

which must be manually optimized through trial and error. 
More complicated algorithms, on the other hand, utilize 
variable step-sizes and stepping points for added 
efficiency. These algorithms tend more quickly to the 
minimum and also tend to be less dependent upon the 
initial step-size. It is the hope of this research that one or 
both of the algorithms explained below will improve the 
NANC algorithm to the point of maximum efficiency. 

Nesterov Accelerated Gradient Method 
Compared to the general gradient descent equation, the 

Nesterov accelerated gradient method alters the general 
method in the following way [5]: 

𝒂𝒂𝒏𝒏+𝟏𝟏  =  𝒂𝒂𝒏𝒏  + 𝝀𝝀 ⋅ (𝒂𝒂𝒏𝒏 − 𝒂𝒂𝒏𝒏−𝟏𝟏) − 𝛾𝛾𝜵𝜵𝜵𝜵(𝒂𝒂𝒏𝒏).   (4) 

This algorithm generally accelerates the process of 
gradient descent by qualitatively shifting the current 
stepping point 𝑎𝑎𝑛𝑛 towards the minimum according to 
previous values [5]. In this equation, 𝜆𝜆 is a hyperparameter 
which is to be optimized along with 𝛾𝛾. Even so, some have 
suggested that 𝜆𝜆 may be changed over time as an effect of 
the current 𝑛𝑛 [6], such as like 

𝜆𝜆 = (𝑛𝑛 − 1)/(𝑛𝑛 − 2).  (5)  

The Nesterov method is not as effective on equations 
that are not strongly convex [7]. It remains to be seen 
whether this is a concern with the NANC algorithm.  

Adam 
Different from the general gradient descent equation, the 

Adam method continuously modifies the stepsize in the 
following way: 

𝑚𝑚𝑛𝑛+1 = (𝛽𝛽1 ⋅ 𝑚𝑚𝑛𝑛 + (1 − 𝛽𝛽1) ⋅ 𝜵𝜵𝜵𝜵) / (𝟏𝟏 − 𝜷𝜷𝟏𝟏
𝒏𝒏)       (6) 

𝑣𝑣𝑛𝑛+1 = (𝛽𝛽2 ⋅ 𝑣𝑣𝑛𝑛 + (1 − 𝛽𝛽2) ⋅ (𝜵𝜵𝜵𝜵)𝟐𝟐) / (𝟏𝟏 − 𝜷𝜷𝟐𝟐
𝒏𝒏)     (7) 

𝛾𝛾𝑛𝑛+1 = 𝛼𝛼 ⋅ 𝑚𝑚𝑛𝑛+1 / (�𝑣𝑣𝑛𝑛+1 + 𝜖𝜖). (8) 

The Adam method is useful because it more accurately 
follows the shape of an equation and requires less 
optimization than the general gradient descent algorithm. 
Thus, it tends to more quickly and effectively approach the 
minimum than general gradient descent. However, this 
method has additional parameters to tune: 𝛼𝛼, 𝛽𝛽1, 𝛽𝛽2, and 𝜀𝜀, 
which would require a certain amount of trial and error to 
optimize [8].  
 

 
Figure 2: Logistic regression training negative log 
likelihood on MNIST images and IMDB movie 
reviews with 10,000 bag-of-words (BoW) feature vectors, 
using three separate gradient descent techniques: AdaGrad, 
Nesterov Accelerated Gradient Descent, and Adam [8]. 

As shown in Figure 2, the Nesterov and Adam methods 
may perform similarly well depending on the given 
situation, and generally outperform other algorithms. They 
may even be made to perform better when combined 
together. It is the purpose of future work to test this for the 
case of the NANC algorithm. 

SUMMARY AND FUTURE WORK 
Currently, the general gradient descent algorithm as used 

in the NANC algorithm works well as demonstrated in [4], 
but the algorithm could be improved. Experimentation 
must be done in order to determine whether the proposed 
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optimization algorithms, the Nesterov accelerated gradient 
descent algorithm and Adam, will further enhance the 
NANC implementation. It is the ultimate goal that these 
experiments will answer: whether the current stepsize truly 
requires further optimization, whether the cost equation 
encounters too much noise for the Nesterov gradient 
descent algorithm to work most efficiently, or whether it is 
possible for the NANC algorithm to more quickly and 
efficiently approach the minimum of the cost function.  

ACKNOWLEDGEMENTS 
This work was supported by the U.S. National Science 

Foundation under Award PHY-1549132, the Center for 
Bright Beams 

REFERENCES 
[1] J. Diaz Cruz et al, “Machine Learning Based LLRF and 

Resonance Control of Superconducting Cavities,” in Proc. 
IPAC’21, Campinas, Brazil, May 2021, pp. 920-923:   
doi: 10.18429/JACoW-IPAC2021-MOPAB290  

[2] J. Lu, “Gradient Descent, Stochastic Optimization and Other 
Tales,” arXiv, 2022. doi: 10.48550/ARXIV.2205.00832  

[3] R. Menon, “The Ascent of Gradient Descent,” Clairvoyant 
Blog, 2019,  
https://blog.clairvoyantsoft.com/the-ascent-
of-gradient-descent-23356390836f 

[4] N. Banerjee et al., “Active suppression of microphonics 
detuning in high QL cavities”, Phys. Rev. Accel. Beams, vol. 
22, no. 5, p. 052002, May, 2019.  
doi:10.1103/PhysRevAccelBeams.22.052002 

[5] J. Melville, “Nesterov Accelerated Gradient and Momentum,” 
Dec. 2016.  
https://jlmelville.github.io/mize/nesterov.ht
ml#NAG 

[6] G. Gordon and R. Tibshirani, “Accelerated First-Order 
Methods,” presented at Carnegie Mellon University. 

[7] H. Li, C. Fang, and Z. Lin, “Accelerated First-Order 
Optimization Algorithms for Machine Learning”, 
Proceedings of the IEEE, vol. 108, no. 11, pp. 2067-2082, 
Nov. 2020. doi: 10.1109/jproc.2020.3007634 

[8] D. P.  Kingma and J. Ba, “Adam: A Method for Stochastic 
Optimization,” arXiv, 2014.   
doi: 10.48550/ARXIV.1412.6980 

 



14th International Particle Accelerator Conference,Venice, Italy

JACoW Publishing

ISBN: 978-3-95450-231-8

ISSN: 2673-5490

doi: 10.18429/JACoW-IPAC2023-THPL037

MC6.A27: Machine Learning and Digital Twin Modelling

4509

THPL: Thursday Poster Session: THPL

THPL037

Content from this work may be used under the terms of the CC BY 4.0 licence (© 2022). Any distribution of this work must maintain attribution to the author(s), title of the work, publisher, and DOI.


	Introduction
	Gradient Descent
	The NANC Algorithm

	NANC Optimization
	Nesterov Accelerated Gradient Method
	Adam

	Summary and Future Work
	Acknowledgements
	References


<<

  /ASCII85EncodePages false

  /AllowTransparency false

  /AutoPositionEPSFiles true

  /AutoRotatePages /All

  /Binding /Left

  /CalGrayProfile (Gray Gamma 2.2)

  /CalRGBProfile (sRGB IEC61966-2.1)

  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)

  /sRGBProfile (sRGB IEC61966-2.1)

  /CannotEmbedFontPolicy /Warning

  /CompatibilityLevel 1.5

  /CompressObjects /All

  /CompressPages true

  /ConvertImagesToIndexed true

  /PassThroughJPEGImages false

  /CreateJobTicket false

  /DefaultRenderingIntent /Default

  /DetectBlends true

  /DetectCurves 0.1000

  /ColorConversionStrategy /sRGB

  /DoThumbnails false

  /EmbedAllFonts true

  /EmbedOpenType true

  /ParseICCProfilesInComments true

  /EmbedJobOptions true

  /DSCReportingLevel 0

  /EmitDSCWarnings false

  /EndPage -1

  /ImageMemory 1048576

  /LockDistillerParams true

  /MaxSubsetPct 100

  /Optimize true

  /OPM 1

  /ParseDSCComments true

  /ParseDSCCommentsForDocInfo false

  /PreserveCopyPage true

  /PreserveDICMYKValues true

  /PreserveEPSInfo false

  /PreserveFlatness true

  /PreserveHalftoneInfo false

  /PreserveOPIComments false

  /PreserveOverprintSettings true

  /StartPage 1

  /SubsetFonts true

  /TransferFunctionInfo /Apply

  /UCRandBGInfo /Remove

  /UsePrologue false

  /ColorSettingsFile ()

  /AlwaysEmbed [ true

  ]

  /NeverEmbed [ true

  ]

  /AntiAliasColorImages false

  /CropColorImages true

  /ColorImageMinResolution 300

  /ColorImageMinResolutionPolicy /OK

  /DownsampleColorImages true

  /ColorImageDownsampleType /Bicubic

  /ColorImageResolution 300

  /ColorImageDepth -1

  /ColorImageMinDownsampleDepth 1

  /ColorImageDownsampleThreshold 1.50000

  /EncodeColorImages true

  /ColorImageFilter /DCTEncode

  /AutoFilterColorImages true

  /ColorImageAutoFilterStrategy /JPEG

  /ColorACSImageDict <<

    /QFactor 1.30

    /HSamples [2 1 1 2] /VSamples [2 1 1 2]

  >>

  /ColorImageDict <<

    /QFactor 1.30

    /HSamples [2 1 1 2] /VSamples [2 1 1 2]

  >>

  /JPEG2000ColorACSImageDict <<

    /TileWidth 256

    /TileHeight 256

    /Quality 15

  >>

  /JPEG2000ColorImageDict <<

    /TileWidth 256

    /TileHeight 256

    /Quality 15

  >>

  /AntiAliasGrayImages false

  /CropGrayImages true

  /GrayImageMinResolution 300

  /GrayImageMinResolutionPolicy /OK

  /DownsampleGrayImages true

  /GrayImageDownsampleType /Bicubic

  /GrayImageResolution 300

  /GrayImageDepth -1

  /GrayImageMinDownsampleDepth 2

  /GrayImageDownsampleThreshold 1.50000

  /EncodeGrayImages true

  /GrayImageFilter /DCTEncode

  /AutoFilterGrayImages true

  /GrayImageAutoFilterStrategy /JPEG

  /GrayACSImageDict <<

    /QFactor 1.30

    /HSamples [2 1 1 2] /VSamples [2 1 1 2]

  >>

  /GrayImageDict <<

    /QFactor 1.30

    /HSamples [2 1 1 2] /VSamples [2 1 1 2]

  >>

  /JPEG2000GrayACSImageDict <<

    /TileWidth 256

    /TileHeight 256

    /Quality 15

  >>

  /JPEG2000GrayImageDict <<

    /TileWidth 256

    /TileHeight 256

    /Quality 15

  >>

  /AntiAliasMonoImages false

  /CropMonoImages true

  /MonoImageMinResolution 1200

  /MonoImageMinResolutionPolicy /OK

  /DownsampleMonoImages true

  /MonoImageDownsampleType /Bicubic

  /MonoImageResolution 1200

  /MonoImageDepth -1

  /MonoImageDownsampleThreshold 1.50000

  /EncodeMonoImages true

  /MonoImageFilter /CCITTFaxEncode

  /MonoImageDict <<

    /K -1

  >>

  /AllowPSXObjects true

  /CheckCompliance [

    /None

  ]

  /PDFX1aCheck false

  /PDFX3Check false

  /PDFXCompliantPDFOnly false

  /PDFXNoTrimBoxError true

  /PDFXTrimBoxToMediaBoxOffset [

    0.00000

    0.00000

    0.00000

    0.00000

  ]

  /PDFXSetBleedBoxToMediaBox true

  /PDFXBleedBoxToTrimBoxOffset [

    0.00000

    0.00000

    0.00000

    0.00000

  ]

  /PDFXOutputIntentProfile ()

  /PDFXOutputConditionIdentifier ()

  /PDFXOutputCondition ()

  /PDFXRegistryName ()

  /PDFXTrapped /False



  /CreateJDFFile false

  /Description <<

    /ENG ()

    /ENU (Setup for JACoW - paper size, embed all fonts, compression, Acrobat 7 compatibility.)

  >>

  /Namespace [

    (Adobe)

    (Common)

    (1.0)

  ]

  /OtherNamespaces [

    <<

      /AsReaderSpreads false

      /CropImagesToFrames true

      /ErrorControl /WarnAndContinue

      /FlattenerIgnoreSpreadOverrides false

      /IncludeGuidesGrids false

      /IncludeNonPrinting false

      /IncludeSlug false

      /Namespace [

        (Adobe)

        (InDesign)

        (4.0)

      ]

      /OmitPlacedBitmaps false

      /OmitPlacedEPS false

      /OmitPlacedPDF false

      /SimulateOverprint /Legacy

    >>

    <<

      /AddBleedMarks false

      /AddColorBars false

      /AddCropMarks false

      /AddPageInfo false

      /AddRegMarks false

      /ConvertColors /ConvertToRGB

      /DestinationProfileName (sRGB IEC61966-2.1)

      /DestinationProfileSelector /UseName

      /Downsample16BitImages true

      /FlattenerPreset <<

        /PresetSelector /MediumResolution

      >>

      /FormElements false

      /GenerateStructure false

      /IncludeBookmarks false

      /IncludeHyperlinks false

      /IncludeInteractive false

      /IncludeLayers false

      /IncludeProfiles true

      /MultimediaHandling /UseObjectSettings

      /Namespace [

        (Adobe)

        (CreativeSuite)

        (2.0)

      ]

      /PDFXOutputIntentProfileSelector /NA

      /PreserveEditing false

      /UntaggedCMYKHandling /UseDocumentProfile

      /UntaggedRGBHandling /UseDocumentProfile

      /UseDocumentBleed false

    >>

  ]

>> setdistillerparams

<<

  /HWResolution [600 600]

  /PageSize [595.000 791.000]

>> setpagedevice





