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The essays in this collection begin with an introduction to the problem of the 

arrow of time, the necessity of the past hypothesis in the standard solution to that puzzle, 

and an appreciation of the special nature of the low-entropy state posited by the past 

hypothesis. Chapter 2 includes an explication and brief defense of several philosophical 

doctrines including an Aristotelian substance view of concrete particulars, logical 

monism, classical logic as the one true logic, necessitism, and that two-possibility claims 

afford prima facie epistemic justification. These doctrines build up a prolegomena that 

plays an essential role in my demolition of various reductive theses in Chapter 3. Chapter 

3 knocks down both David Lewis’s Humean supervenience thesis, and Theodore Sider’s 

new fangled Humeanism. If either of these metaphysical worldviews are correct, the idea 

that causation is a fundamental relation in the world can never get off the ground. I end 

chapter 3 with a refutation of two direct arguments for the idea that causation reduces to 

physical history and natural nomicity. Having concluded that there is no good reason to 

endorse causal reductionism or a more general reductive thesis that would entail causal 

reductionism, I articulate and defend a novel account of causal relata and a new realist 

theory of deterministic causation. Both of these theories constitute the very heart and soul 

of the account of token physical explanation I defend in Chapter 5. The final substantial 



iii 
 

chapter features an articulation of the two most complete attempts in quantum cosmology 

to explain the past hypothesis. I argue that neither explanation succeeds and conclude that 

given such failures and that there are certain other fine-tuned parameters, and constants, it 

is likely that there cannot be a scientific explanation of that hypothesis. 
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Chapter 1 Introduction 
 

If one thought that time and its direction reduce to some reductive base in 

fundamental physical science one would encounter a perceived barrier viz., the fact that 

the underlying dynamical laws of fundamental physical theory do not privilege the past 

or the future. If those laws permit certain physical processes to be future-directed or 

oriented, then they also allow for those self-same processes to be past-directed or 

oriented. The dynamical laws are time-reversal invariant. As Roger Penrose stated, 

…the dynamical equations of classical and quantum mechanics are symmetrical 
under a reversal of the direction of time! As far as mathematics is concerned, one 
can just as well specify final conditions, at some remote future time, and evolve 
backwards in time. Mathematically, final conditions are just as good as initial 
ones for determining the evolution of a system.1 
 
Even though the dynamical laws of our fundamental physical theories are time-

reversal invariant, there appear to be macroscopic energetically isolated processes that are 

temporally irreversible. So the microphysics is such that it suggests temporal symmetry 

though macroscopic goings-on suggest temporal asymmetry. To make things worse, 

given an appropriately robust reductionist story in the background, macroscopic 

phenomena depend in some strong sense on underlying microphysical phenomena. We 

should now ask: “what could be the source of…[the]…widespread temporal bias in the” 

macroscopic “world, if the underlying” microphysical “laws are so even-handed?”2 This 

is the puzzle of the arrow of time.  

 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
1 Penrose (2005, p. 687). Cf. Feynman (1965, p. 52-3); Weyl (1949, pp. 203-204); Zee (2010, pp. 

102-103); though there is some debate over how precisely to understand such invariance. The debate 
features Albert (2000, pp. 1-21) and Horwich (1987, pp. 15-57) on one side, with Malament (2004) and 
North (2008) on the other. 

Some physicists (e.g., Tom Banks) would disagree with the claim that the laws of quantum 
mechanics are time-reversal invariant. 

2 Price (2004, p. 219). 
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There is a potential exception to the claim that the fundamental dynamical laws 

are time-reversal invariant. The CPT-theorem (rigorously proven in Lüders (1954)), 

states that all local Lorentz invariant field theories are invariant with respect to C-P-T 

(i.e., charge conjugation, spatial parity, and time-reversal invariance) understood as a 

combined operation. One lesson this theorem teaches us is that if a field theory violates 

P-T, then the theory possesses either objective temporal handedness, or objective spatial 

handedness, or perhaps both (Arntzenius (2012, p. 200)). 

In the context of weak interactions, there are legitimate instances of parity 

violation, and these violations imply in that context a further violation of time-reversal 

invariance or symmetry. We have experimentally confirmed a violation of time reversal 

invariance in B0 meson systems. Weakly interacting systems are anomalous for this 

reason. I will have more to say about how to understand such systems in the context of 

discussing the arrow of time. For now, let’s unashamedly affirm that the fundamental 

dynamical laws are time-reversal invariant, deliberately suppressing worries about 

weakly interacting systems for the purposes of deliberation. Why isn’t the temporal 

handedness accounted for by the phenomenon of weakly interacting systems? Answer: 

That phenomenon does not occur frequently enough to serve as a proper reductive base 

for the pervasive temporal handedness we observe at the macroscopic level. North (2011, 

p. 315) indicates that this is the majority view on the matter. 

But what about the second law of thermodynamics? Does not that law imply that 

energetically isolated systems almost never decrease in entropy, and that systems in non-

equilibrium states always increase in entropy as time marches forward? Why isn’t that 

law the source of macroscopic temporal handedness? The second law does not solve the 
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problem. Instead, it highlights how critical and weighty the puzzle of the arrow of time is, 

for that law is itself temporally asymmetric and yet the constituents of isolated systems 

which dance to that law are themselves governed by dynamical laws of motion that are 

temporally symmetric. So the question remains, whence the asymmetry of the second 

law? As Price put it, “[h]ow could symmetric underlying laws give rise to such a 

strikingly time-asymmetric range of phenomena as those described by the Second Law?”3 

This is, yet again, the puzzle of the arrow of time. 

Looking to entropic increase involved in the attempt to solve the puzzle via the 

invocation of the second law looks promising. In fact, attempts to explain the second law 

by means of more fundamental happenings resides prominently in the history of the 

physics of thermodynamics and statistical mechanics.  

Theoreticians looked to statistical mechanics (the theory which involves an 

application of fundamental dynamical equations of motion to systems of large particles) 

for the purposes of explaining the thermodynamic properties of complex systems. And 

so, again, it was hoped that one could account for the second law by paying heed to 

underlying mechanics. 

Ludwig Boltzmann (1844-1906) tried to use his H-theorem to explain the second 

law.4 He was attempting to provide a microphysical explanation of the tendency of 

isolated systems to evolve toward equilibrium states, and while in route, increase in 

entropy.5 The theorem itself suggested that the entropy of (say a closed container 

featuring perfectly elastic walls that is filled with gas) always increases to equilibrium on 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

3 Price (2002, p. 21). 
4 See Boltzmann (1965, pp. 131-141), ([1872] 2003, pp. 262-349). My reading is in line with 

Callender (2010, pp. 48-49); and Uffink (2008, sect. 3.1). Boltzmann’s language was actually stronger. He 
said “[t]his [the H-theorem’s derivation] provides an analytical proof of the Second Law in a way 
completely different from those attempted so far.” (as quoted by Uffink (2008, sect. 3.1)). 

5 Brown, Myrvold, and Uffink (2009, p. 175). 
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account of the fact that the gas particles populating the system randomly collide with one 

another. I should add that here we are assuming Boltzmann’s “thermodynamic” state-

count theory of entropy as opposed to the Gibbsian approach to statistical mechanics 

which involves an information-theoretic conception of entropy.6 

There are other temporally asymmetric explanations of the second law. For 

example, David Albert ((1994, p. 676), (2000, pp. 150-156)) has argued that a certain 

collapse mechanism (like the wave function of the GRW interpretation of quantum 

mechanics) may be enough to guarantee that entropy almost never decreases, but always 

pushes non-equilibrium systems towards equilibrium states. Both Boltzmann’s H-

theorem and Albert’s exploratory appeal to GRW require two asymmetries, viz., (a) the 

asymmetry of the recommended mechanism and (b) the posit that entropy starts off low.7 

If it does not include (b), then if the system starts off in equilibrium, the mechanism will 

only ensure that the system stays in equilibrium. As Price (2004, p. 223 emphasis mine) 

highlighted, “[t]o get what we see, then, we need an asymmetric ‘boundary condition’ 

which ensures that entropy is low in the past, as well as an asymmetric mechanism to 

make it go up.”  

But we may not need a causal mechanism to ensure that entropy increases. In fact, 

David Albert has argued (2000) that increase in entropy may be nothing more than a 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
6 See on this Ladyman, Presnell, and Short (2008). For criticisms of the information-theoretic 

approach, see Norton (2005). It seems that most theoreticians adopt the Bolzmannian interpretation of 
entropy and SM when discussing foundational issues. In fact, most physicists assume this interpretation as 
well, as D.A. Lavis remarked, “[w]hen confronted with the question of what is ‘actually going on’ in a gas 
of particles (say) when it is in equilibrium, or when it is coming to equilibrium, many physicists are quite 
prepared to desert the Gibbsian approach entirely and to embrace a Boltzmannian view”.  Lavis (2005, p. 
246); Sean Carroll argues that Gibbsian entropy collapses into Boltzmann entropy, and that, therefore the 
latter conception is more primitive.  See Carroll (2010, pp. 170-171)]. 

7 Boltzmann’s causal mechanism was itself temporally asymmetric. Samuel H. Burbury (1831-
1911) would point out that the asymmetry is achieved not by honest toil but by “dishonest” gain. He noted 
that the H-theorem assumed “that the velocities of colliding particles are independent before they interact.” 
Price (2002, p. 27) emphasis mine. 
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consequence of the geometry of phase space, a probability distribution over that space, 

and the past hypothesis, where the past hypothesis is the idea that (quoting Albert) “…the 

world first came into being in whatever particular low-entropy highly condensed big-

bang sort of macrocondition it is that the normal inferential procedures of cosmology will 

eventually present to us.”8 Such an “Albertian” explanation of the second law represents 

the standard view in contemporary philosophy of physics. And so, in order to 

successfully account for the asymmetry of time it is thought that one should implore an 

explanation of the second law that requires the use of an initial condition described by the 

past hypothesis.  

Recall Albert’s statement of the past hypothesis. We should ask, what does 

contemporary cosmology say about such a “particular low-entropy highly condensed big 

bang state”? It says that our universe’s initial low-entropy state corresponds to an 

extremely early state in our universe’s evolutionary history in which matter is uniformly 

distributed across the available space.  This may be shocking to those entrenched in 

orthodox Boltzmannian SM, for on that orthodoxy the picture just painted looks much 

like an equilibrium state and not one in which entropy is exceedingly low. As Robert 

Wald commented: 

The…claim that the entropy of the very early universe must have been extremely 
low might appear to blatantly contradict the ‘standard model’ of cosmology: there 
is overwhelmingly strong reason to believe that in the early universe matter was 
(very nearly) uniformly distributed and (very nearly) in thermal equilibrium at 
uniform temperature. Does not this correspond to a state of (very nearly) 
maximum entropy, not a state of low entropy?9 
 

Wald’s question is only perplexing because we have forgotten to consider gravity’s role 

in the early universe (Wald himself notes this). Although the details are complex, the 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

8 Albert (2000, p. 96). 
9 Wald (2006, p. 395). 
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majority view these days is that our universe’s “early spatial uniformity represents the 

universe’s extraordinarily low initial entropy”10, and this is the case despite the fact that 

the early universe was in a thermal state with uniform temperature (what would have 

otherwise been judged to be an equilibrium state).11 

Can one ground the past hypothesis itself in something else, something more 

fundamental? Is there an explanation of the universe’s low-entropic state, and therefore is 

there an explanation of the arrow of time? Most cosmologists believe that there is, and 

there are number of proposals already on the table for examination, including attempts 

from cyclic and holographic cosmology, multiverse theories, and inflationary cosmology. 

Interestingly, Albert, Loewer, and Callender are more comfortable maintaining that the 

past hypothesis is a natural law.12 Explanation, it is thought, stops somewhere. And it 

seems that non-dynamical laws of a form corresponding to the past hypothesis are not 

easily conceived of as legitimate explananda. Many, standing in a tradition that stretches 

back to Immanuel Kant, would insist that the range of explanation-types that are 

admissible—when seeking to explain the past hypothesis—have need of some earlier 

state of the world. With respect to the past hypothesis, such an earlier state may very well 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
10 Penrose (2010, p. 76). 
11 Penrose (2005, pp. 706-707); Price (2004, pp. 227-228); and Wald (2006, p. 395). Although 

there are criticisms of this understanding of gravitational entropy (see, e.g., Earman (2006)), but as will 
become relevant later, the view adumbrated above is assumed by Sean Carroll and Jennifer Chen (see 
Carroll and Chen (2004, p. 4)) and explicitly endorsed by Carroll (see his (2010, pp. 295-299)). 

12 And here I have in mind the Mill-Ramsey-Lewis best-systems account (BSA) of natural laws. 
See Cartwright et. al. (2005), pp. 797-799; Earman (1984); Lewis (1973b, pp. 72-77), (1983), (1994, pp. 
478-480); and Ramsey (1990, p. 150) for clear discussions of the view. On regarding the past hypothesis as 
a law in the BSA sense, see particularly Callendar (2004, pp. 207-209); and Loewer (2001, p. 619). For 
criticisms of the BSA see Armstrong (1983, pp. 70-71); Belot (2011, pp. 70-72); and van Fraassen (1989, 
pp. 48-51). 

Roger Penrose (1989a, pp. 391-482) seems to regard something like the past hypothesis as law; it 
is just that he understands the initial low-entropy state in terms of weyl curvature, which vanishes as one 
approaches the beginning of the universe. 
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be unavailable, and so no proper explanans gets off the ground.13 Still, the low-entropy 

state is quite special, unnatural and perhaps even highly improbable. Many would 

therefore conclude that it is in need of explanation. The present essays take up these and 

other issues. It seeks to say precisely what a scientific explanation is, and it tries to 

establish why it is that the low-entropy state is in need of an explanation. It then critically 

examines two of the most promising quantum cosmological models that try to solve the 

low-entropy problem. I conclude that there is probably currently no successful scientific 

explanation of the low-entropy state, and a realization and appreciation of the fact that the 

low-entropy state is one among many fined-tuned parameters, constants, and initial 

conditions suggests there can’t be a scientific explanation of that state. 

	
  

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
13 See the comments in Sklar (1993, pp. 311-312). 
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Chapter 2 Philosophical Prolegomena 
 

I will now articulate and defend important tenets of my more general 

philosophical worldview. These tenets play important roles in the argumentation of the 

present essay, and while a book could be devoted to each one of them, my hope is that the 

reader will find at least some motivation for regarding these tenets as at least quasi-

plausible.1 

2.1 Substances, Kinds, and Properties 
 

The world is textured. According to one important philosophical tradition then, 

there are properties, characteristics, or attributes. These properties do not lend to the 

world its texture without an underlying substance in which to inhere. That is to say, the 

bundle theory of concrete particulars is false. If one understands that theory to be the 

claim that: 

(B1): a concrete particular o has a property P on account of the fact that P is a 
constituent of o and o is a concrete particular solely by virtue of being a 
complex entity built out of properties such as P, 

 
then given that such constituency is understood in terms of set membership, the set 

{greyness, blackness} would itself be black. But obviously there is such a set, and 

obviously that set is not itself black (the objection is essentially McTaggart’s ([1921] 

1968, pp. 66-67); cf. van Cleve (1985, p. 96)). The objection would run even if (B1) were 

adjusted in such a way that the constituency involved was not understood in terms of set 

membership but mereological summation.  

But suppose the bundle theory were (B2) below: 

(B2): A concrete particular o has properties P1-Pn on account of the fact that 
P1-Pn are consubstantiated or co-instantiated by o.  

 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

1 I should admit upfront that scientific realism is an assumption of the entire work.  
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Characterization (B2) leaves the bundle theory susceptible to an objection in Loux (1978, 

p. 116). Should properties XYZ be co-instantiated at t, and then later Z fall out and be 

replaced by property D, the resulting co-instantiated complex viz., XYD would yield a 

completely new individual. Thus, there appears to be no sense in which o can persist 

through change. Given (B2) it follows that XY and Z are essential to o, if o just is the 

complex XYZ (as van Cleve (1985, p. 99) has noted, “…the bundle theorist’s 

world…is…a Leibnizian one in which every individual has just the properties it does 

necessarily.”). Such a radical kind of essentialism is clearly implausible.2 I should add 

that I consider the new-fangled bundle theory discussed in sect. 3 of Van Cleve (1985) to 

be out of bounds for it only admits Platonic properties into its ontology as the “ultimate 

logical subjects” (p. 104). If I know anything, I know there are concrete objects. For if I 

know anything, there is a concrete object that knows (that formed a belief), and this 

newer bundle theory denies the very existence of the mental cause of events involving 

belief formation (see ibid. p. 105).3 

There is no successful principled or scientifically motivated objection to the view 

that there are concrete objects understood as substances or individuals that transcend the 

properties which inhere in them or the relations they stand in.4 This is because given a 

sufficiently realist view of the sciences coupled with the approximate truth of the general 

theory of relativity (GTR), there is at least one such object viz., space-time itself.5 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
2 For other problems with the bundle theory see Armstrong (1978a, pp. 91-101); Loux (1978, pp. 

116-119); and Zimmerman (1997). 
3 The bare substratum theory fares no better than bundle theory. For strong criticisms, see Bailey 

(2012). 
 4 Contra French (2014, pp. 164-191). 

5 As Graham Nerlich indicated, “[i]n standard developments of GTR, the commitment to space-
time looks straightforward” Nerlich (2003, p. 281). Arntzenius (2012, p. 17) stated, “[a]ccording 
to…[GTR]…space-time…is a single four-dimensional entity.” In fact, a realist interpretation of our best 
physical theories, in general, suggests space-time substantivalism (see the comments in Pooley (2013, p. 
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According to GTR, space-time is a manifold over which one can define a Lorentz metric 

gab. Einstein’s equation 𝐺!"   ≡ 𝑅!"   −   
!
!
𝑅𝑔!" = 8𝜋𝑇!" specifies how the curvature of 

the Lorentz metric is related to the distribution of matter in the space-time manifold.6 The 

metric tensor field gab fixes the metric properties of the manifold, and such structure (i.e., 

the manifold’s having metric properties) exists even in the absence of non-gravitational 

fields and particles.7 This is important because “…Einstein ultimately [took] as the 

gravitational field the structure of space-time itself.”8 Thus, GTR implies that space-time 

is an object with certain properties. Einstein’s equation specifies the nature of the relation 

properties stand in to space-time. Thus, if GTR is approximately true, then there exists an 

object that is above and beyond the properties and relations one associates with that 

object.9 We should therefore refrain from dismissing the substance theory of concrete 

particulars on the basis of scientific considerations or arguments that suggest that we 

ought to give up on objects altogether. And given the falsity of both the bundle and bare 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
539); Sklar (1974, p. 214); cf. Weinstein (2001) who argues that substantivalism falls out of considerations 
having to do with quantum physics.) 

6 Wald (1984, p. 73). Einstein’s equation is really six partial differential equations of the second 
order. 

7 See Arntzenius (2012, p. 173). 
8 Sklar (1974, p. 72). 
9 Space-time relationalists will object, but it is important to understand that in the context of GTR, 

substantivalism is the default position: 
 

…the theory [i.e., GTR] treats…spacetime as substantival in its surface 
presentation, just as do Newtonian, neo-Newtonian, and Minkowski spacetime 
theories. Any claim that the theory really affirms spacetime to exist solely as a set of 
relations among ordinary material things requires, as usual, an argument... Sklar 
(1974, p. 214) 
 

Earman (1989, pp. 175-208) tried to rescue relationalism from the implications of GTR, but 
Arntzenius (2012, pp. 173-175) has responded convincingly. Even Huggett’s (2006) regularity theory of 
relationalism is susceptible to the argument for substantivalism from GTR, for it has not been applied in the 
general relativistic context. Some relationialists who have tried to avoid the substantivalist implications of 
GTR admit, at the end of the day, that there exists a substantival object (see the comments in Pooley (2013, 
p. 578)).  
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substratum theories of concrete particular objects, it seems to me to be best to regard such 

objects as substances that exemplify universals or properties. Let me say more. 

First, substances are typified by subjects that belong to kinds, and they are 

typified by subjects which are the paradigmatic bearers of properties. Such entities (as 

Eustachius a Sancto Paulo put it) “stretch out beneath” their accidents and so thereby 

substand.10 They cannot themselves be exemplified by other substances for (quoting 

Aristotle) “it is common to every substance not to be in a subject”.11 And, furthermore, if 

substances failed to exist, absolutely no properties could be instantiated.12  

Second, substances instantiate substance-kinds or individuative universals. As 

Loux put it, every “substance exemplifies a universal which guarantees its numerical 

diversity from every other substance".13 Substances exemplify and thereby come to 

instantiate substance-kinds by belonging to those kinds.14 Such kinds are not sets, for 

their members do not constitute their nature. Rather, kinds impart their natures to those 

objects that belong to them. Thus, kinds are prior to their members, and so from world to 

world, kinds may have distinct members though this is not true of sets.15 Kinds “…to 

which concrete particulars belong represent unified ways of being that cannot be reduced 

to anything more basic.”16 

 According to the above picture then, substances are fundamental bearers of 

properties. But what does this notion of ‘bearing’ amount to? Well, despite what some 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
10 Summa I.1.3b.1.2, I:51. As quoted and cited in Pasnau (2011, p. 103). Cf. Aristotle (Categories, 

chapt. 5. (3a7), (4a10-11)).  All references to Aristotle are taken from Aristotle (1984). 
11 Aristotle, Categories (3a7). 
12 These ideas appear to be in Aristotle’s Categories (4 a10). I believe in abstract possibilia. There 

can therefore be worlds at which most of the properties that are instantiated come to be instantiated by 
abstract individuals. 

13 Loux (1978, p. 163). 
14 Loux (2006, p. 109). 
15 See Loux (1976). 
16 Quoting Loux (2006, p. 110). 
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realists about universals and properties maintain, I understand the connection between 

substances and properties as a relation. Many would now argue that I am susceptible to 

F.H. Bradley’s infamous regress.17  A property φ does not relate to its underlying 

substance α without both entities standing in a relation R of exemplification. But 

relations are typically thought to be properties, and substances stand in them by 

exemplifying them. But if, for example, α relates to φ via R, then in order for α to 

exemplify φ it must exemplify R. But now α will need to stand in a further 

exemplification relation R*, in order to exemplify R, so as to exemplify φ. A regress is 

born—though I believe I can escape its clutches—for I would maintain that relations do 

not need to stand in a relation to their relata in order to relate those relata. As Moreland 

noted, 

…just as one does not need superglue to connect two objects to normal glue in 
order to tie them together with normal glue, so relations are the sort of things that 
do not need to be related to their relata before they can relate those relata to each 
other.18  

 
It seems that Moreland’s response only works if we are willing to give up on the thesis 

that relations are properties that relate to substances via exemplification. That is my view. 

Relations seem to me to belong to an altogether unique ontological category. Relations 

are not properties. 

So I happily situate the present set of essays in that venerable philosophical 

tradition that is realist with respect to universals. I also gladly approve of that Aristotelian 

tradition, which upholds that concrete particulars are substances in which universals 

inhere by relating to them by exemplification. 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
17 Bradley (1930, pp. 17-18). 
18 Moreland (2001, p. 116). 
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2.2 A Choice Logic 

I am a necessitist.19 I’m led to necessitism by an unflinching endorsement of 

classical quantified modal logic, and a rejection of Rudolf Carnap’s ([1937] 1949) logical 

pluralist principle of tolerance (the thesis that many differing logics do not conflict in any 

way).20 According to Carnap, the classical logician can embrace a non-classical logic in 

certain suitable contexts or spheres of inquiry and vice versa (see Beall and Restall 

(2006); cf. the comments in Field (2009, pp. 343-345)). While the defenders of pluralism 

have proven themselves resourceful, I cannot see how the classical logician can stay 

classical with respect to (say) the first-order calculus, and yet revert to a free logic in 

spheres of inquiry that have need of a modal first-order calculus. Quantified modal logic 

is assembled on a non-modal first-order logic. Free non-modal predicate logics (FFOL) 

have altogether different axiomatizations than classical first-order logic (CFOL). The 

difference in axiomatization produces differing lists of theorems. Surely when the free 

and classical logicians disagree about the theorems of first-order logic that disagreement 

is to be regarded as substantive, as Hartry Field stated, “[w]hen they disagree in their 

theorems (or at least, when one has theorems that the proponent of the other [logic] can 

be expected to disagree with), the dispute…seems a clearly factual one.”21 The theorems 

of FFOL and of CFOL cannot both be correct. In addition, and by consequence, the 

theorems of classical quantified modal logic (CQML) and free quantified modal logic 

(FQML) cannot both be correct. It would be inconsistent of one to embrace the theorems 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
19 See Linsky and Zalta (1994), (1996); Parsons (1994); and Williamson (1990), (2000), (2002), 

(2013). For criticism, see Hayaki (2006) and Sider (2009). 
20 Carnap ([1937] 1949, p. xv). 
21 Field (2009, p. 358). 
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of CFOL and at the same time embrace the theorems of FQML, since the legitimacy of 

FQML rests squarely upon the legitimacy of FFOL. 

The defender of a principle of tolerance in the context of classical and free modal 

logics has two promising lines of response. First, she can try to argue that the free 

logician’s understanding of the connectives is fundamentally different and that on 

account of such a difference there is no real disagreement between the free and classical 

modal logicians. But this response fails. The two in fact have the same take on the 

meanings of the logical connectives. There is also no real disagreement about the 

meanings of the quantifiers. Free logicians merely restrict the quantifier rules (e.g., 

universal instantiation and existential generalization) so as to avoid licensing undesirable 

inferences.22  

The free logician may also try to escape a commitment to classical logic, even 

given certain considerations in its favor, by maintaining that CFOL and FFOL specify 

different and yet equally legitimate kinds of logical consequence.23 Thus, neither is the 

one true logic. Both are applicable for different purposes. This is the second line of 

response, which like the first lacks plausibility. Validity amounts to truth-preservation 

across all worlds. An argument is valid, just in case, with respect to every situation under 

which the premises of the argument are true, the conclusion is also true.24 The pluralist I 

have in mind (who is arguing in the spirit of Beall and Restall (2000), (2006)25) argues 

that varying and equally plausible accounts of logical consequence amount to a difference 

of how to precisely understand ‘situation’ in the aforementioned definition of validity. 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

22 In Nolt’s (2011, sect. 1.2) explication of the differences between free and classical predicate 
logic he never cites any differences having to do with how to understand the connectives or the quantifiers. 
He notes, what I have, that the quantifier rules are restricted in free logic. 

23 See Beall and Restall (2000). 
24 Priest (2001). 
25 For criticisms see Bueno and Shalkowski (2009, pp. 296-306). 



	
   15	
  

Such a pluralist will agree that if the situations are complete and consistent possible 

worlds, then classical logic is appropriate (Beall and Restall (2000, p. 1)). However, if the 

situations are, for example, constructions of a mathematical sort and are therefore 

incomplete though consistent, then the logic is constructive.26 With respect to free logic, 

however, what are such situations like? It is not immediately clear how they would differ 

from those that are indicative of classical logic. Pluralism of the Beall and Restall variety 

seems to imply that CFOL and FFOL are not really distinct logics. 

Perhaps I’m being too hasty. The positive free logician can understand ‘situation’ 

in the above definition of validity in terms of worlds in which some singular term t fails 

to denote though at those worlds it’s true that t has the property denoted by some 

predicate letter F. 27  This is because on every positive free logic the principle of 

independence (PI) holds.28 (PI) states that entities may have properties even if those 

entities do not exist. The problem is that (PI) is necessarily false. Section 2.1 has already 

committed us to a particular understanding of the nexus that is outfitted with properties 

and those entities that exemplify them (the relationship of inherence). That nexus is a 

relation that is exemplification. But how can a property be related to that which does not 

exist? How can one have an obtaining two-place relation, to take a simple example, if one 

of the relata is missing? David Lewis was right, “[a] relation requires relata.”29 Do I 

believe that all instances of property exemplification involve concrete substances relating 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
26 These examples show up in Bueno and Shalkowski (2009, p. 295) as well. 
27 What Beall and Restall (2000, p. 481) actually suggest is that the free logician might be able to 

understand ‘situation’ in terms of Phillip Bricker’s (2001) world classes. A world class is nothing above 
and beyond a single possible world with causally isolated and detached spatio-temporal parts. If such 
classes are such that they can be completely empty, then one is dealing with a free logic. Since Bricker’s 
approach requires the truth of possibilism, my response to the possibilist in the main text below will suffice 
as an objection to any appeal to possibilism for the purposes of escaping necessitism. 

28 Paśniczek (2001). 
29 Lewis (2004b, p. 281). O’Connor (2000, p. 48) remarked similarly, “the obtaining of any 

relation between two relata presupposes that each of the relata exists or obtains.”  
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via exemplification to properties? No. But my theory of that relating holds for all such 

instances. A unified account of exemplification is a plus for any metaphysical worldview. 

And I’m not sure what it would mean to say that exemplification when involving 

concreta and abstracta (such as substances and universals) is a relation, but when it 

involves other types of entities it does not. So (PI) is necessarily false.  

Carnap’s principle of tolerance is false as well. If CFOL is better than FFOL and 

other non-classical logics, we should appropriate whatever consequences that fact 

implies. Before I explore these consequences, I should be more forthcoming about what 

CFOL is and why it is better than non-classical logics.  

CFOL is that formal first-order language built on a classical propositional logic 

and outfitted with the classical quantifier rules or axioms.30  In addition, CFOL abides by 

the following three principles: 

 
(Principle #1): Every well-formed formula’s (wff’s) truth-value on some 

interpretation ℐ is completely fixed via the extension of the parts of 
that wff under ℐ.  

(Principle #2): There are only two truth-values, truth and falsehood. 
(Principle #3): Every wff has exactly one truth-value.31 

 
Some non-intuitionist non-classical FOLs abide by (Principle #1), for such FOLs are 

compositional with respect to their semantics. And while some non-classical FOLs reject 

(Principle #2), almost all reject (Principle #3). Those non-classical FOLs which assert 

that some wffs under an interpretation are gappy entail that some wffs do not have a truth-

value. Glut-laden non-classical first-order logics entail that there is a third truth-value (a 

truth-value glut) and so countenance wffs, which under an interpretation, possess truth-

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
30 See Hughes and Cresswell (1996, pp. 241-242) and Hodges (2001, pp. 24-26) 
31 I have paraphrased these three principles from Grandy (2002, p. 531). 
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value gluts. FFOLs are non-classical in the sense that they all abandon the classical 

quantifier rules. 

 But why prefer classical logic? The reasons I would proffer are pragmatic. One 

cannot properly underwrite mathematical physics without classical logic.32 By far, the 

most far reaching and substantive attempts to recapture certain spheres of applied 

mathematics for non-classical logic have come from intuitionists doing constructive 

mathematics. The problem is that their efforts come up short. Douglas S. Bridges—a 

foremost authority on constructive math—has remarked, “[i]t is clear that a constructive 

examination of the mathematical foundations of quantum physics does reveal substantial 

problems.”33 Let us look at some of the details. 

First, consider linear Hermitian operators in non-relativistic and relativistic 

quantum mechanics (QM). Bounded Hermitian operators are at the very heart of QM’s 

formalism, for in QM, the wavefunction represents the state of physical systems, and 

such states can necessitate that an observable take a certain expectation value. That 

observable is associated with a bounded linear Hermitian operator. And so bounded 

linear Hermitian operators represent observables and are associated with actual 

expectation values that are themselves linked to measurement outcomes. Unbounded 

linear Hermitian operators are extremely important as well. In fact, “most of the operators 

of interest in quantum physics are unbounded” 34  for they serve as mathematical 

representations of linear momentum, and position operators. Furthermore, unbounded 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
32 Brian P. McLaughlin (1997, p. 219) has said, “…no one knows how to do calculus without 

classical logic, and no one knows how to do physics without calculus.” This may be a bit of an 
overstatement. Constructive mathematicians have not only developed ways of “doing the calculus”, but 
they have also gone beyond calculus to functional analysis (see Beeson (1985); Bishop (1967); and Bridges 
(1979)).  

33 Bridges (1981, p. 272). 
34 Prugovečki (1971, p. 180). 
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linear Hermitian operators correspond to the real physical quantities that are the 

momentums and positions of particles. 35  And since annihilation, creation, and 

Hamiltonian operators are functions of momentum and position operators, unbounded 

Hermitian operators are necessary for understanding the very dynamics of relativistic and 

non-relativistic QM.36  

Both bounded and unbounded Hermitian operators are indispensable to an 

extremely useful theorem of linear algebra that plays an important role in QM. The 

spectral theorem, is what I have in mind, and it says that if an operator A is a normal (in 

that it commutes with its adjoints) operator defined over a finite Hilbert space ℋ, then ℋ 

will feature an orthonormal basis of eigenvectors of A.37 With respect to all of the 

relevant operators, the spectral theorem generates a functional calculus, and it is needed 

to derive Stone’s theorem which is itself important for proving the abstract Schrödinger 

equation.38 Now what Geoffrey Hellman has shown in convincing fashion is that “the 

Spectral Theorem [cannot] be constructively proved,” and a fortiori “it cannot even be 

constructively stated.” 39  This is because (as I’ve already noted) constructivist 

mathematics seems constitutionally unable to handle unbounded linear operators of the 

Hermitian variety.40 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
35 Weinberg (2013, p. 61). 
36 Hellman (1993, p. 240, p. 247. n. 5); Mahan (2009, p. 4); Weinberg (2013, p. 78). 
37 Palais (2008, p. 240); cf. Hellman (1993, p. 224); Redhead (1987, p. 13). 
38 Jauch (1968, pp. 151-159); Jordan (1969, pp. 96-99); following Hellman (1993, p. 226). 
39 Hellman (1993, p. 222) emphasis mine. He says elsewhere that unbounded “operators are not 

even legitimately recognizable as mathematical objects from a thoroughgoing constructivist standpoint” 
(Ibid.). 

40 Well, Hellman’s proof pertains to unbounded linear operators that fall directly under the Pour-El 
and Richards theorem. Hellman (1997, p. 123). I should add here that Douglas Bridges (1995) attempted to 
refute Hellman’s arguments, but I found Hellman’s (1997) responses to the objections to be more than 
sufficient defeater defeaters for Bridges’s worries. 
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There are further problems. Constructivist mathematics cannot underwrite the 

mathematical physics needed to do cosmology.41 For example, on the standard model, the 

space-time continuum is ordered linearly (as are geodesics), but this is not so on 

constructivist mathematics. In addition, even if time, for example, is discrete and not 

dense, constructive mathematics understood in such a way that it conflicts with classical 

analysis entails that such analysis is ill-formed and without meaning. It is this latter 

consequence that smacks hard against space-time physics, for it is the consensus view 

among cosmologists and astrophysicists that both classical analysis and classical 

mathematical descriptions of the space-time manifold (that appears, for example, in the 

standard model) are at least meaningful and now mathematically well-understood (these 

points are due to Hellman (1998)). 

Constructivist mathematics has a particular problem with establishing certain of 

the singularity theorems in cosmology. Hellman (1998) points out that while the 

constructivist mathematician may be able to establish more restricted singularity 

theorems they cannot prove the broader more far reaching theorems of Stephen Hawking 

and Roger Penrose.42 This is an important methodological constraint, one that appears to 

count against going constructivist in one’s mathematical physics. 

There are, therefore, strong pragmatic considerations in favor of endorsing 

classical logic. But one might argue that I have not shown why one cannot be a logical 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
41 Hellman (1998, pp. 428-432). The line of reasoning is also in Weyl (1949, p. 61), where he 

stated: 
 

“The propositions of theoretical physics, however, certainly lack that feature which 
Brouwer demands of the propositions of mathematics, namely that each should 
carry within itself its own intuitively comprehensible meaning. Rather, what is 
tested by confronting theoretical physics with experience is the system as a whole”. 
Weyl (1949, p. 61) 
 

42 See Hawking and Penrose (1970). 
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pluralist (of the variety which goes in for Carnap’s principle of tolerance) and maintain 

that intuitionism, and other non-classical logics (besides those that are free) should be 

adopted for certain spheres of inquiry, and that classical logic should be espoused for 

quite different domains of analysis, say mathematical physics. What piece of 

argumentation closes the door on such a maneuver? 

Let logical monism be the idea that there is one true logic or one true conception 

of logical consequence, and that one cannot appropriate differing and conflicting logics 

for differing pursuits. My response will then run as follows: If logical monism is false, 

then there is no privileged logic with which to reason about formal object languages or 

logics in general. What choice logic does one use to conclude that logical pluralism is 

true, or that logical monism is false, or that such and such logics really do conflict (Beall 

and Restall, proponents of Carnap's principle of tolerance do believe that some logics 

conflict). How do you resolve such conflicts without a choice logic? It would seem that in 

order to avert the reasoning here you would have to endorse something like Gilbert 

Harman's (1986, p. 6) position, that there's a significant gap between cogent active 

reasoning and logic. One could reason plausibly to some conclusion without that 

reasoning being susceptible to the deliverances of a logic. But one can’t simply say that 

and get away with it. The logical monist should pressure the pluralist into providing for 

her the logic-transcendent principled reasoning used to arrive at the relevant conclusion. 

If the pluralist cannot provide a description of the reasoning used, or if the reasoning used 

is rightly and accurately modeled by the choice inference rules of a logic, then the 
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pluralist is in real trouble.43 I do believe that there is some distance between active 

reasoning and logic. The two should not be conflated. However, I’m very skeptical of the 

hypothesis that one can arrive at logical pluralism by some bit of persuasive and 

substantial reasoning that cannot be captured or modeled by a bona fide argument whose 

form is accurately represented by an inference peculiar to a logical system. 

Logical pluralism is false. Classical logic is the one true logic. We must therefore 

brace ourselves for whatever consequences are bred. One such consequence is 

necessitism or (NNE) below: 

(NNE): ∎∀x∎∃y(x  =  y) 
 
That is to say, necessarily for any x, necessarily there is at least a y, such that x is 

identical to y. In Williamson’s (2013, p. 2) slogan, NNE says that “necessarily everything 

is necessarily something”. That NNE follows from classical logic may strike one as a 

truly confounding claim. How can it be that classical considerations yield such a 

shocking truth? 

 There are several routes to NNE (or something near enough) from classical 

reasoning. A quick means to NNE by CFOL plus the rule of necessitation, given realism 

about propositions and abstract objects proceeds as follows:  

(1) (∀x)(x  =  x)                  [Theorem]  
(2) (∀x)((∀y)~(x  =  y)  →  ~(x  =  x))           [Theorem]  

  
One might not see immediately how (2) is a theorem of classical FOL. Here is a tableaux 

proof of (2)’s theoremhood: 

~(∀x)[(∀y)~(x  =  y)  →  ~(x  =  x)]  
(∃x)~[(∀y)~(x  =  y)  →  ~(x  =  x)]  

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
43 This objection to pluralism was voiced by Baell and Restall (1999, pp. 6-7). The Harmanian 

response to the worry is also adopted by Baell and Restall with some modifications to Harman’s original 
position. 
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~[(∀y)~(a  =  y)  →  ~(a  =  a)]  
(∀y)~(a  =  y)  
~~(a  =  a)  
~(a  =  a)  

X  
The rest of the derivation proceeds as follows: 
  

(3) a  =  a                     [UI  (1)]  
(4) ~~(a  =  a)                    [DN  (3)]  
(5) (∀y)~(a  =  y)  →  ~(a  =  a)            [UI  (2)]  
(6) ~(∀y)~(a  =  y)                  [MT  (4),  (5)]  
(7) (∃y)~~(a  =  y)                  [QN  (6)]  
(8) (∃y)(a  =  y)                  [DN  (7)]  
(9) ∎(∃y)(a  =  y)                                   [Rule  of  Necessitation  (8)]44  

  
The derivation of (9) does not quite yield NNE, for it only says of the named object that it 

exists necessarily. We could of course substitute for the individual constant ‘a’ any 

constant standing for the proper name of any named object. Unnamed objects have 

abstract names (given realism about abstracta), as Williamson stated, “[a]nything 

unnamed and undemonstrated in natural languages still has a name in some abstract 

language…”45 In addition, given that propositions are abstracta, there can be an abstract 

argument with the relevant abstract name for the heretofore unnamed object.46 Thus, the 

derivation that is (1)-(9) constitutes evidence for necessitism given realism, classical 

logic, and an unrestricted rule of necessitation.47 

 Many philosophers believe that S5 is the system of modal logic that captures our 

intuitions about the nature of metaphysical necessity and possibility.48 Interestingly, S5 

classical (or) constant domain QML entails necessitism as a theorem. Here’s the proof 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
44 See Sider (2010, p. 251) for a similar derivation. 
45 Williamson (2013, p. 41) 
46 Williamson (2013, p. 41). 
47 The argument is Williamson’s (2013). 
48 For arguments along these lines see Hale (2013, pp. 127-131). 
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(the complete and sound tableaux system in this case is from Priest (2008, pp. 6-11; 45-

46; 266-277; 308-315; 350-352). It would correspond to an S5(NI) proof system):  

~∎∀x∎∃y(x  =  y),  0  
⧫~∀x∎∃y(x  =  y),  0  
~∀x∎∃y(x  =  y),  1  
∃x~∎∃y(x  =  y),  1  
~∎∃y(a  =  y),  1  
⧫~∃y(a  =  y),  1  
~∃y(a  =  y),  2  
∀y~(a  =  y),  2  
~(a  =  a),  2  
(a  =  a),  2  

X  
  
Therefore,  ⊢S5  CQML∎∀x∎∃y(x  =  y).49   

 In fact, NNE is a theorem on a much weaker system of modal logic. On the basis 

of classical commitments we can derive a particular instance of the converse Barcan 

formula (CBF) from the weakest normal QML (system K), and then with the CBF show 

that NNE is a theorem of K CQML.50 Consider: 

 
(10) ∎(∀x)(∃y)(x  =  y)               [Theorem]  

 
Here is a tableaux proof showing that ⊢CK  ∎(∀x)(∃y)(x  =  y):51 
  

~∎(∀x)(∃y)(x  =  y),  0  
⧫~(∀x)(∃y)(x  =  y),  0  

0r1  
~(∀x)(∃y)(x  =  y),  1  
(∃x)~(∃y)(x  =  y),  1  
~(∃y)(a  =  y),  1  
  (∀y)~(a  =  y),  1  
~(a  =  a),  1  
(a  =  a),  1  

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
49 “On the fixed domain interpretation, the sentence ∀x☐∃y(x = y) (which reads ‘everything exists 

necessarily’) is valid”. Garson (1991, p. 112) 
50 CBF: ∎∀xα → ∀x∎α, where α is a formula in which x occurs as an unbound variable. 
51 The ‘CK’ stands for the constant domain K system of quantified modal logic. I adopt the CK 

tableaux system of Priest (2008). 
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X  
  

(11) ∎(∀x)(∃y)(x  =  y)               [Assumption]  
(12) (∀x)(∃y)(x  =  y)              [Nec.  Elim.  (11)]  
(13) (∃y)(v  =  y)                  [UI  (12)]  
(14) ∎(∃y)(v  =  y)                  [Nec.  Intro.]  
(15)   (∀x)∎∃y(x  =  y)                 [UG  (14)]  
(16) ∎(∀x)(∃y)(x  =  y)→  (∀x)∎(∃y)(x  =  y)   [CP  (11)-­‐(15)]  
(17) (∀x)∎(∃y)(x  =  y)         [Modus  Ponens  (10),  (16)]  
(18) ∎(∀x)∎(∃y)(x  =  y)         [Rule  of  Necessitation]52  

 
Of course, (18) is NNE. Thus, NNE follows from classical constant domain QML given 

just K (the weakest normal modal logic).  

 Let contingentism be the thesis that NNE is false. The contingentist will point out 

that the above proofs assume constant domain modal logics. According to such logics, 

the census of individuals does not change from world to world since the domain does not 

vary among accessible worlds. Are there not classical varying domain QMLs that 

provide an escape for the classical contingentist? No, there are not. 53  Every 

classical normal CQML validates the CBF.54 Let me explain. 

One fairly standard way of connecting normal varying domain QML with the 

classical quantifier rules involves adding in the increasing domains principle (also called 

the nested domain constraint). The increasing domains principle says that necessarily, if 

w is accessible from world w*, then the domain of w* is a subset of the domain of w. 

Adopting this principle appears to be the only way to preserve the normality of QML 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
52 I’m sure there is an argument resembling something like the above in the literature somewhere. 
53 What about Kripke’s (1963) system that did away with singular terms? Did he not show how 

one could keep the classical quantifier rules and yet work inside a varying domain QML? Kripke’s 1963 
system gave up on the rule of necessitation, not just constants and/or singular terms. If he had kept that rule 
in his system one could derive in it ∎(∃y)(x  =   y)   from the empty set of propositional parameters. See 
Garson (1991, p. 114) 

54 “The converse Barcan formula…is a Q1K-theorem.” Schurz (2002, p. 464). 
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given varying domains and classical quantifier rules.55 Interestingly, even these QMLs 

validate the CBF.56 Ignore such validation. I happen to believe that classical logics that 

affirm the increasing domains principle are internally inconsistent due to an argument 

from Gerhard Schurz (2002). His objection may be paraphrased as follows: Suppose that 

‘h’ names Han Solo, that all proper names are rigid designators, and that ‘@’ picks out 

the actual world. Given contingentism, Han Solo will not be a member of the domain of 

@ (i.e., h ∉ D@, and so V(h) ∉ D@).57 Assume, however, that every entity that is a 

member of @’s domain has the monadic predicate F. Thus, (∀x)(Fx) holds at @. But 

notice that (Fh → (∃x)(Fx)) will not follow from (∀x)(Fx) even though the classical 

quantifier rules license such an inference. This is because in such a special case, Han 

Solo is not a member of the domain. What we should say is that ~Fh, and so therefore 

(∃x)~(Fx). But that existentially quantified sentence contradicts (∀x)(Fx). Thus, a varying 

domain QML seems to be incompatible with the classical quantifier rules. One could say 

that ‘Fh’ does not take a truth-value at all, but that would suggest a QML with truth-value 

gaps. Gappy logics are not classical (see Principle #3 above). They involve a denial of 

bivalence. Schurz’s argument is sound.58 

As a necessitist, I should point out that even given the nested domain constraint, 

varying domain classical QML implies a constant domain QML, so long as the following 

principle holds: 

(19) p  →  ∎⧫p                  [Axiom  B]  
 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

55 Several authors have attempted to preserve the classical quantifier rules while embracing a 
varying domain QML via an appeal to the nested domain constraint (see Bowen (1979); Gabbay (1976); 
Hughes and Cresswell (1996); cf. the discussion in Schurz (2002)). 

56 Garson (1991, pp. 114-115). 
57 Where ‘V’ is the valuation function. Remember that we are trying to avoid necessitism here. So 

it is proper of us to say that h is not a member of the domain of the actual world. 
58 It seems that a version of this argument appeared in Garson (1991, p. 113 cf. p. 115). 
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i.e., so long as the accessibility relation of the logic is symmetric. This is a well-known 

result in the literature on quantified modal logic.59 Since just about everyone believes that 

the correct modal logic for metaphysical necessity and possibility is at least as strong as 

S4, we are stuck with axiom B and so also a constant domain QML given classical 

commitments.60 

 It’s clear then. Classical logic implies necessitism. Noted philosophical logicians 

have already realized this and have on that basis pushed for the adoption of a free modal 

logic: 

…the stipulations required in order to preserve the classical principles do not 
always sit well with our intuitions. Our conclusion, then, is that there is little 
reason to attempt to preserve the classical rules in formulating systems with the 
objectual interpretation and world-relative domains. The principles of free logic 
are much better suited to the task.61 

 
I have already argued that positive free logic requires the principle of 

independence, and that that commitment yields its implausibility. But there are also 

negative and neutral free logics. Negative free logics imply that sentences featuring 

singular terms that fail to denote are false, while neutral free logics say of that such 

sentences are gappy. Gappy logics are non-classical on account of a denial of (Principle 

#3). They, like non-free but non-classical logics, cannot properly underwrite 

mathematical physics since they give up on the law of excluded middle.62 We should 

therefore forgo on adopting neutral free logics.  

Negative free modal logics have severe problems, for some such systems are 

crafted in such a way that there is only one domain (a domain of existing objects/entities) 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
59 See Schurz (2002). 
60 Garson (1991, pp. 114-115) makes this point but with S5 in mind. 
61 Garson (1984, p. 261); see also the comments in Garson (1991, p. 111). 
62 See Hellman (1998, p. 441). There, Hellman notes how one cannot derive the more general 

theorems of space-time physics without the law of excluded middle. 
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and yet sentences involving modal predication to non-existent objects (objects not in the 

domain of the actual world) must be understood in such a way that they express 

falsehoods. So consider, 

(20) ⧫Bh 
 
where ‘Bx’ means ‘x is brave’, and where ‘h’ is once again Han Solo. Single domain 

negative free QMLs deliver the verdict that (20) is false since ‘h’ fails to refer. However, 

the falsehood of (20) entails that it is impossible that Han Solo is brave, and that seems 

counter-intuitive. Consider now proposition (21): 

(21) ⧫E!h 
 
where ‘E!x’ means ‘x exists’. Again, the negative free modal logician must say of (21) 

that it is false. But that entails that h could not possibly exist! In fact, the following is 

appropriated as an axiom of single domain negative free quantified modal logic63: 

(22) (∀x)(~E!x →  ∎~E!x) 
 
Proposition (22) is clearly incredible if necessitism is false. 

What of two domain negative free quantified modal logics?64 I’m afraid such 

systems are underdeveloped. In fact, I cannot find a complete presentation of any such 

logic. Embracing free logic seems therefore to be an implausible way of avoiding 

necessitism. 

2.2.1 Possibilism 

 Let me end my defense of necessitism with a brief word on possibilism, the idea 

that possible worlds are concrete causally isolated maximally consistent universes as 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
63 See Schwarz (2011, p. 35). These results appear to be well known in the literature on negative 

free quantified modal logic. I’m not saying anything new here. 
64 See Bencivenga (2002, pp. 298-299) on the theme of two domains. 
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ontologically privileged as the actual world.65 First, there’s a real sense in which 

possibilism may be understood as an instance of necessitism, as Christopher Menzel 

wrote, 

…there is a somewhat weaker and more plausible version of necessitarianism to 
explore, viz., possibilism…it is assumed that the pool of objects generally, 
existing and otherwise, necessarily remains the same (though of course those 
fortunate enough to exist could vary in countless ways). …for the possibilist all 
things are in a sense necessary.66 

 
For Lewis, possible worlds exist as “maximal spatio-temporally interrelated whole[s]”.67 

Commitment to the existence of the contents of such worlds given how the worlds 

themselves are analyzed seems clear, as Michael Loux remarked: 

The actual world, Lewis tells us, is just one of the many total ways things might 
have been; and it is nothing more than myself ‘and all my surroundings’;12 it is 
this thing we call the universe…. since each of the other possible worlds is a thing 
of the same kind, the other possible worlds are further concrete objects whose 
parts are further concrete objects entering into spatiotemporal relations…all these 
concrete objects are fully real, fully existent. They are, so to speak, all really out 
there.68 

 
Second, one is forced into understanding Lewis’s possible worlds or possibilia as 

existent objects, for each have properties, and as we have already learned from my 

discussion of the positive free logician’s principle of independence; it is questionable to 

uphold that non-existent objects can stand in the exemplification relation since relations 

require relata. Lastly, while I would argue that possibilism just is a brand of necessitism, 

I must confess that I do not agree with the metaphysics of modality that theory entails. I 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
65 See Lewis (1986b). 
66 Menzel (1991, p. 333). As Williamson remarked “…the best developed reductionist programme 

for modality is David Lewis’s modal realism, which is an eccentric form of necessitism…” Williamson 
(2013, p. 390); cf. Bricker (2001, p. 24); Simons (2001, p. 50, specifically proposition (A1) there). 

67 Sider (2003b, p. 192) emphasis in the original; cf. Lewis (1986b, pp. 69-81). 
68 Loux (2006, pp. 167-168) emphasis mine. 
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find counterpart theory to be deeply problematic.69 The criticisms that have generally 

convinced me to steer clear of possibilism come from Fara and Williamson (2005).  

I will now forgo further discussion of modal metaphysics and push forward to my 

last setup section on the epistemology of modality. 

2.3 Modal Epistemology 
2.3.1 Two Possibility Claims 

Just about every contemporary modal epistemology provides at least prima facie 

epistemic justification for belief in the following proposition70: 

(23) Possibly, there is an omnicompotent being.  

Following, to some extent, the discussion in Joshua Hoffman and Gary Rosenkrantz’s 

(1980, p. 14) and (2012, sect. 3) work on omnipotence, I will adopt the following analysis 

of what I will call, “omnicompotence”: 

(24) (∀x){(x is omnicompotent) ↔ (∀s)[(s is a purely contingent 
event → Ǝz(z is an ontological index and x has the categorical 
ability to causally produce s at z]} 
 

Talk of categorical ability may smack of agent causation, but my affirmation of (23) and 

(24) is not meant to commit me to such a theory, nor its possibility. We can understand 

such talk in terms of event causation with great ease and little elbow grease.71 

 Just as in the case of (23), a great many recommended paths to knowledge of 

metaphysical possibility yield prima facie epistemic justification for belief in: 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
69 Lewis believed that the (possible) Alvin Plantinga, who was born in Antarctica is not identical 

to the actual Alvin Plantinga. He maintained that these two stand in a counterpart relation to one another, 
where that relation is analyzed in terms of resemblance. See Lewis (1986b, p. 112).  

70 I have in mind the theories of modal knowledge in Bealer (2002); Biggs (2011); Chalmers 
(2002); Geirrson (2005); Gregory (2004); Jenkins (2010); Peacocke (1997); Sosa (2000); Williamson 
(2007); and Yablo (1993). Cf. Tidman (1994). 

71 For my account of events and purely contingent events, see propositions (37) and (39) below. 
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(25) Possibly, there is a non-corporeal mind that formed a belief. 

where the term ‘formed’ is indicative of mental causation. 

 Some will no doubt find (25) to be highly objectionable even given the presence 

of a metaphysical possibility operator. After all, do we not have good reasons for 

affirming physicalism?72 If physicalism is true, it is necessarily true even if it is known a 

posteriori. I will forgo an in-depth discussion of the merits of physicalism and note here 

that if I’m right, that every plausible path to knowledge of metaphysical possibility yields 

justification for one’s belief in (25), then the burden of proof is on the physicalist. They 

will have to provide independent substantiating evidence for the relevant doctrine. My 

reasoning below at least sets the default position to physicalism’s falsehood.   

2.4 The Prolegomena 
 

All of the necessary philosophical pieces are in place. As I’ve said above, my 

theory of scientific explanation requires a novel non-reductionist theory of causation. In 

order to defeat reductionist views of causation, I will need to defeat both broad and 

narrow reductionist theses (e.g., Humean supervenience, and specific arguments for 

causal reductionism). The equipment introduced and at least partially defended in this 

preparatory chapter will better enable me to dispense with such reductionisms and help 

facilitate a framework for my positive account causation and explanation. 

	
  

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
72  Physicalism is the view that every property-instance or instantiation of a property is 

metaphysically necessitated by the instantiation of a physical property. 
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Chapter 3 Against Causal Reductionism 
 

Causal reductionism is the doctrine that obtaining causal relations are nothing 

above and beyond fundamental natural nomicity coupled with the world’s unfolding 

history. It is the business of the present section to resist this attractive and popular thesis 

by setting up roadblocks on two important avenues to the demonstration of that thesis. 

The first avenue to be barricaded involves establishing a broader reductive doctrine, 

which entails that a great many entities reduce to an appropriately chosen sparse non-

causal base. The second avenue to be obstructed suggests direct arguments for causal 

reductionism. Let me now take up the first task. 

3.1 The Humean Supervenience Thesis 
 

David Lewis’s Humean supervenience thesis (HST) says that the world’s 

fundamental structure consists of the arrangement of qualitative, intrinsic, categorical, 

and natural properties of space-time points (or perhaps some other suitable replacement1), 

and that all derivative structure supervenes on such fundamental structure which may 

include the spatio-temporal relations in which such qualitative entities stand. The 

fundamental subvenient base is “a vast mosaic of local matters of particular fact, just one 

little thing and then another…an arrangement of qualities. And that is all.”2 The qualities 

or properties involved are sets.3 More specifically, a quality or property /p/ is the set of all 

of /p/’s instantiations.4 This is class or set nominalism about properties.5 Categorical 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
1 The deliverances of physics determine whether or not the replacement is suitable. 
2 Lewis (1986a, p. ix.).  
3 Lewis (1986b, pp. 50-51. and see n. 37 on those pages as well); cf. Cross (2012, p. 141). 
4 Lewis (1986a, p. 50).  
5 See the discussions in Armstrong (1978a, pp. 28-43); Lewis (1986a, pp. 150-169); Moreland 

(2001, pp. 30-34); Rodriguez-Pereyra (2014, sect. 4.1). Lewis is also a set nominalist about relations. He 
identifies n-place relations with ordered n-tupled sets. 



	
   32	
  

properties are non-dispositional properties involving absolutely no modalities6, and for 

Lewis all fundamental properties are categorical (i.e., the HST implies categorical 

monism).7 A qualitative property or a “suchness” is a non-haecceitic property (i.e., it is a 

property that is not an incommunicable property or thisness had only by its sole 

possessor).8 An intrinsic property is one “…which things have [only] in virtue of the way 

they themselves are…”9  

What about natural properties? Interestingly, Lewis does not provide an analysis 

of such properties.10 He seems to treat such entities as basic, and uses only illustrative 

devices to shed light on what such properties are like. What we can infer from Lewis’s 

remarks about them is that they are natural only in some degreed sense.11 For the natural 

properties serving as the subvenient base for all else on the HST are perfectly natural in 

that they are not gruesome or gerrymandered in any way.12 All natural properties are 

intrinsic, though not all intrinsic properties are natural, and in some way, natural 

properties (along with natural relations) are the very joints of nature in that they help 

constitute the deepest most primitive existing structure.  

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
6 See Armstrong (1968, pp. 85-88), (1973), (1996, pp. 16-17), (1997, pp. 80-83); Bird (2007, pp. 

66-98); Choi and Fara (2014, sect. 2); Jackson (1977). 
7 See Bird (2007, p. 66) on categorical monism. Lewis may also be considered a categorical 

realist. Categorical realists believe that all fundamental properties are categorical, and that if there are 
dispositional properties, such properties supervene upon the fundamental ones. See the discussion in Ellis 
(2002, pp. 70-76). 

8 The idea of an haecceitic property may have come down to us from Duns Scotus (see Adams 
(1979, p. 7. specifically the sources cited in note 4); and Pasnau (2011, p. 99, p. 560)), though Peter King 
(2000, p. 169. n. 17) seems to disagree. He wrote that “…there is some question whether it [the term 
‘haecceity’] is Scotus’s.” King (1992, p. 73. n. 7). 

9 Lewis (1986a, p. 61). 
10 Well, he (Lewis, (1986b, pp. 74-75. n. 54)) flirts with three different views of naturalness, but 

says that he is “staying neutral between” the “three alternatives.” See ibid. 
11 Lewis (1986a, pp. 60-61). 
12 Lewis (1986a, p. 60). 
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According to the HST, derivative structure globally supervenes on primitive 

structure13, and we say that such derivative structure supervenes in the aforementioned 

sense on primitive structure if, and only if, any pair of worlds (at least one member of 

which is the actual world) that is indiscernible with respect to primitive structure is 

likewise “indiscernible with respect to” derivative structure.14  Thus, all of reality not 

identical to some part (proper or improper) of the arrangement of the qualities of space-

time points supervenes on that arrangement. 

What of the modal status of the HST? The HST is at best a contingent truth. Thus, 

some possible worlds may differ with respect to higher-level structure even though they 

do not differ with respect to their local intrinsic and categorical qualities. Lewis’s reason 

why he regards the HST as a contingent thesis is interesting however. He seems to 

generate that verdict on the HST because of the existence and instantiation of alien 

properties at distant possible worlds. A property is alien, if it is instantiated at some 

possible world, it fails to be instantiated at the actual world, and yet it also cannot be 

constructed out of properties instantiated at the actual world via some structural or 

conjunctive property or properties.15  

One adopts the HST so as to afford a defense of physicalism, though not just any 

physicalism.16 Lewis’s HST entails a contingent microphysicalism, the thesis that “[a]ll 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
13 Lewis said, “[a] supervenience thesis is a denial of independent variation….To say that so-and-

so supervenes on such-and-such is to say that there can be no difference in respect of so-and-so without 
difference in respect of such-and-such.” Lewis (1983, p. 358). 

14 Kim (1993a, p. 82). We might analyze indiscernibility via an appeal to similarity in which case 
global supervenience could be understood along something like the following lines, “[t]he degree to which 
any two worlds are similar in respect of” derivative structure “is matched by the degree to which they are 
similar in respect of” primitive structure. Kim (1993a, p. 89) 

15 Lewis (1986a, p. 91). 
16 Lewis said that he wanted to argue in favor of the HST for the purposes of resisting 

“philosophical arguments that there are more things in heaven and earth than physics has dreamt of.” Lewis 
(1994, p. 474). Cf. the discussion in Loewer (1996, p. 103). 
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the facts metaphysically supervene on the microphysical facts.”17 Microphysicalism is 

stronger than a contingent physicalist thesis, since given such a view it need not be the 

case that all facts supervene on microphysical facts. Rather, such facts need only depend 

or globally supervene on physical facts whether they are micro or macro.18 

3.1.1 Objections 
 

If the HST is true, then causal facts reduce by supervenience to non-causal facts 

since all non-microphysical facts in general are subject to such reduction. General 

reductive theses entail the causal reductionist thesis. I will now provide several lines of 

reasoning which should serve as roadblocks for anyone on the path to causal 

reductionism by way of the HST. 

3.1.1.1 Necessitism and the HST 
 

Recall that the present work on causation is situated amidst several philosophical 

assumptions, viz., necessitism, and the thought that two specific possibility claims afford 

prima facie epistemic justification on leading modal epistemologies. The first of these 

assumptions straightforwardly entails the falsity of the HST. Let me explain how. 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
Lewis (1994, “The picture is inspired by classical physics.” p. 474). This is strange since classical 

physics is non-separable (see Butterfield (2006)). For what it is worth classical physics is also non-local 
(think, for example, of Newtonian gravitation, (see Wallace (2012, p. 293))). 

17 Papineau (2008, p. 127). 
18 I should point out that I am assuming that Philip Pettit (1993) was wrong to define ‘physical’ in 

terms of being micro-physically determined, for if Pettit was right, the only respectable way to be a 
physicalist is to be a microphysicalist. This may seem fine, especially in light of one of the main arguments 
for physicalism: 

(1) All known facts have been shown to supervene on microphysical facts. 
(2) If (1), then physicalism is more than likely true. 
(3) Therefore, physicalism is more than likely true. 

If (1) is true, then the argument that is (1)-(3) supports microphysicalism not just physicalism. This is 
because proposition (1) is direct evidence for microphysicalism.  
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According to the HST, the subvenient base (the Humean mosaic) features 

extrinsic properties since spatio-temporal relations are nothing above and beyond 

extrinsic properties.19 The subvenient set includes derivative structure that incorporates 

extrinsic properties. These are important qualifications for recall that Jaegwon Kim 

admitted that global supervenience entails strong supervenience when extrinsic properties 

show up in both the subvenient base and the supervening set. He said, 

Equivalence [between global supervenience and strong supervenience] seems to 
fail, through the failure of implication from global to strong supervenience, only 
when extrinsic properties are present in the supervenience set but disallowed from 
the subvenient base.20  

 
What did Kim mean by strong supervenience? A-properties strongly supervene on B-

properties, just in case “[f]or any possible worlds w and w*, and for any x and y, if x in w 

is a B-twin of y in w*, then x in w is an A-twin of y in w*.”21 When applied to the HST, 

the idea would be that derivative structure strongly supervenes on primitive structure if, 

and only if, for any possible worlds w and w*, and for any x and y, if x is the Humean 

mosaic at w and y is the Humean mosaic at w* and x and y are identical, then w will 

feature the same derivative structure w* features. And so by Kim’s lights, necessarily, if 

derivative structure globally supervenes on the Humean mosaic, then such derivative 

structure also strongly supervenes on the Humean mosaic.22 But of course, strong 

supervenience entails weak supervenience. Given that derivative structure strongly 

supervenes on the Humean mosaic it will follow that that structure also weakly 

supervenes on the Humean mosaic, where weak supervenience is understood as follows: 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
19 This is not my view but appears to be a common assumption of adherents of the HST. 
20 Kim (1993c, p. 170) emphasis mine. The type of global supervenience Kim has in mind appears 

to be indiscernibility based global supervenience. This is the very same type of global supervenience Lewis 
adopted when characterizing the HST (q.v., my discussion above).  

21 McLaughlin (1997, p. 210). Cf. Kim (1993c, p. 81). 
22 See the discussion in McLaughlin and Bennett (2014, sect. 4). 
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(Weak Supervenience): For any possible world w, A-properties weakly 
supervene on B-properties at w, just in case,  “B-twins in w are A-
twins in w.”23 

 
Thus, by the transitivity of strict implication, the global supervenience of derivative 

structure on the Humean mosaic will entail that derivative structure weakly supervenes 

on the mosaic. And so if one can show that some bit of derivative structure fails to 

weakly supervene on the Humean mosaic, it will follow that global supervenience also 

fails.  

Suppose that necessitism holds. If an individual P1 is an abstract object that is 

possibly a human person, and O1 is an abstract object that is possibly an ocean, and each 

object exists at the actual world @, both P1 and O1 would be similar or indiscernible with 

respect to their non-modal profiles at @ (they will have the same non-modal properties). 

However, the property /is possibly a human person/ would not weakly supervene on the 

non-modal, for O1 does not have that property despite being non-modally similar to or 

indiscernible from P1. In light of the fact that global supervenience entails weak 

supervenience, this result is bad news for the HST.24   

3.1.1.2 Quantum Mechanics and the HST 

“Humean supervenience” writes Lewis, “is named in honor of the greater denier 

of necessary connections. It is the doctrine that all there is to the world is a vast mosaic 

of local matters of particular fact, just one little thing and then another.”25 As I noted 

above, Humeans affirm that the physical state of the world is fixed by local and separable 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
23 McLaughlin (1997, p. 210). 
24 My argument shares some affinities with that of Timothy Williamson’s (2013, pp. 385-386). 
25 Lewis (1986a, p. ix) emphasis mine. John Hawthorne summarized the HST by stating that 

derivative facts supervene “on the global distribution of freely recombinable fundamental properties.” 
Hawthorne (2006, p. 245). Hawthorne does not endorse the HST. 
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space-time points (with their qualities) and the spatio-temporal relations of those points.26 

The HST therefore entails that the fundamental physical state of the world is separable. 

However, if fundamental physics delivers to us an end-game fundamental physical theory 

that is non-separable, then the HST is false. Say that a fundamental physical theory is 

non-separable when, 

…given two regions A and B, a complete specification of the states of A and B 
separately fails to fix the state of the combined system A + B. That is, there are 
additional facts—nonlocal facts, if we take A and B to be spatially separated—
about the combined system, in addition to the facts about the two individual 
systems.27 
 
Many theoreticians have pointed out how the separability facet of the HST is 

untenable by reason of quantum physics.28 The existence of entangled quantum states is 

an implication of every interpretation of quantum mechanics.29 Entangled quantum states 

do not globally supervene on local matters of particular fact, “[t]hat is, the local 

properties of each particle separately do not determine the full quantum state and, 

specifically, do not determine how the evolutions of the particles are linked.”30 In fact, 

the non-separability of quantum mechanics was one reason why Einstein believed the 

theory to be incomplete.31 

David Albert (1996) and Barry Loewer (1996, pp. 104-105) have proposed a 

means by which one can save the HST through the Bohmian interpretation of QM plus 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

26 Lewis (1986b, p. 14); cf. the discussion in Maudlin (2007, p. 120) who characterized the 
separability of the view as follows, “The complete physical state of the world is determined by (supervenes 
on) the intrinsic physical state of each space-time point (or each pointlike object) and the spatio-temporal 
relations between those points.” Maudlin (2007, p. 51). 

27 Wallace (2012, p. 293). 
28 See the discussions in Lewis (1986a, p. xi); Loewer (1996, pp. 103-105); and Maudlin (2007, 

pp. 61-64). 
29 Schrödinger (1935, p. 555) said that entanglement is the “…the characteristic trait of quantum 

mechanics, the one that enforces its entire departure from classical lines of thought”.  
30 Loewer (1996, p. 104). 
31 See Einstein (1948); cf. Brown who remarked, “...[Einstein’s] opposition to quantum theory was 

based on the fact that, if considered complete, the theory violates a principle of separability for spatially 
separated systems.” Brown (2005, p. 187) 



	
   38	
  

configuration space realism. The idea is that the 3N dimensional (configuration) space in 

which the quantum state of an n-particle system lives is the actual space in which we 

ourselves live and move and have our being. Values of the field (the wave function) in 

configuration space correspond to various properties of space-time points, and such 

properties represent the “amplitudes of the quantum state” itself.32  The magical point or 

world particle dances in configuration space, and its dance fixes the motions and 

locations of ordinary particles which themselves determine the manifest image.33 The 

maneuver has serious problems (see Arntzenius (2012, pp. 87-103) inter alia). However, 

we can ignore such difficulties for now and focus on an implication of a particular 

phenomenon of QM other than quantum entanglement that is thoroughly non-separable 

viz., the Aharonov-Bohm effect.34 The effect says that a particle with a discernable charge 

can be subject to the influences of a vector potential in ways that are sensitive to 

measurements. Such measurable impact is left upon the relevant particle (detected by 

observations of the interference pattern on the sensitive screen in the two slit setup) even 

given a vanishing magnetic field along the entire path of the charged particle.35  

Given the absence of a current flowing through the solenoid in the setup, the 

background screen will suggest the common interference pattern made manifest in two-

slit experiments. Both the minima and maxima of the interference pattern shifts given the 

presence of the aforementioned current, for that current will yield a magnetic field within 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
32 Loewer (1996, p. 104). 
33 Ibid. See also Albert (1996). 
34 Aharonov and Bohm (1959); Healey (2007, pp. 21-57); Wallace (2012, p. 294); Weinberg 

(2013, pp. 305-307). See specifically Weinberg (2013, p. 307. n. 2) for a list of sources that detail the 
various experimental situations in which the effect has been observed. 

35 Aharonov and Bohm (1959, p. 490). 
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the solenoid.36 The interference patterns produced in the effect depend upon the values of 

the electromagnetic field within the solenoid (a region some distance away), “changing 

the current in the solenoid directly affects the spatially distant electrons.” 37  The 

dependence is not itself accounted for by some spatio-temporally contiguous connection 

between the electrons and the values of the field in the solenoid (see Healey (2007, p. 

48)). Aharonov and Bohm proved that this effect is a consequence of quantum mechanics 

by deriving it from the deterministic quantum mechanical equation of motion that is the 

Schrödinger equation.38  

Aharonov, Bohm, and Feynman all argued that the effect the magnetic field has 

on the interference pattern is not non-local despite the fact that the relevant field is 

confined to a region within the solenoid.39 They argued that a magnetic vector potential 

does the local explanatory work extending outside of the solenoid to do its work. Healey 

(2007, p. 25) has noted that such a vector potential “is gauge dependent”, and that the 

potential’s dynamical equations are indeterministic and not at all gauge covariant. In 

addition, Healy argued that realist interpretations of the vector potential entail a violation 

of the gauge symmetry of electromagnetism. Thus, such interpretations yield gauge 

invariance. There is therefore a privileged gauge for the vector field. But classical 

electromagnetism (with quantum particles in mind) “entails that no observation or 

experiment is capable of revealing that gauge.”40 Such a fact suggests a unique epistemic 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
36 The amount by which the maxima and minima shifts is captured by the equation: ∆𝑥 =

   !"
!!"

!
ℏ
𝛷. λ = h/p, which is the de Broglie wavelength of all of the electrons with a momentum p and 

negative charge e that reside in the beam. Φ represents the magnetic flux residing in the beam. l amounts to 
the distance to the sensitive screen providing us readings. And d represents slit separation. Healey (2007); 
Healey (1997, p. 19) 

37 Healey (2007, p. 48).  
38 Healey (2007, pp. 23-25) provides a simpler version of the proof. 
39 Feynman (1965, p. 15-12). 
40 Healey (2007, p. 26). 
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isolation problem, and it cannot be overcome by a shift in formalism (i.e., by a shift to 

fiber bundle formulations of electrodynamics). We should therefore not attempt to 

reassure ourselves of separability by appeal to the vector potential. Aharonov, Bohm, and 

Feynman were wrong. In fact, later on Aharonov (1984) would himself argue that the 

Aharonov-Bohm effect is “non-local” in a sense that entails non-separability.41 

 Nothing about Bohmian configuration space realism escapes the aforementioned 

non-separability. Following Healey (1997, pp. 37-38) I note that the Bohm-de Broglie 

interpretation of QM entails that the particles involved in the AB-effect always have 

determinate positions. Some of the quantum particles take the lower route while others 

the higher route relative to the solenoid. Various effects resulting from the electro-

magnetic activity of the solenoid can reach out and touch quantum particles along either 

route in a local manner because the wave function (interpreted as a concrete physical 

object) is the one mediator between solenoid and particle. I may be too hasty here. Dürr, 

Goldstein, and Zanghi use a velocity field nomologically related to the (conditional) 

wave function to affect quantum particles.42 Shifts in the electromagnetic current of the 

solenoid will result, therefore, in shifts in the relevant velocity field that in turn results in 

changes to the motion of the quantum particles (Healey (1997, p. 37)). This take on the 

matter yields bona fide non-separability (as Healey (1997, pp. 37-39) has shown), and the 

question, “how does electromagnetic phenomena act on the velocity field if such 

phenomena is confined to regions in which the solenoid is located?” becomes a troubling 

one for the proponent of the HST and Bohmian QM.  

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
41 See Aharonov’s remarks in his (1984, p. 12). There are other attempted local and separable 

explanations of the relevant phenomena (see Holland (1993, p. 196); Mattingly (2006) who appeal to a 
quantum force), but Healey has shown that these purported local explanations fail. 

42 Dürr, Goldstein, and Zanghi (1992, p. 864). 
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3.1.1.3 The General Theory of Relativity and the HST 

That there are a great many possible ways of correctly attributing topological 

structure to the space-time manifold is thoroughly compatible with GTR, though space-

time’s local topological structure must be the same as the topological structure of 

quadruples of the reals.43 In GTR, one can determine the topological structure of the 

manifold by specifying that a certain group of subsets of space-time points are open 

sets.44 It is therefore plausible to regard the property of /being open/ as a fundamental 

topological property of space-time points.45 Importantly though, every individual space-

time point has the compliment of such a property though some non-singleton sets of such 

points possess it. Thus, all space-time points are similar with respect to their topological 

natures, and so the topological structure of space-time in GTR does not globally 

supervene on the fundamental properties of space-time points. This is because some non-

singleton sets of space-time points are open even though none of their elements are, while 

other sets of such points are closed.46 The qualitative features of individual points in 

space-time do not determine the topological structure of sets of those points.  

3.1.1.4 Quantum Gravity and the HST 
3.1.1.4.1 Canonical Quantization and LQG 

The leading canonical quantum gravity model (CQG), loop quantum gravity 

(LQG), violates separability (and not because of reasons having to do with quantum 

entanglement or the AB-effect). Following Rickles (2008), I note that according to 

canonical quantization of GTR, the one fundamental object is space, and GTR provides 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
43 Arntzenius (2012, p. 45); Manchak (2013, p. 588) 
44 Arntzenius (2012, p. 45). 
45 See Arntzenius (2012) for objections to this maneuver.  
46 The argument was discovered by Arntzenius (2012, pp. 45-46). 
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the details about how that space evolves.47 Such an understanding of GTR differs from 

the standard interpretation because that standard interpretation implies that space-time is 

static. Normally, according to CQGs space and time come apart, where the former 

evolves against the background of the latter. Such separation is obtained by the 

introduction of an approximate equivalence and a foliation: 

(1) ℳ ≅ ℝ  x  σ 

where  σ is a 3D hypersurface that is compact, and where the foliation is: 

(2) 𝔍t: σ → (∑t ⊂ ℳ) 

Every hypersurface ∑t amounts to a temporal instant, and the manifold then is an 

agglomeration of such instants understood as a one-parameter family. In the context of 

CQGs, there are a number of avenues from such an agglomeration to a bona fide 

manifold. The fact that there are such avenues amounts to the diffeomorphism gauge 

symmetry of GTR. The diffeomorphism constraint that is a vector field, the Hamiltonian 

constraint that is a scalar field, plus various gauge functions on the spatial manifold 

generate diffeomorphism gauge transformations.48 Furthermore, these constraints and 

functions evolve space forward one space-like hypersurface at a time.49 The entire theory 

remains generally covariant and so the laws hold for coordinate systems related by 

coordinate transformations that are both arbitrary and smooth. 50  CQGs, therefore, 

understand both the geometry of the manifold and the gravitational field in terms of the 

evolutions of various fields, which are defined over space-like hypersurfaces ∑i on an 

assumed foliation.  
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

47 I am following Rickles’s discussion of CQGs. See Rickles (2008, pp. 323-327). 
48 Rickles (2008, p. 324); Sahlmann (2012, p. 189). 
49 In the present context, the Hamiltonian is a sum of the aforementioned constraints. 
50 I should add that if one says of spacetime that it is 3+1 dimensional, then the theory breaks 

general covariance. 
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Again, the leading and most popular CQG is loop quantum gravity.51  Proponents 

of this approach maintain that GTR can be simplified, and that one can understand the 

theory in terms of gauge fields.52 Quantum gauge fields can be understood in terms of 

loops. By analogy with electrodynamics, we can say that space-time geometry is encoded 

in electric fields of gravitational gauge fields. The loops appropriately related to such 

electric fields weave the very tapestry of space itself.53 According to LQG then, the 

fundamental objects are networks of various interacting discrete loops. 54  Many 

proponents of LQG maintain that these fundamental networks are arrangements of spin 

networks.55  

Spin networks do an amazing amount of work for LQG. They not only provide 

one with the means to solve the Wheeler-de Witt equation (see Jacobson and Smolin 

(1988)), but arrangements of such networks give rise to both the geometry of spacetime 

(Markopoulou (2004, p. 552)), and a fundamental orthonormal basis for the Hilbert space 

in LQG’s theory of gravity. 56  Furthermore, the role of spin networks in LQG 

recommends that LQG is non-separable. The causal structure of space-time is not 

determined by the categorical and local qualitative properties of spacetime points and 

their spatio-temporal relations, nor by individual loops and spatial relations in which such 

loops stand. Let me explain.  
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

51 See Rovelli (2011a), (2011b); Smolin (2001, pp. 125-145), (2002), (2004a), (2004b, pp. 501-
509). 

52 The insight is Ashtekar’s (1986) who leaned on Sen (1981); cf. Smolin (2004b, p. 501). 
53 “…the loops of the quantized electric field do not live anywhere in space. Instead, their 

configuration defines space.” Smolin (2004b, p. 503). 
54 Some of these loops are knotted, meaning that “…it is impossible, by smooth motions within 

ordinary Euclidean 3-space, to deform the loop into an ordinary circle, where it is not permitted to pass 
stretches of the loop through each other…” Penrose (2005, p. 944). 

55 A spin network is a “graph, whose edges are labelled by integers, that tell us how many 
elementary quanta of electric flux are running through the edge. This translates into quanta of areas, when 
the edge pierces a surface” Smolin (2004b, p. 504). The idea comes to us from Penrose (1971). Before the 
use of spin-networks theorists used multi-loop states. See Rovelli (2008, p. 28). 

56 There are theorems which establish each result. See Smolin (2004b). 
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On one interpretation of LQG, spin networks are types of causal sets, and so LQG 

in the quantum cosmology context has some similarities with quantum causal history 

(QCH) approaches.57 Thus, LQG implies that the causal structure of the cosmos is 

determined by partially ordered and locally finite (in terms of both volume and entropy) 

sets. Such sets are regarded as events which one associates with Hilbert spaces with 

finitely many dimensions. The pluralities identified as events are “regarded as 

representing the fundamental building blocks of the universe at the Planck scale.”58 

Notice that these building blocks are pluralities of loops.59 Individual loops themselves 

do nothing to determine causal structure. Furthermore, some loops are joined in such a 

way that they are not susceptible to separation even though they are in no way linked 

(e.g., Borromean rings).60 The spatio-temporal relations of such loops do nothing to 

determine that self-same structure, for (again) spin networks of loops weave together 

space-time geometry itself. What is more, even on non-causal set approaches to LQG the 

very dynamics and evolution of quantum gravitational systems on LQG involve shifts 

from spin networks to spin networks. On orthodox LQG (without causal sets) quantum 

states are sets “of ‘chunks’, or quanta of space, which are represented by the nodes of the 

spin network, connected by surfaces, which are represented by the links of the spin 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
57 Markopoulou and Smolin (1997) join “the loop representation formulation of the canonical 

theory [of gravity] to the causal set formulation of the path integral.” (ibid., p. 409). See also Markopoulou 
(2004, pp. 551-556); Hawkins, Markopoulou, and Sahlmann (2003, p. 3840); Rovelli (2008, p. 35); and 
Smolin (2005, p. 19). 

58 Hawkins, Markopoulou, and Sahlmann (2003, p. 3840). 
59 In fact, one should understand a spin network state in terms of “a sum of loop states.” Spin 

network states are quantum states (they are the very eigenstates of observables which help us get at 
volumes and areas via measurement) understood as pluralities of loop states. Quotations in this note come 
from Smolin (2005, p. 13). 

60 See Penrose (2005, p. 944). 



	
   45	
  

networks.”61 Causal structure is therefore determined by interrelated systems of loops, 

not individual loops and their spatial-temporal relations. 

3.1.1.4.2 String Theory 

Arguably the leading quantum gravity paradigm is string theory.62 String theories 

are perturbative manifold (or background) dependent quantum theories specified by a 

choice background ℬ built out of the set {ℳ, gab, F, φ} (where Φ is the dilaton, a 

massless scalar field which helps define perturbation expansion;63  F is a plurality 

corresponding to generalized magnetic and electric fields, ℳ is the background space-

time manifold, and gab is the Lorentz metric).64 Backgrounds are either consistent or 

inconsistent. Consistent backgrounds are those over which one may define a perturbative 

string theory. 

I described string theories as perturbative because many of them include coupling 

constants that are dimensionless and that help one calculate the values of various 

“physical quantities as expansions in the small parameter.”65 The dimensionless or string 

coupling constant together with the string scale lstring help measure background fields and 

various aspects of the geometry of the background. Strings themselves are one 

dimensional (they possess lengths) filaments of energy that vibrate at various frequencies 

in ℬ. The frequencies at which strings vibrate correspond to an array of particles, and 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
61 Rovelli (2008, p. 38). 
62 For a non-technical introduction to string theory see Greene (1999); and Greene (2004, pp. 327-

412). For a more technical but brief primer/introduction see Bianchi (2012, pp. 141-144). 
I do believe it is a bit of a misnomer to use the locution ‘string theory’, for the precise 

mathematical formalism of “string theory” is not yet known, nor has a complete conceptual framework 
emerged for understanding all of the details of the “theory”.  

63 Becker, Becker, and Schwarz (2007, pp. 82-84). 
64 Smolin (2004b, pp. 510-511); Becker, Becker, and Schwarz (2007, p. 53). Another important 

background field for string theories which attempt to describe strings of the oriented bosonic variety is the 
two-form gauge field (see Ibid., 81). 

65 Becker, Becker, and Schwarz (2007, p. 8). 
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sometimes closed strings realize spin-2 particles (particles which spin twice the speed of 

a photon. Smolin (2004b, pp. 511-512) tells us that these strings amount to gravitational 

waves or gravitons, and these constitute the veritable heart of the quantum theory of 

gravity that string theory affords. As Smolin remarked: “The basic result that suggests 

that string theories are relevant for quantum gravity is that they provide in this way a 

unification of the gravitons with the particles and forces of the standard model of 

elementary particle physics.”66 

String theory also affords a great many dimensions, though it’s an effective 2D 

field theory. These two dimensions lay against a 10D space, six of which require 

compactification. Such compactification breeds a 4D effective spacetime.67   

 Often enough the strings of string theory are coupled, and they are also built out 

of string bits, for they are not continuous but discrete complex entities.68 According to 

some versions of string theory, open strings (strings which fail to form closed loops) 

attach themselves to p-branes (p-dimensional entities, that is, entities less than 10D). 

Interestingly, p-branes may be related to one another via strings that connect them.69 

 All of the above features of string theory and string theories imply that the most 

popular quantum gravity paradigm is fundamentally non-separable. Consider, for 

example, the non-separability implied by p-brane interaction. Suppose I specify both the 

state of a p-brane P1, and a different p-brane some distance away from P1 (call this other 

p-brane P2). Assume both branes are of the same dimension. String theory demands that 

open strings stretch out and connect these branes, constraining their movement. It now 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
66 Smolin (2004b, p. 512). 
67 Weltman, Murugan, Ellis (2012, p. 424). 
68 See Smolin (2001, p. 165). 
69 Greene (2004, p. 390), and see figures 13.2(b) and (c) there. 
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follows that a specification or determination of the state of the complex system P1 + P2 is 

left under-determined by complete and separate specifications of the individual states P1 

and P2. For those separate and individual specifications will say nothing about how the 

movements of P1 and P2 constrain one another. There is no physical freedom enjoyed by 

these states, they are linked by the open strings stretching out between them. String 

theory (if approximately correct) implies the real existence of fundamental non-separable 

states, and so it therefore also implies the falsity of the HST.70 

3.1.2 Sider’s New Fangled Humeanism 
 

I have argued that it is an implication of our best logic and cutting edge science 

that the HST is false. There has emerged, however, a new fangled Humeanism in the 

work of Theodore Sider (2011). He maintains that causal, nomological, and modal 

structure are not fundamental features of reality (Sider (2011, p. 267)) for if they were, 

the ideology of our metaphysical theory (or book) of the world would be overly complex. 

In the interests of “ideological economy” (ibid.), it is best that we do without such 

notions. But what is the ideology of a metaphysical theory? Following Quine (1951), 

(1953), Sider (2011, pp. vii-viii) equates the ideology of a theory T with T’s primitive 

notions. Such primitive notions are those that are indispensable to T’s ideology. Sider 

(2011, p. viii, p. 13) argues that the primitive notions which belong to the ideology of T 

serve as part of T’s “representational content” (ibid.), and so, given T’s truth, that T has 

ideology i implies that the world has structure which comports to i. In this vein, Sider 

stated, “...the world according to an ideologically bloated theory has a vastly more 

complex structure than the world according to an ideologically leaner theory; such 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
70 If one’s string theory is bosonic and non-fermionic, then there are no p-branes. However, non-

fermionic string theories are non-realistic. 
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complexity is not to be posited lightly.”71 Concern for ideological economy recommends 

theories with simple ideologies, while those ideologies help ensure desert landscape 

ontologies. For Sider, simplicity in both spheres is vital to proper metaphysical 

theorizing. 

 It is also important that the ideology of one’s metaphysical theory be such that it 

is comprised of notions that carve reality at the joints. One should (quoting Sider) “regard 

as joint-carving the ideology that is indispensable to your best theory.”72 And one should 

(quoting again) “regard the ideology of our best theory—‘best’ by the usual criteria for 

theory choice, such as simplicity...”73 Now, since the ideology of a theory T is T’s 

primitive notions, it follows that (for Sider) one should strive to craft one’s metaphysical 

theory in such a way that its ideology consists of primitive notions that are indispensable 

to our best theories, where we get a fix on those theories by means of certain values 

which help us arbitrate, assess, and evaluate theories in general. 

 Sider’s understanding of ideology and ideological economy is important for any 

sustained discussion of his views regarding modality, natural nomicity, and causation, 

since Sider (2011, pp. 21-22, p. 267) thinks of the world as a fundamentally acausal, 

anomic, and amodal place because of ideological economy considerations.74 Thus, any 

metaphysical theory (or book) of the world incorporating ideology laden with causal, 

nomic, or modal notions is not at all well-ordered and proper, for it is unnecessarily 

bloated in its ideology and such ideological extravagance requires unnecessary structure 

which, if posited, would ruin hopes of a truly simple ontology. 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
71 Sider (2011, p. viii) 
72 Ibid., p. 14. 
73 Ibid., p. 97. 
74 Ibid., p. 267. 
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 Sider’s new fangled Humeanism is false. Its attempt to rid the world of 

fundamental nomological structure fails. The attempt fails because one of our best 

theories does require (indispensably) nomological notions. Let me explain. 

The notion of a configuration space is indispensable to the ideology of QM, and 

classical mechanics (CM). In CM, a mechanical system can consist of nothing above and 

beyond a particle of mass moving about a Euclidean 3D space. With respect to such a 

single particle system, the configuration space would be ℝ3, and that space just is 

(quoting Laura Ruetsche) “the space of” the systems “possible configurations (a.k.a. 

positions)”.75 Hamiltonian mechanics has it that the state of the system I have in mind is 

fixed by the momentum and position of the system. In the formalism of Hamiltonian 

mechanics, canonical coordinates (that are both a momentum variable and position 

variable) are required for the purposes of serving as coordinates “for the phase space” “of 

possible states of the” entire “system”.76 “Possible states of a Hamiltonian system are 

elements of the phase space…appropriate to that system”.77 (quoting Ruesche)  It’s clear 

that in classical Hamiltonian mechanics, modal notions are required at the level of 

interpreting the formalism and defining or understanding both the configuration space, 

and phase space of a mechanical system. 

Tim Maudlin (2003, p. 462) has pointed out that in order to even have an 

interpretation of QM, one’s physical theory must be outfitted with both the notions of a 

wave function and a quantum state.78 It just so happens that in QM, one defines the 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
75 Ruetsche (2011, p. 30). Emphasis mine. 
76 Ibid., 31. Emphasis mine. 
77 Ibid. Emphasis mine. 
78 Maudlin (2003, p. 463). 
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former notion over a configuration space.79 But configuration spaces are (as I noted 

above) collections of possible configurations of a system, and so QM indispensably bears 

modal notions at the level of its primitive ideology. 

The modal notions inherent in QM and CM are natural modalities. Natural 

modalities are almost universally understood to be a consequence of natural nomicity.80 If 

natural laws do not fix such possibilities I’m not sure what would. The presence of 

natural modal notions in the ideologies of our best physical theories therefore also 

suggests fundamental nomicity, since such possibilities are fixed by the content of natural 

laws. Notice also how understanding certain propositions as laws does real explanatory 

work. Crowning them with such a status removes puzzlement about why there are the 

natural possibilities there are. If these truths are not understood as laws, we would have 

no principled way to discern what’s natural nomically possible and what is natural 

nomically impossible. But Sider tried to keep us from positing fundamental nomological 

structure by arguing that specifying certain truths as natural laws does no real explanatory 

work.81 I believe I’ve therefore shown exactly why such an argument is implausible. 

But what about causation? Is that notion indispensable to the ideology of any of 

our best theories? I believe so, and I will argue for such a conclusion in sect. 3.2.2. 

Importantly though, if the above argumentation is correct, and modal notions of the 

natural variety appear in the ideologies of quantum mechanics, and classical mechanics, 

then the case for fundamental causation will be significantly helped since most actual 

instances of obtaining causal relations are such that they are backed by natural nomicity. 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

79 Maudlin (2002, p. 119). “The wavefunction of a system is…a complex-valued function on the 
configuration space, i.e. a function which assigns a complex number to each possible configuration” 
(quoting Maudlin (2003, p. 462) emphasis mine). 

80 Hall (manuscript, p. 2). 
81 See Sider (2011, p. 15). “Adding the notion of law to physical theory, for example, doesn’t seem 

to enhance its explanatory power.” Ibid. 
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And, as will become obvious when I present my anti-reductionist theory of causation, 

physical causation is wed to natural laws in a way detailed by Ned Hall’s intrinsicness 

thesis. In addition, it seems that at least some of Sider’s motivation for ridding the world 

of causal structure is attenuated, given the soundness of the above arguments, for Sider 

says that “[t]he case for fundamental causation is…strictly weaker than the case for 

fundamental laws of nature...”82 But I have just argued that by Sider’s own Quinian 

metametaphysic, the world is laden with nomological and modal structure. Thus, Sider’s 

general new fangled Humean worldview is false, and the case for an anti-reductionist and 

fundamentalist theory of causation has been prepared. 

3.2 Direct Arguments for Causal Reductionism 
 

I have set up barriers to two broad paths to causal reductionism (viz., the HST and 

Sider’s new fangled Humeanism). With respect to a defense of causal reductionism, my 

opponents still have options. Instead of seeking to move from a more general reductive 

thesis to causal reductionism, they can instead proffer a direct argument for causal 

reductionism. In my survey of the literature, I’ve come across two types of direct 

arguments. Following Schaffer’s discussion (2008) I will call the first the methodological 

argument, and the second the argument from physics. I will now explain why I believe 

each argument is unsound. 

3.2.1 The Methodological Argument 
 

One direct argument for reductionism regarding causation proceeds as follows: 

(29) If proper theoretical principles materially imply the causal 
reductionist thesis, then normally or defeasibly, causal 
reductionism is true (i.e., causation is nothing above and 
beyond actual history in addition to natural nomicity). 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
82 Sider (2011, p. 16). 
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(30) Proper theoretical principles do materially imply the causal 
reductionist thesis. 

(31) Therefore, normally or defeasibly, causal reductionism is 
true.83  
 

Notice that this argument rests upon the success of properly reducing natural nomicity to 

a non-causal base. I happen to believe that the only way to solve the problem of induction 

is through a realist theory of natural laws, a theory laden with causal notions. And so if 

one attempted to reduce causation to natural nomicity and actual history, such a reduction 

would fail since already hidden within natural lawhood is causation. Thus, causation 

cannot be nothing above and beyond history plus natural nomicity.84  

Put the above response to one side, as proper substantiation of it would require a 

significant detour into the epistemology of induction. I would like to make use of one of 

the doctrines I defended in the prolegomena of this work, viz., proposition (25). I argued 

that on a very plausible contemporary modal epistemology one can acquire prima facie 

epistemic justification for one’s belief that (25) is true.85 I suggested that the same type of 

justification could be had by appeal to other contemporary theories of modal knowledge. 

Thus, until some consideration is provided in favor of (25)’s falsehood then we are well 

within our epistemic rights in affirming (25). But if that is right, then the reductionist who 

propounds premise (29) has a defeater for her belief that (29) is true, since such 

considerations mean that even in light of the relevant batch of sound theoretical 

principles we have good reason to insist that causal reductionism is false (and so we can 

grant that the antecedent of (29) is true though the consequent of (29) comes out false). 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
83 I have paraphrased this argument from Schaffer (2008, p. 91). 
84 There is a firm realist tradition here in the literature on natural laws. See Armstrong (1997); 

Foster (1982-1983), (2001), and (2004); Tooley (1987) inter alia. 
85 The type of rebuttal I’m employing has some precedence. Chalmers used conceivability 

considerations to defeat scrutability versions of Humeanism (see Chalmers (2012, pp. 338-339)). 
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What about proposition (25) poses a problem for causal reductionism? Well, if the 

reductionist thesis holds with necessity then at every world causation is nothing above 

and beyond natural nomicity and history. However, if (25) really does hold, then there’s a 

world at which a causal relation obtains and yet that relation cannot be understood in 

terms of such nomicity plus history since presumably an unembodied mind’s relating 

causally to a mental event involving belief formation is not a relation backed by physical 

laws. It also does not involve “history” where that notion is clearly pregnant with the idea 

of repetition of physical goings-on. By the same token, if causal reductionism is a 

contingent truth holding only at those worlds which feature the same fundamental 

physical entities as ours, a close cousin of (25)’s would still problematic since the 

imagined possible world very well could be a physical duplicate of ours. Such a 

maneuver would involve transmuting (25) into (25*): Possibly, at a physical duplicate of 

the actual world an immaterial mind formed a belief. I see no reason why we cannot 

obtain prima facie epistemic justification for (25*) in much the same way we obtained it 

for belief in (25), or (23) for that matter. 

3.2.2 A Russellian Motif 
 

Channeling, to some degree, Bertrand Russell (1912-1913), Jonathan Schaffer 

(2008) insisted that there is no room for causation in well-ordered physical inquiry. 

Physics only requires natural laws and unfolding history. He remarked: 

…causation disappears from sophisticated physics. What one finds instead are 
differential equations (mathematical formulae expressing laws of temporal 
evolution). These equations make no mention of causation.30 Of course, scientists 
may continue to speak in causal terms when popularizing their results, but the 



	
   54	
  

results themselves—the serious business of science—are generated 
independently.86 

 
Considerations such as those in the quoted pericope above quite naturally yield an 

argument for causal reductionism. For Schaffer would add to the above claims that if 

sound physical inquiry can proceed without causation making use instead of natural 

nomicity and history solely, then causal reductionism is true. Therefore, causal 

reductionism is true.87 

I find Schaffer’s justification for the claim that praiseworthy physical inquiry does 

without causation to be problematic. While it may be true that with respect to some 

particular foundational physical theory TP, absent from the formalism of TP is the notion 

of a cause, that fact does nothing to motivate the claim that TP  should not be interpreted 

in such a way that it requires an appeal to the notion of causation. A predominate way of 

understanding the very structure of TP involves demarcating between the formalism of 

that theory and the interpretation of that formalism. To take just one example, the 

syntactic view of the structure of physical theories suggests that Tp is built out of a 

formalism, a set of axiomatic interpretational postulates, and a collection of 

correspondence principles (French (2008, p. 270)). The formalism of Tp is a language that 

consists of both logical and non-logical terms. Some members of the set of non-logical 

terms are theoretical while others are observational. The interpretational postulates 

provide the theoretical terms and correlation rules which connect those terms to the 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
86 Schaffer (2008, p. 92) italics mine. See also Hall (2011, p. 97); and Russell (1912-1913, p. 14), 

and the recent critical discussion in Frisch (2014, pp. 1-21). For other arguments in favor of causal 
reductionism, see Hitchcock (2007); and Norton (2007a), (2007b). 

87 Notice that this argument is not the following: 
(1) Fundamental physical science consists of mathematical results that do not include causal 

terms. 
(2) If (1), then causal reductionism is true. 
(3) Therefore, causal reductionism is true. 
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empirical world by permitting the derivation of sentences laden with observational terms 

from sentences laden with theoretical terms. With respect to GTR, and a syntactical 

understanding of its structure, my suggestion will be that the proper set of interpretational 

postulates includes, in its constituent sentences laden with observational terms, both 

cause and effect. 

If one were to insist that physical theories do not require an interpretation in the 

above sense because the underlying formalisms of those theories are somehow already 

“fully interpreted”, I would respond by noting that this understanding of physical theories 

can be easily defeated. Consider Bohmian quantum mechanics. Here we have a 

formalism constituted by the Schrodinger equation expressed by (Eq.1)88: 

(Eq. 1):	
  𝑖ℏ !"
!"
= 𝐻𝜓	
  

	
  
where H is the Schrodinger Hamiltonian whose value is given by:  
	
  

	
   (Eq. 2):	
  𝐻 = − ℏ!

!!!

!
!!! ∇!! + 𝑉	
  

	
  
Bohmian mechanics also requires a guidance equation expressed by (Eq. 3): 
	
  

	
   (Eq. 3):	
  !!!
!"

= ℏ
!!
𝐼𝑚 !∗∇!!

!∗!
(𝑄!,… ,𝑄!)	
  

	
  
(Eq. 1) tells the wave function how to dance, and that function is important 

because the entire state of a physical system constituted by N number of particles is given 

by it (on the assumptions that that function is understood in terms of 𝜓 𝑞, 𝑡 , that q 

equals the configuration 𝑄 = (𝑄!,… ,𝑄!) ∈ ℝ!! with (q1,…,qN) ∈   ℝ!!, and that QK are 

the particle positions)). The wave function is said to affect “the behavior of the 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
88 For a full explanation of equations (Eq.1)-(Eq.3) see Dürr, Goldstein, and Zanghì (1996). I 

follow the discussion in Goldstein and Zanghì (2013) in the above per (Eq.1)-(Eq.3). 
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configuration…of the particles.”89 But what exactly is the wave function? What is 𝜓? 

And furthermore, what is its ontological status, and how precisely does it “affect the 

behavior of the configuration”? Notice that what it does and how precisely it does it 

depends upon what precisely it is. For example, it cannot actually push particles around if 

it is nothing above and beyond a mathematical object, which figures in some description 

of the evolution of a system. If, on the other hand, the wave function is a concrete 

substance it can figure in causally potent events. (Eq. 1) and (Eq. 3), therefore require an 

interpretation that does not obviously fall out of a straightforward translation of the 

equation into English. In GTR, there are similar interpretational choices to be made.90 I 

will now argue that with respect to GTR, the notion of causation shows up indispensably 

in the best interpretation of the underlying formalism of that theory. 

 
3.2.2.1 The Gravitational Field as Cause91 

 
Einstein’s general theory of relativity rests atop four principles: the principle of 

relativity, the principle of general covariance, the principle of the finitude of the speed of 

light (c), and the principle of equivalence. The principle of relativity says that the laws of 

physics apply to all systems of reference no matter what type of motion they are 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
89 Goldstein and Zanghì (2013, p. 96). 
90 For example, with respect to foundational issues in general relativity, both Carlo Rovelli (1997, 

pp. 193-195) and Harvey Brown (2005, pp. 150-177) argue that the gravitational field is just another matter 
field (like the electromagnetic field), and that gravitational effects are due to that matter field’s influence. 
Such an interpretation of gmn, the metric tensor that represents the gravitational field, is incompatible with 
the orthodox interpretation, which reduces (by identity) the gravitational field to spacetime curvature itself. 
For Rovelli and Brown, spacetime is an unobservable entity unable to causally influence anything.  

91 With respect to the discussion that ensues, it is my intent to be neutral about the question of 
whether or not the gravitational field represented by the Lorentz metric is to be reductively understood in 
terms of “just another matter field” (as Rovelli (1997, pp. 193-195) and Brown (2005, 150-177) maintain). 
If one does not like such a reductive strategy one can interpret my appeal to the gravitational field as an 
appeal to spacetime curvature itself. See the interesting discussion of these matters in Pooley (2013) for 
background. 

In arguing that there’s causation in physics, I follow an anti-reductionist tradition of 
argumentation seen in Lenzen (1932),  (1954); Scriven (1975, p. 5) inter alios. 
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undergoing.92 The principle of general covariance states that the correct theory of 

spacetime involves (a) no preferred system of coordinates, and (b) a coordinate free 

gravitational physics.93 The principle of the finitude of c simply affirms that the speed of 

light is finite. And finally, the principle of equivalence (henceforth PE) says that with 

respect to an arbitrary spacetime point p in an arbitrary gravitational field, there exists a 

locally inertial coordinate system “in which the effects of gravitation are absent in a 

sufficiently small spacetime neighborhood of” p.94 Or, (by Robert Wald’s lights) what 

amounts to the same thing, “all bodies are influenced by gravity and, indeed, all bodies 

fall precisely the same way in a gravitational field.”95 

As is evidenced by the above statement, the PE is standardly characterized in 

causal terms.96 In fact, Einstein himself understood the PE in causal terms. He wrote: 

 Inertia and gravity are phenomena identical in nature. From this and from the 
special theory of relativity it follows necessarily that the symmetric ‘fundamental 
tensor’ (gmn) determines the metric properties of space, the inertial behavior of 
bodies in this space, as well as the gravitational effects. We shall call the state of 
space which is described by this fundamental tensor the ‘G-field.’97  

 
Those characterizations of PE that do not include explicitly causal terms often note in 

subsequent discussion that the PE implies certain causal facts.98  

Besides implying that observers in free fall do not feel gravitational effects, the 

PE suggests that gravitation is strongly related to spacetime curvature.99 Einstein’s field 

equations (henceforth EFEs) detail the relationship100: 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
92 Einstein ([1923] 1952, p. 113); Mook and Vargish (1987, p. 139). 
93 Einstein ([1923] 1952, p. 117); Penrose (2005, p. 459). The principle helped Einstein discover 

the field equations. Rovelli (2004, p. 66). 
94 Weinberg (2008, p. 511) emphasis mine.  
95 Wald (1984, p. 8) emphasis mine. 
96 See Misner, Thorne, and Wheeler (1973, pp. 312-313); Weinberg (1972, p. 69). 
97 Einstein (2002, p. 33) emphasis mine. 
98 See e.g., Carroll (2004, p. 50). Both the deflection of light and gravity’s effect on time follow 

straightway from PE. Zee (2013, p. 280-287) 
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(EFE): Gab ≡ Rab – 
!
!
Rgab + Λgab = 8πTab 

GTR adds to the above formalism geodesic equations of motion for particles.101 These 

equations are the backbone of the geodesic principle (henceforth GP), the thesis that, due 

to gravitational influence, free particles (for example) traverse timelike geodesics 

understood as curves of the spacetime metric.102 

The geodesic principle has traditionally been interpreted causally, since Einstein 

([1923] 1952, p. 114, p. 120) and others affirmed that the means by which such objects 

find themselves in the aforementioned paths is through the determining causal influence 

of the gravitational field. A number of experts on relativity attest to my reading of 

Einstein on the matter: 

 
Oliver Pooley:  

The idea that affine structure plays a quasi-causal role in explaining the motions 
of bodies figures significantly in Einstein’s criticism of Newtonian mechanics and 
SR and in his subsequent understanding of GR. …the fact that it [Newtonian 
absolute space] acted without being acted upon was held up as problematic [by 
Einstein]; a ‘defect’ not shared by the spacetimes of GR (Einstein, 1922, 61-
62).103 
 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
99 Penrose (2005, p. 459). 
100 The EFE suggests that the gravitational field couples with matter and other sources of gravity. 

It specifies the relationship between the stress-energy tensor (Tab) and the Riemann curvature (R). It also 
relates “spacetime geometry to matter distribution.” Wald (1984, p. 68) 

101 I will be solely concerned with the geodesic equation of motion for free particles. 
102 Einstein (1922); Carroll (2004, p. 2); Einstein and Infeld (1949); Weinberg (1972, pp. 121-

129); Zee (2013, pp. 302-311). It is interesting that some contemporary statements of the principle, mostly 
by philosophers, drop the “due to gravitational influence clause”. But its important to note that gravitating 
bodies are those that follow geodesics. Einstein’s original statement of the principle (what he called the 
“law of motion”) included just such a qualification. He said that the principle “asserts that a gravitating 
particle moves in a geodesic line.” (1922, p. 113 emphasis mine) 

103 Pooley (2013, p. 541) emphasis mine. Some think of the PE in such a way that it affirms that 
gravitation amounts to acceleration. Its important to understand, however, that acceleration is due to the 
influence of the gravitational field, as Einstein stated,  

 
“The system of reference K’ is unaccelerated, but the spacetime region in question 
is under the sway of a gravitational field, which generates the accelerated motion of 
the bodies relatively to K’.” Einstein ([1923] 1952, p. 114) emphasis mine. 
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Brown and Lehmkuhl:  
Several years after the development of his 1915 general theory of relativity (GR), 
Einstein began to stress that physical space, or rather the metric field, not only 
constitutes a fundamental, autonomous element of objective reality, it plays a 
causal role in accounting for the inertial motion of bodies. [The footnote on same 
page continued…] …in the beginning of the 1920s Einstein started to think of the 
metric field as (causally) determining things, rather than just being determined by 
the distribution of masses.104 
 

Harvey Brown:  
…Einstein assumed that all test bodies would follow the grooves or ruts of space-
time defined by curves that are straight, or equivalently that are of extremal 
length. We have seen that during this period Einstein assigned a causal role to 
spacetime structure in precisely this sense: to nudge the particles along such 
privileged ruts. This kind of action of space-time on matter was taken to be 
primitive…105 
 

One can derive the geodesic equation of motion for free particles from the EFEs (given 

certain interpretational postulates),106 though there may be some reason for believing that 

there is no true description of extended bodies in motion that is consistent with the 

EFEs.107 In fact, Einstein and Grommer (1927) rejected attempts to derive the equations 

of motion from the EFEs that appealed to an energy-momentum tensor field Tab 

description of matter.108 And while Einstein did opt to understand matter in terms of 

singularities (as in Newtonian gravitation), such a characterization breeds rather absurd 

consequences, since on that interpretation geodesics of massive bodies do not reside in 

space-time (Earman (1995, p. 12); Tamir (2012, p. 142)).109 There are other ways of 

understanding matter in the equations, and there are other types of attempted proofs 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
104 Brown and Lehmkuhl (2013, p. 2) emphasis mine. 
105 Brown (2005, p. 161) emphasis mine. 
106 See Eddington (1923); Einstein (1922); Einstein and Grommer (1927); Einstein and Infeld 

(1949); Geroch and Jang (1975); Infeld and Schild (1949). 
107 Ehlers (1987, p. 61); Tavakol and Zalaletdinov (1997, pp. 312-314, p. 323, p. 325); Tamir 

(2012). 
108 See Einstein (1995, p. 311), and the excerpts from Einstein and Grommer (1927) quoted in 

Tamir (2012, p. 141). 
109 Infeld, who at one time (with Schlid) espoused the singularity approach to matter in deriving 

the geodesic principle, eventually turned his back on that approach (see Infeld (1954)). 
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which help one skirt around these issues though there are potential problems with all of 

these alternative approaches (for which see Tamir (2012); Tavakol and Zalaletdinov 

(1997)). Thus, it is at least not obvious that the geodesic principle follows from the EFEs. 

Harvey Brown (2005, pp. 161-163) has attempted to conclude on the basis of the 

validity of derivations like those in Geroch and Jang (1975) that the geodesic equation of 

motion is not axiomatic (it follows from the EFEs), and that therefore the geodesic 

principle does not require an appeal to fundamental causal influence.110 I note in response 

that even after Einstein admitted with Grommer (1927) that the geodesic equation could 

be derived from the EFEs, and even after a host of plausibility arguments and attempted 

derivations of the relevant dynamical truths from the EFEs were published, Einstein and 

the majority of other physicists continued to interpret the GP causally.111 In fact, Robert 

Wald, recently confirmed the causal interpretation of the GP, in some recent personal 

correspondence. When discussing how precisely to interpret the GP given issues about 

the argument from physics and causal reductionism in the background, Wald remarked 

“[t]he metric and matter fields are coupled and undergo causal interactions”, and both 

metric and matter “influence each other causally”.112 The mere fact that the geodesic 

equations follow from the EFEs does nothing to undermine a causal reading of those 

equations. 

Brown may have been assuming that what is fundamental to a physical theory is 

that which can be closely read off of the axiomatic formalism of that theory (in this case, 

the EFEs). But if one goes in for such a view of fundamentality and physical theorizing it 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
110 Brown actually appeals to the discussion in Misner, Thorne, and Wheeler (1973, p. 475). 
111 See, for example, Einstein and Infeld (1949), and Geroch’s explicitly causal interpretation in 

(1978, p. 180) and (2013, p. 2, p. 65, p. 68); cf. Carroll (2004, p. 49). Carl Hoefer (2009, p. 702) says the 
causal interpretation is commonly accepted. 

112 Wald (personal correspondence, 12/18/2014). 
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ought to be essential to one’s understanding of what’s fundamental to that theory that 

everything that is derivative fall out of the true descriptions of the world’s fundamental 

structure according to those axiomatic equations. God needed only to ensure that a 

general relativistic spacetime satisfied the axiomatic equations of GTR, and that certain 

initial conditions obtained. All other relativistic structure falls out by consequence of the 

creation of both fundamental structure and initial conditions. This view of the structure of 

a physical theory does not suit GTR well. The geodesic equations of motion for a free 

particle follow from the EFEs only if certain interpretational postulates are assumed to 

hold. For example, the distributional proofs of the geodesic equation use Einstein’s 

generalized EFEs. However, the conservation principle ∇!𝑇!" = 0 does not follow from 

those equations, since the Bianchi identities are not true for all solutions to the 

generalized EFEs since those equations use distributional tensors (Tamir (2012, p. 144)). 

However, local energy-momentum conservation is an extremely important principle that 

does all types of explanatory work in GTR. One will need the conservation principle and 

a distributional form thereof to ensure the validity of otherwise unproblematic 

distributional proofs of the geodesic equation.  

Add the further fact that the famous limit operation proof of Geroch and Jang 

(1975) also requires an interpretive postulate in the antecedent of the theorem. As 

originally stated the theorem used what’s called the weak energy condition (i.e., that the 

energy density of the relevant matter fields are non-negative).113 But Weatherall (2011) 

proved that it actually requires the strengthened dominant energy condition. That 

condition subsumes the weak energy condition but adds that the four-momentum density 

of the relevant matter fields is a vector that is both timelike and everywhere future-
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

113 See the discussion in Malament (2009); and Weatherall (2011). 
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directed (cf. Malament (2012, p. 144)). These energy conditions are all restrictions on the 

energy-momentum tensor in the EFEs that do not follow from the EFEs themselves. They 

are therefore interpretational postulates not part of the axiomatic equations. Importantly, 

the energy-momentum tensor depends on, inter alia, the metric gab. You cannot specify 

the distribution of matter without determining the metric. The two are intimately related, 

and one must account for that relationship when seeking to interpret and solve for Tab.114 

But as I’ve argued above, gab is a causal entity, relating causally to matter distribution. 

Thus, causation enters both the best interpretation of the EFEs, and the interpretive 

postulates one needs to secure the geodesic equations of motion from the EFEs.115 

There is another sense in which causation enters GTR through the activity of the 

gravitational field. Consider the fact that the gravitational field can come to possess 

ripples understood as gravitational waves or gravitational radiation. Some such waves 

exist when the background metric is curved or flat. These waves can causally influence 

electromagnetic fields.116 Moreover, gravitational waves are emitted. They are produced, 

at least some of the time, by the interaction of the gravitational field and massive bodies 

in motion. Production and emission are of course causal notions. The formalism of all of 

the relevant dynamical interaction is well understood (see Wald (1984, pp. 78-88); Zee 

(2013, pp. 563-577)), and the detection of gravitational waves or radiation was a goal that 

now looks as if it has been attained (see Ade et. al. (2014)). 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
114 Hawking and Ellis (1973, p. 61); Malament (2012, p. 160). 
115 GTR requires more interpretive principles than the above. To provide just one example, general 

relativistic spacetimes sometimes require smooth curves to serve as the images of the worldliness of 
massive particles. Principle: For any smooth curve x, x is timelike, just in case, x “could be the worldline of 
a point particle with positive mass” Malament (2012, p. 120) emphasis mine. Notice the explicit appeal to 
modality. Malament (2012, p. 121) notes that that appeal is absolutely essential. 

116 Grishchuk and Polnarev (1980, p. 395). Rueger (1998, p. 34) explicitly agrees with a causal 
interpretation of the activity of gravitational waves. 
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GTR gives us good reason for believing that causation shows up in the correct 

interpretation of the mathematical formalism of a highly successful physical theory. 

Appearance in the correct interpretation is enough to motivate realist replies to Schaffer’s 

argument, for Schaffer’s key premise suggests that the results of sound physical inquiry 

require natural laws and history (again no causation). On one reading of Schaffer’s 

remarks regarding the results of physical science, such results are the formalisms alone. I 

disagree. GTR isn’t just the Einstein equation. The results also include an accompanying 

interpretation, for only the two together constitute the theory. I do not know how to 

understand Einstein’s equation as a result without some type of interpretation of that 

formalism. Nancy Cartwright made exactly this point in her response to Bas van Fraassen 

(1989): 

The scientific image of nature is no more devoid of cause and causings than is our 
everyday experience. The appearance to the contrary arises from looking only at 
science’s abstract statements of law, and not how those are used to describe the 
world.117 
 
No doubt the causal reductionist will question my interpretation of the formalism. 

She will ask, “is it not true that the presence of massive bodies interacts (perhaps 

causally) with the self-same field?” Is not the famous dictum of John A. Wheeler the 

claim that “spacetime tells matter how to move; matter tells spacetime how to curve”?118 

Does this not suggest that if there are real obtaining causal relations involved, then the 

gravitational field causes a material body to behave x-ly, while the material body’s 

behaving x-ly causes the field to behave y-ly? Does this not breed a circle? Should we not 

prohibit such causal circles? 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
117 Cartwright (1993, p. 426). 
118 As quoted by Wheeler and Ford (1998, p. 235), quoting John A. Wheeler. 
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I do not find these questions to be very troubling. With respect to the dynamics of 

the gravitational field and the GP, Wheeler’s famous quip represents two different 

interpretations.  

Interpretation A: takes the gravitational field as primary and understands 
spacetime curvature as that which causally determines matter distribution. 

 
Interpretation B: takes matter as primary and understands material entities as the 

causes of spacetime curvature. 
 
According to Robert Geroch, either interpretation is on the table, but each is explicitly 
causal: 
 

…from the standpoint of one particular interpretation of Einstein’s equation, that 
in which the spacetime geometry is regarded as determining the distribution of 
matter (and therefore, in particular, determining how particles must move). We 
may also see the same thing from the other interpretation, in which matter causes 
curvature and thereby influences the space-time geometry.119  

 
Elsewhere he stated:  
 

…Einstein’s equation can be interpreted as requiring that ‘matter cause curvature 
in space-time,’ and that it can also be interpreted as requiring that ‘matter move in 
certain ways in response to curvature in space-time.’120 

 
We need not, therefore, commit ourselves to causal circles. In the context of the GP, we 

may choose between two primary causal movers, the matter fields or the gravitational 

field.121  

Carl Hoefer (2009, pp. 703-704) has argued that if GTR implied that there are 

certain obtaining causal relations, or if its best interpretation requires the use of causal 

notions, the reductionist should not be worried, for GTR is not itself a fundamental 

physical theory. GTR’s picture of the world is not the quantum mechanical picture of the 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
119 Geroch (1978, p. 178). 
120 Ibid., p. 181. 
121 I do believe there is some reason for regarding the gravitational field’s influence as primary 

since it is that field which may cause a decrease or increase in the energy-momentum of particles without 
itself having any localized energy-momentum density whatsoever. See Misner, Thorne, and Wheeler (1973, 
pp. 466-468); Rueger (1998, p. 34).  
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world. GTR will have to yield to QM in ways that would rub out any attempt to 

understand the causal activity of the gravitational field as fundamental physical activity. 

Look back to my characterization of Schaffer’s argument for causal reductionism. Notice 

that one of the premises of the argument states that sound physical inquiry can proceed 

without causation making use instead of natural nomicity and history solely. That 

premise does not say that such inquiry must be peculiar to fundamental physical 

investigation solely. Obviously, sound physical inquiry is what physicists leaned on when 

developing GTR. And GTR is of course an extremely successful physical theory, and that 

is precisely why any quantum theory of gravity must recover its predictive success. Thus, 

Hoefer’s complaint should not worry the realist about causation. 

I should add to my response to Hoefer, the further fact that while both string 

theory and loop quantum gravity proponents maintain that GTR can be formulated 

entirely within the framework of QM, there are theories of quantum gravity (QG) that do 

not seek for such subsumption. A theory of QG needs to at least approximate GTR and 

QM in certain appropriate limits. The correct theory of QG may be one that is more 

fundamental than both QM and GTR. Lucian Hardy’s causaloid approach to quantum 

gravity is like this. It attempts to incorporate QM and GTR as special cases. Important to 

Hardy’s theory however is fundamental dynamical causal structure.122 What is more, 

there are other takes on QG that promote causal structure to fundamental status. For 

example, causal set approaches to quantum gravity are approaches that, according to 

Dean Rickles, treat “the causal structure of spacetime as fundamental”.123 Furthermore, 

Aron C. Wall (2013) has recently proposed an explicitly causal theory of quantum 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
122 Hardy (2007, pp. 3084-3085). 
123 Rickles (2008, p. 347. n. 124). 
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gravity. Hoefer’s objection may therefore rest upon more than one false assumption. The 

correct framework for a truly quantum theory of gravity is far from settled. 

The causal reductionist may still object: The dynamical laws of GTR are time 

reversal invariant. Therefore, any causal reading of those equations will imply the 

negation of the principle that necessarily, causes always temporally precede their effects. 

But surely that principle is true! 

The principle that necessarily, causes always temporally precede their effects is 

false. Recall that in Newtonian mechanics gravitational interactions obtain 

instantaneously, and that the gravitational field has no dynamics in time. However, that 

field is commonly understood as an entity that acts on objects. But if its action does not 

obey time-governed dynamics, and its interactions are instantaneous, it looks as if 

simultaneous causation is an implication of Newtonian gravitation. Of course, this 

response assumes a causal interpretation of Newtonian gravitation, but that interpretation 

is at least not incoherent.124 

Still, the reductionist will argue that my reading of the dynamical equations 

suggests that backwards causation is possible, since there will be a general relativistic 

spacetime at which the causes are the effects, and the effects the causes. I reply that: GTR 

does not preclude spacetimes with closed timelike curves (CTCs) or closed causal curves 

(CCCs). If GTR holds, then spacetimes with CTCs are naturally possible. But it is well 

known that if spacetimes with CTCs are naturally possible, then time travel is naturally 

possible. If, however, time travel is naturally possible, then (arguably) backward 

causation is naturally possible. But given the impossibility of backwards causation, it will 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
124 Wald (1984, p. 8); Zee (2013, p. 146). 
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follow by the transitivity of material implication and modus tollens that GTR is false. 

Surely this demonstrates that a prohibition on backwards causation incurs too high a cost. 

 
3.2.2.2 Domains of Influence in Cosmology 

 
I have argued that a proper understanding of the gravitational field in GTR 

implies that causation is indispensable to a proper interpretation of GTR’s formalism. 

There is, however, another sense in which causation enters sound physical inquiry and 

that is by way of a proper understanding of the formalism of the standard cosmological 

model (which of course subsumes the formalism of GTR). Note first that a relativistic 

spacetime is a pair (M, gab), where M is a manifold with four dimensions that is 

boundaryless, and both connected and smooth.125 The Lorentz metric gab is pseudo-

Riemannian, or Lorentz signature (1,3), and is both non-degenerate and smooth. I will 

also assume, that there lives on spacetime a continuous timelike vector field, and so 

spacetime is time-oriented.  

It is known that given the above assumptions, spacetime points induce double 

light-cone structure (as they do in the Minkowski space of STR). It is, however, less well 

known that given the same assumptions the standard cosmological model associates with 

spacetime points domains of influence. Future and past domains of influence are 

represented in the standard formalism via the locutions ‘J+(p)’ and ‘J-(p)’, where p is a 

member of M. J+(p) represents p’s causal future, while J-(p) represents p’s causal past. 

J+(p) is that “region of space-time which can be causally affected by events in” p.126 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
125 A manifold such as M, which fails to be the union of two open sets that are not null and are 

disjoint, is a connected manifold. M is smooth if there’s a real-valued function f defined over M that is 
smooth. The function f is smooth, only if, 𝑓 ∙ 𝜙!! just is 𝐶!for all charts or coordinate patches on M 
(where f is a mapping that takes one from a subset of M to Rn the set built out of n-tuples of the reals). 

126 Hawking and Ellis (1973, p. 183) emphasis mine. 
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“Physically,” (quoting Robert Geroch) J-(p) “represents the collection of all events of 

space-time which can affect what happens at p.”127 GTR does not reduce the above 

causal influence talk to anything non-causal, despite the sometimes confused 

identification of causal influence structure with light-cone structure.128 John D. Norton 

(no friend of causal realism), has recently emphasized the peril of such misidentification: 

It is standard in the physics literature to talk of the light cone structure as the 
causal structure of spacetime. That designation can be misleading. General 
relativity does not have a fully developed metaphysics of causation such as would 
be expected by a philosopher interested in the nature of causation. Rather, we 
should understand the causal structure of a spacetime in general relativity as 
laying out necessary conditions that must be satisfied by two events if they are to 
stand in some sort of causal relation. Just what that relation might be in all its 
detail can be filled in by your favorite account of causation.129 
 

This is a telling excerpt for two reasons. First, it confesses to the real presence of a causal 

relation in GTR. Second, it states that one can insert one's favorite theory of causation so 

as to fill in the details about the precise kind of causation in play in GTR. The first 

admission is a welcomed confession, and when one realizes that the causal reductionist 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
127 Geroch (2013, p. 123) emphasis mine; cf. Manchak (2013, p. 590). 
128 It is well known that gravitational lensing can lead to light cone structure collapse so that 

causal structure and light cone structure depart from one another. Moreover, light cone structure induced by 
vertex spacetime point p lives in tangent space Vp, while domains of influence J+(p), and J-(p) are both 
open subsets of the manifold M itself. They are not in Vp.  

On (1/23/2015), theoretical physicist Don N. Page provided me with a mathematical proof of a 
counter-example to the claim that domain of influence structure is identical to light cone structure. The 
mistake of identifying causal structure in relativity with light cone structure is often committed by 
philosophers (see e.g., Frisch (2014, p. 16); Field (2003, p. 436) comes close to suggesting such 
identification). Causal structure is standardly regarded as more fundamental than light cone structure in 
GTR.  Geroch wrote, 

 
“To summarize, the structure suggested by the question ‘Can event p influence 
event q’ is perhaps more fundamental than the manifold and metric structure which 
forms the basis for general relativity.” Geroch (2013, p. 125) 

 
129 Norton (2015, p. 211). John Norton has recently informed me in correspondence (1/23/2015) 

that his papers (Norton 2007a, 2007b), written later than the passage quoted, develop a more overtly 
skeptical attitude to causation. 
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has no successful "favorite account of causation" to insert in the GTR context, the 

realist's position looks all the more attractive (q.v., sect. 1.3 below). 

The reductionist may respond at this point that all of the causal talk I’ve 

referenced can be removed without loss of explanatory power. Explicitly causal 

interpretations of all of the above are therefore problematic. I reply that: Domains of 

causal influence help determine the global causal structure of spacetime. Without such 

causal structure one cannot derive the spacetime singularity theorems that are necessary 

for describing and explaining features of the beginning of the universe (see Wald (1984, 

p. 188; pp. 237-242) who calls such domains a “crucial ingredient” in the proofs of the 

singularity theorems). 

 
3.3 Causation after Reductionism 

 
Causal reductionists will no doubt judge my appeal to GTR, and cosmology to be 

cheap and shallow. They will insist that the authorities I have invoked are merely 

describing matters with a particular gloss (at least in the GTR case that appealed to the 

gravitational field). Surely we can do without causal talk.  

 But again, in the absence of a truly successful reductive analysis or theory of 

causation, I do not see why we should believe that causal talk in the work of physicists 

should be understood as redundant and imprecise talk. One cannot dismiss such causal 

language without providing a worthy proxy or substitute for it. The appropriate substitute 

arrives at the end of a careful reductive analysis of causal facts and/or an ontological 

reduction of the causal relation. The problem is that after a great many years of trying, 

attempts to reductively analyze and/or ontologically reduce causation have pretty much 
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universally failed. As two foremost experts on the topic, L.A. Paul and Ned Hall 

concluded: 

After surveying the literature in some depth, we conclude that, as yet, there is no 
reasonably successful reduction of the causal relation. And correspondingly, there 
is no reasonably successful conceptual analysis of a philosophical causal concept. 
No extant approach seems able to incorporate all of our desiderata for the causal 
relation, nor to capture the wide range of our causal judgments and applications of 
our causal concept. Barring a fundamental change in approach, the prospects of a 
relatively simple, elegant and intuitively attractive, unified theory of causation, 
whether ontological reduction or conceptual analysis, are dim.130 

 
 Causal reductionism is not well motivated. Causal reductionists have failed to 

adequately reductively account for the metaphysics of the causal relation via some 

suitable reductive theory of the causal relation. They have also failed to reductively 

analyze causation. These failures are evidence for realism about causation. One would 

expect such failure were realism about causation correct. 

Perhaps one can provide a local reduction of causal structure in GTR. After all, 

the problems with many reductive accounts rely on very unique and artificial cases of 

preemption, overdetermination and the like. Do such cases arise in GTR? The 

reductionist will bet that they do not. Thus, counterfactual dependence (or some similar 

reductive surrogate notion) may serve as a worthy proxy for general relativistic causation 

even if it cannot serve as a worthy proxy for causation wherever it is found in the actual 

world or in broadly logical space. But such a local reduction will not work. One can, on 

paper or with the mind’s eye, craft general relativistic worlds at which cases of 

overdetermination, preemption, and the like occur though these cases involve matter 

fields and the gravitational field, or gravitational waves, or certain tidal forces. Such 

nomological possibilities will suggest an incompatibility between the local reductive 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
130 Paul and Hall (2013, p. 249) 
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theory of causal structure and GTR itself. A fortiori, the problems with reductive theories 

of causation are not all revealed in artificial counter-examples or difficult cases. There are 

other problems with many of these theories.131   

 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
131 See Tooley (2003), and Rueger’s (1998) discussion. 
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Chapter 4 Fundamental Causation 

“We cannot know the truth apart from the cause”. 
- Aristotle (Metaphysics, book 2, chapt. 1, 993b)1 

 
The indirect and direct arguments for causal reductionism do not succeed at 

knocking down the claim that causation is itself a fundamental obtaining relation. I will 

now articulate my anti-reductionist theory of that fundamental obtaining relation. That 

theory will serve as the backbone of my novel account of scientific explanation (for 

which see chapt. 5).  

4.1 The Relata of Causation 

Before I proceed to discuss my theory of the causal relation and what types of 

entities stand in that relation it will be important to disclose to the reader a certain bias. I 

do not believe that how we cognizers talk of events and causation reveals anything 

metaphysically deep about the causal relation or causal relata themselves. That is to say, 

in what follows I try to abide by Prior’s dictum that one should not “substitute for 

questions about entities questions about sentences about entities.”2 I will therefore ignore 

the massive piles of literature that have sought to establish this or that theory of causal 

relata or causation by appeal to some theory of how we speak about events or causation 

(in English!). A number of philosophers would applaud this approach. Consider these 

comments from distinguished metaphysicians who have worked on the metaphysics of 

causation and causal relata: 

 
Roderick Chisholm 

Many contemporary philosophers have developed theories about the nature of 
events on the basis of theories about the nature of what would be an adequate 
semantics for describing events. The present theory is not of this sort. I find it 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
1 Kim (1993b, p. 34). 
2 Prior (1968) as cited by Chisholm (1990, p. 422). 
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very difficult to see how such a linguistic approach could throw any light upon the 
nature of nonlinguistic things-unless the linguistic or semantic theory that is 
proposed is itself derived from prior considerations about the kinds of things there 
are.3 

 
David Lewis 

 There is no guarantee that events made for semantics are the same as the events 
that are causes and effects.4 
 

And with respect to causation Bigelow and Pargetter remarked,  
It is important to recognize that there is a bridgeable but problematic swamp lying 
between the metaphysics and the semantics of causation. And in offering a 
metaphysics of causation we are not pretending to solve all the semantic 
problems…As far as semantics is concerned, this causal relation is 
primitive…Our task is metaphysical, not semantic.5 
 

With the above admission out of the way, I will now attempt to show, contra several 

philosophers, that causation is in fact a relation. 

4.1.1 Is Causation a Relation? 

Causation is always an obtaining relation. Both Lewis (2004b, p. 281) and Mellor 

(1995) (2004) disagree. Lewis affirmed that the void, a veritable absence of everything 

situated somewhere in the space-time manifold, can causally produce effects.6 But since 

the void is an absence of everything, it cannot afford causal relata. Thus, when the void 

brings about some effect, it does so without entailing the obtaining of a relation. 

Therefore, causation is not always an obtaining relation.  

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
3 Chisholm (1990, p. 422). 
4 Lewis (1986a, p. 241). 
5 Bigelow and Pargetter (1990a, p. 102); (1990b, pp. 278-279). 
6 He stated,  

 
“[a] relation requires relata. The void affords no causal relata: There’s nothing there 
at all, so there’s nothing for events to happen to, so the void is devoid of events. 
And even if we allow causal relata to belong to other categories, still there would be 
none of them in the void—because there’s nothing at all in the void.” Lewis (2004b, 
p. 281) 
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We can justifiably reject Lewis’s position for the very similar reason that led him 

to deny that causation is always a relation. Since the void is not any thing or any entity, it 

cannot have the causal powers attributed to it. The possession of such powers will require 

the exemplification of properties. But as I have argued in my prolegomena, 

exemplification is a relation, a relation that requires relata. Thus, the Lewisian void 

cannot stand in relations and so cannot have causal powers. 

Mellor’s argument for the thesis under consideration is more complicated. He 

(2004, pp. 318-319) believes facts are causes and effects, and that there are plausible 

criteria for factual properties and relations. According to those criteria, causation is not a 

factual relation. Causation is therefore not a relation.  

The criteria to which Mellor appeals are: 

(EC#1): For any property or relation P, P is factual, just in case, P contributes 
to a concrete particular’s possession of causal powers. 

 
(EC#2): For any property or relation P, P is factual, just in case, P is featured 

in fundamental natural laws. 
 

If the arguments for necessitism in sect. 2.2 are sound, then they serve as 

defeaters for EC#2, since their soundness would entail that there really are factual modal 

properties not at all featured in the natural laws (e.g., the modal properties possessed by 

possible rivers, and possible oceans etc.).  

What of (EC#1)? Again, considerations in sect. 2.2 provide ways of escape. 

Abstracta that exhibit modal properties such as being possibly a river play no significant 

causal role. Their (the abstracta) modal properties do not contribute to their causal 

powers since abstract objects are causally impotent and therefore do not possess causal 

powers. Mellor’s reasons for rejecting an understanding of causation that would treat it as 
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an obtaining relation and that would understand cause and effect as relata are 

unpersuasive. 

Do I have any arguments for regarding causation as an obtaining relation? None 

that would be independent of the reasons for affirming my non-reductionist theory of 

causation. It is perhaps worth pointing out that virtually every theory of causation, 

whether reductionist, anti-reductionist, or primitivist, regards causation as an obtaining 

relation. What I consider to be a common sense interpretation of our everyday encounters 

with causal phenomena seem to involve causes relating to effects by producing them, 

influencing them, or changing them in some way. I conclude then that those who would 

seek to move us off the sound foundation of understanding causation as a relation have a 

significant amount of work cut out for them. None of the arguments in the literature for 

anything like such an unorthodox view are at all convincing.  

4.1.2 How Many Relata? 

Causation is a relation. Fine. How many relata does it afford? It is the business of 

this subsection to tackle that question head on. 

4.1.2.1 A Three or Four-Place Relation? 

Arguably, explanations invite contrast.7 Arguably, causal statements do as 

well.8 Many theoreticians admit to a strong connection between counterfactuals 

and causation. Counterfactuals are context sensitive (i.e., their truth-values are at 

least in part determined by the context in which they are affirmed). It is therefore 

not surprising that for many of these self-same theorists, causal statements are 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
7 See on this Hitchcock (1996, p. 398), and van Fraassen (1980). 
8 See on this Hitchcock (1996), Maslen (2004), Northcott (2008), Schaffer (2005), and Weslake 

(draft). 
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likewise context sensitive. Exploring both the ways in which causal claims invite 

contrast, and the ways causal claims are context sensitive, has been the project of 

many of the adherents of contrastive theories of causation. Contrastive theories 

typically imply a rejection of the thesis that singular causation is a two-place 

relation. Instead, contrastive theorists multiply the relata of causation, sometimes 

insisting that the relation is four-placed, with contrast classes of events relating in 

some way to the actual cause, the actual effect, and/or to another contrast class.9  

The best way to ensure that causation is not a ternary or quarternary relation 

would be by arguing that contrastive accounts of causation are fundamentally 

mistaken. Let me then take aim at those contrastivists who would insist that 

causation is a ternary relation, and that causal statements have truth conditions of 

the following form:  

(32) Event c rather than c* caused event e, just in case, were c* to 
occur over against c, then e would not have occurred. 

A causal statement will hold so long as the occurrence of any contrastive event 

counterfactually implies that e fails to occur. The problem is that this is the case no 

matter what c is. Thus, c can be considerably removed from e, and yet c can be accurately 

described as e’s cause. Consider, 

(33) Obamacare’s passing rather than Justin’s exploding last week, 
caused Justin’s car accident. 

Notice that the causal statement that is (33) comes out true given (32), since the following 

counterfactual is true: 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
9 The relating sometimes involves single members of distinct contrast classes. 
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(34) Were Justin to explode last week, Justin would not have had a 
car accident. 

Some contrastivists (perhaps Northcott (2008, p. 121)) would no doubt claim that despite 

the fact that (33) comes out as an unintuitive truth, no one would assert it as true, since it 

would be altogether irrelevant in a great many contexts of utterance.10 But this response 

amounts to bullet biting. It remains true that according to the account, Obamacare’s being 

passed caused Justin’s car accident.  

 Now consider the following contrastive theory: 

(35) c rather than c* caused e rather than e* if, and only if, were c* to 
occur e* would have occurred.11 

The account runs into trouble if, as Schaffer maintained, the causal relation is 

“differentially transitive” (ibid., 340) (meaning that if c rather than c* caused e rather 

than e*, and e rather than e* caused z rather than z*, then c rather than c* caused z rather 

than z*). Consider the following adjustment of an example from Paul and Hall (2013, pp. 

227-228): 

(36) Justin’s placing a live grenade at the entry of the barracks at t 
over against hiding a live grenade in the bushes at the entry of the 
barracks at t caused Brandon to defuse the grenade at t+1 rather 
than not defusing it at t+1. 

Claim (36) is true since had Justin hid the grenade in the bushes, Brandon would not have 

defused the grenade; but of course, Brandon’s defusing the grenade rather than not 

defusing it caused Kevin (a soldier in the barracks) to survive rather than not survive. 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
10 Cf. the discussion in Steglich-Petersen (2012, p. 122). 
11 Schaffer (2005, p. 329). 



	
   78	
  

Thus, by differential transitivity, it follows that Justin’s grenade placement caused 

Kevin’s survival, reductio ad absurdum.12 

4.1.3 What are the Relata of Causation? 

I have established that causation is a relation. I have also argued that contrastive 

theories of causation do not provide one with good reasons for believing that the singular 

causal relation is formally ternary or quarternary. There appear to be no good reasons 

then for rejecting the, default (and somewhat orthodox) binary view of the relation. But 

even with such matters settled, there is still the substantive metaphysical issue of how 

precisely to regard the nature of causal relata.  

4.1.3.1 Substances and Agents 

Some have argued that individuals and/or substances can stand in causal 

relations.13 Such a view is constitutionally unable to explain why effects occur at the 

indices they do. If a substance or individual brings about causal effects, then why don’t 

all of the effects that causal substance is responsible for occur exactly when that 

substance comes into existence? There should exist some change in the features of the 

substance that explains why the substance involved brings about the relevant effect. But 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
12 Schaffer may accept this result, but it seems clear that it is counter-intuitive. We should 

remember Lewis’s advice: 
 

“When common sense delivers a firm and uncontroversial answer about a not-too-
far-fetched case, theory had better agree. If an analysis of causation does not deliver 
the common-sense answer, that is bad trouble.” Lewis (1986c, p. 194) 
 

and Hall’s rule: 
 

“If an analysis of causation does not deliver the common-sense answer, that is some 
evidence—defeasible, of course—that something of importance has been 
overlooked.” Hall (2011, p. 100) 
 

13 Byerly (1979); Chisholm (1966); Reid (1969); Taylor (1966); cf. the discussion in Ehring (2009, 
p. 391). 
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if that’s right, then fundamental causal relata are more event or state of affairs-like than 

individual or substance-like. 

Clarke (1996, p. 201) argued that substances causally produce their effects on 

account of, or by virtue of their exemplifying a property at some index. But again, that 

suggests that substances stand in causal relations because of the deeper fact that the state 

of their exemplifying a property stands in a causal relation to the requisite effect. Thus, if 

one maintains that substances stand in causal relations and that they do so by virtue of the 

causal potency of certain states of those substances then any and every time a causal 

relation obtains that relation involves symmetric overdetermination.  

One might argue that persons understood as agents can causally produce effects. 

Usually motivation for invoking agents as causes stems from a desire to defend 

libertarian accounts of free will. For example, Thomas Reid (1969, p. 65) maintained that 

when the determination of the will is causally related to a primitive and irreducible object 

that is the agent itself, further effects/actions causally related to volition are to be 

regarded as the free productions of that agent. In fact, Reid seemed to think that agents, 

and agents alone, are causally efficacious entities. He wrote: “I am not able to form any 

distinct conception of active power but such as I find in myself….But, if there is anything 

in an unthinking inanimate being that can be called active power, I know not what it is, 

and cannot reason about it.”14 The determination of volition, or the realization or exertion 

of causal power, amounts to (for Reid) the obtaining of a causal relation the relata of 

which involves the agent and will.15  

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
14 Letter to Lord Kames, Reid (1967, p. 59), as quoted by O’Connor (2000, p. 45). 
15 There is substantial disagreement in the agent causation literature over what it is precisely that 

the agent causally produces. See the summary discussion of this issue in O’Connor (2002, p. 348). 
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 Reid’s account of agent causation is susceptible to the same criticism I lodged 

against the object/substance view of causal relata. The agent’s determination of its 

volition must involve the exercise of some power or categorical ability. There must exist 

some change in the person or agent that produced the relevant effect. If there is no such 

change, if there is no difference made manifest in the agent which issues forth in the 

effect, then there does not appear to be a way for the agent causal theorist to explain why 

it is that the effect occurred at the index it did rather than as soon as the agent began to 

exist. 

 For Reid, events amount to entities coming into existence or beginning to exist.16 

But as I will argue in sect. 4.2.6, there are very good reasons for believing in the 

universality of causation with respect to such events.17 Since the state of affairs involving 

an agent’s determining its volition begins to exist, such states qualify as events with 

accompanying causes. But if events of this kind have causes, then it is completely unclear 

how agents can freely determine their volitions while at the same time be accurately 

described as the fundamental sources of their determinations. It seems that the entire 

motivation for Reid’s particular agent causal theory is nullified by his theory of events 

coupled with universal causal determinism.18  

 The accounts of Campbell (1957), Clarke (1993) (2003, pp. 186-191), O’Connor 

(2000), Swinburne (1997), and Taylor (1992) are all likewise committed to the idea that 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
16 Reid (1969, p. 87). 
17 Reid affirmed universal causal determination. He stated,  

“If the meaning of the question be, was there a cause of the action? Undoubtedly 
there was: of every event there must be a cause, that had power sufficient to produce 
it, and that exerted that power for the purpose.” Reid (1969, p. 625) 

 
18 Cf. the discussion in O’Connor (2000, p. 49). 
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agents relate causally to events in some fundamental and irreducible way. Their accounts 

are therefore inadequate for the same reasons Reid’s was found wanting. 

 Before moving on, I should note that there is a cost of agent causation theories 

that is very rarely pointed out.19 Every theory of agent causation presupposes that agents 

endure through time. Such a presupposition is incompatible with perdurantist accounts of 

time and persistence. This is because perdurantism entails that presently existing agents 

are mere temporal parts of four-dimensional wholes.20 They are not wholly present at any 

one moment of time, as endurantism would demand. Perdurantism and endurantism are 

inconsistent.21 Thus, theories of agent causation imply the truth of endurantism with 

respect to agents, and so also the falsity of perdurantism.  

4.1.3.2 Events 
4.1.3.2.1 Brand, Davidson, Lemmon, and Quine: Events 

as Concrete Particulars 

W.V.O. Quine said that “[p]hysical objects…are not to be distinguished from 

events, or…processes. Each comprises simply the content, however heterogeneous, of 

some portion of space-time however disconnected or gerrymandered.”22 A physical 

object for Quine is one that is “the material content” of some region of space-time.23 E.J. 

Lemmon (1967, p. 99) held a similar view. He said that, “…we may invoke a version of 

the identity of indiscernibles and identify events with space-time zones.”24 For Lemmon 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
19 O’Connor (2002, p. 341). 
20 Lewis (1986b, p. 202); cf. the discussion in Sider (2001, pp. 68-73). For a defense of 

perdurantism see  
21 See Merricks (1994, p. 167). 
22 Quine (1960, p. 131). 
23 Quine (1985, p. 167). 
24 Lemmon (1967, p. 99). 



	
   82	
  

then, two events are identical just in case they occur at the same time and at the same 

place.25   

Quine and Lemmon were mistaken. Given space-time substantivalism, Quine’s 

underlying theory of physical objects entails that space-time itself is not a physical object 

since space-time does not reside in a region of space-time. However, space-time is a 

physical object. Even if we leave Quine’s theory of physical objects untouched we will 

find shelter from the above views by recalling Davidson’s example of a spinning ball. 

The event that is the spinning of a ball does not appear to be identical to the event of the 

ball’s heating up—though in actuality—the two events sometimes coincide with respect 

to spatio-temporal location.26 And as Quine (1985, p. 167) pointed out, the event that is 

the ball’s heating up transpires slowly while the event that is the ball’s rotating transpires 

quickly. If the two events are really identical, how can that one event transpire both 

slowly and quickly?27 

While still insisting that events are physical objects, Myles Brand (1977, pp. 333-

334) attempted to ameliorate Lemmon’s individuation conditions for events by positing 

that two events e1 and e2 are identical, just in case, necessarily, for any space-time region 

r, e1 occurs within r if, and only if, e2 occurs within r.28 Notice that Brand’s account of 

the individuation conditions of events is not susceptible to Davidson’s spinning ball case 

since the ball may spin and yet fail to heat up. 

Another view in the tradition of analyzing events in terms of physical objects is 

that of Donald Davidson’s. He argued that events “are concrete occurrences” which are 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
25 Ibid., 98-99. 
26 Davidson ([1980] 2001a, pp. 178-179). 
27 See also Cleland (1991, p. 229) for a similar counter-example. 
28 Brand (1977, p. 334) does add that locutions used to pick out events e1 and e2 be rigid. 
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themselves particulars that are located in space and time.29 One individuates an event e 

by appeal to its effects and causes. Thus, e1 and e2 are identical just in case e1 and e2 

produce the same effects and have the same causes. Davidson dismissed the idea that e1 

and e2 could be without a cause since he was a staunch advocate of the universality of 

causation. 

While the accounts of Brand and Davidson avoid the spinning ball counter-

example, all of the aforementioned theories suffer from the following problem: I argued 

in sect. 2.3 that it is possible that a non-corporeal mind formed a belief. If that’s right, 

then there could be an immaterial concrete object, which by participating in a causal 

relatum causally produces an event (the formation of a belief). If causal relata are events 

and there can be events—the individuals of which—fail to reside in regions of space-

time, then events themselves cannot reside entirely in space-time. But Brand, Davidson, 

Lemmon, and Quine demand that we analyze events in such a way that they are physical 

spatio-temporal entities. Thus, if there could be mental causation of the type that involves 

immaterial minds, then the aforementioned accounts of causal relata are false.30 

Readers intolerant of my appeal to the possibility of an immaterial mind for the 

purposes of criticizing theories of events would do well to remember that Brand (1977), 

Cleland (1991, p. 252. n. 11), Davidson (1985, p. 173), and Strawson (1959, pp. 59-86) 

all took seriously the possibility of there being events which do not feature as constituents 

physical objects (though the events themselves may be perfectly natural), with Cleland 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
29 Ehring (2009, p. 388). See Davidson ([1980] 2001). 
30 It is worth highlighting that both Quine and Davidson admitted that their accounts of causal 

relata are problematic. At the end of the day, Quine (1985, p. 167) opted for the analysis of Jaegwon Kim, 
and Davidson (1985, p. 175) admitted defeat at the hands of Quine (1985). 

Also, Davidson’s account seems to be incompatible with an understanding of causation which 
treats that relation as formally transitive. See on this thought Ehring (1997, pp. 76-77); and Paul (2004, pp. 
209-210). 
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and Strawson both taking seriously the possibility that there are events at worlds at which 

there is no spacetime manifold. 

4.1.3.2.2 Goldman, Kim, Martin, and Wilson: Events as 
Property Exemplifications 

A number of philosophers have argued that events are property exemplifications 

at times.31 As Kim famously put the position: 

 
An event or state can be explained as a particular (substance) having a certain 
property, or more generally a certain number of particulars standing in a certain 
relation to one another.32  
 
We think of an event as a concrete object (or n-tuple of objects) exemplifying a 
property (or n-adic relation) at a time. In this sense of ‘event’, events include 
states, conditions, and the like, and not only events narrowly conceived as 
involving changes.33  
 
Events, therefore, turn out to be complexes of objects and properties, and also 
time points and segments, and they have something like a propositional structure; 
the event that consists in the exemplification of property P by an object x at time t 
bears a structural similarity to the sentence ‘x has P at t’.34  
 

Jaegwon Kim’s account of events includes discernible identity conditions for them. 

According to those conditions, the event of I’s having P at t, or the triple {I, P, t} is 

identical to another event I*’s having P*, at t*, or the triple {I*, P*, t*}, just in case, I = 

I*, P = P*, and t = t*.35 Now let the event of I’s having P at t, be E. It follows from Kim’s 

identity conditions that E cannot have constituents other than P, I, and t, for if it did, E 

would not be identical to E. Thus, no matter what world you move to, if E occurs at that 

world E must feature I, P, and t (on the uncontroversial assumption that identity is a 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
31 See also Goldman (1970); Martin (1969); Wilson (1974). 
32 Kim (1966, p. 231). 
33 Kim (1973c, p. 222). 
34 Ibid. 
35 Kim (1976, p. 161); cf. Simons (2003, p. 365, cf. p. 375). 
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necessary relation) as constituents. Thus, Kim’s structured complex view of events 

entails that events have their constituents essentially. 

Perhaps the move from Kim’s view of events to essentialism for events is flawed. 

Assuming there are world-indexed properties (e.g., Bubba’s being the Master’s champion 

in-@ the actual world), couldn’t we say that E’s having some other property F as a 

constituent at a possible world W amounts to nothing more than E’s “being such that, if 

W had obtained”, E “would…have”36 had F as a constituent? But notice that by Kim’s 

identity conditions for events, the event at W with F as a constituent is no longer E. That 

event (call it E2) fails to be identical to E not by virtue of being located at a different 

world and thereby having different world-indexed properties (reminiscent of some 

objections to transworld individuals), but rather by having a different constituent. (We 

must distinguish between ‘P’, the property that is a constituent of an event, and properties 

the event itself exemplifies.) E2’s having the property of being such that it has F as a 

constituent entails that F is a constituent of E2. But E2’s having that constituent entails 

that E2 is not identical to E. So E simply cannot bear the property of being such that, if W 

had obtained, E would have had F as a constituent, for having F as a constituent yields 

straightway a distinct and different complex that is a Kimian event.  

Cleland (1991, p. 230) has articulated what I consider to be a successful objection 

to Kim’s account. Her key point is that Kim seemed to have required that the individuals 

featured as constituents of events are physical objects. She pointed how certain 

fluctuations in electromagnetic and gravitational fields do not appear to involve physical 

individual objects and yet should be correctly characterized as events. She also notes how 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
36 Plantinga’s wording in (2003, p. 150). I am not necessarily suggesting that Plantinga would 

advocate the above response.  
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P.F. Strawson’s no space world countenances events without physical individuals and 

that that world seems perfectly metaphysically possible. With all of this I agree, though I 

believe that something like the property exemplification view remains mostly correct. 

Adjustments can be made so as to avoid this criticism (see sect. 4.1.4 below). 

4.1.3.2.3 Chisholm (and Tooley): Events as States of 
Affairs 

Earlier on, Chisholm sought to blur the line between events and propositions. 

There are, for example, negations of propositions, and since events recur, Chisholm 

thought that there are negations of events that occur when positive events fail to occur. 

Thus, if e recurs, then e occurs, and ~e occurs.37 There are conjunctive propositions, and 

so there are also conjunctive events such that an event p occurs when event q occurs, and 

this results in event p & q’s occurrence.38 There are, however, some ways for events and 

propositions to come apart.39 Events never succeed their negations unless something 

produces a change, or some entity ceases to exist or begins to exist. Every individual is 

such that during any differing moments of its existence it has “some properties at the one 

moment it does not have at the other…” (ibid., p. 17) Nothing can enjoy intermittent 

existence. These assumptions rule out the possibility of eternal recurrence.  

Chisholm (1970, p. 20) maintained that events and propositions are both types of 

states of affairs. Propositions are essentially states such that either they or their negation 

fails to occur, and so they are “states of affairs which” are “necessarily such that either” 

they or their “negation always occurs.”40 Notice that the truth of a proposition is nothing 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
37 Event ~e is not the event that it is not the case that e, but the event that not-e occurs.  
38 Chisholm (1970, p. 16). 
39 See the discussion in Chisholm (1970, p. 16). 
40 Chisholm (1970, p. 20), (1971, p. 179). 
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above and beyond that proposition’s occurring.41 Those contingent states of affairs for 

which it is possible that it and its negation occur are events.42 And so, for the early 

Chisholm on events, there are also states of affairs, which obtain or occur and are neither 

events nor propositions (his example is “Jones’ automobile being in his garage”43).  

Later, Chisholm (1989, pp. 152-153) would amend his definition of events. While 

still understanding events to be states, they were no longer contingent states for which it 

is possible that they and their negation occurs. Rather, events became states which 

involve individuals (where sums or aggregates of individuals are themselves individuals) 

exemplifying properties, where the properties in question are (a) possessed contingently, 

(b) “temporally denumerable” and (c) such that individuals are the only types of entities 

that can bear them.44 The (1989) account is noticeably similar to that of the property 

exemplification view just discussed.45 

Once one passes on to Chisholm’s mature corpus (1990, 1994, 1996) one sees a 

very specific property exemplification account that reduces events to states involving 

contingent substrates contingently exemplifying properties, where it is understood that 

substrates may be individuals or events themselves.46 Like Kim, Chisholm is careful to 

note that one should never confuse the constituent or content property of an event with 

properties, which the events themselves exemplify. he (1990, pp. 422-423) also 

acknowledges what was shown above to be a consequence of the property-

exemplification view, that events have their constituents essentially (i.e., their properties 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

41 See Chisholm (1970, p. 21) noting there that this view of truth was advocated by the likes of 
Bolzano, Meinong, and Husserl. 

42 Chisholm (1971, pp. 179-180). 
43 Chisholm (1971, p. 180). 
44 Chisholm (1989, p. 152). 
45 Chisholm (1989, p. 155. n. 2) points this out, citing Kim (1976). In fact, Chisholm’s identity 

conditions for events are noticeably similar to those of Kim’s (see Chisholm (1996, p. 78)). 
46 Chisholm (1990, p. 419); Chisholm (1994, p. 504); Chisholm (1996, p. 77). 
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and their substrates), though importantly Chisholm does not admit times into events as 

other advocates of the property exemplification view do.47 

4.1.3.2.4 Lombard and Cleland: Events as Changes 

Lawrence Lombard (1986, p. 178) has said that changes are movements of 

physical objects “at an interval of time in a quality space”, and that causal relata just are 

such changes. The view has two problems. First, the theory privileges the physical. 

Mental causation of the kind I described in sect. 2.3 is perfectly metaphysically possible, 

and so causal relata cannot be properly reduced to changes in movements of physical 

objects in space. Second, as Cleland (1991, p. 232) notes, Lombard’s theory cannot 

countenance “objectless events such as disembodied shrieks and flashes.”  

Following Aristotle (Physics, Book VI48), Carol Cleland (1991) has tried to revive 

the change theory of causal relata by enriching it with the metaphysics of existential 

conditions.49 Existential conditions are those entities that undergo changes. They are non-

recurring phases, or states, where phases are determinable properties, and states are 

determinate properties (the values of determinable properties). 50  Those existential 

conditions, which are events, are concrete phases. Concrete phases are themselves 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
47 Michael Tooley (1987, pp. 252-254), (2003), (2009, p. 384) seems to go in for a state of affairs 

account of causal relata as well. 
48 Aristotle wrote, 
 

“With regard, however, to the actual subject of change—that is to say that in respect 
of which a thing changes—there is a difference to be observed. For in a process of 
change we may distinguish three terms—that which changes, that in which it 
changes, and the actual subject of change, e.g. the man, the time, and the fair 
complexion.” (Physics, Book VI 236b)  

 
49 Cleland (1991, pp. 232-242). 
50 Ibid., p. 233. Cleland (ibid.) assumes that “determinable properties are not” properly reducible 

“to determinate properties”. We received the determinate/determinable distinction from Johnson (1921). 
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instances of phases (i.e., they are determinable property instances or tropes).51 More 

specifically, contingent determinate properties are borne by property instances of 

determinable properties. That is to say, changes are the determinate properties of concrete 

phases. Some such changes are repeatable and some are not. The former are generic 

whereas the latter are concrete.52 While Cleland’s treatment of generic changes is 

interesting, I will focus my attention exclusively on concrete changes since she defines 

events in terms of them.53 We would do well then to present her formal definition of 

concrete changes: 

(Concrete Changes): “A concrete change R is a pair {x, y} such that x is the 
exemplification of a state s by a concrete phase CP at a 
time t and y is the exemplification of a state s’ by a 
concrete phase CP’ at a time t’, where (i) t is earlier than 
t’; (ii) CP is the same concrete phase as CP’, and (iii) s is 
not the same state as s’.”54 

 
Events can therefore be accurately described or represented as pairs {[concrete phase CP, 

initial state s, time t], [concrete phase CP, terminal state s’, time t’]}, where it is 

understood that the brackets denote a relation of exemplification, CP = CP, t’ > t, and s ≠ 

s’.55  

 Cleland’s account is truly brilliant, and its benefits are legion. The problem is that 

the account yields one particular strange result. Slightly adjusting a case from Ehring 

(1997, p. 87), note how an object o1 can exemplify a determinable property F at a time t. 

On Cleland’s metaphysic one would thereby have a concrete phase (call it CP*). That 

phase can itself exemplify a state or determinate property G, at t as well. Suppose though 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
51 Cleland (1991, p. 235). 
52 Ibid., p. 238. 
53 Ibid., p. 245). 
54 Ibid., p. 238) I have changed Cleland’s formatting. 
55 Ibid., p. 245). 
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that the underlying concrete phase continues to exemplify G at a time t’ that is later than 

t. Now because the states of the concrete phase are the same, and because the concrete 

phase itself does not change as it persists from t to t’, there fails to exist an appropriate 

pair of concrete phases exemplifying differing states and initial and terminal times. Thus, 

there can be no causal relata present in this imagined case, and so no causation. But as 

Ehring (1997, p. 87) would point out, CP* at t’ would seem to have a cause viz., CP* at t, 

since CP* at t’ counterfactually depends upon CP* at t, and these two phases at their 

respective times are probably lawfully related to one another. Thus, “[t]he presence of 

these fallible indicators signals a causal connection. Hence we ought to assimilate these 

cases to the causal realm.”56 If Ehring’s judgment is correct, then we cannot maintain that 

concrete changes are the exclusive relata of the causal relation.57 

4.1.3.2.5 Bennett and Ehring: Events as Tropes 

Jonathan Bennett (1988, p. 88 cf. p. 90, p. 128, p. 156) has argued that causal 

relata are property instances or tropes at zones or regions of space-time.58 There is, of 

course, much more to say about the account but there is no need to get into further details 

since the view delivers the verdict that it is impossible for there to be the type of mental 

causation adumbrated in sect. 2.4 above. If events just are tropes of regions of spacetime, 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
56 Ehring (1997, p. 87). 
57 The objection here may require the falsity of certain perdurantist theories of persisting objects. It 

seems to me that such theories of persistence are not necessarily true if true (the physics of time could be 
very different), and so the above picture may very well be possible. If it is possible, then Cleland’s account 
of causal relata remains too narrow. 

58 He seems to also (see Bennett (1988, p. 117)) think that property instances themselves are best 
understood as a zone’s possessing a property. Thus, substances are not the sole entities that bear properties 
zones do. This supposition is incompatible with sect. 2.1 of the prolegomena above. I should add here that 
Ehring (1997, p. 85) is reluctant to judge Bennett’s account as a truly trope theoretic one since the 
particularized properties themselves do not do the causing, instances of such properties do. If, however, 
tropes just are such instances, then it seems to me that the tropes do the causing. 

The idea that tropes are causal relata goes back to Keith Campbell (if not further) who said, 
“…the terms of the causal relation are always tropes” Campbell (1990, p. 22 emphasis in the original). 
Cleland’s (1987) work on tropes as causal relata also antedates Bennett’s. 
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then a non-physical, non-corporeal mind’s forming a belief cannot occur, since there 

cannot be a causally efficacious event of there being such a mind existing in some state 

which produces a belief. However, I’ve detailed precisely why we are justified in 

maintaining that such causation is possible, and so the account is flawed. Second, Cleland 

(1991, p. 245) has argued that Bennett’s account precludes event occurrences at 

Strawson’s no-space (or purely auditory) world. Once again the account says of what 

seems plainly possible, that it is impossible.59 

Douglas Ehring (1997, pp. 71-115), (2009, pp. 389-390 and pp. 406-407) 

maintains that causal relata are property instances understood as persisting tropes. He 

said, “causal relatum…consist in a ‘trope at a time’, the existence or presence of an 

enduring trope at a time and location.”60 Ehring motivates his account of causal relata by 

way of his persistence theory of causation. There appear to me to be four problems with 

Ehring’s theory. First, if the theory holds, then tropes can endure through time, and so the 

theory is true only if perdurantist theories of persistence are false.61 Second, Ehring’s 

underlying theory of tropes is at odds with the metaphysics of substances and universals 

explicated in sect. 2.1 above. Third, Ehring’s theory of causation is squarely within the 

reductionist camp even if it involves a singularist element (viz., trope persistence). I have 

already sought to undermine motivating reasons for believing that causal facts reduce to 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

59 In fact, she would go on to say that Bennett’s account is not “able to countenance Cartesian 
mental occurrences as events.” Cleland (1991, pp. 245-246). 

60 Ehring (2009, p. 407). 
61 Ehring remarked,  

 
“…tropes do not have temporal parts, and their persistence from t to t’ consists in 
their existing wholly at t and t’. This position has similarities to nonrelational views 
of physical object identity over time, according to which physical objects do not 
have temporal stages (are not four-dimensional space-time worms) and are wholly 
present at each moment of their existence.” (1997, p. 100) 

 
Despite the fact that the above seems to improperly mix worm-theoretic accounts of perdurance with stage 
theoretic accounts, its clear that Ehring’s enduring tropes are incompatible with either conception. 
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non-causal facts, and so Ehring’s theory is in that sense deficient. Lastly, Ehring’s theory 

of causal relata includes no substantial statement of the identity conditions for events, 

and that which Ehring does say about the nature of such relata seems to preclude the very 

possibility of there being the event that is the world cup championship match, or the 

superbowl, or the Master’s tournament. As Helen Beebee has stated, “…Ehring’s view 

that tropes are causal relata runs counter to the strong intuition that causes and effects are 

generally, or at least often, multi-featured events like parties, wars and chess 

championships.”62  

4.1.3.2.6 Lewis: Events as Sets of Space-Time Regions 

According to David Lewis (1986a, 1986b) events just are properties of regions of 

space-time. But properties are classes for Lewis, and so events are sets of space-time 

regions.63 The proper parts of events exist in sub-regions of the spatiotemporal region at 

which the events themselves occur. The relationships between events and their 

constituents are mereological and entire events may be mereological proper parts of 

others. Events also stand in logical relations. One event e1 can imply another event e2 in 

that necessarily if e1 occurs at region R, e2 occurs at region R.64 No event ever recurs in 

two separated expanses of the actual world, and every event “occurs if and where and 

when there is a region that is a member of it”.65 Lewis also maintained that events have 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
62 Beebee (1998, p. 183). 
63 He said, “I propose to identify an event with the set of spacetime regions where it occurs.” 

Lewis (1986b, p. 84, cf. p. 95). 
64 Lewis (1986a, p. 255). 
65 Lewis (1986a, p. 245). 
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essences, and that these are merely conditions which some expanses of the actual world 

satisfy so as to ensure that the relevant events occur there.66  

There are three problems with Lewis’s account. First, (and again) it requires class 

nominalism, but class nominalism is false (see my objections in sect. 4.1.3.5 below). 

Second, the view predicates events (“predicates” because events are properties) to 

spacetime regions solely. Events only ever inhere in physical spacetime regions. But once 

again it is perfectly possible that there be an immaterial mind that formed a belief. This 

objection is particularly forceful since Lewis never provides any arguments for his theory 

of events.67 Third, the view treats events as abstracta. Lewis seemed to be aware of this. 

Note his remarks in (1986a, p. 84): 

Is it true that sets or universals cannot enter into causal interaction? Why 
shouldn’t we say that something causes a set of effects? Or that a set of causes, 
acting jointly, causes something? Or that positive charge causes effects of a 
characteristic kind whenever it is instantiated? Many authors have proposed to 
identify an event—the very thing that most surely can cause and be caused—with 
one or another sort of set….Must any identification be rejected, regardless of the 
economies it may afford, just because sets are supposed to be ‘abstract’? 
 

The above excerpt should give anyone pause. Abstract objects do not stand in causal 

relations. Lewis agrees, but seems to be willing to give up the almost obvious truth that 

sets are abstracta.68  I believe Lewis owes us a story about why it is that sets aren’t 

abstract, for one would have thought that if any entities are of that category sets are. 

 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
66 Lewis (1986a, p. 247). I should add a little known point. Lewis believed that all events have 

causes (ibid., p. 242). 
67 In neither Lewis (1986a) nor (1986b) does Lewis provide supporting argumentation for his view 

of events. He seems think that its merits hang on how well it gets along with a counterfactual theory of 
causation (which incidently was refuted by Schaffer (2000)). 

68 As Rosen in the SEP admitted, “[t]o strike a theme that will recur, it is widely supposed that sets 
and classes are abstract entities—even the impure sets whose urelements are concrete objects.” Rosen 
(2012, sect. 3). 
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4.1.3.3 Facts 
4.1.3.3.1 Koons and Facts 

Leaning on Barwise and Perry (1983), Robert Koons (2000, pp. 31-43) has 

adumbrated a theory of causal relata understood as "worldy"-facts. Koons-style facts not 

only obey a three-valued non-classical logic but they also obey the axioms of classical 

extensional mereology (CEM) (ibid., 37).69 I described Koons's facts as "worldy" because 

they are not true propositions, but rather obtaining concrete states which serve as the 

truth-makers for true propositions. Because facts obey the axioms of CEM there exists a 

sum of all facts (he calls this "the world", I will call it the "world-fact"). The world-fact 

serves as the truth or falsity maker of every proposition. In addition, because CEM is 

relevant to an evaluation of facts, the world-fact has proper parts. These proper parts 

when considered do not make true or false every proposition when they are considered in 

toto. Koons believes this is precisely why a proper logic of facts must be three-valued 

(admitting gluts). (Notice that the core of the theory drives Koons to embrace a non-

classical logic of facts.) 

Situations or worldy-facts are states of affairs. They involve individuals having 

properties and/or standing in relations. Koons' theory of causal relata is therefore unable 

to afford events that do not feature individuals (Cleland's shrieks and flashes). Moreover, 

because the heart of the theory commits one to a three-valued logic of facts, the view 

commits one to a type of logical pluralism (at best), for while a proper logic of 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
69 Koons is not alone in understanding causal relata along these lines. Bo Rode Meinertsen (2000, 

pp. 173-175) distinguished between I-facts and S-facts, understanding the former in terms of true 
propositions (abstract objects), and the latter in terms of truth-makers for true propositions (citing 
Armstrong (1997)). Meinertsen maintained that some S-facts amount to events that can therefore stand in 
causal relations. Likewise, Mackie (1980, p. 265) urged that there were two types of causes, explanatory 
and productive. He understood the former types of causes to be fact-like. Unfortunately both authors failed 
to explore in great detail the fundamental metaphysical nature of such entities (though Meinersten (2000, p. 
175) flirts with a property instance metaphysic of S-facts). 
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propositions maybe classical, a certain sphere of inquiry (viz., that which concerns itself 

with facts) requires an altogether different logic. But, I have argued in sect. 2.2 above that 

logical pluralisms of this variety are false. Agreeing with Priest, logical monism is 

preferable. Lastly, Koons' theory of facts holds only if truth-maker theory holds. Why? 

Well, Koons' motivation for affirming a three-valued logic of facts just is the admission 

that proper parts of the world-fact fail to make true or false a distinctive set of 

propositions, though the world-fact makes true or false every proposition. There are, 

however, well-known difficulties with truth-maker theory.70 

4.1.3.4 Values of Variables 
4.1.3.4.1 Woodward 

James Woodward (2003, pp. 38-45) insists that the relata of causation are the 

values of certain variables.71 With respect to type causation, the relationship between 

variables and their values is the same relationship that holds between determinables and 

determinates. Values themselves are therefore property-types exemplified by “individuals 

or units” (ibid., p 39) in circumstances or situations.72  

Now the variable talk helps Woodward provide an interesting non-reductive 

account of type-causation understood in terms of the manipulation of variables. This 

chapter is concerned, however, with singular physical explanation and singular token 

causation. Fortunately, Woodward has an account of singular token causation that also 

attempts to use the values of variables as the relata of such a relation. The 

aforementioned account of the metaphysics of the values of variables then applies mutatis 

mutandis to Woodward’s account of singular token causation (for which see ibid., p. 84). 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
70 See Merricks (2007). 
71 The view is espoused by Eagle (2007, p. 165) as well. 
72 Others adhere to an account like this. See, e.g., Spirtes, Glymour, and Scheines (2000). 
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For Woodward, singular token causation involves a relating of the actual or real values of 

variables in some circumstance. Thus, it seems that with respect to obtaining causal 

relations, what is related are individuals exemplifying properties in circumstances where 

such property exemplifications are understood as the values of variables. The variable 

talk is pragmatically and theoretically useful talk since it helps one speak at more general 

levels about both token and type causation.73 Since I have already discussed the property 

exemplification account of causal relata I will say no more about variable theories. 

4.1.3.5 Property Instances: Paul 

According to L.A. Paul (2004, 2007) property instances understood as “thing-

property pairs such that the property is had by the thing” are the relata of causation.74 

Understanding property instances in such a way that they become the relata of the causal 

relation suggests that they bear a certain affinity to property-exemplifications except that 

they need not involve individuals (since Paul (2004, p. 212) maintains that the property 

instance that is “being performed with the left hand” is an event itself). Property instances 

are admittedly spatio-temporal,75 and while Paul does not commit to any one view of 

such instances, she is open to understanding them in terms of (a) tropes, (b) 

exemplifications of universals, or (c) collections of concrete particulars.76 Notice that 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
73 Ehring (2009, p. 392) also observes that the actual value of variables account reduces to some 

other account of causal relata. 
74 Paul (2004, p. 213). Cf. Paul (2007, p. 280 “[i]n Paul 2000, I argue that it is best to take property 

instances as the causal relata.” emphasis mine). 
75 “Aspects [Paul’s name for property instances] are things that correspond one to one with thing-

property pairs such that the property is had by the thing; so aspects are in an important sense part of the 
spatiotemporal world.” Paul (2000, p. 213). 

76 Paul (2004, p. 213). 
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because property instances are spatio-temporal, the universals referenced in position (b) 

must be immanent.77 

Paul believes that her account surpasses that of Kim’s (1973a etc.) since it does 

not succumb to counter-examples involving transitivity. Vanessa drafts her paper by 

writing only with her left hand, and her paper is then accepted for publication by a 

famous journal. She does this because she was injured in an unfortunate skiing accident. 

This causal chain involves Vanessa’s being injured in a skiing accident, Vanessa’s 

composing her paper with her left hand, and Vanessa’s publishing her paper. Given 

Kim’s view of events as property exemplifications, the skiing accident is a cause of 

Vanessa’s publishing her paper since the latter event counterfactually depends on the 

former.78 On Paul’s account, however, the skiing accident causes an instance of the 

property of “being performed with the left hand” (ibid.), though that latter property 

instance does not causally produce Vanessa’s publication event. 

What the above example shows is that Kim’s analysis of events is incompatible 

with counterfactual theories of causation, given that the causal relation is itself 

transitive.79 This is important because the theory on which Paul’s counter-example relies 

is a counterfactual theory. Proponents of the property-exemplification view who are 

realists about causation need not necessarily worry too much about her specific objection. 

Still, what is wrong with broadening one’s view of what can serve as proper causal relata 

to include property instances? Well, suppose that property instances are tropes, where 

tropes are thought of as particularized properties bearing primitive resemblance relations 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
77 Armstrong, at least at one time (see his 1997), argued that universal’s are physically located 

where they are instantiated. 
78 The example is from Paul (2004). 
79 See Kim (1973b), (1974), and Lewis admits this in (1986b, p. 242; cf. pp. 249-250 citing Ken 

Kress for some of the points made there). 
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to other tropes (so as to account for similarities between particulars).80 On such a 

supposition, my coffee mugs being red amounts to it’s having a red trope (say red1). My 

coffee mug is partially similar to my pencil holder, since each object has a trope that 

stands in a fundamental resemblance relation (my pencil holder has red2). Thus, the 

similarity of the two objects is explained by the possession of resembling tropes.81 Notice 

that the trope theorist is explaining the similarity of the two objects—the redness of 

tropes red1 and red2 if you will—by way of a fundamental resemblance relation. Such a 

maneuver is very much akin to one made by the resemblance nominalist, for consider the 

following excerpt from Armstrong (1978, p. 44): 

Consider a number of things which ‘have the same property’. It follows that they 
all resemble each other, in some degree at least. The resemblance may appear to 
flow from this common property. But we [speaking from the perspective of the 
nominalist for deliberation purposes] can instead try taking the resemblance as 
primitive and analyse ‘the common property’ in terms of the resemblance which 
the particulars bear to each other. The foundation of our sortings and classifyings 
will then be found in ‘the similitudes of things’. 

 
Notice that the resemblance nominalist who does not believe in tropes, explains similarity 

among particulars not by shared properties or universals, but by a primitive resemblance 

relation. The realist who grants the trope theorist the existence of tropes will ask the trope 

theorist how she accounts for the similarities of tropes. In response, the trope theorists 

will insist that red1’s being similar to red2 (for example) is explained by a primitive 

resemblance relation, just as the resemblance nominalist would account for the fact that 

my mug is partially similar to my pencil holder by appeal to a primitive resemblance 

relation. Thus, at the level of tropes, the trope theorist is susceptible to exactly the same 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
80 As in Williams (1953).  
81 ibid. 
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criticisms the resemblance nominalist is susceptible to though at the level of concrete 

particulars.82,83  

My objection to trope theory was aimed at a hypothesis that is not outfitted with 

bundle theory. For if objects just are bundles of tropes, then it will be very natural to 

explain the fact that my mug is similar to my pencil holder via the similarity of the tropes 

they possess, since my mug and my pencil holder just are bundles of tropes. A trope 

theory of this kind will just collapse into resemblance nominalism, for this kind of trope 

theory is only committed to the existence of tropes, and so resemblance relations will 

only obtain with tropes as their relata.84 But now trope theory becomes susceptible to two 

different classes of objections, viz., those against resemblance nominalism and those 

against bundle theory (for which q.v. chapt 1 above). 

Suppose that property instances are collections or sets of individuals. On that 

supposition, a radical essentialism is born. Sets have their members essentially. My 

mug’s being red amounts to it’s being a member of the collection of red things. But my 

mug could have failed to exist, and at the world at which every other red thing exists save 

my mug, nothing would really have redness, for that unique set would fail to exist.   

Second, consider the fact that if property instances are sets of particulars, then the 

following principle holds: 

g is F iff g is a member of the class or set of F-particulars. 
 
The class or set to which g belongs must be an abstract object of some sort, for it cannot 

be the mereological sum of the members of the respective class (as Armstrong (1978, pp. 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
82 Tropes are not concrete. See Maurin (2014). 
83 For damaging criticisms of resemblance nominalism see particularly Armstrong (1978, pp. 49-

57). 
84 This is precisely what Keith Campbell did. 
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29-30) made clear).85 If you do not believe in abstract objects, then the ontological 

commitment here is a cost. But more importantly two classes are identical, just in case, 

their members are identical. But if that’s right, then class nominalism faces a well-known 

problem of companionship, for it is perfectly metaphysically possible that there be two 

distinct properties that are necessarily coextensive, a fortiori, there actually are distinct 

necessarily coextensive properties. Consider Derek Parfit’s (2011b, p. 297) example of 

the property of /being the positive square root of/ four, and the property of /being the only 

even prime number/. These two properties are clearly necessarily coextensive though they 

are also clearly not identical.86 Following Moreland (2001, p. 31), we note how with 

respect to closed geometric figures, the property of being trilateral is necessarily 

coextensive with the property of being triangular, though the two are distinct properties. 

If one were to fiercely insist that necessary coextensionality of properties yields the 

identity of those two properties, then (as Shafer-Landau pointed out (2003, p. 91)) the 

property of being identical and the property of being necessarily coextensive would come 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

85 Here is an argument for just such a conclusion that leans on Armstrong (1978a, pp. 29-30): 
(1): If class nominalism is true, then both (a) ζ is a fleet iff ζ ∈ the class {fleets} and (b) µ 

is a ship iff µ ∈ the class {ships}.    [Premise] 
 (2): The mereological sum of all fleets is identical to the mereological sum of all ships.  

[Premise] 
(3): Assume class nominalism, and that both (c) the class {fleets} is identical to the 

mereological sum of all fleets and (d) the class {ships} is identical to the 
mereological sum of all ships. 

        [Assumption] 
(4): Therefore, the class {fleets} is identical to the class {ships}.  

[(2) and (3(c),(d)) by the substitution of identicals] 
(5):  Therefore, ζ is a fleet iff ζ ∈ {fleets} and µ is a ship iff µ ∈ {ships}.  

[(1), (3) by simplification and modus ponens] 
(6): Therefore, ζ is a fleet iff ζ ∈ {ships}.  

[by (4), (5) by simplification and substitution of identicals] 
(7): Therefore, if class nominalism is true, and (c) and (d) hold, then ζ is fleet iff ζ ∈ 

{ships}.  
[(3)-(6) by Conditional Proof] 

The conclusion that is (7) clearly illustrates the absurdity of combining class nominalism with the thesis 
that classes are identical to the mereological sums of their members. 

86 He said, “[b]eing the only even prime number cannot be the same as being—or be what it is to 
be—the positive square root of 4” Parfit (2011b, p. 297) emphasis in the original.  
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out identical. But that’s clearly absurd. As Shafer-Landau stated, “[i]t seems that we are 

referring to different features when we assert the existence of an identity relation, as 

opposed to one of necessary coextension.”87 Moreover, one’s insistence on such a 

relationship between coextensionality and identity entails that if there were properties 

which everything necessarily had, then those properties would be identical (this is 

Majors’ (2005, p. 488) point). Thus, the property of being self-identical, and the property 

of being a member of one’s own singleton set would be identical. The property having 

one’s own haecceity, and the property of existing would be identical as well. These 

results count as costs. 

If property instances are exemplifications of immanent (physical) universals and 

property instances are the sole relata of causation, then all obtaining causal relations 

involve causes that are spatiotemporal events. However, I showed in sect. 2.3 that it is 

perfectly possible that there be an unembodied mind that mentally causes the formation 

of a belief. Thus, property instances understood as exemplifications of immanent 

universals cannot the relata of the causal relation. 

4.1.4 A New Account of Events 

A proper account of the relata of causation must afford the possibility of non-

physical substances. It must also anticipate certain desiderata we have on obtaining 

causal relations. It should therefore allow for the possibility that two states which differ 

only with respect to the times at which they obtain stand in causal relations though there 

has been no substantial change to their contents at these times. One’s account should 

avoid the explosion of event reality so as not to incur the cost or charge of ontological 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
87 Shafer-Landau (2003, p. 91). 
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extravagance, and it should not be so narrow so as to be of no use to the sciences. I 

therefore offer the following analysis of events: 

(37) Necessarily, for any x, x is an event, just in case, x is the state of 
a substance or mereological fusion of two or more substances 
contingently exemplifying a universal or standing in a relation at a 
time or interval of times.88 

The above is indebted to property exemplification, fact (in the truth-maker sense), 

concrete states of affairs, change, and property instance theories of events. However, I 

think (37) outperforms the aforementioned theories. Again, consider the fact that there 

could be an immaterial mind that formed a belief. If that is a real possibility, then 

immaterial substances can participate in causal relata. But (again) if that’s right, then 

Paul’s (2004), (2007) property instance account is false since she understands such 

entities to be essentially spatio-temporal.89 (37) allows for there to be events involving 

non-physical individuals. Second, the view allows for the possibility that there are two 

distinct events at different times though the same substance exemplifies the same 

universal at those respective times. There can therefore be causation between static 

events (contra Cleland (1991) and Lombard (1986) cf. the argument in Ehring (1997)). 

Third, the account that is (37) allows for there to be supposed individualless events such 

as Peter Strawson’s (1959, pp. 59-86) shrieks and flashes (cf. Cleland (1991, p. 231)). My 

account is therefore consistent with Strawson’s no-space or purely auditory world though 

the accounts of Chisholm (1990), Kim (1976), and Martin (1969) are not. This may not 

be obvious, so let me say more. Consider the fact that (4) presupposes an Aristotelian 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
88 If you do not like mereological fusions then substitute for (ii), (ii*) ‘arrangement of substances’. 
89 Paul (2000, p. 213). 
The above consideration would also entail the falsehood of the accounts of Brand (1977), 

Davidson ([1980] 2001), Lemmon (1967), and Quine (1985) since such views imply that events are 
physical concrete particulars. 
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substance theory of concreta which entails that concrete objects fall under or belong to 

various kinds. Because the world includes artefacts, one should be open to including in 

one’s ontology artefactual kinds (see Loux (1978, p. 161)). “[I]t is” therefore “plausible 

to assume that there is a substance-kind for every ordinary object” (ibid.). While shrieks 

and flashes are produced and do not at all belong to natural kinds, it seems difficult to 

resist the fact that they are legitimate objects since such entities bear properties and so 

fall under kind universals. Moreover, flashes and shrieks have natures and these seem to 

essentially involve photons (in the case of flashes) and waves (in the case of shrieks). 

Such entities are objects 

Add to the above list of benefits and advantages the further fact that my account 

makes room for both temporally and spatially scattered events, such as parades, or major 

league baseball games that are delayed midway for two days, and other sorts of 

interesting entities. The account does this by allowing some of the constituents of events 

to be mereologically fused substances or arrangements of such substances that fail to be 

spatiotemporally contiguous with one another.  

4.1.4.1 Omissions90 

I have surveyed much of the literature on causal relata, and rejected what has 

heretofore been proffered. I have also advanced and defended a new theory of causal 

relata that belongs in the property exemplification tradition. My new theory has a great 

many advantages and avoids all of the perils of its competitors. But the acute reader 

familiar with the causation literature will ask, does (37) preclude the possibility that 

omissions are sometimes causes? Not necessarily, for that will depend on one’s precise 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
90 Most of this sub-section is taken from my discussion of omissions in my unpublished essay 

“The Contingent Cosmos as Necessarily Caused or Necessarily Uncaused”. 
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theory of omissions. On some accounts (37) is completely consistent with understanding 

omissions as causes, but on others it is not. Consider, for example, the negative events 

view according to which a negative event (and so an omission) exists, just in case, “some 

corresponding positive” event does “not exist”91. On that view, (37) rules out the 

possibility that omissions are causes, since the non-existence of an event does not entail 

the existence of an event as circumscribed by (37). Fortunately, the negative events view 

of omissions is multiply flawed, for if there really is such a thing as causation by 

omission (by negative events), then the view is inconsistent with an assumption I 

consider to be above reproach, viz., that counterfactual dependence is at least most of the 

time a good guide to “causal connectivity” (as Schaffer would put it).92 Assume that 

Gardner’s failing to water the lawn caused the lawn to die (causation by omission). The 

corresponding positive event that failed to occur in this case is Gardner’s watering the 

lawn, but not just that. Kevin Durant watering the lawn (call this event K) is likewise an 

event that failed to occur, and its true that were K not to have occurred, the lawn would 

have died. Thus, not-K is a cause of the lawn’s dying. Obviously we can generalize to 

other highly unintuitive events. One might respond to the objection on offer by noting 

how there are (as it turns out) rather strange causal truths. I think it’s best to reflect upon 

whether or not accepting strangeness in this case is really biting the unintuitive bullet.93  

There is another objection to the purely negative events view that has been 

promulgated by D.H. Mellor: 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

91 Quoting Mellor (1995, p. 133). Mellor should have said, “some corresponding positive event 
does not occur”. This view was criticized by Mellor (1995, p. 133-134) himself, along with Menzies (1989, 
pp. 66-67), and Persson (2002, p. 136). David Lewis put the above view of omissions this way, “[a]n 
omission consists of the nonoccurrence of any event of a certain sort. To suppose away the omission is, 
exactly, to suppose that some event of the given sort does occur.” Lewis (1986c, p. 189). 

92 Though I think all counterfactual theories of causation are false, I, like Ehring (1997), would 
still maintain that such dependence is often a good guide to causal connectivity. 

93 See Dowe (2000, pp. 126-127); cf. Ehring (2009, pp. 396-398). 



	
   105	
  

Suppose instead that ‘Don does not die’ is made true by a single [purely] 
negative event, Don’s survival, which exists just when Don is not dying. To 
make ‘Don does not die’ entail both ‘Don does not die quickly’ and ‘Don 
does not die slowly’, Don’s survival will have to be both quick and slow; but 
it cannot be both, so it does not exist.94 

 
Responses to the above objection from Edgington (1997, p. 422), and Noordhof (1998, p. 

858) fail, as Persson (2002, pp. 135-136) has made clear.  

 Perhaps omissions are disjunctive events. Gardner’s failing to water the lawn is 

nothing above and beyond the disjunctive state of Gardner’s reading Theodore Sider’s 

Writing the Book of the World, or watching television, or going to the movies, or…etc. 

This theory is clearly inconsistent with (37) since some of the disjuncts of a disjunctive 

event are not actual obtaining bits of the world, and so the entire disjunctive “event” 

cannot itself be regarded as one that involves a substance exemplifying properties or 

standing in relations at a time. Second, if the disjunctive account holds, then as with the 

negative events view, one cannot assume that counterfactual dependence is sometimes a 

good guide to causal connectivity. If there are disjunctive events, then a great many 

effects will counterfactually depend on not just some particular positive event e that is 

intuitively its cause, but on any and every disjunctive event which features e as a disjunct. 

All events, if they are caused events, would be grossly overdetermined. This is a strange 

consequence that we should try to avoid.95 

Lastly, some theoreticians seem to treat negative events as nothing above and 

beyond the corresponding positive events, which occur in their stead.96 Lewis (2004b, p. 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
94 Mellor (1995, p. 133-134); cf. Ehring (2009, p. 397), and Menzies (1989, pp. 66-67). 
95 See Ehring’s (2009, p. 397) discussion of disjunctive events.  
96 Interestingly, David Armstrong seemed to have held this view in his (1978b) text on universals. 

He stated: 
 

“However, when we reflect a little on such cases, we are very ready to admit that 
the actual causal processes involved proceed solely in virtue of the (positive) 



	
   106	
  

282, and see n. 12 on page 289) responded to such a view by invoking the void, a 

maximal absence (where a maximal absence is an absence of everything, even spacetime 

itself). For Lewis, there can be no corresponding positive event to which we can reduce 

the void, for that positive event would need to involve the mereological sum of 

everything and that sum’s having the totality property of /being all that exists/. Call the 

above event an “ersatz void” (following Lewis (2004b, p. 289. n. 12)). Now Lewis thinks 

that such an ersatz void cannot serve as that to which the void is reduced for it does not 

walk like a void, or quack like a void in two very important ways (quoting Lewis): 

This ersatz void is as wrong as it can be in its effects (and causes): It causes what 
objects cause, not what the void unassisted by objects causes. And it is as wrong 
as it can be in its location, by being exactly where the void isn’t.97 

  
Thus, with respect to the void, there simply does not appear to be any corresponding 

positive event that occurs in its stead. If one was not convinced by my response to 

Lewis’s appropriation of the void above, then Lewis’s void refutes this account of 

omissions.  

Add to Lewis’s objection the following worry: the account implies a very strong 

reduction, viz., that the Gardner’s failing to water the plant just isidentity his reading Sider’s 

Writing the Book of the World. But that reduction is clearly wrong since even given that 

the Gardner was reading Sider’s text it may very well still be true that had the Gardner 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
properties of the situation. To say that the lack of water caused his death reflects not 
a metaphysic of the causal efficacy of absences but merely ignorance. Certain 
(positive) processes were going on in his body, processes which, in the absence of 
water, resulted in a physiological condition in virtue of which the predicate ‘dead’ 
applied to his body.” (Armstrong 1978b, p. 44) 
 

See also Noordhof (1998, p. 858), and Schaffer (2005, pp. 329-332); cf. the discussion in Ehring (2009, p. 
397) and Paul and Hall (2013, pp. 180-182). 

97 Lewis (2004b, p. 289. n. 12) 
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not read Sider’s text, he still would have failed to water the plant.98 As Phil Dowe (2000, 

p. 127) would point out, there are “innumerable ways that the” Gardner “could have 

failed to” water the plant.99 The Gardner’s failing to water the plant is therefore not 

identical to the event of the Gardner’s reading Sider’s text.100 Therefore, it is not the case 

that negative events are nothing above and beyond positive events occurring in their 

stead. 

4.2 The Formal Nature of Singular Causation 
4.2.1 Asymmetry 

4.2.1.1 Asymmetry without Temporal Asymmetry 

Causation is formally asymmetric. For any event x, and for any event y, 

necessarily, if y caused x, then it is not the case that x caused y. Attempts to ground causal 

asymmetry in the asymmetry of time, (a somewhat Humean strategy) are doomed to fail 

since simultaneous causation seems not only perfectly metaphysically possible (e.g., 

when the side of a perfectly rigid seesaw ascends downward simultaneously causing the 

opposite side to ascend upward (from Ehring (1997)), see Carroll (1994, pp. 141-147); 

Carroll (2009, pp. 286-287); and cf. Taylor (1966, pp. 35-40) for other cases), but natural 

nomically possible.101  

There is a would-be case of simultaneous causation that vexes me greatly, for not 

only would its real metaphysical possibility imply the falsity of Hume’s dictum—that 

necessarily, causes always temporally precede their effects—but it would also show that 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
98 Notice that this response runs even if the positive and negative events under discussion are non-

compossible. 
99 The same worry is echoed in Paul and Hall (2013, p. 180) though they find it to be “far from 

decisive.” 
100 You might escape this worry by appeal to multiple realization, but I’m unclear on how exactly 

the details of that response would go. 
101 My opinion on the matter seems to be in agreement with a growing consensus. Daniel M. 

Hausman noted, “[m]any philosophers, myself included, have been dissatisfied with the stipulation that 
causes precede their effects.” Hausman (1998, p. 44). 
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causation is not formally asymmetric.102 The example suggests that there could be two 

wooden boards that stand up in such a way that each leans against the other. It is 

imagined that each individual board causes the other’s “upright position”, and that such 

causation occurs simultaneously (Fair (1979, pp. 230-231)).103 While I would agree that 

the modal epistemologies I mentioned in chapt. 2 provide prima facie epistemic 

justification for one’s belief that the board leaning case is one of simultaneous and 

reciprocal or symmetric or mutual causation, that justification is defeated by the 

following objection: Given the transitivity of causation (see sect. 4.2.4 below), plus the 

fact that board a’s position causes board b’s position, and board b’s position likewise 

causes board a’s position, it will follow that board a’s position causes board a’s position, 

and mutatis mutandis in the case of causation and b’s position.104 And so embracing the 

real possibility of such a case and the transitivity of causation entails that events can 

cause themselves.105 But if events can cause themselves, then not a few theories of 

causation will yield: 

(38) All events cause themselves. 

Let me proffer one instructive example. Give attention to what Ned Hall calls the 

“[c]rude sufficient condition account”106 of causation107:  

(Crude Sufficient Condition Account of Causation or CSC): For any world w, 
event c, and event e, c is a bona fide cause of e at a possible world w, just in case, 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
102 Price and Weslake (2009, p. 415) identify the thesis that causation is temporally asymmetric as 

“Hume’s view”. 
103 See the discussions in Pollock (1976, p. 173) 
104 The argument is from Frankel (1986, p. 362). 
105 Attempts to dodge this objection by restricting transitivity to cases involving differing events 

are question-begging. Frankel was right, “[i]f x is a genuine cause of y, and y is a genuine cause of x, it 
seems ad hoc to deny that x is in some sense a cause of itself.” ibid., 362. Elsewhere he remarked, “…most 
who allow mutual causation vehemently reject self-causation…” ibid., 363. 

106 Hall (2004b, p. 266). 
107 And here take some material from my paper “Yet Another New Cosmological Argument”. 
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both c and e occur in w, and for any possible world w* with the same laws as w 
and in which c occurs, e occurs.108 
 

If causation can be mutual, then given (CSC) above, every event causes itself. For that e 

occurs at all worlds w* which have the same laws as w, is entailed by the fact that w* is a 

group of worlds at which c occurs, since c = e. The kind of reasoning I’ve employed here 

can be easily extended to other analyses of causation, though not all. The reason why it 

cannot be extended to all accounts is because some are such that they constitutionally 

preclude reflexive causation (think for example, about transfer or process theories of 

causation).109 It seems that we are stuck with (38). But it is absurd to think that all events 

cause themselves. So it seems that we must either (a) resist reading the standing wooden 

pieces case as a case of simultaneous and symmetric causation, or (b) resist the judgment 

that such a case is genuinely possible.110 I’m proposing that one choose (b), though I am 

open to (a). 

4.2.2 Temporal Asymmetry? 

 There does exist a staunch tradition in the literature on the asymmetry of 

causation that has sought to (c) ground that asymmetry in the asymmetry of time, and 

then to (d) further ground the asymmetry of time in the arrow of entropic increase, and 

then to (e) still further ground the arrow of entropic increase in the past hypothesis (the 

thesis that our universe began in an extremely low-entropy state).111  David Lewis (1979) 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
108 Paraphrased from Hall (2004b, p. 266). 
109 Also, my claim isn’t that every possible theory of causation is incompatible with reflexive or 

symmetric causation. One could cook up a contrived or ad hoc theory, which allowed for such a possibility.  
110 It seems to me that a very similar argument will rule out partial reflexive causation, where the 

idea is that some event c together with an event e causally produces c itself. If such a relation could obtain, 
then it seems that a great many theories of causation will entail that every event which has a cause, will 
with that cause partially cause itself. 

111 For step (e) one may also need a probability distribution over the initial conditions of the 
cosmos. See Albert (2000), (2015); Kutach (2001), (2002), (2007); and Loewer (2007), (2012, p. 124). 
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defended (c), and although at one point he was unsure about (d)112, he would eventually 

endorse that reductive strategy as well.113 It is generally agreed that Adam Elga (2000) 

showed why Lewis’s (1979) thesis regarding the asymmetry of counterfactual 

dependence and overdetermination is false as stated, and that one should therefore vie for 

something like (d) above.114 Although the history is important, it has been adequately 

summarized in not a few places, and since Lewis’s (1979) account is almost universally 

rejected, I will pass on to those approaches thought to be the best ways of explaining 

causal asymmetry via temporal asymmetry.  

 Again, Albert (2000), Loewer (2007), (2012) and Kutach (2007) seem to go in for 

(c)-(e). But as we shall see in sect. 4.2.6 below, causation is qualifiedly universal, and 

since obtaining causal relations usually underwrite and back explanations even scientific 

explanations, there should be an explanation the universe’s initial low-entropy state. 

When we reflect upon the fact that the leading candidate scientific explanations fail, and 

that the special nature of the low-entropy state is one of many other special and equally 

unnatural conditions for a life permitting universe (see chapt. 7) we should discern that 

the explanation may not be scientific, and that the arrow of time’s ground is not to be 

found in the physical sciences but in metaphysics. The attempt to ground the asymmetry 

of causation in the asymmetry of the arrow of entropic increase is usually motivated by a 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
112 Lewis said, “I regret that I do not know how to connect the several asymmetries I have 

discussed and the famous asymmetry of entropy.” Lewis (1979, p. 475). 
113 That is, according to personal correspondence referenced by Hartry Field, 
 

“My own view is that while it would be hard to find an acceptable statistical 
account of the directional asymmetry based on an asymmetry of near-determination, 
still bringing in statistical macro-laws in one way or another is the way we need to 
go, for there simply is no directional asymmetry independent of them. (Lewis 
informs me that this is now his view as well.)” Field (2003, p. 458) emphasis mine. 
 

114 See also the comments in Field (2003, pp. 456-457); Price and Weslake (2009, p. 422). David 
Albert voiced an objection similar to Elga’s. 
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philosophical worldview, viz., physicalism. But since the most plausible way to relate the 

causal arrow to the arrow of time involves a further relating of the arrow of time to the 

past hypothesis, and since that hypothesis is neither brute nor scientifically explained (as 

I will argue in chapt. 6), the motivating worldview may have to be abandoned, in which 

case one wonders if there really is any good reason or remaining motivation to ground 

causal asymmetry in some physical reductive base at all.  

4.2.3 Hyperrealism and Causal Direction 

I have written into my account of causation formal asymmetry that cannot be 

reduced to temporal asymmetry. My account is now susceptible to an epistemological 

objection in that it “threatens to make [causal direction] both epistemologically 

inaccessible and practically irrelevant.”115 As Price and Weslake would go on to confess: 

…if the causal direction is detached from physics, then presumably the world 
could have had the same physics, with an oppositely directed causal arrow—in 
which case, apparently, we have no way of knowing whether our ordinary 
ascriptions of the terms ‘cause’ and ‘effect’ are correct or back to front.116 

 
But this objection is quite poor. It presupposes that the choice way—the only way—we 

come to reliably know about the direction of causal structure is through formal physical 

inquiry. But subject relative scientism of this sort is false, especially when knowledge of 

causal structure is in view. If we come to learn and know about anything from the 

mother’s knee it is that certain causal relations obtain with specific events being the 

causes of specific effects.117 As David Danks remarked, 

We are clearly ‘causal cognizers’, as we easily and automatically (try to) learn the 
causal structure of the world, use causal knowledge to make decisions and 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
115 Price and Weslake (2009, p. 417). 
116 Price and Weslake (2009, pp. 417-418). 
117 In fact, Strevens (2013) argues that from a very young age we are able to read off of the causal 

structure of the world reliable probability judgments through equidynamic thinking. 
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predictions, generate explanations using our beliefs about the causal structure of 
the world, and use causal knowledge in many other ways.118  

 
How precisely we acquire such knowledge is a matter that can be settled by an 

appropriate theory of the epistemology of causation. But it is important to first realize 

both the skeptical nature of Price and Weslake’s objection and the Moorean nature of my 

response. Worries like the above, and much discussed misgivings about whether we are 

really Doppelgängers who have conscious experiences in reversed temporal order are 

skeptical worries119, worries on par with egocentric predicaments.120 There is no reason 

why we cannot meet such scenarios with the datum that we have causal knowledge from 

a very early age. That datum can be explained by the following piece of supplemental 

reasoning: Cognizers like us perceptually behold obtaining causal relations (following 

Armstrong (1988, p. 225), (1997, pp. 213-215); Cartwright (1993, pp. 426-427); Ducasse 

(1968, pp. 25-28); Fales (1990); Locke ([1690] 1975 II.xxi.4); Mumford and Anjum 

(2011, pp. 196-202); Reid ([1788] 1983 Essay 4.chapt. 2); and Siegel (2009)).121 

Suppose someone walks up to you and pushes your forehead back with great 

force. Would you not in such a circumstance perceptually experience an obtaining causal 

relation? Notice that I’m not interested in the question of whether or not you perceived 

the relation that is causation (some connection). Relations are universals and therefore 

abstracta. Rather, I’m interested in whether or not you perceived an obtaining relation, a 

concrete state of affairs, and it seems to me that when someone walks up to you and 

pushes your forehead back, you can as a result perceptually experience a concrete state of 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
118 Danks (2009, p. 447). 
119 See, e.g., the discussions in Maudlin (2002, pp. 272-273); Price (1996, pp. 14-15), (2011, pp. 

297-301); and Williams (1951, pp. 468-469). 
120 See Audi (2011, pp. 342-343). 
121 Hume’s objections to experiencing obtaining causal relations have been refuted by Fales (1990, 

pp. 16-25). 
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affairs, and you can on that basis form a perceptual belief viz., that your head was caused 

to move backward. Present within the larger experience are three constituents, (i) a 

sensuous experience, (ii) a non-sensuous experience, (iii) and the act of belief 

formation.122 Constituents (i) and (iii) are clear enough, and in order to appreciate (ii) one 

should first understand that it is connected to (iii) in that it involves “a certain felt 

attractiveness or naturalness, a sort of perceived fittingness” in that forming the 

perceptual belief that the push caused one’s head to fling backward “feels like the right 

belief in those circumstances.”123 It would be difficult for one to form the belief that one 

was floating in a swimming pool, or that one’s feet were being sprayed by a water gun in 

such circumstances.  

The detractor of perceptually beholding obtaining causal relations may at this 

point ask why I believe that my perceptual experience presents me with an obtaining 

causal relation. But notice that such a question’s meaning is ambiguous in this context.124 

Is the question a request that I give one reasons for believing that present in my 

experience is an obtaining causal relation? Or is the question requesting that I report on 

why it is that there’s a cause in my perceptual experience as opposed to something else? 

Both of these queries are red herrings. I should insist that cognizers can and do 

perceptually behold obtaining causal relations and thereby form perceptual beliefs about 

such relations in a foundational way, a way that affords non-inferential epistemic 

justification or warrant.125 I simply find myself believing that the lightning strike caused 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
122 As in Plantinga (1993b, p. 92), (1988, p. 38). 
123 Plantinga (1993b, p. 92) but cf. the discussion of memory in ibid., pp. 58-61. 
124 And here I follow Plantinga (1993, pp. 94-95). 
125 See Bergmann (2006, pp. 184-197); Plantinga (1993b, pp. 93-98). I’m relying upon a 

foundationalist architecture of knowledge not unlike that defended by Alston (1976) and countless others.  



	
   114	
  

the explosion, or that the push caused the fall, or that the initial falling domino caused the 

second’s fall. I believe these propositions on the basis of my perceptual experience, and 

the justification or warrant-contributor in each case just is, at least in part, the perceptual 

experience itself. As Plantinga noted, 

My having that sort of experience in those circumstances helps confer warrant 
upon the belief in question; it does not acquire its warrant by being believed on 
the basis of propositions reporting that experience.126 

 
So long as my belief formation in the relevant circumstances arose on account of properly 

functioning cognitive faculties in a congenial epistemic environment, an environment 

suited for those faculties, an environment conducive to true beliefs, and so long as my 

belief has no actual mental state defeaters for it in my noetic structure, it seems perfectly 

plausible to maintain that my belief enjoys warrant or epistemic justification.127 This is 

proper functionalism about warrant. Whether we find ourselves in such an environment is 

a separate issue, one that need not be settled in order for us to know that some specific 

causal relation obtains (i.e., externalism is true). 

 There is another route to my desired destination. One need not be a proper 

functionalist about warrant to get there. One can be justified in believing that a certain 

causal relation obtains in the virtue foundational way (Sosa (2007, pp. 44-69), (2009, pp. 

154-177), (2011, pp. 74-90)).128 A belief b enjoys virtue foundational justification when 

its foundational justification issues forth from b’s being formed in a way that manifests “a 

certain epistemic competence” (in this case a perceptual epistemic competence) “one that 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

The argument here may also rely on the supposition that perceptual experiences of the external 
world do not involve propositional content. But this supposition has been defended at length with great 
sophistication in Burge (2010, see specifically the comments at pp. 537-547). 

126 Plantinga (1993b, p. 95). And here I rely also upon the success of an argument given in Alston 
(1991, pp. 102-145). 

127 Plantinga (1993b, pp. 3-47). 
128 Sosa’s theory of the manifestation of perceptual epistemic competence assumes that perceptual 

experiences of the external world essentially include or involve propositional contents. Sosa (2011, p. 75) 
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is not constituted by” basing b “on some other conscious state/reason for which” one 

formed b.129 The epistemic competencies are specific types of abilities, where abilities are 

dispositions. These dispositions can be partnered with sets or collections of conditionals 

with “triggering antecedents and manifesting consequents”.130 But more specifically, 

perceptual epistemic competencies involve the ability to judge falsehood from truth in a 

sphere or venue appropriate for perceptual epistemic competence.131 Sosa’s account is 

famously externalist, and so cognizers need not demonstrate that their beliefs were 

formed in the relevant competence manifesting ways in order for those beliefs to enjoy 

virtue foundational justification, and I see no reason why cognizers like us cannot believe 

on the basis of perceptual experience that some causal relation obtains and claim to be 

manifesting the aforementioned perceptual epistemic competence. The mere report that 

we could be in some skeptical scenario in which causal structure is radically different (the 

effect is the cause, and the cause the effect) does nothing to defeat that claim and such a 

scenario itself can be met by the virtue epistemologist’s response to skepticism in 

general.132 

We can and do come to know about causal structure irrespective of causal 

direction’s detachment from physics. Skeptical scenarios can be dealt with by appeal to 

sound traditional epistemology.133 

4.2.4 Transitivity 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
129 Sosa (2007, p. 51). 
130 Sosa (2011, p. 80). 
131 ibid., 82. 
132 I take the above considerations to be such that they rule out the type of error theoretic responses 

to perceiving causation discussed in Beebee (2003). 
133 I should point out that reductionists themselves find epistemological worries like the above 

problematic. See, for example, Schaffer (2008, p. 90). 
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Causation is transitive such that ∀𝑥∀𝑦∀𝑧∎[(𝑅𝑥𝑦  &  𝑅𝑦𝑧) → 𝑅𝑥𝑧]  (where ‘R’ 

denotes the causal relation and where the variables x, y, and z range over events). Most 

theorists writing on causation regard that relation as formally transitive (see Cartwright 

(2007, p. 192134); Ehring (1987, p. 325), (1997, p. 82); Hall (2000), (2004a135); Irzik 

(1996, p. 252); Koons (2000, p. 46); Lewis (1973a, p. 563)136; Rosenberg (1992, p. 308); 

Schaffer (2009, p. 376) inter alios).137 In fact, it seems that only until rather recently has 

the transitivity of causation come under heavy fire.138 Such recent detraction from 

transitivity is mostly due to a number of difficult cases thought to be counter-examples to 

transitivity. I, however, agree with Hall (2004a), that at the end of the day, these cases do 

not show that causation is not formally transitive. In what follows below, I examine the 

cases articulating precisely why they fail to serve as worries for the proponent of the 

transitivity of causation. 

Here are a group of the best cases I could find in the literature: 

(Case #1): “…a boulder is dislodged, and begins rolling ominously toward 
Hiker. Before it reaches him, Hiker sees the boulder and ducks. 
The boulder sails harmlessly over his head with nary a centimeter 
to spare. Hiker survives his ordeal.” 139  The idea is that the 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
134 She states that the relation is “functionally transitive”. Cartwright (2007, p. 192). 
135 There are nuances with Hall. He thinks there are two different types of causation. One of these 

types (“the central kind” (2004a, p. 182)) is transitive, the other is not. 
136 Though I should point out that Lewis differentiates between causal dependence and the causal 

relation. He thinks that while the causal relation is transitive, causal dependence is not. 
137 “Many believe, however, that singular causation is transitive.” Hitchcock (1995, p. 276) “That 

causation is, necessarily, a transitive relation on events seems to many a bedrock datum, one of the few 
indisputable a priori insights we have into the workings of the concept.” Hall (2004a, p. 181) emphasis in 
the original. 

138 L.A. Paul remarked,  
 

“[o]ne obvious potential problem is that R is transitive, so if causation is the relation 
R then causation must also be transitive. Many, including Lewis, welcome this 
result, since they believe that the causal relation is transitive, but in recent years the 
transitivity of the causal relation has become controversial.” Paul (2009, p. 159 
emphasis mine) 
 

139 Hitchcock (2001, p. 276) who attributes the case to an early draft of Hall’s paper “Two 
Concepts of Causation”. 
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boulder’s dislodgement causes Hiker to duck. Hiker’s ducking 
causes the prevention of his being struck by the boulder, which in 
turn causes his survival. If causation is transitive, then the 
boulder’s dislodgement causes Hiker’s survival. That seems odd. 

 
(Case #2): James places an armed fused bomb outside of Julie’s apartment, 

but as Henry passes by he defuses the bomb and as a result, Julie 
survives. The idea is plainly that James’ bomb placement causes 
Henry’s diffusing, which in turn causes the prevention of an 
explosion, which in turn causes Julie’s survival. But if causation is 
transitive, then James’s bomb placement causes Julie’s survival, 
and that seems like an unintuitive result.140 

 
(Case #3): “My dog bites off my right forefinger. Next day I have occasion to 

detonate a bomb. I do it the only way I can, by pressing the button 
with my left forefinger; if the dog-bite had not occurred, I would 
have pressed the button with my right forefinger. The bomb duly 
explodes. It seems clear that my pressing the button with my left 
forefinger was caused by the dog-bite, and that it caused the 
explosion; yet the dog-bite was not a cause of the explosion.”141 

 
There are other similar cases in the literature (e.g., Kvart (1991); Hall (2004a, pp. 183-

184) etc.), but they all seem to have the same underlying structure.142 How should the 

proponent of the transitivity of causation respond? 

 I believe one can defend the transitivity of causation against such cases by 

appropriating a proper metaphysics of prevention, for preventions involve the causation 

of a negative event (the failure of some event’s obtaining). However, I am very stubborn 

about proper causal relata. My theory of causal relata and its supporting arguments 

prohibits obtaining causal relations involving negative events. We can therefore avoid all 

these potential counter-examples by simply rejecting the thesis that negative events are 

effects. There are therefore no instances of causation by prevention. This may strike some 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
140 This case is due to Hartry Field, according to the report in Paul and Hall (2013, p. 215). 
141 McDermott (1995, p. 531). 
142 Paul and Hall (2013, p. xi, pp. 82-87, p. 198, p. 216) have done us a great service by illustrating 

the precise structure of these counter-examples via neuron diagrams. 
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as counterintuitive but it is really just the cost of insisting that the relata of causation are 

events defined in terms of (37).  

4.2.5 Irreflexivity 

Causation is irreflexive, such that ∀𝑥∎~(𝑅𝑥𝑥) (where ‘R’ denotes the causal 

relation). I have already argued that causation is asymmetric. I said that the case of the 

slanting boards involved symmetric or mutual causation, and that if causation is also 

transitive, then it will follow that some events can cause themselves. I considered that 

result to be a reductio for the slanting board case (or at least interpreting that case in such 

a way that it involves symmetric or mutual causation), since not a few theories of 

causation will imply that all events cause themselves, if causation can be reflexive. So the 

work has already been done, the main argument has already been articulated. In addition, 

if my reasons for regarding causation as formally asymmetric and transitive are right, 

then irreflexivity follows by logical consequence. Thus, causation is irreflexive. 

4.2.6 Universality 

Not a few philosophers and scientists have affirmed that causation is universal, 

that every event has a cause (e.g., Aristotle, Physics; Donald Davidson (according to 

correspondence cited by Brand (1977, p. 332)); Kant ([1788] 1998, B232-B256); Koons 

(2000); Laplace ([1825] 1995, p. 2); Lewis (1986a, p. 242); Pruss (2006)). I believe that 

when causation relates what I call purely contingent events, that relation is universal (i.e., 

every purely contingent event has a cause). What is a purely contingent event? 

(39) Necessarily, for any x, x is a purely contingent event, just in case, 
x is an event that occurs, and every substance or mereological 
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fusion of two or more substances that is a constituent of x is 
contingently concrete.143 

 
Purely contingent events are different from merely contingent events. An event may be 

merely contingent and yet fail to be purely contingent by having as a constituent a 

necessarily existing, necessarily concrete substance. Purely contingent events only ever 

involve contingently concrete substances or fusions of such substances. Fusions of 

contingently concrete substances are themselves contingent given the following plausible 

principle: 

(40) Necessarily, for any entity x, if there are some ys, such that x is 
substrate-composed solely of the ys, and the ys are purely 
contingent, then x is purely contingent. 

 
where what it means for x to be substrate-composed of the ys is for the ys to be those 

substances, which fuse together to yield the x which has the ys as proper parts (and it is 

understood that the ys exhaust all of the constituent substances which build up x). 

But how does one show that all purely contingent events have causes? Here is an 

argument: 

 
(41) All successful causal explanations are backed by obtaining 

causal relations such that for any contingently true proposition 
that merely reports on the occurrence of a purely contingent event 
x (without logical redundancy) there is a true proposition which 
(among other things) reports on the occurrence of at least one 
distinct event y and the fact that y is a or the cause of x.144 
        [Premise] 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
143 Cf. Chisholm (1990, p. 419 see definition D11) and Koons (2000). Notice that this thesis is 

about those events, which actually occur. It is not intended to report on those purely contingent events that 
may occur at distant metaphysically possible worlds but which fail to occur at the actual world. Given 
necessitism, a purely contingent event may fail to occur on account of the fact that its constituent 
substances fail to be concrete. 

I should note here that Hall is the first to use the locution ‘purely contingent fact’ in his (2004b, p. 
261). 

144 I defend this premise in sect. ?.? below. 
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(42) All contingent truths that merely report on the occurrence of 
purely contingent events (without logical redundancy) could be 
causally explained.     [Premise] 

(43) If (42), then all contingent truths that merely report on the 
occurrence of purely contingent events are causally explained. 
        [Premise] 

(44) If (41) and all contingent truths that merely report on the 
occurrence of purely contingent events (without logical 
redundancy) are causally explained, then all purely contingent 
events have causes.     [Premise] 

(45) Therefore, all purely contingent events have causes.  
        [Conclusion] 

 
Premise (41) suggests that obtaining causal relations back causal explanations, and that 

supposition follows on not a few theories of causal and scientific explanation.145 Premise 

(42) is sufficiently substantiated by the justification for proposition (23) provided in 

chapt. 2. That leaves premise (43). Call those contingent truths without logical 

redundancies that merely report on the occurrence of some purely contingent event 

‘reporters’. How can one move from the mere possibility that reporters could be causally 

explained to the claim that all reporters actually are explained? There’s a proof for such a 

maneuver.146 Here is our interpretation for that proof: 

[Exy: x causally explains y; ‘â’ and ‘ô’ are pseudo-names (see the natural 
deduction system of classical first-order logic developed by Gustason and 
Ulrich (1989)147); with respect to the ys and zs the domain is restricted to 
propositions, although when [x] is a part of a quantifier, that quantifier ranges 
over a reporter. Variables in brackets are reporters. xs (without brackets) 
range over propositions.] 

 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

145 See Salmon (1984); Strevens (2008); van Fraassen (1980, p. 124); and Woodward (2003, pp. 
209-220) who seems to go in for the “backing” idea with respect to singular event causal explanation. In 
fact, Strevens (2007, p. 237) remarked, “[t]he core of Woodward’s account of singular event explanation is 
the account of singular event causation…”. This is contra Lewis (1986d) and Skow (2013). 

146 And here I’m indebted to Church (2009); Fitch (1963); Gale and Pruss (2002, p. 90); Kvanvig 
(2006, pp. 12-14); and Oppy (2000, pp. 347-348).  

147 Pseudo-names are used for the purposes of referring “to a thing of a certain sort” though we 
“do not know or care which thing of that sort it is.” Gustason and Ulrich (1989, p. 215) I do not make strict 
use of their proof-system here, for my derivation requires a formal language able to handle modal operators 
which have as their arguments existentially quantified expressions (I’m using quantified modal logic). The 
use of pseudo-names is clear enough in the derivation and can be easily appropriated by slightly adjusting 
standard quantified modal logic proof systems.  
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So long as causal explanation (represented by the predicate letter ‘E’ below) can be 

understood as a relation that satisfies the following two principles, then that proof can go 

through: 

(Principle #1): The relation E is distributive, such that necessarily, if some 
proposition causally explains the conjunctive fact [[x] & [y]], then that 
proposition causally explains [x], and that proposition causally explains [y]. 
 
(Principle #2): The relation E is factive, such that necessarily, if some proposition 
causally explains [x], then [x] is true. 

 
Here is the proof: 
 

(46) ∀x([x] → ♦Ǝy(Ey[x]))    [Premise] 
(47) [[â] & ~Ǝz(Ez[â])] → ♦Ǝy(Ey[[â] & ~Ǝz(Ez[â])]) [UI (46)] 
(48) Ǝy(Ey[[â] & ~Ǝz(Ez[â])])    [Assumption] 
(49) Eô[[â] & ~Ǝz(Ez[â])]    [EI (48)] 
(50) Eô[â] & Eô[~Ǝz(Ez[â])]    [Principle #1, (49)] 
(51) Eô[â] & ~Ǝz(Ez[â])     [Principle #2, (50)] 
(52) Eô[â]      [Simp. (51)] 
(53) ~Ǝz(Ez[â]) & Eô[â]     [Comm. (52)] 
(54) ~Ǝz(Ez[â])      [Simp. (53)] 
(55) ∀z(~Ez[â])      [QN (54)] 
(56) ~Eô[â]      [UI (55)] 
(57) Eô[â] & ~Eô[â]     [Conj. (52), (56)] 
(58) ~Ǝy(Ey[[â] & ~Ǝz(Ez[â])])   [CP (48)-(57) and Reductio] 
(59) ■~Ǝy(Ey[[â] & ~Ǝz(Ez[â])])   [Rule of Nec. (58)] 
(60) ~♦Ǝy(Ey[[â] & ~Ǝz(Ez[â])]) [Duality of the Modal Operators and DN (59)] 
(61) ~[[â] & ~Ǝz(Ez[â])]    [MT (47), (60)] 
(62) ~[â] v ~~Ǝz(Ez[â])    [DeM (61)] 
(63) [â] → Ǝz(Ez[â])     [Impl. and DN (62)] 
(64) ∀[x]([x] → Ǝz(Ez[x])    [UG (63)148] 

 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
148 The Gustason and Ulrich deductive system does not allow one to apply universal generalization 

to a line in which there appears a pseudo-name that was used in some earlier line of the deduction that was 
arrived at by means of existential instantiation. The only pseudo-name that appears in line (63) is [â]. That 
pseudo-name does “appear” at line (49), ‘Rô[[â] & ~Ǝz(Rz[â])]’. I include scare quotes around ‘appear’ 
because the relevant fact there is the conjunctive fact:  [[â] & ~Ǝz(Rz[â])]. For all intents and purposes, that 
fact is being named and referenced with the outer most brackets (i.e., I’m naming a particular conjunctive 
fact). Thus, [â] does not “occur” in line (49) in the way that Gustason and Ulrich have in mind per their 
proviso on applying universal generalization. (See Gustason and Ulrich (1989, p. 226)). 
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where proposition (64) says that for any reporter [x], if [x] holds, then there is at least one 

proposition z, such that z causally explains [x]. We can infer (64) from (63) by UG 

because [â] is an arbitrary reporter, not an arbitrary proposition. If it stood for an arbitrary 

proposition we could infer ∀x([x] → Ǝz(Ez[x]). But that is not the case here. 

The derivation shows that if all reporters could be causally explained, then every 

reporter has a causal explanation. Many may find the initial universal instantiation step 

on proposition (46) to be objectionable. The worry is that propositions that report on how 

reporters lack causal explanations are not such that they themselves could be causally 

explained. Premise (46) is therefore false.149 

 The objection is easily rebutted once a clarifying point is made regarding its 

essential content. Note first that what the objection dismisses is the possibility that a 

proposition about some reporters’ failing to have a causal explanation can itself be 

causally explained. That amounts to a denial of the consequent of (47), not a denial of 

(46). Second, notice that I agree. Lines (48)-(58) show that it’s a theorem that facts, 

which report on how reporters lack causal explanations, cannot themselves be causally 

explained. It is because that theorem can be established, that from (46), it follows that 

every reporter has a causal explanation.    

 Premise (44) seems plainly true. Given that a causal explanation of an arbitrary 

reporter [x] is backed by an obtaining causal relation—one that involves there being a 

cause of the purely contingent fact that [x] reports on—then clearly all reporters that are 

causally explained have causes. But I have just argued that all reporters have causal 

explanations. So it follows that all purely contingent events have causes (i.e., (45) holds). 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
149 And here I use some content from my “Yet Another New Cosmological Argument” paper. 
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4.2.6.1 Objections to the Universality of Causation 

John D. Norton (2007) argued that one should not be satisfied with a causal 

depiction of the world’s structure if that picture is recommended to one prior to 

systematic physical investigation of the world. He said “causal fundamentalism” is “a 

kind of a priori science that tries to legislate in advance how the world must be.”150 For 

Norton, causal fundamentalists are committed to a principle of causality, which, in one of 

its forms, asserts that “every effect has a cause.”151 If such a principle were true, it would 

place an a priori “restriction on the factual content of…science…”152 The problem, as 

Norton sees it, is that if the principle of causality holds, then determinism follows. But 

classical and quantum mechanics contradict determinism (as does the general theory of 

relativity).153 The principle of causality is therefore false. 

But the principle of causality does not imply determinism.154 Determinism is a 

stronger thesis. It says that “[t]he natural laws and the way things are at time t determine 

the way things will be at later times.”155 Notice the lack of explicit appeal to causal 

notions.156 What is required are stronger determining relations established by antecedent 

conditions coupled with natural laws. I’m not suggesting that one cannot understand 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
150 Norton (2007a, p. 15) emphasis mine. 
151 Norton (2007a, p. 36) emphasis in the original. For an interesting discussion of various 

principles of causality see Nagel (1961, pp. 316-324). 
152 Norton (2007a, p. 15). 
153 See Norton (2007a, pp. 17-18, pp. 22-28). 
154 A point made even in introductory metaphysics textbooks. Carroll and Markosian (2010, pp. 

50-51). 
155 Loewer (2008, p. 327). Or, 
 

“Determinism is the thesis that a complete statement of a universe’s natural laws 
together with a complete description of the condition of the entire universe at any 
point in time logically entails a complete description of the condition of the entire 
universe at any other point in time.” Mele (2009, p. 561) emphasis in the original 

 
Cf. Lewis (1983). 

156 Scriven (1975, p. 6) seems to make this point. 
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determinism by appeal to causation. Consider, for example, this definition from the pen 

of Thomas Pink: 

Causal determinism is the claim that everything which happens, including our 
own actions, has already been causally determined to occur. Everything that 
happens results from earlier causes—causes which not only influence, but 
determine their effects by ensuring that these effects must occur, leaving no 
chance for things to happen otherwise. So, if causal determinism is true, then what 
will happen at any time in the future is already entirely fixed and determined by 
the past.157 

 
But notice that Pink uses modal causal determination language. The idea is that one has a 

type of causal determinism only if every effect has a cause and causes entail or 

necessitate their effects. Causation is therefore “a species of strict necessitation” on such 

characterizations of determinism.158 The problem is that causation is not a type of 

entailment. If that were true, then indeterministic causation would be impossible (Koons 

(2000, p. 47)), and although my project seeks to establish a theory of deterministic 

causation, I do believe it is possible that the world is indeterministic and that at such 

worlds there are obtaining causal relations, its just that theories of indeterministic 

causation are significantly more difficult to get right, and I’m attempting to exercise good 

philosophical methodology by seeking to get clear on the easier case, leaving a theory of 

indeterministic causation as difficult homework. I should also add that one’s theory of 

deterministic causation should not affirm that deterministic causes necessitate their 

effects. It seems perfectly possible that if c actually causes e, there’s a world at which c 

occurs, and yet the presence of other events swamp (by causal influence) c’s causal 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
157 Pink (2013, p. 303) emphasis mine. 
158 The point is in Koons (2000, p. 47). 
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efficacy such that c does not causally give rise to e due to the presence of the mitigating 

or swamping causal circumstances.159   

 Norton (2007) was wrong. The universality of causation does not imply 

determinism. Are there other reasons then for resisting the principle of causality? Enter 

Norton’s (now famous) dome case in classical mechanics (see Norton (2007, pp. 22-28)). 

That thought experiment involved a sphere on the very top of a dome, which due to no 

external causal influences, spontaneously moves off of the top of the dome, sliding down 

its side in some indeterminate direction. Norton argued forcefully, and convincingly that 

such a case is consistent with Newtonian mechanics and that such an underlying physical 

theory fails to provide any discernable probabilities for the occurrence of the event of the 

sliding. This is supposed to show that there lies within Newtonian mechanics room for 

indeterminism and uncaused events.  

 Newtonian mechanics is false. Norton’s dome case is a counterfactual one. It’s a 

possible scenario. I am completely open to the possibility that some events lack causes. 

The universality of causation with respect to purely contingent events does not hold at 

every possible world, for the principle that all reporters could be causally explained in a 

way backed by obtaining causal relations is at best a contingent truth. Thus, the 

universality of causation is completely consistent with Norton’s dome case. 

4.2.7 Causation is Well-Founded160 

In his very important work, Realism Regained: An Exact Theory of Causation, 

Teleology, and the Mind (2000), Robert Koons proffered a very interesting argument for 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
159 See on this Mumford and Anjum (2011, p. 53). 
160 This sub-section is taken from my unpublished paper “On the Carroll-Chen Model”. 
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the well-foundedness of the causal relation (see p. 113) which depended upon the 

universality of causation. A close cousin of that argument proceeds as follows. 

(65) All purely contingent events have causes and there is a purely 
contingent event m that is the sum of all purely contingent 
events.       [Premise] 

(66) If all purely contingent events have causes and there is a purely 
contingent event m that is the sum of all purely contingent 
events, then m has a cause, call it c.   [Premise] 

(67) If for any obtaining causal relation that composes m, the cause in 
such a relation is preempted by c, then it is not the case that 
there is a complex purely contingent event m that is the sum of 
all purely contingent events.    [Premise] 

(68) If c causes m, then either, for any obtaining causal relation which 
composes m, the cause in such a relation will be preempted by 
c, or else c causes m by indirectly (through the transitivity of 
causation) causing all of its constituent purely contingent events 
by being the initial cause of m’s earliest obtaining purely 
contingent event or events.     
        [Premise] 

(69) If m is an infinitely long causal chain whose links involved only 
purely contingent events, then it is not the case that c causes m 
by indirectly (through the transitivity of causation) causing all 
of its initial constituent purely contingent events.  
        [Premise] 

(70) Therefore, it is not the case that m is an infinitely long causal 
chain whose links involve only purely contingent events. 
               [Conclusion] 

 
The first conjunct of (65) follows from the universality of causation. The second 

conjunct follows from mereological universalism (a popular assumption). (66) is an 

obvious truth. With respect to justification for (67), one should first pick out any 

obtaining causal relation that helps compose m. The cause in such a relation, if preempted 

by c, will bar c from causally producing its effect. Since this would hold for any 

obtaining causal relation, there simply could not be an m given that a cause c brings about 

m, since every would-be cause featured in causal relations building up m would fail to 

actually bring about the relevant effects. (69) is certainly true. An infinitely long causal 
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chain has no initial constituent purely contingent fact. That leaves (68). Why would one 

affirm it? Why could we not uphold the claim that c causes m by causing—via 

overdetermination—all of m’s constituent purely contingent facts? Koons (2000, p. 113) 

failed to (at least) explicitly defend the supposition that we are dealing here with a case of 

preemption instead of a case of symmetric overdetermination, or even joint causation.  

There are several ways to supplement Koons’ argumentation. We might follow 

Martin Bunzl who argued that symmetric overdetermination is impossible (see Bunzl 

(1979)), though he still admitted that there is explanatory overdetermination see p. 145), 

but Bunzl’s reasoning required a specific analysis of events, particularly the analysis of 

Donald Davidson (1967). 161  Davidson’s analysis includes identity or 

individuation conditions for events (Davidson (1969), (2001, p. 179)), where some 

event e1 is identical to some other event e2, just in case, for any event x, x directly 

causes e1 just in case, x directly causes e2, and for any event x, e1 directly causes x just in 

case, e2 directly causes x (see (ibid.); and the discussion in Simons (2003, p. 374)). This 

view of the identity conditions of events is flawed, for as Myles Brand (1977, p. 332) 

pointed out, it equates all events which do not have direct causes, and which do not 

directly cause other events.  It is an undesirable consequence that all ineffectual events 

are identical. So we should abandon Davidson’s analysis of events because of its view of 

the identity conditions of causal relata. 

There is a different path for defending a related but weaker thesis: With respect to 

the actual world, there are no cases of overdetermination. One might have good reasons 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
161 See Bunzl (1979, p. 145, and p. 150). 
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for believing in explanatory exclusion, and causal closure.162 Some believe that if those 

two dogmas hold, then there are no actual cases of overdetermination. Wim De Muijnck 

goes further, “[m]etaphysically speaking, no such thing as overdetermination seems 

possible; this is a consequence…of causal closure and explanatory exclusion” (De 

Muijnck [2003], p. 65). I, however, find causal closure to be objectionable, and so it is 

best to look for proper substantiation of premise (68) elsewhere. 

Some philosophers have suggested that symmetric overdetermination is 

improbable. One response to this charge which draws from Schaffer (2003, pp. 27-29); 

and Paul (2007) is that “quantitative”163, and/or “constitutive overdetermination”164 is 

prevalent.  If one is a non-reductionist about the structure of material objects, then a great 

many cases of macroscopic causation will involve Paul’s constitutive overdetermination, 

in that the parts which compose such wholes (any macro-level material entity) will 

contribute to causally producing that which the macro-level entity (the whole) brings 

about (cf. Paul165 (2007, pp. 276-7)). Schaffer recommends that one fend off the objection 

that parts of the causally efficacious object are not metaphysically distinct enough to 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
162 Kim defined causal closure as the thesis that “…any physical event that has a cause at time t 

has a physical cause at t.” Kim (1989b, p. 43 emphasis in the original). He says that explanatory exclusion 
is the principle that “[n]o event can be given more than one complete and independent explanation.” Kim 
(1989a, p. 79 emphasis in the original). 

163 Mackie’s term, from Mackie (1974, p. 43); cf. De Muijnck (2003, pp. 65-6); Schaffer (2003, p. 
28). Schaffer tells us that, “…quantitative overdetermination occurs whenever the cause is decomposable 
into distinct and independently sufficient parts”. Schaffer (2003, p. 28). 

164 Paul’s term from Paul (2007). 
165 I should point out that Paul believes that the consequence of there being such prevalent 

constitutive overdetermination is “mysterious and problematic”. Paul (2007, p. 277). She attempts to rid the 
world of such prevalence by arguing that fundamental causal relata are property instances shared by 
overlapping entities involved in obtaining causal relations. See Paul (2007, p. 282). 
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breed overdetermination, by noting that the parts are “nomologically correlated” while 

still “metaphysically distinct”.166 I agree with Schaffer’s response.  

Let me recommend a different strategy. Give attention to a standard explication of 

symmetric overdetermination as articulated by L.A. Paul (2007, pp. 269-70 emphasis 

mine): 

In contemporary discussions of causation, standard cases of symmetric causal 
overdetermination are defined (roughly) as cases involving multiple distinct 
causes of an effect where the causation is neither joint, additive, nor preemptive 
(and it is assumed the overdetermining causes do not cause each other)…Each 
cause makes exactly the same causal contribution as the other causes to the effect 
(so the causal overdetermination is symmetric); each cause without the others is 
sufficient for the effect; and for each cause the causal process from cause to effect 
is not interrupted. 
 

Now pick out an arbitrary obtaining causal relation which composes m. Label the cause 

D, and the effect E. If we understand symmetric overdetermination in the way Paul 

recommends, we cannot say that c is a direct overdetermining cause with D of E, 

precisely because c is a cause of D in that it is the cause of m. Perhaps a charitable 

reading of Koons (2000, p. 113) would suggest that by his admission that (in the case as I 

have adjusted it) c is “causally prior” to D in that c is also the cause of D, c and D cannot 

be overdetermining causes of E. On the charitable reading, my attempted improvement 

on Koons (2000, p. 113) per this paragraph only involves further elaboration upon just 

how causal priority precludes a symmetric overdetermination reading of the relevant 

case. 

One might think that the charitable reading does not help preclude a joint 

causation understanding of the case of concern. But this is not right. We were supposing 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
166 Schaffer (2003, p. 42. n. 9 emphasis in the original). The objection is tied to Kim (1989a). 

Some interpret Kim as suggesting that overdetermination just doesn’t involve the causation of an event by 
an object and the parts, which compose it. See Sider (2003a, p. 719. n. 2). 
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in the Koons-style reasoning above that D is a sufficient cause of E. So D is enough to 

bring about E, and since we are not dealing here with symmetric overdetermination, the 

relationship between c, D, and E must be understood in terms of asymmetric 

overdetermination, i.e., preemption. 

The above Koons-style argument will generalize to any infinitely long causal 

chain composed of obtaining causal relations that involve only purely contingent events. 

4.3 A New Realist Theory of Causation 

Causation is an irreflexive, transitive, asymmetric, and well-founded two-place 

relation that holds between occurring events. We can say more:  

 
(The Account): Necessarily, for any actually occurring event x, and for any 
actually occurring event y, x causes y, just in case, y actually causally 
depends for its occurrence and contingent content upon x’s occurrence. 

 
where the causal dependence relation is a two-place relation that is formally asymmetric, 

transitive, irreflexive, and both universal and well-founded when the relation connects 

purely contingent events. The contingent content of an event is the universal or relational 

property contingently exemplified by the substance or substances featured in that actually 

occurring event. That the substance has the property it does is properly attributable to the 

occurrence of the cause of that event. Causal structure “is, at bottom, dependency 

structure.”167 

 One might think that (The Account) needs to be revised. You might argue that 

for any given effect e brought about by causes, (The Account) implies that any event that 

made a difference to how e occurred is a cause of e. Of course, such a result is illicit (call 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
167 Hall (2011, p. 101) emphasis removed. For Hall, the quoted statement holds for one of two 

different types of causation. 
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this the too-many-causes objection). If one tried to avoid the too-many-causes objection 

by demanding that in non-intuitive cases, difference making events which are merely 

that, do not also serve as causal dependency bases for the imagined effect, (The 

Account) would be susceptible to a triviality charge, it “would give” the notion of causal 

dependency in the (The Account) “a ‘whatever it takes’ cast that would smack of 

triviality.”168 But (The Account) is not susceptible to this objection. This is because e 

would need to depend for its occurrence (its concreteness) on its causes. Mere difference 

makers (in the above sense) do not serve as such existence dependency bases. They help 

fix the contingent content of events but not much else. Still, I am worried by the charge 

of triviality. Can we say more about the nature of causal dependency and causal 

structure? Can we, in particular, link such dependency to natural laws? Almost everyone 

believes there exists some type of connection between laws and causation. Strange that 

(The Account) does not explicitly posit a connection. 

 We can add some meat to the bones of (The Account) thereby ensuring that 

causation is connected to natural nomicity (at least when causation is natural) by adding 

an intrinsicness thesis.169 The idea (leaning heavily upon Hall (2004)) is that when 

causation is a natural relation, causal structures are intrinsic in a way that entails the 

following thesis: 

(Intrinsicness Thesis (IT)): “Let S be a structure of events consisting of 
event e, together with all of its causes back to some 
earlier time t. Let S* be a structure of events that 
intrinsically matches S in relevant respects, and that 
exists in a world with the same laws. Let e* be the 
event in S* that corresponds to e in S. Let c be some 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
168 Borrowing Hall’s (2004, p. 287) language for a different point. 
169 As in Hall (2004, p. 264). 
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event in S distinct from e, and let c* be the event in 
S* that corresponds to c. Then c* is a cause of e*.”170 

 
Let me now make a few comments on precisely how I’m appropriating Hall’s 

(IT) thesis. First, by attaching (IT) to (The Account) for natural causation, I’m intending 

to affirm the conjunction that is <(IT) and (The Account)> when the cause or causes in 

an obtaining causal relation feature substances that are physical entities and the events in 

the causal relation are purely contingent (q.v., propositions (4), (5), and (7) above).  

Second, by ‘S* intrinsically matches S in relevant respects’ I mean “S* is an 

intrinsic duplicate of S”, and by ‘S* is an intrinsic duplicate of S’, I mean, “S and S* can 

be represented by an ordered pair {{S}, {S*}} such that each of the constituent events of 

the members of that pair bear the self-same intrinsic primitive relations”.171 An intrinsic 

primitive relation R is what Rae Langton and David Lewis (1998, p. 343) called a “basic 

intrinsic relation”. Constituent events of the members of the ordered pair {{S}, {S*}} 

bear the same basic intrinsic relations if, and only if, those constituents (a) stand in the 

same qualitative relations which fail to be disjunctive and fail to be the negation of 

disjunctive relations, and (b) they (the constituents) stand in the same qualitative relations 

that “are independent of accompaniment or loneliness”.172 The members of any ordered 

pair {a, b} are independent of loneliness if, and only if, those members could exist with 

some contingent entity g and stand in R (an intrinsic primitive relation), a and b could 

exist with g and yet fail to bear R, a and b could exist without any contingent entity such 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
170 Quoting Hall (2004, p. 264) emphasis mine. I’ve replaced his apostrophes with asterisks. Hall 

assumes (i) causal reductionism, (ii) Maudlin’s theory of natural laws, and (iii) that the fundamental natural 
laws are deterministic (ibid., 261). Fortunately, Hall admits that neither assumptions (i) nor (ii) are 
necessary for an affirmation of (IT) (see Hall (2004, pp. 257-258; p. 261. n. 9). Assumption (iii) is 
unproblematic in this context since I’m providing an account of deterministic fundamental causation. 

171 This departs significantly from Hall’s own understanding of (IT) (for which see Hall (2004b, p. 
265, pp. 286-290)). 

172 Langton and Lewis (1998, p. 343). 
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as g and yet bear R. And finally, a and b could fail to exist without any contingent entity 

such as g and yet fail to bear R.  

Third, Hall (2004) included all of the causes of e stretching back to an antecedent 

time since a great many causes bring about their effects with other causes and through 

causal processes featuring intermediates (ibid., 264-265, 270-274).  

Fourth, one might find my characterization of intrinsic causal structures 

objectionable. Surely in cases involving preemption (q.v., e.g., Fig. 1 and its 

accompanying explanation), the presence of the preempted cause may affect or influence 

the obtaining causal process. This is perhaps why Hall included the “in relevant respects” 

clause. I, however, do not see a problem here. The influences involved are often 

gravitational, and these have a straightforward causal interpretation (see chapt. 3). Thus, 

while an event A may preempt event B in causing C, B’s presence causally influences A, 

and influences C. In fact, event B may even influence the concrete state of affairs that is 

the obtaining causal relation connecting A and C. Because these influence relations are 

causal, they amount to additional obtaining causal relations that are themselves intrinsic. 

The presence of B does make a difference to the causal process connecting events A and 

C, but that is only because such difference making amounts to causation. Because 

structures S and S* include “all…causes back to some earlier time t” these structures will 

include event B. Thus, the difference making presence of preempted backup causes does 

nothing to subvert my characterization of intrinsic causal structures. 

Fifth, although Hall motivates (IT) by appeal to causal reductionism, that 

motivation can be easily jettisoned. In fact, (IT) is more at home in a realist approach to 
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causation than a reductionist one, as Hall (2004b, pp. 257-258173) himself seems to admit 

and as Armstrong (2004) and Menzies (1999, pp. 314-317, cf. pp. 319-320) argued.174  

 Sixth, I have added (IT) to (The Account) when natural causal relations are in 

view so as to save the account from triviality. As I see things, (IT) helps in this way by 

yielding several important implications. For example, if (IT) holds for natural causation, 

then natural “causal relations are stable under perturbations of the environment of the 

process exhibiting them.”175 This implication enables (The Account) to handle numerous 

difficult cases discussed in the causation literature, including symmetric 

overdetermination cases, and early, late, and trumping preemption cases. 

Consider Fig. 1 below: 
 
A                                       C 
 

B 
 
 

Fig. 1: Late Preemption 
 
Fig. 1 is a neuron diagram. The blue circles represent firing neurons (events), the arrows 

are causal stimulatory connections, and the times at which these events and connections 

are established is read off of the illustration from left to right. Italic letters will represent 

the event of the firing of the labeled neuron, while bold letters will represent individual 

neurons. Thus, neurons A and B fired at a time t0, while C fired at a time t1.176 What Fig. 

1 says, therefore, is that A’s firing caused C’s firing, and while B fired at the same time 

A fired, its stimulatory signal failed to reach C at t1, though had A failed to fire, C would 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
173 “This position [an intrinsic view of causation] is most naturally developed as part of a certain 

kind of non-reductionist position about causation, according to which facts about what causes what are 
metaphysically primitive…” Hall (2004, p. 258). 

174 See Armstrong (1997) and Tooley (1990) inter alios. 
175 Hall (2004b, p. 264). 
176 See Collins, Hall, and Paul (2004, p. 17). 
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have still fired since the stimulatory signal sent out from the event that is B’s firing would 

have brought about C’s firing. Various counterfactual theories of causation have a hard 

time with the above.177 But (The Account) coupled with (IT) handles Fig. 1 well. Again, 

“causal relations are stable under perturbations of the environment of the process 

exhibiting them.”178 Adding B and its stimulatory signal to the relevant environment of 

the causal relation’s obtaining does nothing to subvert the fact that A caused C.179   

Now consider Figure 2: 

 
A                              B                           E 

 
C                      D 

 
 

Fig. 2: Early Preemption180 
 

In this case, A causes B, which in turn contributes to E’s firing. But a separate causal 

process is initiated by C’s sending a stimulatory signal to D, although because A’s firing 

also sends an inhibitory signal to D, D fails to fire (the inhibitory signal keeps C’s 

stimulatory signal from causing D to fire). Were D to have fired, it would have sent a 

stimulatory signal to E, thereby causing E’s firing. A is therefore an early preemptor of 

C, since its firing inhibits D cutting off the causal process that was to extend from C to E. 

Early preemption cases such as this give both regularity and simpler counterfactual 

accounts of causation a very hard time,181 but for my specific view, early preemption 

cases are unproblematic. E actually causally depends on A. Additions to that structure 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

177 The case is problematic for theories resembling Lewis’s (1973a) account. 
178 Hall (2004, p. 264). 
179 My account of events may entail that in the counterfactual situation in which A fails to fire and 

yet B fires, C is not what results. Rather, an event that occurs later than t1 occurs, and since times are 
essential to events, the effect of B cannot be C. 

180 See Collins, Hall, and Paul (2004, p. 18); Paul (2009, p. 168). The orange line is an inhibiting 
signal sent from A to D. 

181 As has been pointed out by Collins, Hall, and Paul (2004, p. 18); and Paul (2009, p. 168). 
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involving C, D, and the inhibitory signal sent from A to D does nothing to undercut this 

fact. The truth of (IT) guarantees this for causal relations such as those that connect A 

and E.  

What of symmetric overdetermination cases such as Fig. 3 below? 

 
         A 
                                                        C 

                  B 
 
 
 

Fig. 3: Symmetric Overdetermination 
 
In Fig. 3, both A and B causally produce C by sending their own causally sufficient 

stimulatory signals to C. Each signal reaches C at the same time, and both A and B fire at 

the same time. This example is also trouble for a number of different theories of 

causation, but it should not trouble the proponent of (The Account) plus (IT) for natural 

causation. A and B are both causes of C. Period. There’s simply nothing more to say. 

Finally, consider the infamous trumping preemption case illustrated by Fig. 4 

below: 

 
         A 
                                                        C 

                  B 
 
 
 

Fig. 4: Trumping Preemption 
 
In Fig. 4, both A and B send stimulatory signals to C, except that A’s firing is 

significantly more intense than B’s firing, and so as a result, A’s stimulatory signal is 



	
   137	
  

significantly more intense than B’s. Because A and its stimulatory signal are so 

overpowering, A’s firing is the cause of C. Moreover, one should not understand B’s 

firing as an additional cause of C since the intensity of A’s firing trumps B (hence the 

skinny yellow arrow). If you do not have that intuition, perhaps the quoted pericope 

below will help one have the relevant seeming: 

The sergeant and the major are shouting orders at the soldiers. The soldiers know 
that in case of conflict, they must obey the superior officer. But as it happens, 
there is no conflict. Sergeant and major simultaneously shout 'Advance!'; the 
soldiers hear them both; the soldiers advance…since the soldiers obey the 
superior officer, they advance because the major orders them to, not because the 
sergeant does. The major preempts the sergeant in causing them to advance. The 
major's order trumps the sergeant's.182 

 
The case as described by the above illustrative story is very helpful since it highlights 

precisely why the trumping preemption phenomenon is unproblematic for (The 

Account). What fixes the contingent content of the event that is the soldier’s advancing is 

the major’s order, not the sergeant’s. (The Account), therefore, provides the right result 

since it counts as the cause only that which fixes such content. 

Suppose one duplicated the trumping preemption case as described by the excerpt 

above, but this time one added in a commanding general. The general’s command will 

trump the major’s, but by (IT) the Major’s order will count as the cause of the advance, 

reductio ad absurdum. Recall that my theory of events is very much in the property 

exemplification camp. Events are therefore fragile entities. Once we continue to add in 

overly powerful causal processes (at third, fourth, and fifth levels) trumping all other 

potential causes and causal processes, one wonders whether or not the effect remains the 

same. One wonders, for example, whether or not the token event that is the advancing of 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
182 Lewis (2000, p. 183) who credits the example to Bas van Fraassen in ibid., 183 n. 3. Cf. 

Schaffer (2000). 
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(say) five specific army rangers is one and the same as the token event involving army 

rangers moving forward on account of orders issued by a commanding general. Surely 

the effect occurs in a way that is in some sense different than it would have otherwise 

been had the major ordered the advance. For example, perhaps the advance becomes a 

charge. The intensity with which a cause acts on other objects has a bearing on what 

events are produced given that events are sufficiently fragile entities. 

4.4 General Objections to Causal Anti-Reductionism 

As is common with realist and/or non-reductive approaches to causation (see 

Anscombe (1971); Brand (1975); Broad (1968); Carroll (1994), (2009); Peterson (1898, 

p. 61); Scriven (1971), (1975, p. 15); Taylor (1966); Woodward (2003)183), (The 

Account) does not reduce causation to anything non-causal. One way to quickly see this 

is that the analysans of (The Account) includes the clause ‘causal dependence’. But it is 

important to point out that (The Account) is not primitivist about causation. Primitivism 

implies that causation has no analysis whatsoever, and while anti-reductionism is implied 

by primitivism, anti-reductionism does not imply primitivism.   

Because (The Account) is non-reductive it is susceptible to a number of general 

complaints commonly lodged against causal anti-reductionism. For example, some would 

maintain that causal realism or anti-reductionism is just plain uninformative.184 But such 

a charge cannot be appropriately lodged against (The Account) especially when it is 

coupled with (IT) for physical causation. This is because (The Account) links causation 

to causal dependence and other notions. It also specifies what causal dependence for 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
183 See also Fales (1990, pp. 11-25); and Tooley (1987), (1997, pp. 84-122), (2003, p. 392). 
184 See Ehring (1997, p. 62). Carroll (2009, pp. 290-291) provides a plausible line of response to 

this worry, as does Woodward (2003, pp. 20-22). I will, to some extent, follow them in the main text above. 
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contingent content amounts to, while also precisely detailing the formal nature of that 

dependence. Furthermore, (IT) links physical causation to laws and entails that physical 

causation is intrinsic. These are substantive and informative facets of (The Account) for 

physical causation.  

Woodward (2003, p. 21) has pointed out that one can ensure the non-triviality and 

therefore informativeness of a non-reductive account of causation by revealing precisely 

how it conflicts with other reductive and non-reductive accounts. I should therefore 

clearly disclose that (The Account) is incompatible with Woodward’s (2009, p. 250) 

own non-reductive manipulationist theory of causation and causal explanation since it 

assumes that events (understood in terms of (37) above), and not the values of variables, 

are sole causal relata, and that not all obtaining causal relations are backed by laws. (The 

Account) makes no room for interventions, and does not incorporate talk of probabilities. 

Moreover, Woodward’s commitment to the underlying thesis—the idea that laws always 

back obtaining causal relations—entails a type of philosophical naturalism. 185  My 

account avoids this implication. 

The most serious charge against causal realism is one from ontological 

parsimony. Some philosophers (e.g., Sider (2011)) would maintain that since the notion 

of causation is not indispensable to the ideology of our best theories, that notion does not 

carve reality at the joints, and so that notion should not be regarded as fundamental. 

Causation is dispensable to our best theories because adding that notion “to physical 

theory…doesn’t seem to enhance its explanatory power.”186 Pace Sider, causal talk is 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
185 See the comments in Woodward (2003, p. 173). 
186 Sider (2011, p. 15). In the context of the quote in the main text, Sider is directly discussing 

natural laws, but on page 16 he goes on to point out that what he says about laws applies also to causation. 
See also Schaffer (2008, p. 91). 
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indispensable to the ideology of our best theories. I tried to show this in sect. 1, but one 

can, for all intents and purposes, set those considerations aside. Given (The Account), 

and (IT), I believe that instances of dimensioned realization or microphysical 

determination involve instances of causation and not a few of our best theories require 

successful functional analyses of scientific phenomena and therefore make use of 

obtaining dimensioned realization relations.187  The realist can therefore respond to 

parsimony worries of this variety by explicating precisely how it is that realization 

essentially involves causation.  

4.5 Causal Realization and Causal Grounding 
4.5.1 Dimensioned Realization 

Dimensioned realization is a many-one asymmetric 188 , irreflexive 189 , and 

transitive190 determination and dependence relation thought to actually hold between 

property instances or states of affairs.191 Given (The Account), causation can also be a 

many-one asymmetric and irreflexive relation that holds between property instances so 

long as those instances involve substances contingently exemplifying universals or 

relational properties at times. But is there something to the determination aspect of 

dimensioned realization that precludes one from interpreting or understanding obtaining 

dimensioned realization relations as obtaining causal relations in the sense of (The 

Account)? I do not believe so. Consider the account of Carl Gillett: 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
187 See Aizawa and Gillett (2009). 
188 “It should be noted that realization is an essentially asymmetric relation and therefore it has at 

least one of the marks of a genuine dependency relation.” Poland (1994, p. 193) 
189 Bennett (2011, p. 84. n. 12). 
190 Physical realization is thought by many to be a transitive relation. See Horgan and Tienson 

(1996, p. 23); and Marr (1982). 
191 See Aizawa (2013); Gillett (2002), (2003), (2011). Cf. Gillett (2007) and the discussions in 

Bennett (2011, pp. 82-85); Polger (2004, pp. 116-125); Shoemaker (2007, pp. 32-33). 
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(71) Events involving the instantiation of properties f1-fn realize an 
event involving an individual i exemplifying a property d in 
circumstance C, just in case, in C, properties f1-fn collectively 
impart or provide powers to either the individual i or its parts “in 
virtue of which” individual i “has powers that are individuative of 
an instance of” property d, “but not vice versa.”192 

The emphasized portion of the above definition of realization is what’s important 

for my purposes. Gillett and company provide no real analysis of the collective 

“imparting” or “contributing” that extends from the realizing base to the realized entity or 

entities. (The Account) coupled with (IT) suggests a causal interpretation of such 

imparting. Individual i or its parts come into the possession of the relevant powers on 

account of causal contribution. The individuals exemplifying the realizer base properties 

(in this case f1-fn) constitute events which together cause individual i or its parts to inherit 

the relevant powers. Individual i’s having the relevant causal power in C (at the relevant 

temporal index) causally depends upon constituent individuals having properties f1-fn at a 

time. 

What place is there in my theory of causation for the powers explicitly referred to 

in the definition of realization above? Does not (The Account) commit me to the 

tradition that has typically understood causal structure in terms of dependence structure 

and not in terms of capacities, and causal powers?193 Yes. I am committed to the causal 

dependency tradition, but I am also open to a deeper metaphysical story about why it is 

that causal dependency relations obtain, and these relations may obtain by virtue of 

powers and capacities possessed by individuals governed by causal laws. 194 

Unfortunately, the powers and capacities approach to causation and the metaphysics of 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

192 Gillett (2002, p. 322); Gillett (2003, p. 594). Polger and Shapiro (2008) object to the view, but 
Gillett (2011) has responded convincingly.  

193 See the discussion in Hall (2011, p. 101). 
194 If such a deeper story were successful it would still be anti-reductionist, and thoroughly 

incompatible with, for example, general reductive theories such as Humeanism. 
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science in general “is still programmatic with nothing that is widely regarded as 

demonstrated.”195 That said; I do believe one can accommodate the real existence of the 

powers needed for Gillett’s metaphysic of realization while remaining well within the 

confines of the framework already adopted. Recall that even primitivists about powers 

regard them as universals instantiated by or in substances.196 Individual’s such as i have 

or exemplify powers that are “individuative of an instance of” the further property d. That 

individual’s having that power is itself an event. That event causally depends upon the 

occurrence of several events involving certain micro-constituents having various 

properties such as f1-fn. And I should add that insofar as instances of multiple realization 

require obtaining realization relations, multiple realization can also be interpreted 

causally.197 

4.5.2 Grounding 

According to Jonathan Schaffer (2009), (2010, pp. 345-348), grounding or 

priority relations are well-founded, transitive, and asymmetric relations of dependence 

that obtain between actual concrete entities. Schaffer contrasts this kind of dependence 

and priority with causal dependence, musing that when x is prior to y, x is not causally 

dependent upon y (Schaffer (2010, p. 345)). This latter point is too hasty. 

Assume that (The Account) holds. Now through the following imaginary 

episode, peer with the mind’s eye into a possible situation that is no doubt familiar to 

those who have read the causation literature (Schaffer (2000, pp. 165-166 adjusted 

here)): 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

195 Mumford (2009, pp. 268-269). 
196 Ibid., p. 269. 
197 Gillett’s account lays down four conditions that must be satisfied for obtaining multiple 

realization relations. One of these conditions includes the necessary and sufficient conditions for obtaining 
realization relations. See Aizawa (2013, p. 71) who cites Gillett (unpublished). 
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(72) Merlin casts a spell that turns a “prince into a frog” at 7:00pm. 

Arguably, the object that is a frog is a new entity, one that did not exist before.198 The 

frog owes its nature and positive ontological status to the magical causal activity of 

Merlin. So in Possible Situation, Merlin’s magical activity is causally prior to the frog’s 

beginning to exist at 7:00pm. Or, at least, Merlin’s magical activity is causally prior to 

the event that is the frog’s instantiating its essence at 7:00pm, or the event that is the 

frog’s instantiating all of the properties it has or had at 7:00pm. Its plausible then to think 

that Merlin’s magical activity is prior to either the actual entity that is the frog, or the 

relevant state of affairs that involves the frog’s coming to be at 7:00pm, in such a way 

that the frog or the relevant event depends for its nature and positive ontological status 

upon the magical activity of Merlin. Now given my arguments that causation is well-

founded, asymmetric, and transitive, and given (The Account) it seems that causal 

priority can be legitimately understood as a kind of deep grounding priority when one 

event grounds another (contra Schaffer). 

 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
198 If you don’t think this, then put a twist on Possible Situation such that Merlin casts a spell that 

brings the frog into existence at 7:00pm (a veritable instance of creatio ex nihilo). This seems perfectly 
conceptually possible in that I can conceive of such a states of affairs, and there does not seem to be a 
metaphysical law (on the assumption that causal realism is true) to which this situation is contrary, and so 
the situation is also metaphysically possible. 
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Chapter 5 An Account of Token Physical Explanation 

“We are to admit no more causes of natural things than such as are both 
true and sufficient to explain their appearances”. 
- Newton (1966, p. 398) 

It is time to defend my view of physical explanation. The view I discuss and 

defend is not an account of general scientific explanation. I’m not interested in 

articulating in what sense GTR subsumes STR for example. Nor does my account detail 

the sense in which there can be explanations of natural laws (as in Friedman (1974)). 

Rather, I’m interested in token physical explanation of obtaining states or occurring 

events.  

The provision of both explanations of particular phenomena and descriptions of 

empirical phenomena constitute the heart and soul of physical science. William Alston 

(1971) disagreed. For Alston, well-ordered science should not give pride of place to 

token physical explanations of states. Even the “pure” or theoretical sciences are chiefly 

concerned (by Alston’s lights) with the discovery of natural laws. Alston proposed that 

with respect to explaining particular states we are, more often than not, at a disadvantage 

epistemically in two different ways.  

First, an explanation of a particular state, even with somewhat idealized laws in 

hand, has need of that which is responsible for the specific state in question.1 The 

problem is that often we cannot identify in many specific instances what precisely those 

responsible entities are. The relevant factors may be epistemically removed from us since 

such factors may be unobservable, or hidden away in some inaccessible part of the past.2 

I respond that this appears to be a pseudo-problem. It is indeed sometimes the case that 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
1 Alston (1971, p. 29). 
2 Ibid. 
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parts of the etiologies of events are hidden from us. That may in fact mean that no 

explanation that depends upon an appeal to such parts will be complete. But why is that 

problematic? Alston does not show that in the context of physical theories (what he calls 

“pure” science) all would-be token physical explanations suffer from this problem. In 

point of fact, Alston depends most heavily upon special science cases. His supporting 

evidence can be accepted and his more general conclusion affirmed in the context of the 

special sciences. I’m providing an account of token physical explanation, that is, 

explanation in physics. There may not be physical explanations of the kind I have in mind 

in the special sciences, and that is because laws (quoting Maudlin) “ought to be capable 

of playing some role in explaining the phenomena that are governed by or are 

manifestations of” them.3 There may not be any such things as special science laws. They 

are not exceptionless as the laws of physics appear to be. 

Second, the laws that back token physical explanations may be of a form that 

makes it too difficult to discern that which is responsible for the state reported on in the 

explanandum or explananda. Alston’s case for this latter point is extremely weak. He 

conceives of laws as providing either necessary (NC laws) or sufficient conditions (SC 

laws) for some event-types. I think it is obvious that a law that merely reports on the 

necessary conditions for event-types will not provide us with enough information to 

ascertain the responsible variables. We are in no better situation with laws that give the 

sufficient conditions for the explanandum or explananda. But these matters should not 

worry us. As I indicated above, no contemporary account of natural laws explicates them 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
3 Maudlin (2007, p. 8). 
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in terms of NC laws. In fact, I’m aware of no account that understands them in terms of 

SC laws either.4 

Physical science is very much in the business of describing, but it also concerns 

itself with explaining particular physical facts. For example, many physicists have 

attempted to explain the universe’s low-entropy state. In truth, many of the Nobel prizes 

in physics are given for discoveries that yield powerful physical explanations of distinct 

states. And even for those that are given for important discoveries, often those 

discoveries provide impetus for the search for token physical explanations of physical 

states. For example, in the report giving the scientific background on the Nobel Prize in 

physics in 2011 (compiled by the class for physics of the Royal Swedish academy of 

sciences) we have: 

…observations of type Ia supernovae (SNe) at distances of about 6 billion light 
years by two independent research groups, led by Saul Perlmutter and by Brian 
Schmidt and Adam Riess respectively, reveal that presently the expansion rate 
instead is accelerating. Within the framework of the standard cosmological model, 
the acceleration is generally believed to be caused by the vacuum energy 
(sometimes called ‘dark energy’)…The observations present us with a 
challenge…What is the source of the dark energy that drives the accelerating 
expansion of the Universe? Or is our understanding of gravity as described by 
general relativity insufficient? Or was Einstein’s ‘mistake’ of introducing the 
cosmological constant one more stroke of his genius? Many new experimental 
efforts are underway to help shed light on these questions.5 

 
Why are there concrete states of the cosmos involving its accelerated expansion? What is 

responsible for its acceleration? The discoveries of Perlmutter, Schmidt, and Riess 

motivated token physical explanation seeking,6 and the contemporary token physical 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
4 I believe that Tim Maudlin’s (2007) account of laws allows one to escape the problem. 
5 Class of Physics of the Royal Swedish Academy of Sciences (2011, p. 1, pp. 14-15). 
6 See for example Riess et. al. (1998). 
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explanation is that the acceleration of the universe is due to or is “by energy in the 

vacuum”.7 

5.1 Explanations as Arguments 

The physical sciences do concern themselves with token physical explanations. 

But what are such explanations like? I believe they are, in terms of their form, arguments. 

This is the third dogma of empiricism.8 The dogma has an illustrious philosophical 

history. It can be traced back to Aristotle’s Posterior Analytics (Bk. 1, Chapt. 2), and has 

been defended in more modern times by Richard Braithwaite (1968, p. 22), Carl G. 

Hempel and Paul Oppenheim (1948, pp. 137-138), Ernest Nagel (1961, pp. 29-46), Karl 

Popper (1959), and Michael Strevens (2008, p. 77), (2012, pp. 448-449). Every physical 

explanation must involve only essential premises reporting on either initial conditions, or 

occurring purely contingent events (or both), as well as true natural laws that are 

altogether causally sufficient for the occurrence of the event or events reported on by the 

conclusion. The premises are essential in that each contributes to the aforesaid causal 

sufficiency, and each is necessary for guaranteeing that sufficiency.  

 Every argument that is a scientific explanation must, in a factive manner, remove 

puzzlement about why the event reported on in the conclusion occurs with the particular 

contingent content it features.9 When a set of propositions q scientifically explains p 

(Esqp, for short), both q is true, and p is true. In addition, properly functioning cognizers 

who know that Esqp, also know why the target event reported on in q occurs. This is the 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
7 Ibid., 1027. 
8 Salmon (1998, p. 95-107). 
9 The idea that explanations involve removal of puzzlement appears in Barnes (1982, p. 54); 

Ohreen (2004, p. 118); and Pruss (2006).  
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sense in which scientific explanation contributes to our understanding of the world. Or so 

I will argue.  

The aforementioned is an adumbration of my view. More needs to be said. Before 

I can provide a thorough statement and defense of my account, however, I will need to 

deal with the host of objections to the third dogma, for if any of these succeed, my 

account will never get off the ground.  

Consider first the complaint that scientific explanations are temporally 

asymmetric, while arguments and inferences are not always temporally asymmetric. As 

Wesley Salmon stated, “[w]e have many records, natural and humanly-made, of events 

that have happened in the past; from these records we can make reliable inferences into 

the past.”10 However, we do not explain past events by means of future ones. But this 

worry does not apply to my account of scientific explanation. Causal constraints are 

placed on the types of arguments and inferences that are legitimate explanations. If 

scientific explanations must be temporally asymmetric, that asymmetry is inherited from 

the underlying temporal asymmetry of causation.11 I do, however, believe that not all 

scientific explanations are temporally asymmetric since obtaining causal relations that do 

not relate a temporally prior cause to a temporally subsequent effect back some such 

explanations. For example, in the general theory of relativity the gravitational field’s 

action on a particle “whose history is” a curve in spacetime is independent of time.12 And 

I have already argued that such action is causal (see chapt. 3). The explanation of, for 

example, the inertial motion of the particle that involves the action of the gravitational 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
10 Salmon (1998, p. 102). 
11 Strevens (2008, pp. 24-27). 
12 Hawking and Ellis (1973, pp. 71-72). 
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field is not temporally asymmetric, though it is formally asymmetric, since the underlying 

and backing causal relation is formally asymmetric. 

Wesley Salmon (1998, pp. 95-97) has argued that scientific explanans cannot 

countenance irrelevancies though arguments can. This fact shows that there is some 

disparity between the two notions. Scientific explanations are not arguments. But I 

respond as follows: One cannot simply add in whatever premises one wants to deductive 

arguments that are scientific explanations so long as validity is not disturbed, for as I 

stated above, arguments that are physical explanations must involve only essential 

premises reporting on either initial conditions, or occurring purely contingent events (or 

both), as well as true natural laws that are altogether causally sufficient for the occurrence 

of the event or events reported on by the conclusion. Call the event or events reported on 

in the conclusion of such arguments the explananda of those arguments. One might now 

counter that every cause in the etiology of the explananda or explanandum counts as an 

event that must figure in the premises that constitute the scientific explanans, and since 

causation is transitive (see chapt. 4), a great many explananda will have explanans that 

involve events reaching far back into the history of the cosmos. These events that are far 

removed, temporally speaking, from the explananda seem irrelevant, though my account 

seems to suggest that they must nonetheless figure in the proper scientific explanans of 

those explananda. This seems absurd. 

The above represents a problem for virtually every causal account of scientific 

explanation.13 I answer that what causes ought to be included in the explanans of some 

explananda or explanandum are those, which would remove an ideal agent’s (an agent in 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
13 See the discussions in Railton (1981, pp. 240-247); Salmon (1984, p. 207, p. 275); and Strevens 

(2008, pp. 41-65). 
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the context in which the explanation is being proffered) puzzlement about why the 

event(s) reported on in the conclusion, occurred with the particular contingent content 

it/they featured. An ideal agent in such cases is simply one whose cognitive faculties are 

not subject to cognitive malfunction and who can justifiably believe (in a knowledge 

conducive way) on the basis of the content of the premises, that the event(s) reported on 

in the conclusion, occurred with the content it possessed.14 Whether or not puzzlement is 

removed in such scenarios depends upon the practical interests of the ideal agent in 

question. And here I coopt and adjust some relevant pieces of the epistemic practical 

interests literature.15 “There are cases in which two people are similarly situated, but one 

has” their puzzlement removed by a report on the content of a particular explanans 

“whereas the other does not, because one has greater practical investment in the” 

phenomenon that is being explained.16  Thus, whether or not one has successfully 

explained q by appeal to p depends upon the practical facts about the interested 

inquirer(s). Explanation is an “interest-relative” phenomena (following Stanley (2007, pp. 

168-169) on knowledge).   

What is the precise relationship between the practical interests of an ideal agent 

and the etiology of the explanandum or explananda one is attempting to remove 

puzzlement about? I will not commit to any specific account. It may be that the degree to 

which one is practically invested in the physical details of a particle taking a certain 

trajectory around a binary pulsar system requires a far more detailed and more exhaustive 

report on the causes and influence relations resulting in the particles exact trajectory. 

Thus, the standards are high in physics literature. More information about the etiology is 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
14 I’m assuming the proper functionalist analysis of knowledge in Plantinga (1993b). 
15 Fantl and McGrath (2002); Stanley (2005); (2007). 
16 Stanley (2005, p. 2). 
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therefore required in the reports of the relevant premises of the explanans. When, 

however, an ordinary ten-year-old is told that the particle traveled down trajectory t, and 

that ten-year-old asks “why did it take trajectory t?”, one’s explanation need not be nearly 

as informative or exhaustive in its report on the involved influence relations, though it is 

important to note that the premises of the argument will still need to be causally sufficient 

for the occurrence of the phenomenon in question.  

How many causes ought to be reported on in an explanans is connected to the 

practical interests of an ideal version of the agent(s) for whom the explanation is being 

provided. The practical interests themselves depend upon the serious practical questions 

the agent ought to be considering.17 These questions are themselves linked to the goals 

the agent would have were they rational.18 They are also dependent upon the decisions 

the agent would make were they completely rational. The details of rational decision-

making and the like I leave to those philosophers working on practical rationality, and 

decision theory. There is therefore both a practical and normative element to explanation.  

But can there be token physical explanations of events that are highly unlikely? 

Does not the fact that physical explanations are arguments suggest that the explanandum 

or explananda are probable or likely conditional on the premises of such arguments? As 

Salmon put it: “A high probability is demanded by the requirement that the explanation 

be an argument to the effect that the event in question was to be expected, if not with 

certainty, then with high probability, in virtue of the explanatory facts.”19 This suggests 

that scientific explanations, understood as arguments, can never remove puzzlement 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
17 Ibid., p. 92. 
18 Ibid. 
19 Salmon (1998, p. 97) emphasis mine. 



	
   152	
  

about why some highly unlikely event (e.g., the decay of the nucleus of a piece of 

uranium) occurred.  

 The difficulty can be overcome by an invocation of indeterministic causal 

sufficiency. Some causes may bring about an effect even though the cause’s bringing 

about that effect only have a small chance of resulting in such production. Think, for 

example about Schaffer’s (2000, p. 40) cases involving spell casting. Morgana can cast a 

spell, which only has a .4 chance of resulting in the occurrence of some event. If the 

event in question occurs, it seems right to say that Morgana’s spell was the cause of the 

event. An ideal gas in a box with perfectly elastic walls that is in a thermodynamic 

equilibrium state, may undergo a highly unlikely fluctuation that results in the low-

entropic state of the entire physical system. It seems right to think of the prior state of the 

system together with backing laws as the cause of the fluctuation despite the fact that the 

objective probability of the fluctuation’s occurrence is low. Furthermore, a proper theory 

of indeterministic causation may suggest that it is more probable or likely given that the 

cause occurred, that the effect in question occurs, though the overall objective probability 

of the effect is still low.20  

5.1.1 Causal Sufficiency and Deductive Inference 

Some scientific explanations are deductively sound arguments. The premises of 

such arguments entail respective conclusions. But there is, of course, more to say. 

Because causation is indispensable to scientific explanations, such explanations involve 

premises that report on obtaining antecedent conditions or events, and natural laws that 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
20 David Lewis’s (1973a) account of indeterministic causation is like this, and while I am a realist 

about deterministic causation, I don’t see any inconsistency in affirming a reductive theory of 
indeterministic causation. 
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causally entail the event or events reported on in the conclusion of the argument (similar 

to Strevens (2008)). The arguments in question must have restricted logical forms. They 

must be instances of modus ponens or modal modus ponens, where at least one of the 

indispensable premises is at least a material conditional (though it can be a strict 

conditional) having as one of its sub-sentential parts an antecedent that contains all of the 

other indispensable premises as conjuncts. The consequent of the conditional will contain 

the conclusion as its only sub-sentential part.  

What ensures the truth of the conditional premise is the fact that the events, laws, 

and antecedent conditions discussed in the antecedent of the conditional are all causally 

sufficient for the occurrence of the event(s) in the consequent. If the laws in question are 

true, and the antecedent conditions or events that constitute the cause of the target event 

occurred, then the target event will itself occur.  

Causal sufficiency may be probabilistic, or deterministic. The difference amounts 

to the type of causal relation that obtains between the relata reported on in the premises, 

and the target event(s) in the conclusion. If the causal relation is deterministic, the 

backing laws will be deterministic, and the account of causation defended in chapter 4 

will be applicable. If, however, the involved causal sufficiency is probabilistic, then the 

backing natural laws will be probabilistic, and the causation in play will be 

indeterministic. My take on either type of causal sufficiency requires no particular 

commitment to any one view of deterministic or indeterministic laws. Nor does what I 

say about causal sufficiency require a commitment to any one view of indeterministic 

causation.21  

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
21 There are many accounts of indeterministic causation. I do not pretend to know what such 

causation amounts to. 
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Physical explanations understood as arguments provide one with warrant for 

one’s beliefs about why the events in question occurred (I call this knowledge-why). 

They do this so long as one justifiably believes that the true premises of the argument 

entail the true conclusion though one need not actually grasp the entailment relationship 

itself.  

5.1.2 Explanatory Abductive Inference and Physical Explanation 

While physical science is in the business of physically explaining phenomena, it 

would be inappropriate to characterize a lot of the business of actual science as 

progressing solely by means of providing such explanations. In point of fact, I believe 

that often times physicists infer to the besti explanation. And so, I naturally agree with 

Gilbert Harman (1965), there actually are inferences to the best explanation (IBEs).22 

These inferences constitute a class of inference making that is not reducible to inductive 

or deductive inference making. IBEs constitute a unique class of ampliative inferences 

that are not even fully captured by the deliverances of probability and confirmation 

theory. In this subsection, I will seek to say precisely what such inference making 

amounts to in the context of physical inquiry, and I will assume explanationism, where 

explanationism is the view that IBEs, in the context of physical inquiry, provide warrant 

or epistemic justification for beliefs in hypotheses understood as scientific explanations 

of phenomena in the sense articulated and defended above.23 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
22 The most convincing argument, I think, for IBE appeared in the work of Weintraub (2013). 

Cartwright (1983), Hacking (1983), and van Fraassen (1980) disagree. Others respect some form of 
abductive reasoning though they reject the thesis that there is any such thing as abductive inference. See, 
for example, Ben-Menahem (1990) and Kapitan (1992). 

23 The position that is explanationism was first discussed in Cornman (1980). Cf. Liption (2004); 
Lycan (1988), and Lycan (2002, pp. 417-430). 
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IBEs, in the context of physical science, are explanatory arguments. They have 

logical forms expressed schematically as:  

(1) Fact 1, Fact 2,…, Fact N cry out for an explanation. 
(2) There are an appropriate class of potential physical explanations E1,…,En of 

Fact 1, Fact 2,…, Fact N. 
(3) E2 is the best potential physical explanation of Fact 1, Fact 2,…, Fact N. 
(4) Therefore, it is credible that E2 physically explains Fact 1, Fact 2,…, Fact N. 

Facts 1,…, Fact N report on the occurrence of physical phenomena (call these events or 

phenomena results). These facts are the explananda.  

What work does the locution ‘it is credible that’ do in (4)? That operator simply 

highlights the fact that the inference is not deductive. Premises (1)-(3) do not entail the 

truth of (4). Rather, the inference from (1)-(3) to (4) is ampliative. Some, such as Lycan 

(2002, p. 413) prefer to use the qualifier “probable” or “it is probable that” in the 

conclusion of abductive arguments, but I do not want to suggest the idea that ampliative 

inferences of this kind reduce to truths about probabilities. 

 What about the clause ‘appropriate class of potential physical explanations’? 

What is a potential explanation, and what would constitute an appropriate class of such 

entities? A potential physical explanation is an argument that (i) satisfies all of the 

desiderata of a valid and sound token physical explanation articulated above, that (ii) has 

a conditional premise whose antecedent is nomologically possible, and that (iii) involves 

a conclusion that is Fact 1, Fact 2,…, Fact N. If the explanatory argument is cogent (i.e., 

all of its premises are true, and there is sufficient justification from a heuristic of 

epistemic values that buttresses premise (3)), then the appropriate class of potential 

physical explanations is a set that must at least include a potential explanation that does 

in fact attenuate cognitive dis-ease about, remove puzzlement about, or reduce one’s 
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surprise concerning the explananda.24 That is to say, E2 provides one with knowledge-

why.  

The set of potential explanations is an appropriate class in that it also includes 

arguments or physical explanations whose conditional premises have antecedents that 

report on nomologically possible deterministic or indeterministic causes of the results. 

The class is also “appropriate” in so far as the arguments that are the potential 

explanations possess a particular epistemic nature. These potential explanations are such 

that were you to consider them in isolation they would, were you rational, provide one 

with at least defeasible prima facie epistemic justification for belief in the proposition 

that the facts reported on in the premises actually do scientifically explain the 

explananda, and therefore the results. 

Having an appropriate class of potential explanations is important. One does not 

want to allow for easy abductive inference making in the sense that one’s range of 

competing explanations is significantly poor and therefore qualitatively worse than E2 

from the start. The field of competition must be real competition. What is more, E2 itself 

cannot be intrinsically implausible. It must pass over a threshold.25 The threshold, I 

believe, is one intimately related to knowledge-why. Cogent IBEs provide one with 

warrant for one’s belief that the best explanation successfully and legitimately removes 

puzzlement about the results.26 

 

 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
24 At least, one’s ideal self will have such dis-ease removed. That explanation involves the 

reduction of surprise or the reduction of cognitive dis-ease was the incite of Bruce Glymour (2007, p. 133). 
25 Lycan (2002). 
26 As in Bergman (2006) and Plantinga (1993b). I’m assuming that warrant is that which separates 

knowledge from mere true belief. 
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5.1.3 Epistemic Virtues 

As I alluded to in the above, what supports premise (3) is an appropriation of a set 

of epistemic values that privilege E2 over the other potential explanations in the 

appropriate set. Here is a list of the values I believe constitute a substantial heuristic for 

testing competing hypotheses or potential explanations: 

(1) Explanatory power 
(2) Explanatory scope 
(3) Explanatory plausibility 
(4) Coherence 
(5) Testability 
(6) Less ad hocness 
(7) Comparative superiority27 

In this subsection, I will focus most intently on (1). I will argue that while epistemic 

probability plays an indispensable role in accounting for that virtue, it does not account 

for all the virtues in the sense that the best explanation just is the most epistemically 

probable one (whether in the subjective or objective sense). 

5.1.3.1 Explanatory Power and Epistemic Probability 

The explanatory power epistemic virtue is one, which says that the best 

explanation will be the potential explanation that renders the explananda more 

epistemically probable than any of the competing potential explanations do. The idea is 

that the probability of E2 given Fact 1,…, Fact N and one’s background knowledge will 

be greater than the probability of any other competing potential explanation (in the 

appropriate class of competitors) given the same facts and our background knowledge.  

E2 is epistemically probable given Fact 1,…, Fact N. Many understand such 

epistemic conditional probabilities in subjective Bayesian terms,28 and from my reading 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
27 I’ve drawn on the lists in Moreland and Craig (2003, p. 62); and Lycan (2002, pp. 415-416). 
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I’ve discerned two ways subjective Bayesians define conditional probabilities. First, one 

might say that Q is epistemically conditionally probable on R given that Pr(Q) < Pr(Q/R). 

A second way of understanding Q’s being highly probable on R amounts to it being the 

case that the Pr(Q/R) is sufficiently high (above some threshold) say. But suppose that 

the second understanding of epistemic conditional probability is correct. Plantinga’s 

(1993b, p. 143) objection will now run as follows: (Claim): I can know two propositions 

Q and R, though Q is epistemically conditionally improbable on R (at the same moment 

in which I know Q and R). I can know, for example, that <Nine out of ten superpartners 

have spin along their x-axises and that a certain particle (George) is a superpartner.> (call 

this proposition R), and I can also know that <George does not have spin along its x-

axis.> (call this proposition Q). I think it is intuitively obvious that Pr(Q/R) is low. But if 

that’s right, then the Bayesian relativization of epistemic conditional probabilities will not 

explain the epistemic conditional probability of Q on R, since if I know Q and R, my 

credence in each will be so high that Pr(Q/R) will be high if not one. The Bayesian 

approach therefore seems wrong to me. It says one cannot know two propositions Q and 

R, though Q is epistemically conditionally improbable on R. 

Suppose the first way of understanding epistemic conditional probability is right. 

Now Plantinga’s other (1993b, pp. 143-144) objection runs.29 Let R be the proposition 

that <George has spin along its x-axis.> We can easily set up artificial scenarios in which 

my credence function in R is greater than my credence function in R given Q. But 

intuitively, the epistemic conditional probability of Q on R is very high. It seems at least 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
28 See many of the essays in the collection of Eagle (2011a). 
29 See also Plantinga (1993a, pp. 129-131). 
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to be intuitively obvious that Q is evidence for R irrespective of what my background 

knowledge is like. The subjective Bayesian therefore seems trapped. 

But how ought we to best understand conditional epistemic probabilities? I don’t 

know. There are many other accounts.30  It seems clear that explanatory inferences of the 

abductive sort should be connected to probability. I therefore leave a gap in my more 

general theory to be filled in by some theory of epistemic conditional probability that 

differs from the standard subjective Bayesian stories previously discussed. 

If the above argumentation is correct, then we ought not rest our account of 

epistemic conditional probability on subjective Bayesianism. Likewise, we ought not rest 

our account of explanatory power upon subjective Bayesianism since explanatory power 

involves conditional epistemic probability. But now we can infer that IBE inference 

making does not reduce to some type of probabilistic inference making. The epistemic 

values thought to be central to abductive inference making cannot be completely captured 

by the subjective Bayesian framework since it fails to capture the value that is 

explanatory power.31 

What of Bayesian confirmation theory and measures of such confirmation?32 

Does not that equipment enable one to discern the sense in which a hypothesis H1 is more 

confirmed than another hypothesis H2?33  Why doesn’t the equipment of Bayesian 

confirmation theory subsume IBE inference making? Recall that it was an assumption of 

this chapter that there is such a thing as IBE inference making that such explanatory 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
30 See Collins (2012, pp. 228-233); Otte (1987); Plantinga (1993b, pp. 159-175); Titelbaum 

(2014). 
31 Lycan calls the view that explanatory inferences do their justifying independent of confirmation 

or probability theory, “ferocious explanationism” Lycan (2002, pp. 425-430). He provides some interesting 
arguments for the view as well. 

32 Howson and Urbach (1993, pp. 117-164). 
33 Eells and Fitelson (2000). 
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reasoning provides epistemic justification for one’s belief in the conclusions of cogent 

IBEs. While work on Bayesian confirmation theory has come a long way, especially in 

trying to account for many of the epistemic virtues referenced in sect. 5.1.3.2 below, 

there is a widespread consensus in contemporary formal and traditional epistemology that 

the Bayesian framework does not provide anything like a substitute for traditional 

epistemological notions such as epistemic justification and/or warrant (that which 

separates knowledge from true belief).34 Thus, if explanatory inferences of the IBE sort 

do provide epistemic justification for belief in their conclusions, then those inferences 

cannot be reduced to Bayesian confirmation plus some measure of that confirmation. 

5.1.3.2 Other Values 

The other epistemic values in the heuristic can be adumbrated as follows35: 

Explanatory scope: The best potential physical explanation in the 
appropriate set is one that physically explains more than the 
competing potential explanations in the appropriate set. 
 
Explanatory plausibility: The best potential physical explanation in 
the appropriate set is one that is a material implication of more truths 
that are accepted by the physics community. 
 
Coherence: The best potential physical explanation in the appropriate 
set is one that is consistent with known logical laws, and the known 
metaphysical laws. 
 
Testability: The best potential physical explanation in the appropriate 
set is one that has the most implications that are currently testable by 
the physics community. 
 
Less ad hocness: The best potential physical explanation in the 
appropriate set is one that involves “fewer new suppositions not 
already implied by existing knowledge than rival hypotheses.”36 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
34 Some may think that internal rationality (of some variety) is a necessary condition for epistemic 

justification. Some evidentialists may go in for the necessary condition claim. See Moss (2013) who may 
be the one exception to the claim made in the main text above. 

35 I lean once again on Moreland and Craig (2003, p. 62); and Lycan (2002, pp. 415-416). 
36 Moreland and Craig (2003, p. 62). 
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Comparative superiority: The best potential physical explanation in 
the appropriate set is one that strikes the best balance of the above 
values in comparison to any balance that is struck by competing 
potential physical explanations in the appropriate set. 
 

Of course, more needs to be said about all of the above values. Unfortunately neither time 

nor space permits me to defend any full-fledged theories of these values. I therefore leave 

that task for another project. 

5.2 Conclusion 

I’ve provided a theory of physical explanation. If that theory is correct, we now 

know what scientific attempts to explain the low-entropic state are real attempts to 

explain that state. It is time now to examine two of the best representative attempts. 
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Chapter 6 Explaining the Past Hypothesis 
 

6.1 The Past hypothesis is Not Brute 

There is currently some controversy over whether or not the past hypothesis cries 

out for an explanation (see e.g., Price (2004); and Callendar (2004a), (2004b)). If the 

relevant state does not cry out for an explanation, then one would be well within one’s 

epistemic rights in characterizing that hypothesis as brute in that it has no explanation. 

Still, a veritable gaggle of philosophers and physicists find the initial low-entropy state to 

be highly unnatural or improbable1 and on that basis maintain that the past hypothesis 

cries out for an explanation.2 In fact, most cosmologists working on the low-entropy 

initial condition vie for a dynamical explanation of that condition. As Andreas Albrecht 

noted,  

…most cosmologists would instinctively take a different perspective. They would 
try and look further into the past and ask how such strange ‘initial’ conditions 
could possibly have been set up by whatever dynamical process went before. 
Albrecht (2004, p. 374-5) 

 
I agree with Albrecht, the past hypothesis is not brute. The reason for my agreement with 

Albrecht is that the relevant hypothesis could be causally explained. An omnicompotent 

being could bring it about. And since the prolegomena (chapt. 2) of this work argued that 

both propositions (23) and (24) are coherent, and metaphysically possible, it follows that 

every purely contingent event could be caused. Causal relations usually back both causal 

and scientific explanations, and so if there is a cause of the universe’s low-entropy state, 

then there is probably a causal or scientific explanation of the past hypothesis. Thus, there 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
1 See e.g., Carroll (2008a p. 48, p. 50); (2006, p. 1132); Carroll and Chen (2004, p. 3); Cf. Carroll 

(2010, p. 288). For the claim that the state is improbable see Penrose (2005, pp. 729-731); and Price (2004). 
The fact that a state is unnatural does not necessarily imply that that state is improbable.  

2 Even some of those who would insist that such a state is brute believe that it could be explained. 
See Callendar, (2004a, p. 199), though cf. his comments in (2004b, p. 241). 
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could be a causal explanation of the past hypothesis. Chapt. 4 provided a proof for the 

claim that if a purely contingent fact, such as the past hypothesis, could be causally 

explained, then it does in fact have a causal explanation. Thus, the past hypothesis has a 

causal explanation, and given my theory of scientific explanation, we can say that that 

explanation is either causal and non-scientific, or scientific. 

 Contemporary cosmology is overflowing with attempts to scientifically explain 

the relevant state by appeal to inflation (e.g., Davies (1983) and Guth (2004, p. 37), pre-

big bang models (e.g., Steinhardt and Turok (2002a), (2002b), (2005), and other 

developments in cosmology and cosmogeny (e.g., holographic cosmology for which see 

Banks (2007)). In this chapter I will evaluate two of the most worked out attempts, viz., 

the multiverse explanation proffered by Sean Carroll and Jennifer Chen (2004) (the 

Carroll-Chen model or CC-M), and the explanation that falls out of the holographic 

cosmogenic model in the work of Tom Banks and Willy Fischler (the Banks-Fischler 

model or BF-M). If both the explanations proposed by the CC-M and BF-M fail, then 

those who would maintain that the past hypothesis cannot be scientifically explained will 

have one important building block in a more cumulative case against interlocutors who 

argue that the past hypothesis is primed for scientific explanation.  

6.2 The Scientific Attempts 
6.2.1 The Carroll-Chen Multiverse Model 

My examination of the CC-M will proceed as follows: Sect. 6.2.1.1 provides an 

informal explication of the CC-M. Sect. 6.2.1.4 subjects the CC-M to some philosophical 

criticism. I argue that the model’s purported explanation of the arrow of time fails on 

account of the model’s inconsistency and incompleteness. Sect. 6.2.1.5 suggests that 

Carroll and Chen (henceforth C&C) cannot plausibly maintain that entropy is unbounded 
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from above, and that the model’s recommended mechanisms for universe nucleation are 

implausible.  

6.2.1.1 Details 

As I noted in chapter 1, our universe began in an extremely smooth, non-empty 

homogeneous state. That initial non-empty smoothness or homogeneity just is the initial 

low-entropy state of the cosmos.3 Our best science suggests that our arrow of time points 

in the direction of entropic increase, since our best science suggests that time’s arrow 

reduces to the arrow of entropic increase. 4,5 C&C find these facts to be “unnatural” 

(Carroll (2008a, p. 48, p. 50); (2006, p. 1132); C&C (2004, p. 3); Cf. Carroll (2010, p. 

288)). Their model attempts to advance a promising strategy for understanding the arrow 

of time and initial smoothness naturally. The strategy itself recommends a scientific 

explanation of the initial smoothness and so also the arrow of time. This explanation has 

need of the conjecture that the initial low-entropy state was produced by way of 

“dynamical evolution from a generic state” (C&C (2004, p. 6, p. 29); cf. C&C (2005, p. 

1671)). The following theses are indispensable to the proposed scientific explanation: 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
3 As Roger Penrose stated, the “early spatial uniformity represents the universe’s extraordinarily 

low initial entropy” Penrose (2010, p. 76); Penrose (2005, pp. 706-707)). Most writing on the subject agree 
with Penrose here. See the broader discussions in Albrecht (2004, pp. 371-374); Greene (2004, pp. 171-
175); North (2011, p. 327); Penrose (1979, pp. 611-617), (1989b, pp. 251-257), (2010, pp. 73-79); Price 
(1996, pp. 79-83), (2004, pp. 227-228); and Wald (1984, pp. 416-418), (2006, p. 395)). Callendar ([2010], 
pp. 47-51) articulates some problems for the standard way of understanding entropy and gravity. Earman 
([2006], pp. 417-8, cf. the comments on p. 427) is very skeptical of the contemporary orthodoxy on these 
matters.  

4 Let me say here what I’m concerned with when I discuss or mention the arrow of time. First, I 
am not interested in the asymmetry of time itself. I am, however, concerned with the asymmetry of the 
contents of the cosmos (on this distinction see Price (1996, pp. 16-17); North (2011, p. 312)). There are, 
therefore, many arrows of time, though some maintain that these arrows can be reduced to the 
thermodynamic arrow. It is this supposed principal arrow with which I’m worried when I comment on the 
arrow of time below. 

5 “The low-entropy starting point is the ultimate reason that the universe has an arrow of time, 
without which the second law would not make sense.” Dyson, Kleban, and Susskind (2002, p. 1). Cf. 
Bousso (2012, pp. 2-3, and p. 9) for a different view. The discussion of these sorts of issues in North (2011) 
is first-rate. 
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(Thesis 1): Our metagalaxy was produced by a background Universe that 
is an empty/pure (dS) or asymptotic (AsDS) de Sitter space-time.6 

(Thesis 2): The Universe produced our metagalaxy by means of a 
fluctuation. Such a fluctuation gave birth to a proto-inflationary 
region. It was this region which sparked the process of eternal 
inflation that is responsible for the large-scale structure of our 
metagalaxy. 

(Thesis 3): Entropy is unbounded from above. 
 
I will now informally discuss each claim, and in the process shed more light on less 

central aspects of the CC-M. 

6.2.1.2 The Background de Sitter Space and Unbounded 
Entropy 

The strategy itself recommends a scientific explanation of the initial smoothness 

and so also the arrow of time. This explanation has need of the conjecture that the initial 

low-entropy state was produced by way of “dynamical evolution from a generic state”. 

C&C seek a scientific explanation of our metagalaxy’s initial low-entropy state that does 

not include finely tuned boundary conditions or temporally asymmetric micro-dynamics 

(C&C (2004, p. 6, p. 27)). In order to acquire such an explanation, C&C need a 

background Universe. This background space-time, has a supposedly generic initial 

Cauchy hypersurface that is wholly natural. There is also a sense in which the entire 

background space is admitted to be natural. For C&C, however, “natural means high-

entropy” (ibid., 7), thus the background space-time can be understood as a “middle 

moment” (to borrow Carroll’s wording) with the highest amount of entropy that an 

individual interrelated cosmos with a positive vacuum energy can have. Carroll (2010, p. 

362) wrote: 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

6 Below, I follow the convention of Russian cosmologists in regarding the universes that help 
compose the multiverse as metagalaxies that are spawned somehow by a background space-time that I will 
(not necessarily following the convention of others) call the ‘Universe’ (capital-U). See Glushkov (2005, p. 
16) who seems to follow the former convention), and Leslie’s (1989, p. 1) point regarding the convention 
tied to the term ‘metagalaxy’. 
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That middle moment was not finely tuned to some special very-low-entropy 
initial condition, as in typical bouncing models. It was as high as we could get, for 
a single connected universe in the presence of a positive vacuum energy. That's 
the trick: allowing entropy to continue to rise in both directions of time, even 
though it started out large to begin with. 
 

In their (2004) depiction of the CC-M, the background space-time evolves in two 

directions away from some arbitrary generic initial surface. There is then further 

evolution on both sides of the surface into de Sitter phases with a positive cosmological 

constant. Details about the nature of the initial surface are left to the imagination, though 

C&C suggest that such specifics are irrelevant. One can define an initial condition over 

that initial surface since it is not a surface that is “an equilibrium state with maximal 

entropy.”7 In fact, such a condition over the initial Cauchy surface will be the surface “of 

minimum entropy” (C&C (2004, p. 5)). Thus, entropy increases away from the initial 

surface in two directions. Such dual entropic increase constitutes the dependency base for 

two arrows of time. As the two sides of space-time approach their respective de Sitter 

phases, each arrow of time will become in some sense ambiguous. This is because empty 

de Sitter phases are in thermal equilibrium states. There is, therefore, no entropic increase 

once either side of the ultra-large scale structure reaches respective de Sitter phases, and 

this further implies that there are no arrows of time during the corresponding phases of 

the cosmic evolution of the Universe. 

In subsequent work (e.g., Carroll (2006, p. 1134)), Carroll seems to modify the 

CC-M (this modified version of the account will be individuated via the locution ‘MCC-

M’). MCC-M’s background space shares some affinities with the space-time described by 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
7 Carroll and Chen (2004, p. 27). I’m borrowing their wording here. The quotation in context is 

about something different, viz., the fact that the background space is never in an equilibrium state because 
baby universes can always be generated resulting in the further increase of entropy. 
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Willem de Sitter’s solution to Einstein’s field equations. That solution’s line element is as 

follows (using de Sitter’s coordinates): 

 ds2 = −dr2 – R2 sin2 (r/R) (dϕ2 + sin2 ϕ dθ2) + cos2 (r/R) c2 dt2  (Eq. 1)8 

(Eq.1) predicts that matter (what de Sitter called “world-matter”) is completely missing 

from the space, and so de Sitter’s space is empty (de Sitter (1918, p. 229)). The 

background space of the MCC-M is likewise empty.  

(Eq. 1) implies that the cosmological constant is positive in value. And in 

contemporary cosmology and astrophysics, a positive cosmological constant is thought to 

correspond to the real presence of (dark) vacuum energy. Thus, de Sitter’s space-time 

includes a positive vacuum energy, and the same turns out to be true of the MCC-M’s 

background space. The space-time geometry recommended by (Eq. 1) is such that the 

space described is hyperbolical. More generally, de Sitter space-time is represented as a 

Lorentzian 4-sphere within a Minkowskian 5-space with the following metric ds2 = dt2 – 

dw2 – dx2 – dy2 – dz2.9 And lastly, because the Universe on the MCC-M is a pure de Sitter 

space-time, it is past-geodesically complete (see (Carroll (2010, p. 350, pp. 361-2)). 

6.2.1.3 Nucleated Metagalaxies and Unbounded Entropy 

dS space is very cold, less than 10-28 o Kelvin, though its temperature is still above 

zero (Carroll (2010, p. 313; Gibbons and Hawking (1977, p. 2739)). The temperature of 

de Sitter space-time is positive because it possesses “thermal radiation with a 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
8 Given that r0 = 0 and that l = 3/R2; where R corresponds to a positive constant, and r is the 

Schwarzschild radius. The equation is from de Sitter (1918, p. 230); but see also the discussion in de Sitter 
(1917, p. 7); and Earman (1995, p. 7).  

9 Penrose (2005, p. 747-748); Misner, Thorne, and Wheeler (1973, p. 745); and for an extensive 
treatment of de Sitter and anti-de Sitter space-times see Hawking and Ellis (1973, pp. 124-134); but see 
also the discussions in Bousso (1998), (2000b); and Ginsparg and Perry (1983, pp. 245-251). I should add 
here that de Sitter space is also thought to have infinite volume. See Carroll and Chen (2004, p. 27), and see 
the nice illustration of the space in Carroll (2006, p. 1135). 
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characteristic wavelength of the order of the Hubble radius.” (quoting Gibbons and 

Hawking (1977, p. 2739) The fact that de Sitter space-time has a positive temperature 

implies that that space-time countenances fluctuations which result in the existence of 

“…new inflating patches, which can eventually evolve into universes like ours” (C&C 

(2005, p. 1673)). With a positive vacuum energy, and the positive temperature of the 

background space, fluctuations can cause an inflaton field to ascend its potential so as to 

produce the beginning stages of eternal inflation, that is to say, the production of a 

sufficiently ample vacuum energy (C&C (2004, p. 27); Carroll (2006, p. 1133), (2008b, 

p. 8)). With respect to how this might all precisely work, Carroll seems to rely heavily 

upon the tunneling story written down by Edward Farhi, Alan Guth, and Jemal Guven 

(1990), he remarked: 

…de Sitter space, the solution of Einstein's equation in the presence of a positive 
cosmological constant, is unstable; there must be some way for it to undergo a 
transition into a state with even more entropy. Chen and I imagined that the 
mechanism was the quantum creation of baby universes, as suggested by 
Farhi, Guth, and Guven [14]… Carroll (2008b, p. 8 emphasis mine) 

 
And while it is true that our metagalaxy began in a very low-entropy state, that state 

exhibited more entropy than the relevant “tiny comoving volume of de Sitter” space 

“from which it arose…” (C&C (2004, p. 26)). This is because the entropy density per that 

tiny volume of de Sitter space is considerably low (C&C (2005, p. 1673); Carroll (2006, 

p. 1133); cf. Aguirre, Carroll and Johnson (2011, p. 1)). The fluctuations in de Sitter 

space are not random, but are the consequence of the obtaining of a certain condition that 

is itself produced by the space. C&C remarked, “[b]ecause the entropy density of the 

background is so low, it is easier to fluctuate into a small proto-inflationary patch than 

into a universe that looks like ours today” (C&C (2005, p. 1673 emphasis in the 
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original)). Thus, thermal fluctuations, in an empty de Sitter space in which there is low-

entropy density in the background, yield a proto-inflationary patch out of which our 

metagalaxy can form via the mechanism of eternal inflation. 

Because advanced stages of the Universe’s evolution are empty de Sitter on both 

the CC-M and MCC-M, metagalaxy nucleation conditions arise. The birth of 

metagalaxy’s with respective eternally inflating phases produces an avenue for 

unbounded entropic increase (Carroll (2010, p. 360-1, p. 365)). That entropy in the 

Universe is unbounded from above has very clear implications. First, if (Thesis 3) is true, 

then the amount of energy in the background space is infinite. Second, given (Thesis 3), 

there are infinitely many degrees of freedom. And third, (Thesis 3) implies that with 

respect to the Universe, there is no such thing as an entropic or thermodynamic 

equilibrium state. If any of these implications are proven false, it will follow by modus 

tollens that (Thesis 3) is false as well. 

6.2.1.4 Philosophical Objections to the CC-M 

Science is not the sole arbiter of truth. In fact, scientists themselves appropriate 

various philosophical tools for the purposes of evaluating and assessing scientific theories 

and models. It is in the spirit of philosophical evaluation that I argue—in this section—

that certain philosophical considerations weigh heavily against the CC-M in that they 

show the model cannot provide an explanation of our metagalaxy’s initial low-entropy 

state, and that the model’s background Universe cannot be as described. 
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6.2.1.4.1 Inconsistency, Ambiguity, and Admitted 
Incompleteness 

Formulations of the CC-M are inconsistent. 10  The CC-M is ambiguously 

described. And the scientific explanation of our initial non-empty and smooth state 

provided by the CC-M is admittedly incomplete. Given such inconsistency and 

incompleteness, the C&C’s explanation fails.11 

On the CC-M, our metagalaxy is a closed and “essentially autonomous” system, 

“free from outside influences” (Carroll [2010], p. 335 emphasis in the original). One 

might wonder how our metagalaxy achieved such independence on the CC-M. According 

to some of Carroll’s work, such independence was achieved by means of the mechanism 

of metagalaxy nucleation developed by Edward Farhi, Alan Guth, and Jemal Guven 

([1990], I will refer to their tunneling story with the locution ‘FGG’). On the FGG, when 

there is successful nucleation, metagalaxies completely separate from their mother 

Universe. Here is Carroll’s description of the process: 

What we see is simultaneous fluctuation of the inflaton field, creating a bubble of 
false vacuum, and of space itself, creating a region that pinches off from the rest 
of the universe. The tiny throat that connects the two is a wormhole…But this 
wormhole is unstable and will quickly collapse to nothing, leaving us with two 
disconnected spacetimes: the original parent universe and the tiny baby. Carroll 
(2010, pp. 357-8 emphasis mine); cf. Carroll (2008b, p. 56). 

 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
10 Unless otherwise indicated, in this section just about everything I say about the CC-M holds for 

the MCC-M. Therefore, (again, unless I indicate otherwise) wherever one sees ‘CC-M’, read ‘MCC-M’ as 
well. 

11 Before I proceed, I should provide a bit of an apologetic for what I’m up to in this section. First, 
both C&C are completely honest and humble about the CC-M’s incompleteness. I do not mean to 
mercilessly pile on their worries about how to complete the model. My contention below will be that given 
scientific realism and the fact that substantive portions of the CC-M are inconsistent and admittedly not 
well-understood, one cannot plausibly maintain that the CC-M provides a legitimate explanation of the 
low-entropy state. That is an important academic and philosophical point. Second, subsequent sections of 
this paper criticize the model on the assumption that there are ways of providing the details. So even if one 
does not agree with the aforementioned contention, one will still have to respond to some damaging 
criticism. 
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Importantly though, the background de Sitter space (or the regions of that space that are 

empty de Sitter) have no respective arrows of time. This is because empty de Sitter space 

is in a state of thermal equilibrium. Prior to universe nucleation, there is no entropic 

increase. Such a fact (noted by Carroll himself (2010, p. 355)) makes interpreting 

Carroll’s comments regarding the relationships between the arrows of time per 

metagalaxies, and the direction of time in the background space difficult to interpret, for 

he stated that “…local direction of time [i.e., the direction of time in our metagalaxy] 

may not be related to that of the background space-time” Carroll (2006, p. 1134). But 

again, with respect to the background space-time, or at least the appropriate regions 

thereof, there just is no direction of time. Something is awry. 

Is the FGG nucleation process governed by a time parameter? If it is, which time 

parameter is it? When we give attention to Carroll’s writings, we see in them a clear 

commitment to the thesis that the nucleation process is in fact governed by a time 

parameter. For example, Carroll’s illustration of the nucleation process in Carroll (2010, 

p. 357, Fig. 85) includes a time axis. That figure indicates that the process of FGG 

tunneling and metagalaxy nucleation occurs in time. In fact, Carroll believes that the 

background Universe increases its entropy through the nucleation of universes which 

themselves increase in thermal entropy, and this process of entropic increase is thought to 

be something which transpires in time.  But which time? It cannot be a local time peculiar 

to the nucleated metagalaxy, for that entire space-time does not come into being until it 

pinches off near the end of the process. Likewise, the time parameter governing the 

Universe cannot be the time parameter governing the entire process of entropic increase 

via nucleation, since Carroll insists that on the heels of the pinching off stage of the 
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process, one is left with two completely independent and autonomous space-times. Such 

independence is a consequence of the assumed mechanism of universe nucleation. FGG 

entails that no worldline can be drawn from mother to baby universe. In fact, for FGG-

style mechanisms “no causal curve from the original phase can enter the new phase after 

the tunneling event…”12 Thus, in order for the process to be one which occurs in time, a 

hyper or external time parameter is required.13 However, the idea of an external time 

parameter is implausible. Carroll (2010, pp. 341-2) disapproves of the idea. 

A criticism akin to the one I have articulated here was voiced by Eric Winsberg 

(2012, pp. 401-2). Winsberg would no doubt agree, that if (as Carroll insists) the model 

entails a never ceasing increase in entropy (in time) through the nucleation of universes, 

then there is “an external time parameter, something Carroll explicitly, and correctly, 

rejects…” (ibid., p. 402) 

 There is a second inconsistency in the model (and here I lean on Nikolić (2008, p. 

2)), though this second charge applies only to the CC-M (and so not the MCC-M). The 

initial Cauchy hypersurface in the background space-time is thought to be generic. But 

this is not so. At every Cauchy hypersurface of the background space, save the initial 

Cauchy hypersurface, entropy increases away from that hypersurface out along a single 

direction in time. Only at the initial Cauchy hypersurface does entropy increase in two 

directions. And so I agree with Nikolić, “…the initial hypersurface having two directions 

of time is not typical at all” (Nikolić (2008, p. 2)).  

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
12 Aguirre, Gratton, and Johnson (2007, p. 123501-9). Their comments pertain to a generalization 

of the geometry of the FGG mechanism, what they call ‘“L” tunneling geometry’. Importantly, these 
authors go on to point out that “[h]olographic considerations would seem to conflict with the L geometries 
(at least for transitions to higher vacuum energy)…” (ibid.) Carroll takes the holographic principle 
seriously. He (2010, p. 281) stated, “[t]he holographic principle is a very general idea; it should be a feature 
of whatever theory of quantum gravity eventually turns out to be right.”  

13 The criticism is essentially Eric Winsberg’s. 
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  Although I will discuss scientific issues relevant to claim (2) below, I want to 

immediately point out a perceived ambiguity and incompleteness in Carroll’s discussion 

of universe nucleation. First, I have already noted above, that Carroll (q.v. p. 5) interprets 

his work with Chen in such a way that it is committed to the quantum tunneling 

mechanism of Farhi, Guth, and Guven (1990). But something is amiss. In their original 

(2004) paper, C&C explicitly deny that their mechanism of nucleation involves any such 

quantum tunneling process. They stated:  

In our discussion is that we [sic] examine the case of an harmonic oscillator 
potential without any false vacua; in such a potential we can simply fluctuate up 
without any tunneling. The resulting period of inflation can then end via 
conventional slow-roll, which is more phenomenologically acceptable than 
tunneling from a false vacuum (as in “old inflation” [7]). Thus, the emptying-out 
of the universe under typical evolution of a generic state can actually provide 
appropriate initial conditions for the onset of inflation, which then leads to regions 
that look like our universe. Carroll and Chen (2004, p. 21 emphasis mine) 

 
But C&C (2004, pp. 22-23; pp. 25-26; cf. n. 4 on p. 26) concede that the fluctuation route 

to metagalaxy nucleation and large-scale structure formation is incredibly improbable.  

I described the incompleteness of the model as “admitted incompleteness” 

because Carroll himself (with collaborators Aguirre and Johnson (2011, pp. 23-24)) 

criticized the FGG mechanism for universe nucleation confessing (independently) in a 

different place that that mechanism is “extremely speculative” Carroll (2006, p. 1133). 

In other work (particularly, Carroll (2012); cf. (2006, p. 1133); (2010, pp. 284-6)), 

Carroll indicated that the multiverse is a prediction of string theory and inflation. His 

optimism concerning string theory is somewhat surprising since “...there is presently no 

fully satisfactory embedding of de Sitter space into string theory” (Bousso, DeWolfe, and 

Myers (2003, pp. 297-8)). And “[a]ll explicit and fully trustworthy solutions that have 

ever been constructed in string theory have a non-positive cosmological constant” (Van 
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Riet (2011, p. 2); cf. Stominger (2001, p. 2)). Captivatingly, Carroll (with Johnson, and 

Randall) seems to agree, “…string theory…seems to favor Minkowski or anti-de Sitter 

vacua” (Carroll, Johnson, and Randall (2009, p. 2)). 

 There are further problems with injecting string theory into the model, for that 

theory requires a great many dimensions which must somehow be compactified into any 

pure or asymptotically de Sitter space if one or the other is your space of choice. The 

problem is that there are no-go theorems proving that compactified theories which abide 

by the null energy condition (along with several other plausible conditions for string 

theoretic models) cannot be wed to inflationary theory.14 It has also been shown that 

compactified theories which violate the null energy condition, but which otherwise 

satisfy other very plausible conditions (for string theoretic models) cannot be united with 

inflationary theory or theories. (Steinhardt and Wesley (2009, pp. 104026-6 to 104026-

8)). So I’m not sure what to make of Carroll’s claim that a multiverse is a prediction of 

inflation coupled with string theory. The two are not necessarily agreeable partners. 

The foregoing reasoning indicates that FGG nucleation out of a de Sitter space-

time is merely speculative and that Carroll’s discussion of it should be thought of as 

exploratory. I believe it is therefore safe to conclude that a central piece of the model is 

missing, and so the CC-M is incomplete in that it does not have a clear recommended 

dynamical path from the background Universe to the birth of metagalaxies like ours. 

The incompleteness of the CC-M has a bearing on the question of whether or not 

the model provides a legitimate scientific explanation of our initial low-entropy state. 

Assuming some robust version of scientific realism, explanations, when they successfully 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
14 I have in mind the results of Steinhardt and Wesley (2009, pp. 104026-4 to 104026-6). Though 

cf. Koster and Postma (2011). 
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explain, are at least approximately true. It is not clear how an explanans can be 

verisimilar, if it is unclear which proposition, if any, is expressed by that explanans on 

account of the kind of incompleteness the CC-M displays. Thus, I find this gap in the 

model to be severely delimiting. We cannot, in my opinion, justifiably claim that the CC-

M proffers an actual scientific explanation of the initial non-empty smoothness of our 

metagalaxy, since it is altogether unclear what the explanation is on the CC-M. 

6.2.1.5 Scientific Objections to the CC-M 

The CC-M does not pass philosophical muster. I will now argue that even given 

the failure of preceding philosophical argumentation, the CC-M suffers from 

insurmountable scientific problems and so cannot actually explain our metagalaxy’s 

initial low-entropy state. 

6.2.1.5.1 Unbounded Entropy? 

I will now take up (Thesis 3). I maintain that the N-bound confirms the Tom 

Banks/Willy Fischler Λ-N correspondence thesis, at least when the background space of 

the MCC-M is in view, and that such confirmation means that (Thesis 3) is false. I also 

argue that while it is unclear if the N-bound holds for the background space of the CC-M, 

there are arguments to which one can turn for the purposes of establishing Λ-

N correspondence for that space, and so (Thesis 3) is false given the CC-M as well. 

6.2.1.5.1.1 Λ-N Correspondence 
 

Tom Banks (2000, p. 5) has argued that the value of Λ, the cosmological constant, 

is the inverse of the value of N. N is the logarithm of the dimension of Hilbert space in 

quantum theory. By consequence, if one’s quantum theory conceives of N as finite, then 
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that quantum theory will contain finitely many dimensions (Bousso (2000b, p. 2. n. 2)). 

The correspondence of Λ to N entails that there is a large (though finite) number of 

degrees of freedom. If, however, N really is finite, then quantum theories of gravity 

featuring infinitely many degrees of freedom will be implausible. 

Raphael Bousso has noted that proofs of what he calls the “N-bound” constitute 

evidence for Λ-N correspondence.15 The N-bound states that every space-time with Λ > 0 

is a space-time whose total observable entropy is bounded by:  

 (5): N = 3π/Λ       (Eq. 2)16 
 
Or, any space-time with a positive cosmological constant is one which cannot feature an 

observable entropy whose value is greater than N = 3π/Λ.17 The N-bound trivially holds 

for empty de Sitter space-times like the background space of the MCC-M. In addition, 

Bousso at one time believed that one could show that the N-bound is valid for 

asymptotically de Sitter space-times—such as our metagalaxy—on the basis of the 

generalized second law. He remarked: 

It is not difficult to see that the N-bound is true for vacuum solutions like de Sitter 
space (a trivial case). Moreover, one can argue that it is satisfied for all space-
times which are asymptotically de Sitter at late times, by the generalized second 
law of thermodynamics. Bousso (2000b, p. 3) 
 

But my use of Bousso’s work will not require such a generalization. That I can ignore the 

stronger argumentation for the more general point is advantageous, for Bousso himself 

(with collaborators) provided counter-examples to the N-bound (see Bousso, DeWolfe, 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
15 His argument is explanatory: “It is hard to see what, other than the Λ-N correspondence, would 

offer a compelling explanation [of] why such disparate elements appear to join seamlessly to imply a 
simple and general result” Bousso (2000b, p. 18). 

16 Bousso (2000b, p. 3). The type of entropy in play appears to be information-theoretic or Von 
Neumann entropy. This fact is irrelevant. The main argument of this section still runs. 

17 Bousso (2000b, p. 2). In subsequent discussion, I will sometimes speak of N-bound validity for 
a space-time. What I mean by such a judgment is that Eq.2 (proposition 5) holds for those space-times. 
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and Myers (2003). These counter-examples involved space-times with dimensionality 

greater than four. Moreover, Clarkson, Ghezelbash, and Mann (2003) attempted to show 

that the N-bound is invalid for a four-dimensional Taub-Bold space-time that is locally 

asymptotically de Sitter, and which features NUT charge (magnetic mass) and 

(unfortunately) closed timelike curves (ibid., pp. 360-1). With respect to N-bound 

validity, the only point that my argumentation requires is that the N-bound is valid for dS 

or empty de Sitter space-time, and both Bousso (2000b), (2012, p. 29) and Lee Smolin 

(2002, pp. 45-6) have acknowledged its validity in that context. 

 How does all of this relate to the MCC-M? Recall proposition (3) above, and 

remember that if (3) holds, then there are infinitely many degrees of freedom (Carroll and 

Chen (2004, p. 7; cf. pp. 14-5, and p. 30)). The N-bound, which is trivially valid for 

empty de Sitter space (the very background space of MCC-M) is strong confirming 

evidence for the Banks/Fischler Λ-N correspondence thesis (as Bousso suggested). But N 

comports to the logarithm of the dimension of the Hilbert space in quantum theory. If the 

correspondence thesis is right, then N is probably finite. Therefore, there should be 

finitely many dimensions of Hilbert space in the correct quantum theory, and so there are 

also only finitely many degrees of freedom. This conclusion ensures that (3) is false. 

Entropy is not unbounded from above. The argument in play can be summarized as 

follows: 

 
(Premise 1): If the Λ/N correspondence thesis holds for dS space-time, then 

the correct quantum theory describing that space-time will 
feature a finitely dimensional Hilbert space. 

(Premise 2): If the N-bound is valid for dS space-time, and the best 
explanation of N-bound validity for dS space-time is the Λ/N 
correspondence thesis, then the Λ/N correspondence thesis 
holds for dS space-time. 
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(Premise 3): The N-bound is valid for dS space-time, and the best explanation 
of N-bound validity for dS space-time is the Λ/N 
correspondence thesis. 

(Premise 4): If the correct quantum theory for an empty dS space-time 
features a finitely dimensional Hilbert space, then dS space-time 
features only finitely many degrees of freedom. 

(Premise 5): If dS space-time features only finitely many degrees of freedom, 
then the global entropy of dS space-time cannot be unbounded 
from above. 

(Conclusion): Therefore, the global entropy of dS space-time cannot be 
unbounded from above. 

 
 The first premise is true by virtue of the meaning of the correspondence thesis. 

The second premise holds on account of the cogency of inference to the best explanation 

reasoning. In the absence of defeaters and underdetermination, such reasoning provides 

cognizers with epistemic justification for their belief that the purported best explanation 

holds. The first conjunct of premise three follows from points already made above. The 

second conjunct follows from the fact that there is simply no competing explanation of 

the relating of the two seemingly incommensurable parameters, viz. Λ and N (Bousso 

(2000b, p. 18). It seems that the correspondence thesis wins by default. Premises four and 

five seem straightforward enough, and our conclusion follows from elementary moves in 

propositional logic. 

In an attempt to defend the MCC-M, one might respond by emphasizing that the 

means by which the Universe increases its entropy is by giving birth to metagalaxies 

(Carroll (2010, pp. 359-360)). Appeals to the N-bound do nothing to subvert that 

possibility. This response is flawed. According to C&C, if it is not the case that there are 

infinitely many degrees of freedom, then their story regarding universe nucleation and 

unbounded entropy cannot run. Entropy is unbounded from above only if there are 
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infinitely many degrees of freedom. The above argumentation cuts down this necessary 

condition, and so results in a bound on entropy. 

Again the argument from the N-bound shows that with respect to the background 

de Sitter space-time of the MCC-M, there are finitely many degrees of freedom. Carroll 

(2008b, pp. 6-7) himself believes that the MCC-M would in that case have a fundamental 

problem with Poincaré recurrence. Recall that on the basis of Newtonian mechanical laws 

of motion, and with respect to an energetically isolated system whose volume is finite, 

Poincaré proved an important theorem. The result is this: given the aforementioned 

assumptions, a relevant system which starts off in state s at t, will, given enough time, 

evolve back into a state arbitrarily close to s, and it will do this infinitely many times 

(paraphrasing Sklar (1993, p. 36). There are quantum analogs of this theorem, and Carroll 

(2008b, pp. 6-7) believes he can escape these analogs by appeal to an infinitely 

dimensional Hilbert space. But you will remember that the argument from the N-bound 

cuts down the dimensions of Hilbert space to only a finite amount due to the 

Banks/Fischler Λ-N correspondence thesis. Thus, by Carroll’s own lights, the problem of 

Poincaré recurrence remains. 

 
6.2.1.5.1.2 The N-Bound and the CC-M 

Does the argument from the N-bound apply equally well to the background space-

time of the CC-M? I am not sure. C&C’s description of that space is fragmented. We do 

not know the dimensionality of the space, nor what precise generic conditions the space 

evolves away from. In addition, we do not know what precise kinds of matter occupy the 

space in its non-de Sitter regions. Ignorance of these matters makes it difficult to 

determine N-bound validity, for although Bousso (2000b) originally argued that the N-
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bound is valid for all space-times with a positive cosmological constant. As I have 

already pointed out, he would later (with collaborators) reverse his opinion on the matter 

by proffering counter-examples to his original proof (Bousso, DeWolfe, and Myers 

(2003, p. 299). But let us suppose that the N-bound is not valid for the background space 

of the CC-M. Tom Banks (2000, pp. 5-6) provided three convincing arguments all 

demonstrating that the Λ-N correspondence thesis holds for AsDS space-times. From the 

little we can discern about the nature of the background space of the CC-M, we can 

somewhat safely infer that that space is AsDS. Hence, the Hilbert space of the 

appropriate quantum theory describing that space-time is finitely dimensional. (Thesis 3) 

is therefore false when either the CC-M or MCC-M is in view.  

I will now continue to assume that the CC-M/MCC-M18 is complete, and move on 

and reflect, in the next sub-section, on (Thesis 2), evaluating the proposed mechanisms 

for universe nucleation in the work of C&C.19 

 
6.2.1.5.2 Nucleation and Metagalaxy Creation 

As I have already pointed out, Carroll seems to commit himself to the quantum 

tunneling process of universe nucleation as articulated by Farhi, Guth, and Guven (1990). 

That process will not serve as a proper mechanism for the nucleation of our metagalaxy, 

if our metagalaxy has an initial singularity. On this point Farhi, Guth, and Guven ([1990], 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
18 Throughout the remainder of the paper, one may read ‘MCC-M’ wherever one sees ‘CC-M’. All 

subsequent argumentation will be applicable to both. 
19 For some the following nagging objection will remain: Fields in QFT admit infinitely many 

degrees of freedom, therefore something is wrong with the above argumentation. The reasoning is out of 
touch with the contemporary state of the art in quantum cosmology. Numerous considerations suggest that 
QFT breaks down and most cosmologists (it seems) no longer believe that QFT will reside prominently in 
the endgame quantum theory of gravity. In fact, Nobel Prize winner David J. Gross has said that “[t]he 
longstanding problem of quantizing gravity is probably impossible within the framework of quantum field 
theory…We need to go beyond QFT, to a theory of strings or to something else, to describe quantum 
gravity.” Gross (1997, p. 10). 
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p. 419) stated, “…any plausible scheme to create a universe in the laboratory must avoid 

an initial singularity.” As a result, Farhi, Guth, and Guven try to articulate a theory of 

quantum tunneling which avoids the Penrose singularity theorem of (1965). I will argue 

that while the FGG mechanism may escape the Penrose theorem, it does not escape other 

theorems which entail that our metagalaxy has an initial singularity, and that our 

metagalaxy is past-geodesically incomplete. 

6.2.1.5.2.1 The EGS Theorem and Related 
Results 

According to the EGS theorem (proven in Ehlers, Geren, and Sachs (1968)), 

given the Copernican principle20, and that observers situated in some expanding model 

discern (via observations) that free and unrestrained “propagating background radiation 

is” isotropic, the space-time in which such observers are situated must be FLRW.21 

Clifton, Clarkson, and Bull (2012) (CCB) showed that space-time geometry is, for an 

observer, FLRW “using the CMB alone” without the Copernican principle (ibid., p. 

051303-4). Their proof also indicates that “our entire causal past must…be FLRW” 

(ibid., p. 051303-3 emphasis mine). One acquires their results by assuming that an 

observer beholds isotropic cosmic microwave background radiation (CMBR) while the 

Sunyaev-Zel’dovich effect ((SZ) which involves baryonic matter scattering the photons 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
20 The Copernican principle says, roughly, that our causal past and position in space-time is not 

unique or distinctive. Stoeger, Maartens, and Ellis (1995, p. 1). 
21 Borrowing some wording from Smeenk (2013, pp. 630-1). See also (Stoeger, Maartens, and 

Ellis 1995, p. 1). There is a nice discussion of these matters in Clarkson and Maartens 2010; Maartens 
(2011); and Weinberg (1972, pp. 395-403), cf. [2008], p. 3). It is important to add that the result from 
Ehlers, Geren, and Sachs does not extend to times prior to the decoupling era. (1968, p. 1349 “the result 
presented cannot be taken to mean that the universe in its earliest stages was necessarily a Friedmann 
model…” emphasis mine) 
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of the CMBR (Clarkson (2012, p. 19)) is present in that beholding.22 The idea is that if a 

single onlooker observes blackbody CMBR that is isotropic, and that CMBR is 

accompanied by particular SZ-related scattering events, then that observer can infer that 

her universe is FLRW, given that the necessary assumptions of the EGS theorem (save 

the Copernican principle) hold, and that either (a) the observer’s observations are over a 

prolonged period of time, or (b) the SZ-related effects involve double scattering 

(paraphrasing Clarkson (2012, p. 19)). I should add that the CCB results hold even given 

the presence of dark energy, it is just that such dark energy must be susceptible to a scalar 

field description.23  

Both the EGS and CCB results are significant since our observations regarding 

the cosmic microwave background radiation suggest that that blackbody radiation is 

nearly isotropic.24 The qualifier ‘nearly’ is important since it seems that both EGS and 

CCB reasoning require highly idealized propagating radiation in so far as that radiation 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
22 Clifton, Clarkson, and Bull (2012, pp. 051303-1 to 051303-2). For more on the Sunyaev-

Zel’dovich effect see Weinberg (2008, pp. 132-5). 
23 It may be that in order to alleviate worries about fine-tuning and the cosmological constant, one 

should appropriate a scalar field model of dark energy. In addition, it seems that the best way of 
understanding dark energy via quintessence is to posit a scalar field model of dark energy. As Weinberg 
remarked, “[t]he natural way to introduce a varying vacuum energy is to assume the existence of one or 
more scalar fields, on which the vacuum energy depends, and whose cosmic expectation values change 
with time.” Weinberg (2008, p. 89) For more on dark energy and scalar field models of such energy, see 
Sahni (2002, pp. 3439-41). 

24 Clarkson and Maartens ([2010], p. 2) stated,  
 

“Isotropy is directly observable in principle, and indeed we have excellent data to show 
that the CMB is isotropic about us to within one part in ~ 105 (once the dipole is 
interpreted as due to our motion relative to the cosmic frame, and removed by a boost).” 
 

Weinberg (2008, p. 129) confesses that treating the CMBR as perfectly isotropic and homogeneous is “a 
good approximation”. He says that “the one thing that enabled Penzias and Wilson to distinguish the 
background radiation from radiation emitted by earth’s atmosphere was that the microwave background did 
not seem to vary with direction in the sky.” (ibid.) 
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must be exactly isotropic.25 Our metagalaxy’s CMBR exhibits certain anisotropies26, and 

so it is unclear what work these theorems can do for me.27  

There are related results which do not rely on a condition of perfectly isotropic 

CMBR. For example, Stoeger, Maartens, and Ellis (1995, p. 1) argued that our cosmos is 

approximately or nearly FLRW given the Copernican principle, the fact that background 

blackbody radiation is freely propagating everywhere and that such radiation is 

perceived, by observers, to be approximately or nearly isotropic (plus a few additional 

technical assumptions). Maartens and Matravers (1994) have articulated a matter analog 

of the EGS theorem. Their result establishes that our universe is FLRW given the 

Copernican principle, and that a class of galactic observations along a postulated 

observer’s world line is isotropic.28  

The most formidable EGS-like result was recently discussed by Roy Maartens 

(2011, pp. 5121-5) in his excellent review of much of the associated literature.29 The 

theorem has it that with respect to a region of a space-time featuring dark energy 

(whether understood in terms of a perfect fluid, quintessence, or cosmological constant) 

and dust matter, if (a) the Copernican principle holds, (b) the observed CMBR “rest frame 

is geodesic”30  with an expanding four-velocity, and (c) the self-same radiation is 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
25 Clifton, Clarkson, and Bull admit to their idealized assumptions in Clifton, Clarkson, and Bull 

(2012, p. 051303-4). 
26 See Hawking and Ellis (1973, pp. 353-4). For a discussion of the CMBR anisotropies, see Lyth 

and Liddle (2009, pp. 152-69); and Weinberg (2008, pp. 129-48). 
27 Ehlers, Geren, and Sachs (1968) also ignored the cosmological constant. 
28 These galactic observations correspond to propositions (O1)-(O4) in Maartens and Matravers 

(1994, p. 2694). They are not observations of isotropic background blackbody radiation. See also Maartens 
(2011); and cf. Hasse and Perlick (1999). 

29 His discussion of the specific result I am interested in is an expansion on his earlier work with 
Chris Clarkson in Clarkson and Maartens (2010). 

30 Maartens (2011, p. 5131). 
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collisionless with a vanishing octupole, quadrupole and dipole31, then the metric of the 

relevant spacetime is FLRW.32 The assumptions of this theorem are quite weak. I 

therefore agree with Maartens “[t]his is the most powerful observational basis that we 

have for background homogeneity and thus an FLRW background model” (Maartens 

(2011, p. 5125)). 

What is the relevance of all of this to the CC-M? It turns out that every FLRW 

model (with matter like ours) features an initial singularity.33 And since the assumptions 

of several of the EGS-like results are quite weak, we are justified in maintaining that our 

metagalaxy is best described by an FLRW model. Thus, the FGG mechanism for 

metagalaxy nucleation cannot be the mechanism responsible for our universe’s nucleation 

out of a background de Sitter space. Some other theory of nucleation that is not impeded 

by the singular nature of our metagalaxy is required. 

6.2.1.5.2.2 The BGV-Theorem 

On the standard hot big bang model, implications of proper solutions to Einstein’s 

field equations imply that our metagalaxy is geodesically incomplete in that our 

metagalaxy features an initial singularity. Attempts to avoid this implication were 

blocked by work on singularity theorems in the 1960s and 1970s. For example, Robert 

Geroch (1966), Stephen Hawking (1965), (1966a), (1966b), (1967) and Roger Penrose 

(1965) showed that any time-oriented space-time which satisfies modest conditions will 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
31 Such that Fµ = Fµν = Fµνα = 0 holds (from equation 3.24 of Maartens (2011, p. 5125). 
32 See Maartens (2011, p. 5125, p. 5131). 
33 “FLRW models with ordinary matter have a singularity at a finite time in the past.” Smeenk 

(2013, p. 612). Hawking and Ellis stated, “…there are singularities in any Roberston-Walker space-time in 
which µ > 0, p ≥ 0 and Λ is not too large.” Hawking and Ellis (1973, p. 142). See also Wald (1984, pp. 213-
214); and the discussion of FLRW models in Penrose (2005, pp. 717-723). 
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be time-like or null geodesically incomplete.34 In (1970) Hawking and Penrose attempted 

to generalize on this work by advancing “[a] new theorem on space-time singularities”.35 

Hawking would later describe this newer theorem as one which predicts that there are 

singularities in the future, and that there is a singularity in the past “at the beginning of 

the present expansion of the universe.”36 The theorem had need of four seemingly modest 

conditions, one of which demanded that space-time be described by Einstein’s field 

equations along with a cosmological constant that is negative or equal to zero in value. It 

turned out that this modest condition was not modest enough. When inflationary stages of 

cosmic evolution are added to the standard model, a positive cosmological constant is 

required, thus, the Hawking-Penrose theorem “cannot be directly applied” to such 

models.37  

Later theorems were proven. One of these was a result of the work of Arvind 

Borde and Alexander Vilenkin (1996, pp. 819-22). They showed that a space-time is 

past-null geodesically incomplete if that space-time satisfies what were perceived to be 

even more modest conditions than those used to deliver erstwhile singularity theorems.38 

One such condition (viz., the null convergence condition which is implied by the weak 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
34 See the review of many of these theorems in Hawking and Ellis (1973, pp. 261-75). 
35 Hawking and Penrose (1970, p. 529). This paper also provides an excellent review of both 

Hawking and Penrose’s previous work on singularity theorems (see especially (ibid., pp. 529-33). 
36 Hawking (1996, p. 19). 
37 The quoted bit is from Hawking and Penrose (1970, p. 531). Of course, they were not concerned 

with inflationary cosmology in 1970. Here is the broader context of the quote, “…we shall require the 
slightly stronger energy condition given in (3.4), than that used in I. This means that our theorem cannot be 
directly applied when a positive cosmological constant l is present.” Hawking and Penrose (1970, p. 531 
emphasis in the original). Many authors have noted that inflationary cosmological models violate the strong 
energy condition (the condition having to do with the value of l) of the Hawking-Penrose theorem. See, for 
example, Wall (2013, pp. 25-6. n. 13); and Borde and Vilenkin (1996, p. 824. n. 17), inter alios. 

38 The three conditions are stated in Borde and Vilenkin (1996, p. 819). 
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energy condition) was shown to be problematic in light of diffusion regions, and so that 

condition was not mild enough.39  

Borde and Vilenkin would later return, this time with Alan Guth, to prove a newer 

theorem.40 The Borde-Guth-Vilenkin (BGV) theorem entails that all space-times whose 

Hubble parameters are on average greater than zero, are past-geodesically incomplete.41 

Notice that the theorem does not necessarily suggest that the relevant space-times feature 

an initial singularity. This is because the theorem is not actually a singularity theorem. 

The theorem only implies that every past-null or past-timelike geodesic is such that it 

cannot extend further than a past-boundary ℬ.42  

The BGV has broad application potential since it only relies on a single, model 

independent assumption. For example, Borde, Guth, and Vilenkin apply the theorem to 

the early cyclic cosmogenic model of Steinhardt and Turok (2002a).43 They also apply 

the theorem to a particular part of the ultra-large-scale structure in the higher-

dimensional model of Martin Bucher (2002). This latter application is apropos because it 

is very loosely analogous to an application of the BGV to our independent nucleated 

metagalaxy on the CC-M.44 One need not apply the BGV to ultra-large scale structure in 

toto. 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
39 See Borde and Vilenkin (1997). 
40 Borde, Guth, and Vilenkin (2003). 
41 “The result depends on just one assumption: The Hubble parameter H has a positive value when 

averaged over the affine parameter of a past-directed null or noncomoving timelike geodesic.” (Borde, 
Guth, and Vilenkin [2003], p. 151301-4). See also Mithani and Vilenkin (2012, p. 1) “…it [the BGV] states 
simply that past geodesics are incomplete provided that the expansion rate averaged along the geodesic is 
positive: Hav > 0.”); and Vilenkin (2013a), (2013b, p. 2). 

42 Vilenkin (2013a, p. 2). 
43 Borde, Guth, and Vilenkin (2003, p. 151301-4); cf. Guth (2004, p. 49) See also (Mithani and 

Vilenkin (2012, pp. 1-2). 
44 Keep in mind that on the CC-M, our metagalaxy is an autonomous, independent space-time. 

Inquiring about whether or not the BGV applies to our metagalaxy and not the entire Universe makes 
sense. 
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Our space-time or metagalaxy is such that it can be accurately described with a 

Hubble constant whose value is on average greater than zero. Hence, the BGV theorem 

can be easily applied to our metagalaxy. This point is underscored by the fact that the 

BGV was originally developed for the purposes of demonstrating that inflationary models 

are past-incomplete. Carroll and Chen are fans of inflation (a fortiori eternal inflation). 

They believe that in the past our metagalaxy exhibited an extraordinary inflationary stage 

of cosmic evolution. And so the theorem should be easily applicable to our metagalaxy as 

understood by the CC-M. 

Is the presence of a past-boundary indicative of an initial singularity? For my 

present intents and purposes, it is. Farhi, Guth, and Guven define an initial singularity as 

“…a point on the boundary of space-time at which at least one backward-going 

(maximally extended) null geodesic terminates.” 45 The BGV entails such geodesic 

incompleteness given that our metagalaxy satisfies the Hubble parameter condition 

(which on the CC-M it does). 

C&C discuss the BGV theorem, citing (Borde, Guth, and Vilenkin (2003)) and 

interpreting the result in such a way that it suggests that eternal inflationary models have 

singularities.46 This reading of the theorem is multiply flawed.47 C&C seem to imagine 

that because singularities “occur all the time at the center of black holes, and eventually 

disappear as the black hole evaporates” the BGV is unproblematic for their model 

(Carroll and Chen (2004, p. 27. n. 6)). They go on to remark that the fact that the theorem 

entails the presence of singularities does not itself entail that there is a “spacelike” 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
45 Farhi, Guth, and Guven (1990, p. 419). 
46 Carroll and Chen (2004, p. 27. n. 6). 
47 Vilenkin stated, (2013b, p. 2) “[e]ven though the BGV theorem is sometimes called a 

‘singularity theorem’, it does not imply the existence of spacetime singularities.” 
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boundary “for the entire spacetime.”48 This is a misstatement of the result. The theorem 

implies the existence of just such a boundary (as Vilenkin himself noted). An interesting, 

separate question is whether or not the BGV applies to the Universe, or to our 

metagalaxy given the CC-M. I have argued that it at least applies to our metagalaxy. 

6.2.1.5.2.3 Evasion by the Quantum? 

What about escaping the singularity and geodesic incompleteness via the 

quantum? Surely there is some hope that a more complete cosmogenic model outfitted 

with a full-blooded quantum understanding of gravity will consign our metagalaxy’s 

initial singularity and past boundary to the trash bin of physical cosmology. McInnes 

reports that “[i]t has been argued…that quantum-mechanical effects allow the singularity 

in the Farhi-Guth ‘wormhole’ to be evaded...” (McInnes (2007, p. 20), who cites Fischler, 

Morgan, and Polchinski (1990); though cf. Vachaspati (2007)). Carroll has expressed 

similar optimism.49 Sadly however, quantum cosmogony does not justify such optimism. 

There is no piece of classical cosmology on which the BGV theorem essentially relies, 

and for which we have sufficient evidence that that piece will be completely done away 

with in the quantum regime. In other words, the BGV theorem does not assume a 

classical theory of gravity. Vilenkin made this point clear: 

A remarkable thing about this theorem is its sweeping generality. We made no 
assumptions about the material content of the universe. We did not even assume 
that gravity is described by Einstein’s equations. So, if Einstein’s gravity requires 
some modification, our conclusion will still hold. The only assumption that we 
made was that the expansion rate of the universe never gets below some nonzero 
value, no matter how small. This assumption should certainly be satisfied in the 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
48 Ibid. 
49 See Carroll (2008a, p. 4), (2010, p. 50, pp. 349-50, particularly p. 408. n. 277 “Also, the concept 

of a ‘singularity’ from classical general relativity is unlikely to survive intact in a theory of quantum 
gravity.”), but cf. Penrose (1996, p. 36) for a different view.  
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inflating false vacuum. The conclusion is that past-eternal inflation without a 
beginning is impossible.50 
 

But what about my use of results which capitalize on the EGS theorem and related 

reasoning? Are not those results classical? Yes, the results are classical. They depend 

upon the assumption that Einstein’s field equations describe the cosmos. However, we 

have no conclusive evidence that these results will be overturned by a complete quantum 

cosmology. 

Perhaps you are still dissatisfied with my argumentation. The question, “how can 

we be sure that there is an initial space-time singularity at ℬ in a full quantum physical 

context?” may still strike you as a deep worry. I believe I can mollify the force of such a 

worry, since Aron C. Wall (2013) has recently proven a quantum singularity theorem that 

relies only upon the generalized second law (GSL),51 which states that generalized 

entropy never decreases as time marches forward.52 Or, with respect to any causal 

horizon, the sum of the horizon entropy, plus the field entropy external to any such 

horizon will necessarily increase as time marches forward (Wall, (2012, p. 104049-1)). 

Interestingly, the GSL implies that the thermodynamic behavior of certain open systems 

(e.g., a causal horizon’s exterior) is akin to that of certain closed systems (ibid.).  

I should add here that Wall is chiefly concerned with the fine-grained GSL 

defined in (Wall ([2013], p. 6, cf. p. 10)). The fine-grained version of the GSL requires a 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
50 Vilenkin (2006, p. 175 emphasis mine). Abhay Ashtekar (2009, p. 9), a loop quantum 

cosmology proponent, acknowledged that the BGV does not rely on Einstein’s field equations. 
51 It seems that C&C go in for a generalized second law. In their discussion of black hole entropy 

and Hawking radiation, they stated that “one can prove [69], [70], [71], [72] certain versions of the 
Generalized Second Law, which guarantees that the radiation itself, free to escape to infinity, does have a 
larger entropy than the original black hole.” Carroll and Chen (2004, p. 18) 

52 Or, with respect to any causal horizon, the sum of the horizon entropy, plus the field entropy 
external to any such horizon will necessarily increase as time marches forward (Wall, (2012, p. 104049-1). 
Interestingly, the GSL implies that the thermodynamic behavior of certain open systems (e.g., a causal 
horizon’s exterior) is akin to that of certain closed systems (ibid.).  
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“fine-grained…definition of the state…used to compute…entropy.” (ibid., p. 10) This 

means that the state one uses for computational purposes represents “the complete 

information about a state”, and not just “information available to an observer” ([ibid.], p. 

6). What I will go on to say below is true for the fine-grained GSL. So understand all 

subsequent reference to the GSL as reference to the fine-grained GSL. 

While the GSL does not hold for any and all horizons, it does hold for de Sitter 

horizons53, “any future-infinite timelike worldline”54, and “every state of the universe”.55 

Moreover, given that the GSL holds for every state, its time-reverse will hold for every 

state (Wall (2013, p. 10, and see also Wall 2009)). The time-reverse GSL says “that for 

any past-infinite worldline Wpast, the past horizon Hpast = ∂I+(Wpast) cannot increase as 

time passes…” (Wall (2013, p. 10 emphasis in the original)). 

Now, what Wall shows is the following equivalence: 

 
(7): The GSL is true, just in case, given that there is some null surface F 
according to which the generalized entropy is diminishing on F at an 
arbitrary point, F is not a horizon. (Paraphrased from (Wall (2013, p. 18)) 

 
But (7) implies: 
 

(8): It is not the case that there is an infinite (toward the future) worldline 
Wfut, which relates to F in such a way that F is—for the relevant 
observer—a future horizon. Wall (2013) 

 
Therefore, by Wall’s theorem three, some null surfaces cannot be indefinitely extended.56 

This conclusion can be tied to two assumptions (viz., that the GSL holds, and that global 

hyperbolicity holds) and then used to show that the relevant space-time (for which the 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
53 Wall (2012, p. 104049-1). Davies (1984), and Davies et. al. (1986) argued that a GSL applies to 

de Sitter space, though cf. Davis, Davies, and Lineweaver (2003). 
54 Wall (2013, p. 9). 
55 Ibid., p. 10. 
56 Theorem 3 is stated and proven in Wall (2013, p. 19). 
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assumptions hold, and for which null surfaces cannot be indefinitely extended) is future-

null-geodesically incomplete “because there is a singularity somewhere on [F]” ((Wall 

(2013, p. 19). And see the proof for this in (ibid., pp. 19-20)). 

A similar result can be proven given the time-reversed GSL. One can therefore 

show that the relevant space-time is past null-geodesically incomplete (Wall (2013, p. 

20)). Wall explicitly notes how his results can be understood within a quantum context 

(ibid. and pp. 32-37) and correctly observes that he has secured something like a quantum 

analog of Penrose’s (1965) singularity theorem.  

With respect to an application of Wall’s theorem to our FLRW metagalaxy, he 

stated: 

Putting all these considerations together, if the GSL is a valid law of nature, it 
strongly suggests that either the universe had a finite beginning in time, or else it 
is spatially finite and the arrow of time was reversed previous to the Big Bang. In 
the latter case, it could still be said that the universe had a beginning in a 
thermodynamic sense, because both branches of the cosmology would be to the 
thermodynamic future of the Big Bang. Wall (2013, pp. 27-8) 
 

Of course, the CC-M posits an eternally inflating FLRW sub-model of our metagalaxy. 

Thus, the reversed arrow of time idea cannot be added to that sub-model.  

You might maintain that C&C need not appropriate the FGG proposal. There are, 

after all, suggested improvements of the tunneling story told there. Why then cannot 

C&C simply side-step the objections in this section by appropriating one of these 

ameliorations. The problem is that other mechanisms like the one in Fischler, Morgan 

and Polchinski (1990) fail if our metagalaxy features an initial singularity. That is why 

Fischler, Morgan, and Polchinski diligently seek to rub initial singularities out (see (ibid. 

pp. 4046-7)). 
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We can conclude then, that Wall provides us with yet another reason for why we 

ought to believe that our metagalaxy is past-null geodesically incomplete. This, I believe, 

serves as a significant defeater for the claim that our metagalaxy nucleated by means of 

the FGG mechanism from a background de Sitter space. 

6.2.1.5.2.4 Fluctuation 

The means by which our metagalaxy came forth out of a background space need 

not have involved a quantum tunneling process like the one recommended by Farhi, 

Guth, and Guven. In fact, C&C’s original paper (2004) did not use the FGG mechanism. 

Rather, it urged that a suitable proto-inflationary patch could have—via the harmonic 

oscillation of a potential—fluctuated into existence from the background de Sitter space. 

But C&C believe that the probability that the relevant patch should fluctuate into 

existence by means of the recommended process is incredibly small. And that this patch 

should spark the process of eternal inflation is also regarded as incredibly improbable.57 

In fact, the probability is so small that C&C describe it as possibly “the smallest positive 

number in the history of physics…” (Carroll and Chen (2004, p. 26. n. 4)). C&C can 

acknowledge wholeheartedly such a small probability without fear or trepidation because 

their model is very much a “wait and see” model (cf. McInnes (2007 p. 8)). Because the 

background space-time is eternal, and geodesically complete, fluctuations of just the right 

sort will inevitably occur, a fortiori, they will occur an infinite amount of times. On this 

“wait and see” feature of the model, C&C (2004, p. 27 emphasis mine)) stated: 

 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
57 Carroll and Chen (2004, p. 25). There is also the separate question of how likely it is that our 

metagalaxy’s large scale structure is due to some prior inflationary era. Carroll and Tam address this 
question to some degree in their (2010). 
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The total spacetime volume of the de Sitter phase will continue to increase, just as 
in eternal inflation. The total spacetime volume of the de Sitter phase is therefore 
infinite, and the transition into our proto-inflationary universe is guaranteed 
eventually to occur. Indeed, it will eventually occur an infinite number of times. 

 
The more general idea seems to be that because the de Sitter vacuum is both unstable and 

eternal, anything that can physically occur, will occur, and it will occur an infinite 

amount of times.  

One can see how the infinities are in some sense compounded on the CC-M once 

one realizes that the mechanism for producing the large-scale structure of our metagalaxy 

is eternal inflation. According to Alan Guth, on such a sub-model, “anything that can 

happen will happen: in fact, it will happen an infinite number of times” (Guth (2004, p. 

49)). The latter implication of eternal inflation is relevant since—you will remember—

the means by which entropy increases without bound is through the birth of metagalaxies. 

Because our metagalaxy will evolve into a de Sitter space, it will eventually start to 

behave like the background Universe, and spawn proto-inflationary patches that eternally 

inflate into even more metagalaxies. But you see, Guth’s point is that eternal inflation 

also implies the inevitable birth of other metagalaxies without the extra thesis that our 

metagalaxy is an asymptotically de Sitter space-time. For on eternal inflation, certain 

regions of space never stop inflating. Some of these inflating regions will give birth to 

other universes in which physical constants and parameters may vary (see Linde (2004, 

pp. 431-2); and Steinhardt (2011, p. 42)).  

 So the background universe yields an infinite amount of metagalaxies, and an 

infinite amount of these will, through eternal inflation, yield an infinite amount of 

metagalaxies as well. What’s the problem? The problem is that this wreaks havoc on 

probability judgments. If your sample space is infinite, it does not appear possible to have 
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a well-defined probability measure to underwrite your probability and likelihood 

judgments. This problem of infinities and probabilities in eternal inflation-based 

cosmologies is well-known (see Page (2008, p. 063536-1 and the literature cited 

therein)). However, it is also well-known that there is no current satisfactory solution to 

the problem. In fact, Paul Steinhardt noted that “[m]any remain hopeful even though they 

have been wrestling with this issue for the past 25 years and have yet to come up with a 

plausible solution” (Steinhardt (2011, p. 42 emphasis mine)).  

 Notice that my criticism here would run even if C&C dispensed with eternal 

inflating sub-models. The problem of infinities appears when theorizing about ultra-

large-scale structure (i.e., the Universe). The problem is compounded when eternal 

inflating sub-models of metagalaxies such as our own are added in. I conclude then, that 

while C&C’s original paper does not invoke the FGG mechanism (despite judgments 

from Carroll to the contrary), a heretofore-unresolved theoretical problem remains, the 

problem of infinity and likelihood. 

Kimberly K. Boddy, Sean Carroll, and Jason Pollack (2014) have recently 

attempted to avoid the infinities pregnant within inflationary theory by arguing that 

quantum fluctuations needed during the inflationary era to induce eternally inflating 

regions never occur due to the phenomenon of quantum decoherence as understood by 

the many-worlds or Everettian interpretation of QM (see ibid., pp. 3-4, p. 28). The 

proposal will not help Carroll escape the clutches of the measure problem as articulated 

here since the existence of infinitely many universes is guaranteed by the existence of the 

Universe or multiverse itself. The background space-time that is empty dS produces an 

infinite amount of metagalaxies without the mechanism of eternal inflation. Second, 



	
   195	
  

many-worlds interpretations of QM face a deeply perplexing problem. How does one 

justify the Born rule of QM given such an interpretation? (See on this Albert (2012)). I 

find the attempts to derive the Born rule from considerations having to do with decision 

theory to be dependent upon questionable assumptions (e.g., Wallace’s (2012, p. 178-

179) diachronic consistency and state supervenience principles). I also find the reasoning 

to be a bit circular (Baker (2007)). Thus, this newer work provides no escape from the 

measure problem. 

6.2.2 The Banks-Fischler Holographic Model 

The CC-M is admittedly though still woefully incomplete. This incompleteness 

transfers to its proposed scientific explanation of our initial low-entropy state. Even if we 

grant that the model and its accompanying explanation are in some sense complete, all of 

its essential theses are false. We should therefore refrain from looking to the CC-M for a 

dynamical explanation of the arrow of time. Let us now turn to the BF-M.  

In a series of very sophisticated and thought provoking papers, Tom Banks and 

Willy Fischler (with some additional collaboration) forged an exceedingly plausible 

holographic cosmogenic and cosmological model of the universe.58 The Banks-Fischler 

model (BF-M) rests atop a holographic theory of spacetime (henceforth HST) that is 

itself a framework for quantum theories of gravity that incorporates some ideas from 

quantum field theory (QFT), and that generalizes string theory.59 Banks and Fischler 

(B&F) believe that their generalization of string theory provides a correct quantum theory 

of gravity, which fits cleanly within the framework of their dense black hole fluid 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
58 Banks (2007), (2009), (2010), (2011a), (2012a), (2012c); (2015); Banks and Fischler (2001), 

(2004), (2005), (2015); Banks, Fischler, and Mannelli (2005); Banks, Fischler, Torres, and Wainwright 
(2013). 

59 Banks (2009, p. 1); (2010, p. 4875); (2012a, p. 1241004-1). 



	
   196	
  

cosmological model of our flat FLRW cosmos. B&F also maintain that their distinctive 

model solves well-known problems in cosmology including the isotropy, flatness, and 

homogeneity problems. 60  Importantly, B&F also claim that the model provides a 

successful scientific explanation of our universe’s initial low-entropy state.61 

6.2.2.1 Quantum Physics and the BF-M 

The BF-M is supposed to have broad enough generality that it subsumes various 

string theories as special cases. It is also a generalization of string theory in the sense that 

it is supposed to provide the theorist with both the string theoretic kinematics and 

dynamics of spacetimes with varying asymptotics (e.g., AdS, AsDs, dS, and 

asymptotically flat FLRW spacetimes). Below I present the assumed theory of non-

relativistic quantum mechanics that is at work behind the scenes of the BF-M. I will then 

summarize the details of B&F’s specific quantum theory of fundamental structure, the 

theory which paints a picture of that structure from which classical geometry emerges, 

i.e., the picture from which one can derive the classical geometric structure of our FLRW 

universe. 

6.2.2.1.1 Banks on Non-Relativistic Quantum 
Mechanics62 

Using the state of an ammonia molecule as an example, Banks (2011b) argued 

that (a) quantum mechanics delivers to us an essentially fundamental probabilistic view 

of reality, and (following Koopman (1931)) that (b) classical mechanics is really just an 

instance or special case of quantum theory. Banks (2011b) then argued that quantum 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
60 Banks, Fischler, and Mannelli (2005, p. 123514-8). 
61  Banks remarked, “…holographic cosmology can explain the low-entropy of the initial 

conditions for the normal part of the universe.” Banks (2009, p. 7) 
62 And here I lean heavily upon Banks (2011b) which draws on some ideas in Koopman (1931), 

and (1932). 
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reality is fundamentally probabilistic in the sense that even given that one is certain that 

some measurement outcome occurs, the probability that some other (perhaps 

incompatible) outcomes obtained is still (very possibly) any value between 0 and 1. For 

Banks, this fact further implies that with respect to incompatible observables, the 

exclusive disjunction is not well defined in the sense that the law of excluded middle 

appears to be broken.63 I should add here that because of (a) above, crucial to Banks’ 

outlook on non-relativistic QM is his assumed interpretation of probability. In his 

published work, he seems to assume a finite frequentist interpretation of experimental 

physics, though he admits that while such an interpretation is “mathematically rigorous” 

it is “only a fantasy in the real world, where we have no idea whether we have an infinite 

amount of time to do the experiments”.64 In the context of quantum cosmology (the 

context of the BF-M) the choice interpretation of probability is Bayesian. Banks therefore 

appears to be a pluralist about the interpretation of probability much like Donald Gillies 

(2000). While I will reserve my more serious complaints about the choice interpretation 

of QM and the assumed interpretation of probability for later, I do want to admit to being 

a bit befuddled by Banks’ pluralism. One’s quantum cosmology will depend upon one’s 

quantum theory of gravity, but quantum gravity is a unification (of some variety) of 

quantum mechanics and the general theory of relativity. It therefore rests in some way 

upon some interpretation of non-relativistic QM. But in light of an affirmation of (a), 

probability is playing a crucial role in Banks’ assumed interpretation. But how can one’s 

interpretation of probability at the level of non-relativistic quantum mechanics be 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

63 Banks (2011b). 
64 Banks (2011b, p. 0). Notice the above worry is one usually lodged against finite frequentism 

(see Hájek (2012, sect. 3.4)). If Banks were a hypothetical or infinite frequentist he would not find the 
above objection very troubling, though there are others to fear (see Hájek (2009), (2011)). Finite 
frequentism is the view that “[t]he probability of an attribute A in a finite reference class B is the relative 
frequency of actual occurrences of A within B.” Hájek (2011, p. 397). 
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frequentist, while one’s interpretation of probability in the context of quantum cosmology 

be Bayesian, when one’s quantum cosmology inherits one’s outlook on non-relativistic 

quantum mechanics? The two interpretations entail mutually exclusive tenets about 

probability. It seems that Banks owes us a story about how his pluralism works in the 

context of quantum cosmology and non-relativistic QM. 

Let me now say more about Banks’ motivation for rejecting excluded middle. For 

Banks, QM requires the collapse of the wave function, and that amounts to just an 

application of the Bayesian rule of conditional probability. However, the probabilities of 

QM do not abide by the law of conditional probabilities because by Banks’ lights, that 

law depends on the law of excluded middle. But Banks maintains that excluded middle is 

undercut by the following fact: 

Even when we've specified the state of a system completely, by answering yes or 
no to every possible question in a compatible set, there are an infinite number of 
other questions one can ask of the same system, whose answer is only known 
probabilistically. The formalism predicts a very definite probability distribution 
for all of these other questions.65 
 

The thought is that in QM one has a probability measure defined over a space of 

projections that lives on a Hilbert space. With a density matrix in hand, with respect to 

every single projection “P”, one receives a definition of TrP∖ 𝜌 that in turn yields a value 

between 1 and 0. If one has in hand a pure density matrix it’s false that with respect to 

two projectors P1 and P2 there are only four possibilities (viz., both are true, both are 

false, P1 is true and P2 is false, P2 is true and P1 is false). The fact that there are more 

than the four possibilities suggests that something is wrong with LEM.66  

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
65 Banks (2011b, p. 7). 
66 Banks (personal correspondence 3/14/2015). If there’s an error in the above, the fault is mine. 
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One can complete the above summary of Banks’ interpretation of QM by simply 

adding in details of a slightly modified version of the Copenhagen interpretation of QM.67 

That interpretation has been clearly expressed in a number of publications, and I refer the 

reader to the explications in Bohr (1958), Wallace (2008, pp. 21-39), and Weinberg 

(2013, pp. 81-96) for all the details. 

6.2.2.1.2 The Holographic Theory of Quantum Gravity68 

Unlike quantum geometridynamical approaches to quantum gravity, the HST does 

not quantize Einstein’s field equations (EFEs), for they are hydrodynamical equations 

valid for causal diamonds that feature sufficiently high entropy.69 The motivation for 

such an outlook lies within the arguments of Ted Jacobson (1995). Jacobson derived the 

EFEs from thermodynamics or more precisely, he derived the EFEs from the relation 

entropy stands to area (i.e., the area of causal diamonds). For B&F, there is room for the 

quantization of hydrodynamical equations only in the context of low energy fluctuations 

per ground states of physical systems.70  

The theory of quantum gravity the HST provides is very general. More specific 

and detailed theories of quantum gravity can vary between spacetimes with different 

asymptotics. Recall that in cosmology, one of the parameters responsible for such 

asymptotics is the value of the cosmological constant sometimes featured in the EFEs. 
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

67 Banks is not fully satisfied with the Copenhagen take on decohering histories. Banks (personal 
correspondence 3/14/2015). 

68 For what follows, I lean heavily upon Banks (2009), (2010), (2011a), (2011b), and Banks, 
Fischler, and Mannelli (2005). I should add here that I will assume that spacetime is a pair (M, gab), where 
M is connected, smooth, and 4-dimensional (I have in mind the non-compactified dimensions). We will 
also need to define over M a Lorentzian metric (Lorentzian because it is of Lorentz signature (1, 3)) that is 
itself smooth, non-degenerate, and pseudo-Riemannian, and stipulate that there lives on spacetime a 
continuous timelike vector field (i.e., spacetime is time-oriented), and that there are no closed time-like 
curves or closed causal curves in (M, gab). Moreover, add the further fact that (M, gab) is globally 
hyperbolic, and so spacetime is or can be partitioned by Cauchy hypersurfaces. 

69 The notion of a causal diamond is defined below. 
70 Banks (2015, p. 2). 
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However, Jacobson derived the EFEs without the cosmological constant term. Thus, B&F 

conjecture that its value (when positive) is the inverse of the value of N, where N is the 

logarithm of the dimension of the Hilbert space in the correct quantum theory describing 

spacetime.71 If such a conjecture is right, then the correct quantum theory will feature a 

Hilbert space that only has a finite number of dimensions.72 

The geometric structure of spacetime is given by the Lorentzian metric gab. There 

are two metric determining factors: the conformal factor and the causal structure of 

spacetime. This is an implication of the further fact that two metrics featuring the same 

causal structure are equivalent up to a weyl transformation.73 

According to the HST, the causal structure of spacetime is fixed by causal 

diamond structure. In fact, causal diamonds are the fundamental geometrical building 

blocks. They are constructed out of the intersections of the interior of the future light-

cone of a spacetime point y, and the interior of the past light-cone of a spacetime point x 

(where x and y are members of M).74 The HST represents the timelike trajectory of a 

particle via a nested sequence of diamonds. Nested diamonds are also used to 

characterize the ever-increasing timelike separation of pairs of points on the edges of the 

diamonds. Certain of the causal diamonds may even overlap, and these overlap spaces are 

represented with the notation 𝒪(𝑛; 𝑥,𝑦). The HST associates with causal diamonds 

Hilbert spaces. Hilbert spaces ℋ(𝑛, 𝑥) associated with causal diamonds and 𝒪(𝑛; 𝑥,𝑦) 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
71 Banks (2000); cf. Banks (2015, pp. 15-18). 
72 I argued for the truth of this conjecture in my discussion of the Carroll-Chen cosmological 

model above. 
73 Banks (2011a). 
74 It’s clear that early on, Banks collapsed causal structure into light-cone structure. He believes 

that the global causal structure is given by causal diamond structure, but because such causal diamond 
structure is itself constituted by light-cone structure, causal structure must be reducible to light-cone 
structure. See his remarks in Banks (2009, p. 2). However, later on Banks seemed to prefer a definition of 
causal diamond that appealed to future and past domains of influence. 
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specify the conformal factor (which is given by the areas of the holographic screens of 

the diamonds (more on this below)) and the causal structure of spacetime.75 And so, in 

the overlap spaces involving pairs of causal diamonds that intersect, causal diamonds are 

assigned to the overlap spaces. This overlap space has a maximal area that in the 

intersection itself. The causal diamond of the intersection can be connected with “a 

common tensor factor in the Hilbert spaces of the individual diamonds” viz., ℋ! =

𝒪!"  ⨂  𝒩!, and ℋ! = 𝒪!"  ⨂  𝒩!.76  

Causal diamonds are themselves characterized by sequences of operator algebras 

A(n).77 Embedded operators of causal diamonds commute in such a way that they 

commute with every other operator that one needs to describe larger diamonds in which 

they are embedded.78 Algebras A(n) are nested in a way expressed by A(n+1) = A(n) ⊗ 

P.79  

But what about the conformal factor? The net of operator algebras associated with 

a sufficiently large set of sequences of causal diamonds (those diamonds that encode 

causal structure) together with the holographic screens associated with those diamonds 

provides the determining base of the conformal factor. 

According to B&F, linking both causal structure and conformal factor to the 

geometric structure of spacetime can only be achieved by appeal to the strong form of the 

holographic principle (see Bousso (1999)). Thus, B&F think of the geometric structure 

yielded by classical causal diamonds as emerging from quantum mechanical structure. 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
75 Banks (2012a, p. 121004-2). For a discussion of the formalism see lines 1) through 4) below. 
76 Banks (2010, pp. 4875-4876). The subscripts represent differing causal diamonds. So subscript 

1 is causal diamond 1, and subscript two is causal diamond 2. The two diamonds overlap. 
77 For details regarding operator algebras, see Kadison and Ringrose (1997).  
78 Banks, Fischler, and Mannelli (2005, p. 123514-3); see also Banks (2011a). 
79 Banks (2012a, p. 121004-2). 
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But what is the CEB? Well note first (and here I lean on Banks (2011a)) that the d – 1 

“dimensional boundary of a causal diamond is a null surface”.80 One secures a cut over a 

null surface on to d – 2 dimensions by introducing a foliation of spacelike surfaces over 

the manifold M. The CEB says that the entropy S of the causal diamond is less than or 

equal to the area of the diamond’s holographic screen divided by 4 by lp2. According to 

Banks (2011a), given the CEB, it will follow that all causal diamonds are such that the 

entropy of the boundaries of the relevant diamonds is bounded “by the area of the 

maximal area d-2 surface on the boundary.”81 These considerations suggest B&F’s 

conjecture, that the entropy of a causal diamond is just the logarithm of the dimension of 

the Hilbert space of that diamond.82 

Add to the above the further fact that covariant entropy bound is really just a 

bound over density matrices since the systems in causal diamonds are quantum systems. 

More specifically, B&F argue that the density matrices of causal diamonds are maximally 

uncertain.83 

All of the above considerations indicate that the quantum aspects of the HST 

require that the fundamental variables of quantum mechanics are pixels on holographic 

screens of diamonds with orientations.84  These variables, or pixels are themselves 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
80 Banks and Kehayias (2011, p. 1. n. 1). 
81 Banks, Fischler, and Mannelli (2005, p. 123514-2). 
82 The holographic entropy bound implies “a finite entropy for any causal diamond whose future 

boundary is a finite timelike separation from the Big Bang.” Banks, Fischler, Mannelli (2005, p. 123514-1). 
See also Banks (2011a). 

83 Banks (2011a). 
84 One pixelates the holographic screen of causal diamonds via fuzzy geometry (Banks (2010, p. 

4878)). The functional algebras become matrix algebras. The details are discussed in Banks (2010, pp. 
4879-4890).  

Pixels have orientations, at least in the classical limit. Two things fix these orientations, a 
holographic screen element that is transverse to the other determining factor viz., an associated null ray. 
Solutions to the Cartan-Penrose equation 0 = 𝜑𝛾!𝜑(𝛾!)!

!𝜑! (given that 𝜑! is the Dirac spinor) encode the 
aforementioned information about orientations and null rays (Banks, Fischler, and Mannelli (2005, p. 
123514-5); Banks (2010, p. 1241004-3)). 
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nothing above and beyond the degrees of freedom enjoyed by supersymmetric particles 

that should be understood as penetrators of the holographic screen of the relevant causal 

diamonds.85 That HST involves supersymmetric particles is no surprise, since (again) 

HST is a generalization of string theory. It therefore predicts the existence of 

superpartners. Pixels of holographic screens have associated Hilbert spaces with a finite 

amount of dimensions, and this implies that holographic screens with finite area have 

associated algebras with a non-commutative basis that is finite (Banks (2009, p. 2)). The 

tensor product of the Hilbert spaces of individual pixels on the screen of a causal 

diamond just is the Hilbert space of the diamond.  

Generally speaking, the HST suggests that spacetime is emergent. Its classical 

structure is derived from quantum mechanical structure that determines causal diamond 

structure and a conformal factor (the elements sufficient for determining the spacetime 

metric). That quantum mechanical structure amounts to density matrices, pixelated 

holographic screens with associate Hilbert spaces, and operator algebras assigned to the 

density matrices inside classical causal diamond structure. A full picture of the HST will 

emerge once we add in details about its kinematics and dynamics. I will try to summarize 

some of the relevant details in my articulation of the cosmological model that is the BF-

M. 

6.2.2.2 Cosmology and the BF-M 
6.2.2.2.1 Kinematics, Dynamics, and Time in our 

Universe 

Let S be the initial big bang surface. The topology (and not the geometry) of that 

slice of space (per non-compact dimensions) in a holographic spacetime is given by a (d 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
85 Banks (2009, p. 2). 
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– 1)-dimensional spatial lattice.86 An integer variable t represents proper time in that it “is 

a monotonic measure of the proper time τ” that is “traversed between the past and future 

tips of the diamond represented by ℋ(𝑡, 𝑥)”.87 When causal diamonds grow larger and 

larger (when one adds more and more pixels to the screens of the diamonds88), the proper 

time becomes discretized and turns into smaller units. Banks added, “the smallest proper 

time interval measurable in a large causal diamond is inversely proportional to the energy 

of a black hole whose horizon area is equal to the area of the holographic screen.”89 

According to the BF-M, coordinate systems are ways of “covering space-time by 

trajectories of [detectors].”90, 91 Trajectories of detectors near the big bang surface or 

touching that surface form a lattice. These trajectories are themselves given by sequences 

of Hilbert spaces, and trajectories nearest to one another yield the overlap sequences of 

diamonds discussed above.92  

The variable x in ℋ(𝑡, 𝑥) will represent a spatial location on the  aforementioned 

lattice. All of the points that live on the lattice have Hilbert spaces described by the 

equation: ℋ(𝑛, 𝑥) = ⨂  𝒫!, where 𝒫 is a pixel Hilbert space that gives the geometry of 

dimensions that are compactified, it therefore represents the Hilbert space of the pixel 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
86 Banks (2010, p. 4876); Banks (2009, p. 4). 
87 Banks (2009, p. 5). 
88 Banks, Fischler, and Mannelli (2005, p. 123514-5). 
89 Banks (2009, p. 5). 
90 Banks, Fischler, and Mannelli (2005, p. 123514-7). 
91 The notion of a detector is akin to that of an observer. An observer is: 
 

“a large localized quantum system, which is capable of carrying out ‘almost 
classical’ measurements on its environment. Any such observer will follow a 
timelike trajectory through space-time. We can describe this trajectory in terms of 
causal diamonds in the following manner.” Banks, Fischler, and Mannelli (2005, p. 
123514-3) 
 

92 Ibid. 
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super-algebra. 93  The Hilbert spaces associated with points on the lattice represent 

sequences of causal diamonds. Recall that such diamonds are geometric diamonds of 

trajectories. They model the timelike separation of points on the trajectory. That is to say, 

the diamonds model “the proper time separation of its future tip from the point where it 

crosses the spacelike slice”94. The upper limit or “maximal value that n attains as” t 

approaches infinite values is given by N(x) (Banks (2010, p. 4876)). Notice that the 

approach appeals to time slices. In fact, according to Banks (2010, p. 4876) all “causal 

diamonds at” a certain “fixed time have” holographic screens that feature the same areas. 

This is directly due to the chosen slices of space. Banks adds that “equal area slicings 

exist in all commonly discussed classical space-times.”95  

 As we noted above, some causal diamonds overlap, and the kinematic rules of 

such overlap spaces are given by (1)-(3) below (taken and corrected from Banks (2009, p. 

5)): 

(1) ℋ 𝑡, 𝑥 =   𝒪 𝑡; 𝑥,𝑦 ⊗   𝒩!(𝑡, 𝑥,𝑦)  
(2) ℋ 𝑡,𝑦 =   𝒪 𝑡; 𝑥,𝑦 ⊗   𝒩!(𝑡,𝑦, 𝑥) 

 
where 𝒩 is the Hilbert space of one of the overlapping causal diamonds. Banks (2009, p. 

5) notes that “the overlap Hilbert space 𝒪 is the same for x and y, but the Hilbert spaces 

𝒩 may be different.” With respect to points x and y, nearest to one another on the lattice 

referenced above, the following rule holds: 

 (3) 𝒩! 𝑡, 𝑥,𝑦 =𝒩! 𝑡,𝑦, 𝑥 = 𝒫 for any time t.  
 
These rules imply that closest neighboring detectors (the observer like entities that travel 

down trajectories) share the same information save that which is stored on one single 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
93 Banks (2009, p. 4). 
94 Banks (2010, p. 4876). 
95 Ibid.  
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pixel.96 The dimensionality of 𝒪  or the overlap Hilbert space is a function “of the 

minimal number of lattice steps between x and y.”97  

As I pointed out above, the dynamics of HST and so of the BF-M is thought to be 

relative to space-time asymptotics, though the BF-M and HST suggest that the local 

dynamical goings-on within a causal diamond are restricted to that diamond and so 

dynamical evolution only affects those physical systems or degrees of freedom within the 

relevant diamonds themselves (no cross-over dynamical influence from one diamond to 

another). The Hamiltonian governing the dynamics of physical systems in the BF-M is 

time-dependent (where time is discrete) in our universe, and “the Arrow of Time” is a 

“fundamental input to the definition of cosmology.”98 Banks, Fischler, and Mannelli 

believe they have an argument for such an outlook at least given that our universe ends in 

a Big Crunch. They remarked: 

…we could define both Big Bang and Big Crunch cosmologies (with, for 
simplicity, a past or future with the asymptotic causal structure of Minkowski 
space), in terms of semi-infinite sequences of Hilbert spaces. However, in the Big 
Bang case, the initial conditions would be subject to our purity constraint for 
causal diamonds whose tip lies on the singularity. By contrast, in the Big Crunch, 
the initial conditions would be described in terms of scattering data in the remote 
past. Even if we discussed finite causal diamonds whose future tip lay on the Big 
Crunch, it would not make sense to assume the final state in those causal 
diamonds was pure. It has been correlated with the states in each other causal 
diamond, by evolution of the scattering data down to the singularity.99 
 

According to the BF-M, causal diamonds close to the big bang are realized by quantum 

states that are pure states (the purity constraint). However, the dynamics of the BF-M 

prohibit evolution from non-pure states involving scattering data to the pure earliest state. 

This is because according to the BF-M, dynamical cosmic evolution is described by the 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
96 Banks (2009, p. 5). 
97 Ibid. 
98 Banks, Fischler, and Mannelli (2005, p. 123514-4). 
99 Ibid., emphasis in the original. 
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causal diamond and conformal factor framework. There is only one diamond in the large 

but finite sequence of causal diamonds describing cosmic evolution in a quasi-Gold 

universe that reaches the Big Crunch.100 This prohibits cosmic evolution from Crunch to 

Big Bang, and so Banks et. al. conclude: “…we contend that the intrinsic formulation of a 

theory of quantum cosmology forces us to introduce a time asymmetry, when there is a 

cosmological singularity.” 101  A similar conclusion would follow from the purity 

constraint, the dynamics of the BF-M, and a spacetime that is asymptotically de Sitter. 

But its time to more fully specify the dynamics of the BF-M: 

1) Let ℋ!"(𝑡) be, in pixel variables that are fermionic, a perturbation of a 
Hamiltonian that is bilinear.102 The time-dependent Hamiltonian operator 
ℋ(𝑡) is really just the sum of another operator ℋ!"(𝑡) which depends on 
ℋ!"#(𝑡) and those pixel operators in 𝒫 t. The operator ℋ!"#(𝑡) commutes 
with both 𝒫 t, and ℋ!"(𝑡). ℋ!"  designates Hilbert spaces associated with 
diamonds, while ℋ!"#  is that Hilbert space associated with the quantum 
theory that describes spacetime in entirety. 103 

2) All detectors traveling down trajectories and situated on the spatial lattice 
referenced above are described by “the same sequence of time-dependent 
Hamiltonians ℋ(𝑡)”.104 

3) 𝒪(𝑡, 𝑥,𝑦) = ⨂  𝒫!!!(!,!) where d(x, y) is “the minimum number of lattice 
steps between the points” x and y. 105  ℋ(𝑡 − 𝑑 𝑥,𝑦 )  specifies the 
Hamiltonians of overlap spaces.106 

 
It has been shown that a flat FLRW spacetime geometry follows from the above quantum 

mechanical descriptions of reality.107 The model of the cosmos that emerges fits very 

nicely with a cosmos that is understood as a dense black hole fluid (hence DBHF).108 

 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
100 See ibid., p. 123514-4. n. 6. 
101 ibid., p. 123514-4. Italics removed. 
102 The bilinear form is discussed in Banks (2009, p. 6). 
103 Banks (2009, p. 6), (2010), (2012). 
104 Banks (2009, p. 6). 
105 Banks (2010, p. 4876). 
106 Banks (2009, p. 6), (2010), (2012). 
107 See Banks, Fischler, and Mannelli (2005). 
108 The details are discussed in Banks (2009, p. 6). 
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6.2.2.2.2 The Dense Black Hole Fluid 

The model under discussion says that our universe is a big bang universe, though 

there is no initial singularity.109 The past-tips of causal diamonds lie on the big bang 

hypersurface (a surface with the same topology as a flat 3D space110). Quantum dynamics 

near that surface is chaotic in the sense that the Hamiltonian describing goings-on close 

to that surface is random in that a special collection of Hamiltoniansin peculiar to 

sufficiently small causal diamonds (diamonds classically modeling extremely early 

physical systems) are privileged by the HST framework.111  

The time-dependent Hamiltonianout near the big bang hypersurface is, for every 

moment of time near that surface, a randomly selected distribution of Hamiltoniansin 

related to the various trajectories constituting the lattice.112 Large causal diamonds are 

described by a time dependent Hamiltonian with a time independent spectral density. The 

spectral density in play is the same one featured in a conformal field theory with 1+1 

dimensions.113 The universe considered as a physical system therefore receives “a 

random kick at each time.”114 That system is described by an entropy-energy density 

relation 𝜎~ 𝜌.115 In fact, a cosmos with equation of state p = 𝜌 and for which the 

approximatation 𝜎~ 𝜌 holds will be one not unlike a type of system of black holes.116 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
109  This is because classical geometric descriptions are only relevant to large diamonds. 

Singularities are classical extrapolations to times when the causal diamonds are Planck size (see Banks 
(2015, p. 4)). 

110 Banks and Fischler (2015, p. 9). 
111 Banks, Fischler, and Mannelli (2005, p. 123514-6). 
112 Ibid., 123514-1. 
113 Ibid. 
114 Ibid.  
115 Where s is approximately 𝑅!

!(!!!)𝑅!!!! (in Planck units given that 𝑅! is the Schwarzschild 
radius), and where r is approximately 𝑅!

(!!!)𝑅!
!(!!!)~𝜎! (in Planck units). See Banks (2012c, p. 89). 

116 Ibid. 
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Banks (2012c, p. 91) shows that for large diamonds the system in question will look and 

behave “like a flat FRW” cosmos. 

The BF-M yields an isotropic cosmos since its overlap rules suggest as much, and 

it incorporates the invariance SO(3).117 Likewise, the BF-M’s overlap rules yield a 

homogeneous cosmos.118 That leaves flatness among the standard cosmological puzzles. 

Again, the equation of state describing our universe (call it U) in the BF-M is p = 𝜌.119 U 

cannot therefore involve negative spatial curvature if it saturates the covariant entropy 

bound in diamonds that are further along in the sequence of diamonds. 120  The 

cosmological constant is an initial condition, and input. Its value is, again, inversely 

related to the value of N. 

So as to solve the cosmological or causal horizon problem the BF-M includes a 

theory of inflation (the holographic theory of inflation based on the less realistic 

Everlasting Holographic Inflationary model, or EHI).121 I will not explore the details of 

that model here. I wish only to disclose that it avoids the implication that is eternal 

inflation thought to fall out of generic slow role inflationary models (see Guth (2004); 

Steinhardt (2011)) because it treats the inflaton field like a classical field and so avoids 

those quantum woes that breed eternally inflating regions due to quantum fluctuations of 

that field.122  

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
117 Demonstrations are in Banks, Fischler, and Mannelli (2005, p. 123514-8). 
118 Banks (2012c, p. 91). 
119 An equation of state is normally a specification of the relationship between state variables 

usually derivable from the fundamental equation (Peliti (2003, p. 40)). 
120 ibid. A relevant demonstration of this appears in Fischler and Susskind (1998). Banks (2015, p. 

4) remarked “[f]latness follows from an assumption of asymptotic scale invariance for causal diamonds 
much larger than the Planck scale but much smaller than the Hubble scale of the [cosmological constant].”  

121 See Banks (2015, pp. 5-12); Banks and Fischler (2015, pp. 11-15); Banks, Fischler, Torres, and 
Wainwright (2013). 

122 Chief among these woes is the measure problem. 
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6.2.2.3 Objections to the BF-M 

I am interested in the BF-M because it’s a model that attempts to provide a 

scientific explanation of the past hypothesis. So far I have focused on describing the BF-

M’s quantum theory of gravity, and cosmology. Such exposition was important because 

of the form of the proposed explanation. B&F maintain that they have the correct theory 

of quantum gravity. In the context of that theory, they argue that the only way to account 

for classical geometric structure is on the supposition that the cosmos began in an 

exceedingly low-entropy state. Banks (2015, p. 5) remarked, “the reason the universe 

began in a low-entropy state, is that this is the only way in which the model produces a 

complex approximately classical world.”123 Again, the claim is essentially that the correct 

theory of quantum gravity coupled with the correct quantum cosmology requires that the 

universe began in a low-entropy state. But, of course, if there are problems with B&F’s 

quantum cosmology and quantum theory of gravity, then the purported explanation will 

fail. Sections 6.2.2.3.1, 6.2.2.3.2, and 6.2.2.3.3 attempt the feat of explicating various 

problems with the HST framework. Here, however, I’d like to address the attempted 

explanation head on, granting for the sake of argument that the BF-M is entirely correct.  

The quotation of Banks (2015, p. 5) above suggests that the explanation of the 

low-entropy state of the cosmos is anthropic in nature. Recall what the anthropic 

principle states: “what we expect to observe must be restricted by the conditions 

necessary for our presence as observers”.124 Notice the place of observers in the principle. 

Banks’ anthropic explanation does not require an appeal to observers.125 He maintains 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
123 Banks (2015, p. 5). Cf. Banks (2012c, p. 98). 
124 Carter (1974, p. 291). 
125 Notice that the absence or presence of observers in the anthropic-like explanation fails to 

enable Banks to escape the two objections voiced in the main text. 
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that according to the BF-M, the initial low-entropy state is necessary for the production 

of classical geometric structure. Even granting that not so obvious necessity claim, 

Banks’ resolution of the low-entropy problem is still problematic. Consider the fact that 

the low-entropy state, coupled with the laws and rules of the BF-M scientifically explains 

classical geometric structure. But Banks’ anthropic explanation asserts that the existence 

of such classical structure, together with the laws of the model scientifically explain the 

low-entropy state. We have, quite clearly, an explanatory circle. Circles are bad. 

Consider now a second objection to Banks’ anthropic resolution. The BF-M’s 

proposed explanation does not seem to be an explanation in any sense of the term. Given 

attention to the following analogy: The only way there could be (given the biological 

laws) a chicken is if there were a chicken egg in the state of being fertilized in its past. 

But it is most definitely wrong for one to insist that the existence of the chicken together 

with the biological laws explains the state of the past egg. A report on the true and 

relevant biological laws and on the fact that there could not, according to those laws, be a 

chicken of the kind we are considering without there being a fertilized egg in its past does 

absolutely nothing to remove puzzlement about why there’s a fertilized egg in the 

chicken’s past. Why was there such a low-entropy state at all? What accounts for that 

state? That, given the BF-M, such a state is necessary for the existence of classical 

structure we observe does nothing to answer these questions, just as in (mutatis mutandis) 

the chicken and egg case. 

My last objection rests on the account of scientific explanation in chapt. 5. 

Anthropic-style explanations are not scientific explanations of events or states according 

to that account. Thus, given my theory of scientific explanation, the proposal of B&F 
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cannot be properly understood as being in the business of scientifically explaining the 

low-entropy past. 

6.2.2.3.1 Problems with String Theory 

I now turn to some criticisms of the BF-M. Consider first the fact that the BF-M 

rests upon a holographic theory of quantum gravity. As I’ve noted several times now, that 

understanding of quantum gravity is a generalization of string theory.126 A plausible 

principle regarding evidence and generalizations says that: If all of the instances of a 

conjectured generalization are unrealistic, or are such that they encounter problems, then 

one has some reason to at least defer on the generalization itself. As we shall see, there 

are good reasons for doubting just about every specific string theory currently on offer.127  

First, it is well known that there is absolutely no experimental or empirical 

evidence for the existence of strings.128 Second, string theories have been unable to 

account for the standard model of particle physics at large or long length scales.129 Third, 

string theories are completely unrealistic in that “...there is presently no fully satisfactory 

embedding of de Sitter space into string theory” 130, and “[a]ll explicit and fully 

trustworthy solutions that have ever been constructed in string theory have a non-positive 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
126 The central tenets of string theory especially as they pertain to cosmology were articulated in 

chapt. 3. 
127 For a fine summary of the various string theories see Becker, Becker and Schwarz (2007, pp. 6-

16). 
128 Laughlin (2005, p. 212) stated, “[t]here is no experimental evidence for the existence of strings 

in nature, nor does the special mathematics of string theory enable known experimental behavior to be 
calculated or predicted more easily.”  

129 Laughlin (2005, pp. 124-125). 
130 Bousso, DeWolfe, and Myers (2003, p. 297-298). There are no-go theorems that seek to 

establish that certain compactified theories (string theories) are incompatible with de Sitter space-time (see 
Maldacena and Nuñez (2000, pp. 26-27)). 
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cosmological constant.”131 There is an abundance of evidence that our cosmos is one that 

is accurately described by EFEs with a positive cosmological constant. 

6.2.2.3.2 Classical Logic Again 

BF-M’s assumed non-relativistic quantum theory involves a rejection of classical 

logic in so far as it involves a rejection of the law of excluded middle. The prolegomena 

of the present work (particularly in chapt. 2) went through great lengths to show that one 

ought to appropriate as one’s choice logic, a truly classical logic. My reasons were 

pragmatic in that I argued that one cannot do mathematical physics of the kind that 

underlies QM and GTR without a classically driven mathematics (see for more on this 

Hellman (1998)). For example, there is no non-classical proof of the Extreme Value 

Theorem.132 This is because the only way to prove the theorem is by reductio. Proofs by 

reductio require the excluded middle introduction rule. But the Extreme Value Theorem 

is essential to proofs of several singularity theorems in general relativity (see Wald (1984, 

pp. 236-237)). Thus, one cannot have the mathematical physics that is necessary for 

establishing important physical results without classical logic, and the law of excluded 

middle. I therefore find Banks’ rejection of the law of excluded middle problematic, and 

if his take on quantum theory entails such a rejection, my reasoning here would constitute 

a modus tollens argument against his interpretation of quantum theory. 

6.2.2.3.3 Non-Relativistic Quantum Mechanics 

The non-relativistic interpretation of QM is a modified Copenhagen 

interpretation. I do not believe this interpretation provides a plausible response to the 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
131 Van Riet (2011, p. 2). 
132 The theorem states that “a continuous function on a compact domain assumes its maximum 

(minimum) value at some point.” Hellman (1998, p. 431). 
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measurement problem, but I will not revisit that well-traveled territory here. I do, 

however, want to point out that the assumed interpretation of probability in the choice 

interpretation is suspect. This is an important criticism since Banks maintains that reality 

is intrinsically probabilistic.  

The frequentist interpretation of probability is operationalist. It confuses states 

featuring measurements and the like with probabilities, just as the behaviorist confuses 

actions understood as behaviors with mental states.133 But there are well-known problems 

with operationalism. There is a well-established philosophical consensus concerning its 

falsehood. I will not rehearse the often repeated objections here.134  

Second, Hájek has noted that frequentism over generates existents. The truth of 

probability judgments about oneself rather easily guarantees the existence of other minds 

and the falsity of solipsism. The fact that it is highly unlikely or the fact that the 

probability that Winston will suffer from a brain tumor is .1 just means that one tenth of 

human persons out in the world have brain tumors. The truth of the probability judgment 

entails the existence of other human persons. This is obviously too quick.135 

6.3 The Past hypothesis: Where are We Now? 

We have seen that two of the best attempts at scientifically explaining the past 

hypothesis fail. We could extend the project to cover other models, such as eternally 

inflating models as well as cyclic universe models. But all of these will suffer from 

similar problems (e.g., inflation does not explain the low-entropy state it presupposes it, 

and the cyclic universe model requires unbounded entropy which the Banks-Fischler Λ-N 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
133 The analogy is Hájek’s (2011, p. 402). 
134 See Chang (2009). 
135 ibid., 402. 
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correspondence thesis refutes). It looks as if there can’t be a physical explanation of the 

low-entropy state.  

If one is in the mood, one might conditionally accept the above claim and ask, 

“where does that leave us?” Well, the past hypothesis is not a brute fact though 

representative quantum cosmological models fail to scientifically explain the universe’s 

initial entropic state. My argumentation therefore provides some reason for maintaining 

that the explanation of the past hypothesis will not be scientific. It will not be a token 

physical explanation in the sense explicated in chapt. 5. This leaves my current project in 

a state of aporia. A very important and exquisite feature of our universe cries out for an 

explanation and yet we have some inductive evidence that it cannot be scientifically 

explained. 
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Chapter 7 Conclusion 

What has this series of essays accomplished? In chapt. 1, I presented the standard 

story on the arrow of time puzzle, musing that the best (and certainly most popular) 

solution to that puzzle requires as its backbone, the past hypothesis (the idea that our 

universe began in a special low-entropy state). Chapt. 2 presented some plausibility 

arguments in favor of several philosophical positions including an Aristotelian substance 

theory of concrete particulars, logical monism plus classical logic as the one true logic, 

necessitism, and that two possibility claims are such that belief in them can receive prima 

facie epistemic justification. Chapt. 3  then used most of the philosophical prolegomena 

of chapt. 2 to knock down David Lewis’s Humean supervenience thesis, Theodore 

Sider’s new fangled Humeanism, and two direct arguments for causal reductionism (the 

idea that obtaining causal relations are nothing above and beyond lawfully related 

physical events). Chapt 4 built on top of the demolition work of chapt. 3, a new realist 

theory of causation coupled with a novel theory of causal relata. Chapt. 5 used the 

content of the two preceding chapters to explicate a novel theory of token physical 

explanation of states. Chapters 3 through 5 therefore provided an answer to the question, 

“what would it take to scientifically explain the universe’s initial low-entropy state?”. 

Chapter six examined two of the most fully worked out quantum cosmological models 

that try to remove puzzlement about that state. I criticized each model and ended the 

project in aporia. In this final chapter, I’d like to say something about that aporia, 

something that may make it more potent. 

The low-entropy past is one of very many other fine-tuned parameters. And here 

by ‘fine-tuned’ I mean, that the relevant parameter or constant may be measured by a 

mathematical value that actually happens to fall within a range or interval of values, the 
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physical consequences of which, is that the universe is life-permitting rather than life-

prohibiting. The type of life I have in mind is any carbon, water, or silicon-based life. 

Here is a representative list of such parameters, and constants that are commonly believed 

to be fine-tuned by most physicists who have written on the topic: 

(1) The Cosmological Constant1 
(2) The Weak Force2 
(3) The Strong Force3 
(4) The Electromagnetic Force4 
(5) The Proton and Neutron Mass Difference5 
(6) Gravity6 

On top of (1)-(6) we can add the further fact that most physicists who have written on the 

topic of fine-tuning maintain that a number of laws of nature are such that were they false 

or non-existent, no life of any kind would be natural nomologically possible: 

(7) The Pauli-Exclusion Principle7 
(8) Bohr’s Quantization Rule8 

Add to the first two types of examples, the additional type of examples having to do with 

initial conditions: 

(9) The Low-Entropy State9 
(10) The Ratio of Radiation Density to Matter Density10 
(11) The Density Perturbations (those responsible for star formation)11 
(12) The Mass Density of the Early Universe12 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
1 Barnes (2012); Collins (2012). 
2 Collins (2003, p. 188). 
3 Barrow and Tipler (1986). 
4 Barrow and Tipler (1986). 
5 Collins (2012). 
6 Collins (2003, pp. 189-190); Rees (2000, p. 30). 
7 Dyson (1979, p. 251); Collins (2012, pp. 211-213). 
8 Collins (2012, pp. 211-213). 
9 See Barnes (2012); Carroll (2010). 
10 See Collins (2012); Davies (1982); Rees (2000). 
11 See Barnes (2012); Collins (2012); Davies (1982); Rees (2000). 
12 See Collins (2012); Davies (1982); Rees (2000). 
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We can also pile on the further fact that the underlying mathematical physical 

descriptions of the cosmos are both comprehensible, applicable to the cosmos, and such 

that they can be used to provide a formulation of the very laws of physics. A number of 

world renowned physicists have found this “problem of the applicability of 

mathematics”13 to be the most fascinating and suggestive problem about our cosmos: 

 
Roger Penrose: 

“…profound interplay between the workings of the natural world and the laws of 
sensitivity of thought—an interplay which, as knowledge and understanding 
increase, must surely ultimately reveal a yet deeper interdependence of the one 
upon the other.” Penrose (1978, p. 84) 

 
Heinrich Hertz:  

“One cannot escape the feeling that these mathematical formulae have an 
independent existence and intelligence of their own, that they are wiser than we 
are, wider even than their discoverers, that we get more out of them than was 
originally put into them.” As quoted by Steiner (1998, p. 13) 

 
Eugene Wigner: 

“The miracle of the appropriateness of the language of mathematics for the 
formulation of the laws of physics is a wonderful gift which we neither 
understand nor deserve.” Wigner (1967, p. 237) 

 
Steven Weinberg: 

“It is positively spooky how the physicist finds the mathematician has been there 
before him or her.” As quoted by Steiner (1998, p. 13) 
 

Richard Feynman: 
 “I find it quite amazing that it is possible to predict what will happen by 
mathematics, which is simply following rules which really have nothing to do 
with the original thing.” Feynman (1967, p. 171) 
 

Johannes Kepler: 
“Thus God himself was too kind to remain idle, and began to apply the game of 
signatures, signing his likeness into the world; therefore I chance to think that all 
nature and the graceful sky are symbolized in the art of geometry.” As quoted by 
Steiner (1998, p. 14) 
 

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
13 On this problem see especially Steiner (1998). 
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The means by which we discovered the fine-tuned constants, parameters, initial 

conditions, and the laws of nature was by means of mathematical physics (among other 

things). But, it appears that it’s a recognized fact that these tools of mathematics are 

themselves miracles. They, oddly enough, apply in elegant ways to our cosmos, and they 

are such that we can grasp them and work with them, and appreciate the (Penrose) 

interplay between their contents and the cosmos. These facts of elegant applicability, and 

comprehension seem inexplicable, and they constitute (in Wigner’s terms) a veritable gift 

we neither deserve nor fully understand. 

 What does all of the above mean? I’d like to conjecture that the aporia I left the 

reader with at the end of chapt. 6 is less surprising given these facts. The cosmos seems 

to want us to both understand it and appreciate its kindness. These considerations, I 

believe, push us to seek a non-physical explanation of the past hypothesis, one that 

perhaps also accounts for the aforementioned cases of fine-tuning.  
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