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Abstract

In this thesis the measurement of the effective weak mixing angle sin2 θeff
W in proton-proton collisions is

described. The results are extracted from the forward-backward asymmetry (AFB) in electron-positron
final states at the ATLAS experiment at the LHC. The AFB is defined upon the distribution of the polar
angle between the incoming quark and outgoing lepton. The signal process used in this study is the
reaction pp→ Z/γ∗ + X → e+e− + X taking a total integrated luminosity of 4.8 fb−1 of data into account.
The data was recorded at a proton-proton center-of-mass energy of

√
s = 7 TeV. The weak mixing angle

is a central parameter of the electroweak theory of the Standard Model (SM) and relates the neutral
current interactions of electromagnetism and weak force. The higher order corrections on sin2 θeff

W are
related to other SM parameters like the mass of the Higgs boson.

Because of the symmetric initial state constellation of colliding protons, there is no favoured forward or
backward direction in the experimental setup. The reference axis used in the definition of the polar angle
is therefore chosen with respect to the longitudinal boost of the electron-positron final state. This leads to
events with low absolute rapidity have a higher chance of being assigned to the opposite direction of the
reference axis. This effect called dilution is reduced when events at higher rapidities are used. It can be
studied including electrons and positrons in the forward regions of the ATLAS calorimeters. Electrons
and positrons are further referred to as electrons. To include the electrons from the forward region,
the energy calibration for the forward calorimeters had to be redone. This calibration is performed by
inter-calibrating the forward electron energy scale using pairs of a central and a forward electron and the
previously derived central electron energy calibration. The uncertainty is shown to be dominated by the
systematic variations.

The extraction of sin2 θeff
W is performed using χ2 tests, comparing the measured distribution of AFB in

data to a set of template distributions with varied values of sin2 θeff
W . The templates are built in a for-

ward folding technique using modified generator level samples and the official fully simulated signal
sample with full detector simulation and particle reconstruction and identification. The analysis is per-
formed in two different channels: pairs of central electrons or one central and one forward electron.
The results of the two channels are in good agreement and are the first measurements of sin2 θeff

W at
the Z resonance using electron final states at proton-proton collisions at

√
s = 7 TeV. The precision of

the measurement is already systematically limited mostly by the uncertainties resulting from the knowl-
edge of the parton distribution functions (PDF) and the systematic uncertainties of the energy calibra-
tion.

The extracted results of sin2 θeff
W are combined and yield a value of sin2 θeff

W comb = 0.2288±0.0004(stat.)±
0.0009(syst.) = 0.2288 ± 0.0010(tot.). The measurements are compared to the results of previous mea-
surements at the Z boson resonance. The deviation with respect to the combined result provided by the
LEP and SLC experiments is up to 2.7 standard deviations.
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Kurzfassung

In dieser Arbeit wird die Messung des effectiven schwachen Mischungswinkels sin2 θeff
W in Proton-

Proton-Kollisionen beschrieben. Die Resultate werden aus der Vorwärts-Rückwärts-Asymmetrie (AFB)
der Verteilung des Polarwinkels in Elektron-Positron-Endzuständen im ATLAS-Experiment am LHC ex-
trahiert. Der Signalprozess, der in dieser Studie genutzt wird, ist die Reaktion pp→ Z/γ∗+X → e+e−+X
unter Berücksichtigung der totalen integrierten Luminosität der Daten von 4,8 fb−1. Die Daten wurden
bei Proton-Proton Schwerpunksenergien von

√
s = 7 TeV aufgenommen. Der schwache Mischungs-

winkel is ein zentraler Parameter der elektroschwachen Theorie des Standardmodells und verbinded die
Kopplung der neutralen Ströme von Elektromagnetismus und der schwachen Kraft. Korrekturen höher-
er Ordnung, die zu sin2 θeff

W beitragen, beinhalen Abhängigkeiten von weiteren SM-Parametern, wie der
Masse des Higgs-Bosons.

Wegen der symmetrischen Anfangsbedingungen der kollidierenden Protonen gibt es keine bevorzugte
Vorwärts- oder Rückwärtsrichtung in diesem experimentellen Aufbau. Die Referenzachse, die zur Defi-
nition des Polarwinkels dient, wird daher im Bezug auf den longitudinalen Boost des Elektron-Positron-
endzustands definiert. Dies führt dazu, dass für Ereignisse mit einer niedrigen absoluten Rapidität eine
höhere Chance besteht, die entgegengesetzte Richtung der Referenzachse zu wählen. Dieser Effekt, der
mit “dilution” bezeichnet wird, fällt bei höheren Rapiditäten geringer aus. Er kann unter Hinzunahme der
Elektronen und Positronen aus den Vorwärtsregionen der ATLAS-Kalorimeter untersucht werden. Elek-
tronen und Positronen werden im Weiteren als Elektronen zusammengefasst. Um diese Elektronen in den
Vorwärtsregionen zu benutzen, muss die Energiekalibraion für die Vorwärtskalorimeter neu bestimmt
werden. Diese Kalibration wird durchgeführt, indem die bekannte Energiekalibration der zentralen Elek-
tronen angewendet wird und Paare aus einem Zentralelektron und einem Vorwärtselektron zur Extraktion
der Kalibrationskonstanten herangezogen werden. Es wird gezeigt, dass die Unsicherheiten durch die in
Betracht gezogenen systematischen Unsicherheiten dominiert sind.

Die Extraktion von sin2 θeff
W wird mit Hilfe von χ2-Tests durchgeführt, in denen die gemessene AFB Vertei-

lung aus Daten mit einem Satz von AFB Template-Verteilungen verglichen werden, in denen der Wert von
sin2 θeff

W variiert wird. Die Templates werden mit Hilfe einer Vorwärtsfaltungstechnik aus Datensätzen auf
Generatorebene und den vollständig simulierten signal Datensatz hergestellt, in dem sowohl der Detektor
als auch die Teilchenrekonstruktion und -identifikation simuliert sind. Die Analyse wird in zwei Kanälen
durchgeführt: Paare von Zentralelektronen oder einem Zentral- und einem Vorwärtselektron. Die Resul-
tate der beinen Kanäle stimmen gut miteinander überein und sind die ersten Messungen von sin2 θeff

W an
der Z-Resonanz, in denen Elektronenendzustände in Proton-Proton-Kollisionen bei

√
s = 7 TeV analy-

siert werden. Die Präzision der Messung ist bereits systematisch limitiert und hauptsächlich durch die
Kenntnis der Parton-Verteilungsfunktionen (PDF) und systematische Unsicherheiten der Energiekalibra-
tion gegeben.

Die gemessenen Werte von sin2 θeff
W werden miteinander kombiniert und ergeben sin2 θeff

W comb = 0.2288±
0.0004(stat.) ± 0.0009(syst.) = 0.2288 ± 0.0010(tot.). Diese Ergebnisse werden mit Resultaten früherer
Messungen an der Z-Bosonresonanz verglichen. Die Abweichung zum kombinierten Messwert der LEP
und SLC Experimente beträgt dabei bis zu 2,7 Standardabweichungen.
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1. Introduction

The Standard Model (SM) of particle physics is a theoretical concept that uses a gauge invariant for-
malism to describe the interaction of quantised point-like objects with each other, that build the forces
and matter constituents of the known universe. Of the four fundamental forces the three that are domi-
nant at the subatomic scale are described by the SM. Only gravity is not included in the gauge invariant
formalism of the SM as of today. The forces are mediated by gauge bosons while the matter particles
are represented as fermions in the Standard Model. The forces that are described by the SM are the
strong nuclear force, the electromagnetic force and the weak force, of which the latter two are suc-
cessfully unified in the electroweak force. The matter particles, that are found to be realised in three
families, can be divided in two groups that differ by the forces they are related to. The quarks are in-
teracting with the strong and electroweak forces while the leptons are only related to the electroweak
force.

The following observations are a personal list of highlights in the discovery of new particles and the
measurement of particles and parameters of the SM at leading particle physics experiments at their time:
The experimental observations on which the Standard Model is evaluated, go back to the findings of
fundamental relations between the numerous particles, that were discovered in the 1960s. At that time a
“zoo” of particles was discovered in experimental studies, that could be included in a systematic way by
Gell-Mann and Zweig [1]. The static quark model could describe the new findings as hadrons, which are
bound states of fundamental particles called quarks. In this model the quarks can be combined to mesons
(quark anti-quark bound states) or baryons (tri-quark or tri-anti-quark bound states). By expanding on
the possible set of bound states, the Ω− baryon, that had not yet been seen, could be predicted and finally
discovered in 1964 [2].

In later experiments for example in 1979 at the PETRA (Positron-Elektron-Tandem-Ring-Anlage) accel-
erator at DESY (Deutsches Elektron-SYnchrotron) in Hamburg, Germany, events could be detected, that
consisted of three decay products in the same interaction. This let to the discovery of the gluon [3, 4, 5, 6],
the gauge boson mediating the strong nuclear force. In 1983 at the Spp̄S (Super Proton Anti-Proton Syn-
chrotron) located at CERN (Conseil Européen pour la Recherche Nucléaire1), Switzerland, the particles
mediating the weak force, the W± and Z0-boson, could also be produced and measured in resonant pro-
duction [7, 8]. Using the knowledge of the Spp̄S, the Tevatron was built and sequentially improved at
the Fermilab in Batavia, IL, USA. It was run at center of mass energies of 1.8 - 1.9 TeV from 1987 until
end of 2011 and managed to discover the heaviest known fundamental particle - the top quark - in 1995
at the CDF and DØ experiments [9, 10]. These experiments also performed the currently most precise
measurement of the W boson mass so far [11].

In the mean time the newly built Large Electron Positron collider (LEP) at CERN was finished and col-
lected data from 1989 - 2000. The collision energies in the first run (LEP I) were adjusted to scan the
resonance of the Z0-boson. At the ALEPH [12], DELPHI [13], L3 [14] and OPAL [15] experiments at
LEP I and at the SLAC Large Detector (SLD) [16] at the SLAC Linear Collider (SLC) at Stanford Linear
Accelerator Center (SLAC), Stanford, CA, USA, the properties of the Z0-boson were determined at very

1European council for nuclear research
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1. Introduction

high precision [17]. The SLC was operated from 1992 - 1998 delivering collisions for the SLD. At LEP
the energies were raised in the LEP II program above the threshold of on-shell W-boson pair production
to study the W-boson and to look for events in which a Higgs boson [18] was produced. The properties of
the charged current interaction could be studied in detail but no evidence for a Standard Model Higgs bo-
son was found at LEP until the LEP II program ended in the year 2000.

Finally on July 4th, 2012 the ATLAS [19] and CMS [20] experiment at the Large Hadron Collider (LHC)
at CERN, that started its physics program in 2010 could claim the discovery of the Higgs boson, the
last missing particle of the Standard Model [21, 22]. Additionally the Nobel Prize in Physics 2013 was
awarded to Peter Higgs and Frano̧is Englert “for the theoretical discovery of a mechanism that contributes
to our understanding of the origin of mass of subatomic particles, and which recently was confirmed
through the discovery of the predicted fundamental particle, by the ATLAS and CMS experiments at
CERNs Large Hadron Collider” [23].

The measurement of the mixing angle of the weak and electromagnetic force has been performed at dif-
ferent experiments and scales. The most precise results are obtained by the LEP and SLC experiments
using hadronic final states [17] at the Z0-boson resonance. The two results with the highest precision of
the experiments at each of these colliders show a disagreement of about three standard deviations with
respect to one another. This leads to the question if either one of the experiments is right and the other is
wrong or if both of them are varying from a true value of sin2 θeff

W that would then most likely be close to
the average of their results. Also the relation of this SM parameter to e.g. the mass of the Higgs-boson im-
plies that both individual results are showing tensions, while the combined result is in agreement with the
predictions from global fits on the parameters of the Standard Model.

The extraction of sin2 θeff
W has also been performed at the CDF and DØ experiments at the Tevatron [24,

25, 26, 27], setting the currently most precise results at hadron colliders for the extraction at the Z0-
resonance. These two studies were performed in electron final states and are limited in precision by the
available data statistics. At the LHC the CMS collaboration was the first publishing the results of the
extraction of the weak mixing angle from muon pairs in proton-proton collisions. This measurement was
also using events at the resonance of the Z0-boson but published their findings with a limited amount of
1 fb−1 of 2011 data.

The study discussed in this thesis is the first analysis performed in electron final states at a proton-proton
collider. Here electron refers to electrons as well as positrons. It is part of a combined analysis effort
on behalf of the ATLAS collaboration, performing the weak mixing angle extraction in one muon and
two electron final state selections, where the electron channels differ in kinematic conditions. It can
be shown that the precision that is obtainable in this setup is limited by systematic uncertainties. These
uncertainties are dominated by variations within the parton distribution functions. The analysis discussed
in this thesis is direct contribution to the preliminary results shown at the DIS 2013 conference [28]. On
behalf of this an publication is currently in preparation.

This thesis is giving a brief theory overview in chapter 2, introducing the fundamental relations of the
Standard Model and defining the reference frame in which the study is performed. Here the electroweak
theory is introduced in which the weak mixing angle is defined. In chapter 3 the experimental setup
is described, giving detailed information about relevant components of the ATLAS detector that are
mainly used for the determination of other final states and describing briefly the other components in
the experiment. Chapter 4 describes the conditions of the 2011 data recording and introduces the event
simulation procedure and the relevant simulated physics processes. In chapter 5 the commonly used
definition of electrons within the ATLAS collaboration is introduced. This includes the properties of the
reconstruction identification and trigger routines available for electron signatures. Chapter 6 is showing
the baseline event selection used in this study. Also the recommended preselections and calibrations for

2



data and simulated samples are mentioned. For the use of electrons in the forward calorimeter regions
the energy calibration had to be re-optimized. This is discussed in chapter 7. The estimate of contri-
butions to the electron selection originating from multijet processes is not feasible with the simulation
approach. Therefor it is discussed in chapter 8 how these processes are estimated from data using relaxed
identification requirements in an orthogonal selection. Here the resulting data and Monte Carlo distribu-
tions are compared including the data driven multijet estimates. Chapter 9 shows the raw distributions
of the forward backward asymmetry (AFB) and introduces the systematic variations that are studied. In
chapter 10 the template method is introduced, which is used to extract the weak mixing angle sin2 θeff

W
from the asymmetry distribution. Finally the results of the analysis are compared to the measurements of
previous experiments. Chapter 11 concludes the discussions in this thesis and gives an outlook towards
the perspectives of a continuation of the measurement with the later data set recorded in 2012 and after
the long shut down of the LHC in the years 2013-2015.
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2. Theory

In this chapter the Standard Model (SM) of high energy particle physics is introduced. The fundamental
forces and constituents described by the SM are discussed as well as the possibility to measure the
particles of the SM in high energy particle physics (HEP) experiments. Especially the setup of hadron
or parton colliders is introduced. Finally the motivation and underlying calculations of the forward-
backward asymmetry (AFB) of the Z0-boson and its relation to the effective weak mixing angle sin2 θeff

W
of the electroweak theory within the Standard Model is given.

2.1. Standard Model in particle physics

The Standard Model of particle physics has been developed within the last decades and is a very powerful
and inclusive model of its kind. It includes the very precise description of three out of the four funda-
mental forces that are related to particle physics [29, 30, 31]. With the Standard Model the elementary
point-like constituents of mater can be categorized in two groups, that are distinguished by their spin.
The bosons (integral spin) mediate the fundamental forces, where as the fermions (half-integral spin)
build up the ordinary matter. These fermions are interacting with one another only by the exchange of
bosons.

The bosons can be categorised in terms of the elementary forces they are related to. The photon (γ) is
related to the electromagnetic interaction, while the W±-bosons mediate the charged weak force. The
Z0-boson, that mediates the neutral weak force, and the set of eight gluons (g) of the strong interaction
complete the set of bosons related to the three fundamental forces. One more fundamental gauge boson
that does not directly relate to a fundamental force but is responsible for the propagation of masses is the
Higgs boson (H).

The fermions are divided in two groups of three families each. The leptons carry integral charges and
interact with the bosons of the weak force. Depending whether the charge of the lepton is non-zero they
are also interacting with the photons of the electromagnetic interaction. The quarks on the other hand
carry third-integral charges and interact additionally to the electromagnetic and weak force also with
the gluons of the strong force. The interaction with the gluons is related to the fact that the quarks as
well as the gluons carry a quantity called color-charge that relates to the strong interaction. A summary
of the important quantum numbers of the fermions is given in Tab. 2.1 while their masses are listed in
Tab. 2.2.

The SM is a gauge theory with the symmetry group SU(3)color × SU(2)L × U(1)Y . This symmetry
group is not an exact symmetry but is spontaneously broken on the “electroweak scale” at about 1 TeV to
SU(3)color×U(1)em. The related mechanism is described in Sec. 2.1.2.

The Lagrange function of the Standard Model is of the form:

LSM = LQCD +LEW . (2.1.1)
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2. Theory

particle 1stfamily 2ndfamily 3rdfamily Q/e Y |~I| I3

leptons

( νe
)

L

( νµ )
L

( ντ )
L

0 −1 1/2 1/2
e µ τ −1 −1 1/2 −1/2
eR µR τR −1 −2 0 0

quarks

( u )
L

( c )
L

( t )
L

2/3 1/3 1/2 1/2
d s b −1/3 1/3 1/2 −1/2
uR cR tR 2/3 4/3 0 0
dR sR bR −1/3 −2/3 0 0

Table 2.1.: Fermions of the Standard Model with the related quantum numbers for charge, hyper-charge
and weak iso-spin [32].

particle 1stfamily 2ndfamily 3rdfamily Q/e

leptons
νe < 2 eV νµ < 2 eV ντ < 2 eV 0
e 0.511 MeV µ 105.7 MeV τ 1.777 GeV -1

quarks
u 1.5 - 3.3 MeV c 1.27 GeV t 171.2 GeV 2/3
d 3.5 - 6.0 MeV s ∼ 104 MeV b 4.20 GeV −1/3

Table 2.2.: Fermions of the Standard Model with the related mass measurements. In the SM neutrinos
are further treated massless [32].

The first term in this function describes the theory of the strong interaction, called quantum chromo-
dynamics (QCD) [33], which is discussed in Sec. 2.1.1. The second term describes the electroweak
interaction which is explained in Sec. 2.1.2.

In the following there is no distinction made between the set of particles and their corresponding set of
anti-particle partners. If not stated otherwise the name of the particles relates to the particle as well as the
anti-particle. Further in the discussion below natural units1 are used.

2.1.1. Strong interaction

In quantum chromodynamics the interaction of particles with respect to their color-charge is described.
This includes the quarks from the side of the fermions and the gluons from the side of the bosons. The
symmetry group the theory is based on is the SU(3)color. The Lagrange function of the QCD has the form

1In natural units: ~ ≡ c ≡ kB ≡ 1

gauge bosons symbol spin masses / GeV Q/e interaction
W±-boson W± 1 80.398 ±1 weak
Z0-boson Z0 1 91.188 0 electroweak
photons γ 1 0 0 electromagnetic
gluon g 1 0 0 strong
Higgs H 0 ∼125 0 – ( mass propagation )

Table 2.3.: Gauge bosons of the Standard Model with their properties of mass, charge and the related
interaction [32].
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2.1. Standard Model in particle physics

LQCD =
[
q̄(ıγµ∂µ)q

]
− ıgs(q̄γµTaq)Ga

µ −
1
4

Ga
µνG

µν
a (2.1.2)

using the field strength tensor

Ga
µν = ∂µGa

ν − ∂νG
a
µ − gs f a

bcG
b
µG

c
ν. (2.1.3)

Here q and q̄ are the quarks and anti-quark wave functions respectively, gs is the strong coupling constant.
Further ∂µ is the covariant derivative and Ta is the non-Abelian generator of the SU(3)color. Its commuta-
tor defines the structural constants fabc with (a, b, c = 1, . . . , 8) to be:

[Ta,Tb] = ı fabcTc, with Ta =
λa

2
. (2.1.4)

The λa are called the three dimensional Gell-Mann matrices [1]. The term in (2.1.2) that is set in paren-
theses is the kinetic term of the fermions and is to appear only once in the combined Lagrange function
(2.1.1). For completeness it is used here but belongs to the fermion Lagrange function (2.1.13) defined
below. In the QCD self interaction is possible due to the fact that the gluons, as mediators of the in-
teraction, carry a color charge themselves. This leads to the fact that its coupling strength is increasing
with distance. The confinement, that cannot be described in a perturbative theory, is the result of the
self coupling. In contrast to that, high energetic quarks and gluons in bound systems can be treated
as “asymptotically free”. Here the strength of the coupling is weak enough to measure and calculate
the scattering of individual quarks and gluons. Further the role of the t-quark is special in this respect
as well. It has a life time that is short enough to decay to a b-quark and a W-boson, before it can be
confined in a bound state. Therefore it is the only quark found to be unconfined in the current measure-
ments.

The bound states that are described by the QCD are required to provide a neutral color charge to be
stable. This can be realized by the combination of a quark and an anti-quark of the correspondingly
same color (anti-) charge. These bound states are called mesons. The lightest and most frequently found
mesons are pions and kaons denoted by the symbols π and K. These mesons can be built electrically
charged as well as in neutral state. There is no stable state for them, so all mesons decay. Depending
on their constituents and binding energies, the decay products can either be lighter mesons, photons or
lepton pairs via a strong or electroweak interaction.

Additionally it is possible to combine quarks and anti-quarks in sets of three quarks or three anti-quarks.
This way the bound states have to consist of (anti-)quarks with all three different color charges to build a
color charge neutral state. These bound states are called baryons. Protons and neutrons are two examples
of the lightest baryons realized in nature.

2.1.2. Electroweak interaction

The theory of the electroweak interaction as part of the Standard Model belongs to the symmetry group
SU(2)L × U(1)Y . The SU(2)L describes the weak interaction while the U(1)Y relates a coupling to the
hyper-charge. The weak interaction only takes into account left-handed particles (and right-handed anti-
particles) which is indicated by the index L of the respective symmetry group. This feature is described by
the properties of the weak iso-spin. Left-handed fermions are only found in iso-spin-doublets with values
for the weak iso-spin of |~I| = 1

2 and I3 = ± 1
2 . Right-handed particles are identified as iso-spin-singlets

with |~I| = I3 = 0.
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2. Theory

The generator of the U(1)Y is the hyper-charge Y , that is related to the electrical charge Q by the Gell-
Mann-Nishijima relation Q = I3 + Y

2 .

The respective Lagrange function has to be invariant under transformations of the SU(2)L×U(1)Y group,
which leads to four vector fields that are needed. There is the iso-spin-triplet W i

µ(i = 1, 2, 3) that cou-
ples with the constant g to the weak iso-spin, while the vector field Bµ couples with g′ to the hyper-
charge. The Lagrange function of the electroweak theory can be structured in the following components:

LEW = LGauge +LFermion +LHiggs +LYukawa. (2.1.5)

The first term includes the kinetic term of the gauge bosons

LGauge = −
1
4

BµνBµν −
1
4

Wa
µνW

µν
a , (2.1.6)

where the field strength tensors have the form

Bµν = ∂µBν − ∂νBµ (2.1.7)

Wa
µν = ∂µWa

ν − ∂νW
a
µ − gε

a
bcWb

µWc
ν . (2.1.8)

Here εabc is the total antisymmetric tensor that builds the structure constant of the SU(2)L. Bµ and W i
µ are

not the physical fields that are visible in nature (W±, Z0 and γ). These are rotations of the respective fields
W1,2
µ , as well as W3

µ and Bµ. The latter two are the neutral fields that rotate with

Z0
µ = −Bµ sin θW + W3

µ cos θW (2.1.9)

Aµ = Bµ cos θW + W3
µ sin θW (2.1.10)

into the Z0-boson and the photon field Aµ. The angle θW is defined to be the weak mixing angle or
Weinberg-angle, named after Steven Weinberg [30, 31], that relates to the amount of mixing in the
rotation of the fields.

The charged gauge bosons are represented by a rotation of the components W1
µ and W2

µ of the iso-spin-
triplet

W±µ =
1
√

2

(
W1
µ ∓ ıW

2
µ

)
. (2.1.11)

The physical neutral gauge bosons couple to left-handed as well as to right-handed particles while the
charged gauge bosons of the electroweak interaction only couple to left-handed particles. The electrical
charge is related to the electroweak coupling constants in the following way:

g sin θW = g′ cos θW = e. (2.1.12)

The second term in the Lagrange function (2.1.5) describes the kinetic term of the fermions and its
coupling to the gauge bosons:

LFermion = L̄(ıDL
µγ

µ)L + R̄(ıDR
µγ

µ)R. (2.1.13)

Here DL
µ and DR

µ are the two covariant derivatives

DL
µ = ∂µ − ıg

′BµY − ıgWa
µT a (2.1.14)

DR
µ = ∂µ − ıg

′BµY. (2.1.15)
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2.1. Standard Model in particle physics

The difference between left- (L) and right-handed (R) fermions is made because of the different coupling
of the gauge bosons to them. These fermions are behaving according to a structure that combines vector-
(V) and axial-vector (A) operators that follow the structure V-A. Therefor the theory is also referred
to as “V-A-theory”. To relate to the observed couplings of the weak interaction, projection operators
are defined with respect to the helicity of the fermions. These projectors are built by insertion of terms
including the antisymmetric Dirac matrix γ5 in the form PL = 1

2 (1 − γ5) and PR = 1
2 (1 + γ5). This way

the dirac spinors of the leptons l = e, µ, τ and the corresponding neutrinos νl are interacting with the
weak fields in their projected form.

Ll =
1
2

(1 − γ5)
(
νl

l

)
=

(
νl

l

)
L
, Rl =

1
2

(1 + γ5)l− = l−R. (2.1.16)

Within the electroweak theory the physical gauge bosons can be described, but by this theory the masses
of the gauge bosons would have to be zero as mass terms of the form 1

2 M2
AAµAµ would not be locally

gauge invariant 2. Because the electroweak gauge bosons are measured to be massive (see Tab. 2.3), the
related symmetry can not be exact. The electroweak theory has to be a broken symmetry. A way to intro-
duce a symmetry breaking mechanism that keeps the other features of the electroweak theory intact can
be explained by spontaneous symmetry breaking that is related to the Higgs-mechanism [18].

2.1.3. Spontaneous Symmetry Breaking and the Higgs-mechanism

To include the spontaneously broken symmetry into the electroweak theory, a scalar doublet has to be
introduced to the Lagrange function:

LHiggs = (DL
µΦ)†(Dµ

LΦ) − V(Φ). (2.1.17)

Here Φ =
(
Φ+

Φ0

)
, the doublet of complex scalar fields has to have a potential of the form:

V(Φ) = −µ2Φ†Φ + λ(Φ†Φ)2. (2.1.18)

The potential V(Φ) is invariant under local gauge transformation of the SM. It has a degenerate ground
state with µ2 < 0 and λ > 0: Φ†Φ = −

µ2

2 λ = v2. v is the vacuum expectation value (VEV). By choosing
the ground state to be 〈Φ〉 = 1√

2

(
0
v

)
the SU(2)L ×U(1)Y symmetry is broken towards U(1)em. Performing

an expansion around v only a single complex scalar field remains:
H(x), the Higgs-field

Φ(x) =
1
√

2

(
0

v + H(x)

)
. (2.1.19)

The other three degrees of freedom are absorbed into three of the electroweak gauge bosons and represent
the degree of freedom of mass of these three bosons.

When performing the covariant derivative

Dµ〈Φ〉 = −

[
ıg

2

(
W3
µ W1

µ − ıW
2
µ

W1
µ + ıW2

µ −W3
µ

)
+
ıg′

2
Bµ

]
1
√

2

(
0
v

)
(2.1.20)

2 local gauge invariance is a basic requirement of a renormalizable gauge theory
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the choice of the VEV ground state and the parametrisation of the mixing of the gauge fields lead to the
mass terms:

(Dµ〈Φ〉)†(Dµ〈Φ〉) =
1
4
v2g2W+

µ W−µ +
1
4
v2(g2 + g′2)Z0

µZ0µ. (2.1.21)

In (2.1.21) there are now terms that go quadratically in the fields and can therefor be interpreted as
mass terms. As there is no term for the photon field Aµ the photon stays massless. With the specific
choice of the VEV the resulting terms are locally gauge invariant under the symmetry group U(1)em. The
corresponding generator for this gauge group is the charge Q. Further the masses of the gauge bosons
can be directly read off of (2.1.21). These result in:

M2
W =

1
4
v2g2, M2

Z =
1
4
v2(g2 + g′2), M2

γ = 0. (2.1.22)

With (2.1.12) this concludes in a mass ratio of the gauge bosons W± and Z0 at tree level that is directly
related to the value of the weak mixing angle:

MW

MZ
= cos θW . (2.1.23)

Also the mass terms for the fermions are not gauge invariant under local gauge transformation on their
own. A coupling of the Higgs-doublet to the fermions is needed to introduce gauge invariant fermion
mass terms. The last term of (2.1.5) describes the so called Yukawa-couplings:

LYukawa = −Y i j
d L̄iΦR j

d − Y i j
u L̄i(ıτ2Φ†)R j

u + h.c. . (2.1.24)

Here it has to be noted that Li, j describes the left-handed fermion doublet while Ri, j
f represents the right-

handed fermion singlet for the fermions of type i and j respectively. With this the summing also has to be
performed with respect to all f ∈ {u, d}, up- and down-type of fermion states. Therefor Y f is the respec-
tive up- and down-type Yukawa-coupling and τ2 is the second Pauli-matrix.

The Higgs-boson was recently discovered by the ATLAS [19, 21] and CMS [20, 22] experiment at
the Large-Hadron-Collider in mid 2012. It is found to be at a mass of about 125 GeV and looks to
be compatible with the predictions of the Standard Model. Additionally the Nobel Prize in Physics
2013 was awarded to Peter Higgs and Frano̧is Englert “for the theoretical discovery of a mechanism
that contributes to our understanding of the origin of mass of subatomic particles, and which recently
was confirmed through the discovery of the predicted fundamental particle, by the ATLAS and CMS
experiments at CERNs Large Hadron Collider” [23].

2.2. Hadron collider phenomenology

At hadron colliders mostly protons or anti-protons are brought to collision at distinct interaction points.
In contrast to the collision of electrons, which are fundamental particles, at higher collision energies the
hadrons are not interacting with one another as a whole. The scattering processes are relative to the
constituents of the hadrons called partons. For this reason in hadron collisions not the full center of mass
energy of the hadrons s is available for the hard scattering processes, but the center of mass energy of the
colliding partons ŝ.

In 1970 the idea was developed by Drell and Yan [35] to apply the parton model of deep inelastic
scattering to specific hadron-hadron interactions. This is shown in Fig. 2.1. The initial process was

10



2.2. Hadron collider phenomenology

Figure 2.1.: Figure of a hard scatter process. The incoming hadrons are labeled with A and B, the
scattering partons are labeled with a and b. The momentum fractions xa,b are described by the PDFs
fa,b/A,B(xa,b,Q2).[34]

the production of a massive lepton pair from quark-anti-quark annihilation. It was postulated that the
hadronic cross section σ(AB → ` ¯̀ + X) can be described by weighting the sub-process σ̂(qq̄ → ` ¯̀)
with the parton distribution functions (PDF) fq/A(xq,Q2). Here the PDF are derived from deep inelastic
scattering processes:

σAB =

∫
dxadxb fa/A(xa,Q2) fb/B(xb,Q2)σ̂ab→Y . (2.2.1)

In this “Drell-Yan process” the lepton pair ` ¯̀ corresponds to Y while a, b are the initial quarks qq̄. Further
xa,b is the momentum fraction of the partons a, b of the respective hadron A, B. The momentum transfer
Q2 that is also present in the PDF corresponds to the momentum scale of the hard process and is related
to M2

` ¯̀.

In the simplest Drell-Yan process the quark-anti-quark pair annihilates to a virtual photon qq̄→ γ∗ → ` ¯̀.
At higher center of mass energies the production of the heavy gauge bosons W± and Z0 is possible as
well. In this scheme the electroweak gauge bosons could be discovered and directly measured in resonant
production by the UA1 and UA2 experiments a CERN in 1983 [7, 8].

The cross section of a lepton pair via a massive photon can be calculated from a fundamental process of
quantum electrodynamics (QED) e+e− → µ+µ− and the derived process e+e− → qq̄. It is proportional to
the electromagnetic coupling strength, to the fine structure constant α2 and the square of the charges of
the quarks produced in the process. The four momenta of the incoming quarks can be chosen ignoring
the transverse components producing a head-on collision with:

pµ1 =

√
s

2
(x1, 0, 0, x1), pµ2 =

√
s

2
(x2, 0, 0,−x2). (2.2.2)

The x1,2 are identical to the xa,b in the PDFs above. With this the hadronic and partonic center of mass
energies reduce to ŝ = x1x2 · s. The rapidity of a particle can be expressed by y = 1

2 ln
(E+pz

E−pz

)
, if the
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particle is described by a four vector of the type pµ = (ET cosh y, pT sinϕ, pT cosϕ, ET sinh y). With this
the transverse components of E and p are defined by pT = p sin θ and ET =

√
pT2 + m2. So for particles

for which their mass is negligible with respect to their momentum, these particles can be treated massless
and their transverse energy and momentum can be assumed equal. The rapidity is additive under Lorentz-
transformation, so for the lepton pairs as in (2.2.2) the rapidity results in y = 1

2 ln(x1/x2), which leads to
the momentum fractions:

x1,2 =
M
√

s
e±y. (2.2.3)

Aside from the Drell-Yan process of course there are also other processes that e.g. only consider or
are dominated by the strong interaction respectively. This includes e.g. processes that are described
by the perturbative strong interaction (pQCD). Here the scattering of the incoming partons can result
again in a pair of outgoing partons. These 2 → 2 parton processes are a dominant reaction at parton
colliders.

Because of the structure of QCD the emitted partons are seeding the formation of hadrons with other
partons that are produced by the potential of the color fields between the partons. These hadornised form
of the emitted partons is called a jet. It contains collections of hadronic bound states that are boosted
in the same direction as the original parton. The hadronisation of the initial partons depends on the
radiation of quark-anti-quark pairs and gluons from the potential of the color fields between the partons.
Here not all partons that are produced to form the hadrons in the jets have to be emitted collinear with
the initial partons. The radiation of “hard” high energetic gluons can form non-collinear jet emissions in
the hadronisation step.

2.2.1. Parton Distribution Functions

As introduced above the Parton Distribution Functions (PDF) are used to describe the probabilities to find
certain partons of flavor q including gluons with a momentum fraction x of the hadron in a process at the
momentum transfer scale Q. Assuming a process at the scale Q2 = M2 with a center of mass energy of
7 TeV is producing an on shell Z0-boson at MZ = 91 GeV with a rapidity of yZ = 2.5, the momentum
fractions of the two quarks can be expected to have values of about:

x1,2 =
91 GeV
7 TeV

e±2.5 =

0.1584
0.0011

. (2.2.4)

This can also be read off a corresponding diagram as shown in Fig. 2.2. It shows the available kinematic
reach of partons produced in processes at a scale of Q2 = M2 and a center of mass energy of 7 TeV that
can be produced by the LHC in conditions of the 2011 data taking.

The PDF that are used in the generation of signal and background events are derived from various mea-
surements of particle collision or fixed target experiments and theoretical constraints. For the use of
experimental results from previous measurements the DGLAP equations [32] are used to evolve the mea-
sured relations to the phase space of a new experiment e.g. the LHC experiments. This implies that the
measurement uncertainties also have to be propagated and the resulting prediction of the given PDF gets
the more biased by these uncertainties the more the measurements and the point in the (x,Q2) plane are
apart. Therefor the PDF sets, that are evaluated by various groups, have intrinsic systematic uncertainties
that have to be taken into account when performing new measurements.

In particular towards lower values of parton momentum fraction x and higher momentum transfers Q2 the
extrapolation uncertainty is in general larger than the combined level of systematic uncertainties in the
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2.3. Measuring sin2 θeff
W from AFB
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Figure 2.2.: Relation of x, Q2 and M2 respectively at the nominal center of mass energies of the LHC of
7 TeV. As comparison the available regions in phase space covered by fixed-target experiments and the
HERA-collider are shown [34, 36].

previously tested regime. To provide good coverage of the known measurements the PDF sets of the com-
peting PDF groups are evaluated using a set of input parameters that provide the current starting values
of a PDF fit. These input parameters are combined to create a new set of orthogonal parameters, in which
the uncertainties of the corresponding PDF are parametrised. The resulting systematic uncertainty on a
derived quantity can be estimated by a combination of the variation of individual eigenvectors according
to their uncertainties. This recipe is recommended by the CTEQ [37] as well as the MRST/MSTW [38]
PDF groups. PDF sets of both groups are used in this study.

2.3. Measuring sin2 θeff
W from AFB

The electroweak interaction in the Standard Model is represented by a vector - axial-vector structure.
In an electroweak neutral current process like qq̄ → Z/γ∗ → `+`−, this leads to different couplings of
fermions with respect to anti-fermions to the exchange particle. When having a look at the relevant terms
of the differential cross section for the parton-level process with respect to the decay angle θ, these terms
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can be written, at lowest order, as

dσ
d cos θ

=
4πα2

3ŝ

[
3
8
A(1 + cos2 θ) + B cos θ

]
. (2.3.1)

Herein terms appear that are symmetric in θ and contribute to the integrated cross section (A) and others
that go with the cosine of the decay angle θ (B), that vanish when calculating the integrated cross section.
With these terms an asymmetry with respect to the forward and backward direction of θ can be defined
as:

AFB ≡

∫ 1
0

dσ
d cos θ d cos θ −

∫ 0
−1

dσ
d cos θ d cos θ∫ 1

−1
dσ

d cos θ d cos θ
=
σF − σB

σF + σB
=
B

A
. (2.3.2)

The termsA and B that go with the even and odd powers of cos θ in (2.3.1) and (2.3.2) are containing the
coupling strengths of the electromagnetic and weak force as well as the charges of the related fermions.
They act as a form factor of the interaction. A and B are related to the electroweak coupling constants
and can be written as:

A = Q2
l Q2

q + 2QlQq g
q
Vg

l
V Re (χ(s)) +

((
gl

V

)2
+

(
gl

A

)2
) ((

g
q
V

)2
+

(
g

q
A

)2
)
|χ(s)|2 (2.3.3)

B =
3
2
g

q
Ag

l
A

(
QlQq Re (χ(s)) + 2gq

Vg
l
V |χ(s)|2

)
(2.3.4)

with

χ(s) =
1

sin2 θW cos2 θW

s
s − m2

Z + ıΓZmZ
. (2.3.5)

Here Ql,q are the charges of the leptons and quarks, while gl,q
V,A represent the vector and axial-vector

couplings of leptons and quarks, respectively.

2.3.1. Collins-Soper-Reference-Frame

In hadron collisions the reference axis in the definition of the angle θ has to be chosen properly. Here
the fact that the incoming particles can carry transverse momenta has to be taken into account with the
definition of the reference system. Fig. 2.3 shows aside from the ideal scenario also the cases where one
of the incoming quarks in the parton collision carries a transverse momentum component and introduces
the constellation in the Collins-Soper Reference-Frame (CS frame). In the approach evaluated by Collins
and Soper [39] the event is boosted to a frame in which the transverse momentum components of the
partons are symmetrized and balanced out.

Additional to the transverse momentum ambiguity, that is solved by using the CS frame, in the beam
setup producing symmetrical proton-proton collisions, the knowledge of the direction of the incoming
quark and anti-quark is remaining unknown. By taking a look at the PDF, the probability to coincide the
direction of the incoming quark with the boson momentum direction is larger with rising absolute boson
rapidity. This is a result of the constellation of high momentum fraction of a valence-quark from one
proton with a corresponding sea-anti-quark from the other proton involved in the collision. Because of
this, the sign of the decay angle in the CS frame is chosen to be corrected by the sign of the longitudinal
momentum component pz

(
`+`−

)
of the dilepton system.
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2.3. Measuring sin2 θeff
W from AFB

Figure 2.3.: The Collins-Soper reference frame. When the incoming partons do not have any transverse
momentum, as shown in (a), the angle of the resulting lepton can be uniquely defined. On the other hand,
an ambiguity exists in the definition in the case where one of the partons has non-zero transverse momen-
tum, as in (b) and (c). The Collins-Soper reference frame (d) resolves the ambiguity by choosing an axis
that is symmetric with respect to the two incoming partons. The figure is provided to the analysis [28]
by Andrea Di Simone (private communication).

The calculation of cos θ∗CS in the Collins-Soper reference frame is defined on the lepton four-vectors only:

cos θ∗CS =
pz

(
`+`−

)∣∣∣pz (`+`−)
∣∣∣ 2

(
p+

1 p−2 − p−1 p+
2

)
m (`+`−)

√
m (`+`−)2 + pT (`+`−)2

(2.3.6)

with

p±i =
1
√

2

(
Ei ± pz,i

)
(2.3.7)

Here the four-momentum components are chosen to be calculated from the lepton (i = 0) and the anti-
lepton (i = 1) respectively to correctly construct the distribution of cos θ∗CS . The events with cos θ∗CS > 0
are defined as forward (F), while those with cos θ∗CS < 0 are called backward (B). Considering this, the
asymmetry is defined to be:

AFB =
Ncos θ∗CS ≥0 − Ncos θ∗CS <0

Ncos θ∗CS ≥0 + Ncos θ∗CS <0
=

NF − NB

NF + NB
(2.3.8)

analogue to the generic definition in (2.3.2).

2.3.2. Previous measurements of sin2 θeff
W

From the spectra of AFB with respect to other kinematic observables such as the invariant boson mass
different Standard Model parameters can de extracted. One important parameter of these is the weak
mixing angle sin2 θW . At tree level calculations it is expressed by the ratio of the vector and axial-vector
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2. Theory

couplings of the fermions f in the electroweak interaction g f
A/V,tree. Depending on the scale of the tree

level process the set of fermions f can be limited:

g
f
V,tree

g
f
A,tree

= 1 − 4|Q f | sin2 θW . (2.3.9)

Here Q f is the charge of the respective fermions taken into account. At tree level this can alternatively
be expressed by the ratio of the W and Z-boson masses. When taking into account corrections to the
propagation of the electroweak bosons that is introduced by so called loop diagrams to e.g. the Z-boson
propagator, this relation has to be modified. The corrections introduced in the loop calculations [40, 41]
result in:

g
f
V

g
f
A

= 1 − 4|Q f | sin2 θeff
W . (2.3.10)

The extraction of sin2 θeff
W can be performed at different energy scales (Q2) but most frequently the results

at the Z-boson resonance are quoted for reference. The most precise results from previous measurements
have been obtained by the experiments at LEP and SLC [17]. The combination of their results yield an
average value of sin2 θeff

W = 0.23153 ± 0.00016. This number is driven by the two measurement channels
of the combined analysis of the forward backward asymmetry in b-quark final states (A0,b

FB) at the LEP
experiments (sin2 θeff

W = 0.23221 ± 0.00029) and the calculation of the leptonic left right asymmetry (Al)
at the SLD experiment (sin2 θeff

W = 0.23098 ± 0.00026). These results differ by ∼3σ from one another.
Also each of these two measurements has pulls of ∼2σ from the world average [32] (sin2 θeff

W = 0.23146±
0.00012) that is dominated in precision by the two results above.

The measurement and comparison of sin2 θeff
W among different channels and experiments is further one

more complication as the values of sin2 θeff
W depend on the type of fermion involved in the measured

signal process. Especially the different strength of the higher order QCD corrections result in dif-
ferent values of the effective mixing angle for quark vertices with respect to the angle for lepton ver-
tices:

sin2θu
eff = sin2θ`eff − 0.0001 (2.3.11)

sin2θd
eff = sin2θ`eff − 0.0002 (2.3.12)

sin2θb
eff = sin2θ`eff − 0.0014 (2.3.13)

In events obtained in current parton colliders the influence of the events from b-quarks is small on the
production side, as these events only contribute a small fraction to the events in the respective selection
channels. So the contribution of sin2θb

eff
, that differs most from sin2θ`eff

will only affect the combined
sin2 θeff

W by a very low amount on the order of 10−5, which is sub-dominant to the difference in processes
with u- and d-quarks on the parton side.

The latest results from hadron colliders are obtained by the CDF and DØ experiments at Tevatron [24,
25, 26, 27] and the measurement by the CMS [42, 43] collaboration at the LHC. At CDF and DØ the
decays of Z → ee events in pp̄ collisions were studied, while CMS is using Z → µµ decays from pp
collisions. The public results of the mentioned experiments are summarised in Sec. 10.4.1 in comparison
to the results of this study.

In addition the weak mixing angle can also be extracted at other scales µ away from the Z resonance.
Here it has to be taken into account that the value of the effective weak mixing angle is depending on the
scale. Due to loop corrections to the propagator and the vertices, sin2 θeff

W is showing a running behavior
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Figure 2.4.: Dependency of the weak mixing angle on the scale µ [44]. The expected running predicts a
minimum at µ = mW and shows discontinuities in the spectrum at different thresholds in the renormalisa-
tion scheme used. The size of the uncertainties in the theoretical prediction is indicated by the line width.
As the measurements labeled with Tevatron and CMS are effectively also performed in the Z resonance,
they were displaced horizontally for clarity. Ongoing and proposed measurements are further vertically
displaced but show the prospected values of µ and the expected precision. Taken from [45].

depending on µ. In Fig. 2.4 the above mentioned results from LEP and SLD, as well as the measure-
ments on the Z resonance by the Tevatron experiments and CMS are shown. Additionally a selection
of running and upcoming experiments is included. The results at low µ are estimated from neutrino-
iron scattering [46], low energy electron proton scattering (SLAC E158 [47]) and atomic-parity violation
(APV [48]). At these scales the current results are not yet compatible in precision to the Z resonance
measurements and are depending on the precision of different non-trivial theoretical uncertainties in-
cluded. Because of this, further measurements are proposed to improve the experimental precision in
the determination of the running weak mixing angle at scales lower than mZ . For example there are
experiments planned to measure the weak charge of radium nuclei or the proton. One of these is planned
at the MESA facility at the Johannes Gutenberg-Universität Mainz, using low energetic electron beams
scattering on proton targets at a scale of µ = 0.0022 GeV2.

The measurement of the weak mixing angle has further relations to other physics observables. Through
the virtual corrections to the propagator and vertices, more or less strong sensitivities to e.g. the masses
of the top quark, the W boson and the Higgs boson are implied. When the results of the most precise
individual measurements at the Z resonance and at lower scale µ are used to derive the related value of
the Higgs mass, it can be shown that the measured resonance found compatible with a SM Higgs boson
matches well with the world average in sin2 θeff

W but with neither of the current high-precision results at
the Z resonance. Fig. 2.5 is giving an impression of the impact of the mentioned results on the allowed
mass of the Higgs-boson. The most precise channels of the LEP and SLC results, and the extractions
from the APV as well as the current (SLAC E158) and future (MOLLER [49]) results in polarized Møller
scattering experiments are included in this figure.
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Figure 2.5.: Implied impact of most precise sin2 θeff
W measurements on mH . The results shown include the

most precise channels of the LEP and SLC measurements, the result from APV [48] as well as current
(SLAC E158 [47]) and future (MOLLER [49]) polarized Møller scattering experiments. The yellow
band denotes the current world average ot the sin2 θeff

W measurements and the green areas show the yet
non-excluded regions for the Higgs boson mass. The prospected point for the MOLLER experiment is
set to the directly observed resonance that is compatible to a SM Higgs. Its uncertainty is set to the
prospected experimental uncertainty of the measurement. Taken from [45].
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3. Description of the Experiment

In this section the experimental setup used in this thesis is described. This setup consists of the ATLAS-
Experiment located in an underground cavern at an interaction point of the Large Hadron Collider at the
CERN main site near Geneva - Switzerland. The Experiment has been taking collision data in different
conditions from December 2009 until early 2013. In this study only the data taking period of the year
2011 is discussed.

In the following sections 3.1 and 3.2 the accelerator and collider as well as the experiment and its main
data collection components are discussed. There the components of the ATLAS detector are introduced,
including the tracking system and the calorimeter sections which are essential to this thesis. Further
the basics of the muon tracking system and the structure of the trigger and read out components are
introduced.

3.1. The Large Hadron Collider

The Large Hadron Collider (LHC) - located at the CERN1 site near Geneva - Switzerland - is a parti-
cle synchrotron that is giving access to the currently highest collision energies at high interaction rates
between protons or heavy ions such as lead or gold.

The collider is situated in a 27 km long ring tunnel that was built for the previous collider LEP2 and lies
between 50 m and 150 m below the surface. As displayed in Fig. 3.1 the LHC houses four main experi-
ment in four caverns distributed around the ring: ATLAS [19], ALICE [50], CMS [20] and LHCb [51].
The ATLAS and CMS experiments are both designed as multi purpose detectors. They are located at
opposite sides of the ring to run in the same collision mode. The ALICE and LHCb experiments are lo-
cated in caverns closer to the CERN site and not at opposing positions with respect to the tunnel. ALICE
is specialised on the measurement of heavy ion collisions where as LHCb is prominently measuring B-
meson decays and is the only experiment not being built as a “4π” detector but only covering a small
solid angle along the beam axis at one side of the interaction point.

The LHC magnet segments installed in the tunnel are designed to focus and bend beams of charged par-
ticles. Between the magnets, cavities housing electric fields are installed to provide particle acceleration
to very high energies in the two beams. The particle beams are not filled continuously but are stored in
groups of so called bunches. As achieving high beam intensities is one of the goals of the LHC, large
particle packages are used. The number of particles in a bunch can not be increased when it is already
filled into the beams of the LHC, so it is necessary to use dedicated accelerators to collect and accumu-
late the needed amount of particles and store them, to fill these big bunches into the collider. A set of
dedicated pre-accelerators is used to match these criteria. This accelerator chain is also reused from other
previously installed accelerators on the CERN site such as the full accelerator chain of the Super Proton

1Conseil Europeénne de Recherche Nucléaire, european council for nuclear research, a center for studies in high energy
physics near Geneva on both sides of the border of Switzerland and France

2LEP: Large Electron Positron Collider
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Figure 3.1.: This figure shows the locations of the four main experiments (ALICE, ATLAS, CMS and
LHCb) at the LHC. The experiments are located between 50 m and 150 m underground in huge caverns
that have been excavated to house the detectors. The SPS, the final link in the pre-acceleration chain, and
its connection tunnels to the LHC are also shown.

Synchrotron (SPS), which is collecting and accelerating the bunches of particles up to its design capabil-
ities to inject them as beam segments into the two LHC beam lines.

The LHC design collision rate of 40 MHz and nominal collision energies of 14 TeV have not been reached
though, but it is already the most powerful machine of its kind. The nominal luminosity is designed to
be of the order of 1034 cm−2s−1. Currently an instantaneous luminosity of up to 8 · 1033 cm−2s−1 at rates
of up to 20 MHz and center of mass energies of 8 TeV have been reached in the 2012 data taking period.
In some machine development runs also the nominal collision rate of 40 MHz at beam energies of 4 TeV
each have been studied but no collisions were recorded.

Due to the number of particles in the bunches it is expected that in nominal collision mode on average
up to 25 collisions of beam particles are occurring each bunch crossing in the high intensity experiments
ATLAS and CMS. The time that is needed by decay particles to pass the ATLAS detector from the
interaction point outwards already covers different bunch crossings. In the 40 MHz setup, decay particles
of up to four bunch crossings are expected to be simultaneously present in different parts of the detectors.
Therefor very high quality criteria have to be applied, considering the timing of the read out and storage
systems.

3.2. The ATLAS Experiment

The ATLAS3 experiment is the largest of the four main experiments at the LHC. It is designed as a multi
purpose detector and built with a shell-like structure of particle identification components. Including all
components the detector has a length of 44 m, an outer diameter of 25 m and weighs about 7000 t. Most
of the components of ATLAS are built and arranged in barrel-like central sections and disk-like end-cap
sections to cover the available detection volume from the center outwards. This can be seen in Fig. 3.2.
Particles that are created in the hard collisions at or close to the nominal interaction point inside the

3ATLAS stands for a toroidal LHC apparatus
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beam pipe and their decay products can pass the following components of the detector, if their energy
and momentum is large enough:

• directly around the beam pipe the tracking system, called inner detector (ID), is used to measure
the interaction with charged particles and reconstruct the tracks from the point of creation towards
the detector surface. It also reconstructs the interaction vertices the tracks originate from.

• the solenoidal magnet is filling the volume of the inner detector with a constant magnetic field.

• the electromagnetic (em) calorimeters are designed to contain a large fraction of energy deposited
by electrons, positrons and photons and are segmented fine enough to distinguish the shape of the
energy depositions between hadrons and electromagnetic showers.

• the hadronic calorimeters are designed to measure the energy of particles leaving the em calorime-
ters and to contain as much of the showers as possible.

• the muon system is a tracking system on the outside of the detector. It is built outside of the
calorimeters and is designed to resolve the track points of muons passing the detector from the
inside out.

• additional supporting structures are brought in place to mount the previously mentioned compo-
nents on and to feed the cables for voltage supply and data read out as well as the pipes delivering
the cooling liquids to the components inside of ATLAS.

In the following sections the coordinate system inside ATLAS, the different sub-detectors and the trigger
and data acquisition system are presented in more detail.

Figure 3.2.: Cut-away view of the ATLAS detector and its shell like structure [19]

3.2.1. Particles in Matter

The particles produced in the hard interactions at particle colliders have to be detected and identified
alongside the measurement of their kinematic properties like energy and momentum, as well as their
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position in the detector. The basic components of particle detection are given by their interaction with
the matter the detectors are built of. Usually there are caverns to measure the tracks of charged particles as
well as calorimetric caverns to stop the particles and measure their energy.

To distinguish different particles by their interaction with the detector components it is important to
note which fundamental interaction the respective particles are taking part in: Photons, electrons and
muons take part in the electromagnetic but not in the strong interaction, so the discussion of the different
structures of energy loss is started with these particles. The main interaction of muons with a detector is
due to the ionisation of the detector material. Because of this the muons transfer small amounts of their
energy to the electron shells of the atoms they pass and separate the electrons from their nuclei. Is the
respective part of the detector prepared to register such ionisation processes, a set of so called hits can be
combined to construct tracks that follow the trajectory of the high energetic muons. When the respective
parts of the detectors are embedded in magnetic fields to bend the trajectories of charged particles, the
curvature of the trajectories can be used to determine the charges and momenta of the particles. The
fact that high energetic muons are mostly behaving like minimal ionizing particles is described by the
Bethe-Bloch equation [32]. It parametrizes the energy loss or stopping power of “moderately relativistic
charged particles other than electrons [that] lose energy in matter primarily by ionization and atomic
excitation” [32]:

−
dE
dx

= Kz2 Z
A

1
β2

[
1
2

ln
2mec2β2γ2Tmax

I2 − β2 −
δ(βγ)

2

]
(3.1)

The Bethe-Bloch equation depends mainly on the relativistic velocity β of the particles and the atomic
number of the absorber over its mass Z

A .

With a lower probability it is possible for the muons to radiate off bremsstrahlungs photons. This
happens when the muons perform coulomb interaction with the nuclei of the detector matter. In rare
cases it can happen that the photon from the bremsstrahlung is carrying a large fraction of the initial
muon momentum. This is referred to as a catastrophic bremsstrahlung event. The radiated photons
are able to ionise other nuclei nearby. When the radiated photons are high energetic enough, the pho-
tons can produce electron positron pairs and deposit an electromagnetic shower in the detector mate-
rial.

The showers of photons and electrons are almost identical. The main mechanism in the propagation of
an electromagnetic cascade is the combination of bremsstrahlung and electron-pair-production. Starting
with an electron in the initial state, a photon is radiated off, carrying a sizable fraction of the electron
momentum. The energy of the photon is high enough to produce an electron pair and the remaining
electrons are introducing further bremsstrahlung. After a few cycles the electrons and photons are low
energetic enough to be caught by the detector material. This way the electromagnetic shower is built up.
Starting from an initial photon, the only difference with respect to the electron induced electromagnetic
shower is, that the photon has to split into an electron pair first. With this two largely overlapping showers
are build, which contain the energy of the photon.

If the initial photons are converted to a pair of electrons very early in their respective way though the
detector in a region of low local material density, they can result in pairs of electrons that are depositing
their energy in electromagnetic showers without any overlap. These electrons then have a common vertex
as origin of their trajectories, that is displaced from the original vertex of the hard interaction and marks
the point of the photon conversion.

The signatures of τ leptons depend due to the very short lifetime of the τs in the detector on the respective
decay products. The tauons can decay in the previously discussed electrons or muons by emitting two
additional neutrinos that also carry away energy. The branching ratio to electrons and muons is about
18% each which leaves about 64% of the tauons to decay into light mesons. These hadronic particles
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additionally take part in the strong interaction which also influences the way hadronic signatures are
showing up in the detector material.

As the strong interaction opens another degree of freedom for these particles to interact with the nuclei of
the detector material the shape of the hadronic showers differs from electromagnetic energy depositions.
In general, the showers of hadronic energy depositions is broader and passes further into the calorimetric
caverns. This is a result of the feature that the hadrons usually do now split up in pair cascades like
photons and electrons, but loose energy due to ionisation, bremsstrahlung, the decay of the constituents
of the shower and capture of light particles in the detector material. These showers usually are not further
built or seeded with single particles, but contain due to the nature of the strong interaction a variety of
particles of different types from the beginning. These bundles of particles that originate from the same
process are called jets as they are used to consist of a set of particles that carry a similar boost. Even
photons and leptons can be contained in such jets. They are usually originating from mesons that are
decaying within the jet to other hadrons and leptons.

3.2.2. Coordinates in ATLAS

The coordinate system in ATLAS is a modified spherical coordinate system aligned along beam axis.
The Cartesian axes are aligned in a way that the x axis is pointing towards the center of the LHC ring,
the y axis is pointing upwards and therefore the z axis is aligned in counter clock wise direction along
the beam pipe of the collider. In the x − y plane an azimuthal angle ϕ is defined so that its zero position
is set to the positive direction of the x axis. The range ϕ is running in can be defined differently, either
from 0 − 2π or from (−π) − π where the range of 0 − π is always part of the upper hemisphere of the
detector. In this thesis the latter choice was taken. Finally the third component of this coordinate system
is defined not to be the polar angle θ but a related physics observable - the pseudo rapidity η. These two
quantities are related by:

η = − ln
(
tan

θ

2

)
, (3.2)

where η is for massless particles identical to the rapidity y = 1
2 ln

(E+pz
E−pz

)
of a particle in a boosted Lorentz

frame. Here E is the energy and pz the z component of the 4-momentum of a particle.

Tracks can be measured by the ATLAS tracking system up to |η| = 2.5, muon momenta up to |η| =

2.7 and electromagnetic and hadronic energy depositions can be collected up to |η| = 4.9, respec-
tively.

3.2.3. The Inner-Detector and solenoid magnet system

The innermost detector section of the ATLAS detector, as shown in Fig. 3.3, is the tracking system called
inner detector (ID), as denoted in Sec. 3.2. It measures the interaction of charged particles with the active
components of its sub-detectors and constructs tracks out of the measured space points. It is surrounded
by a set of superconducting coils producing a homogeneous magnetic field of 2 T. The coils are located
in a distance of about 120 cm with respect to the beam axis, close to the outer perimeter of the inner
detector.

The ID is built out of three sub-detectors. In its center closest to the interaction region a three layered
semi conductor detector with read out cells in a pixel pattern is located. The next layer consists of a
second multi layered semi conductor detector that is built with double layers of bar-like strip cells that
are tilted with respect to each other in a small stereo angle. The third and outermost component of
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Figure 3.3.: Cut-away view of the inner detector and its components. [19]

the ID is the Transition Radiation Tracker (TRT) that is built of gas filled straw drift tubes to measure
transition radiation of transiting decay products. All three sub-detectors are divided in a barrel and
two end-cap sections covering the open ends of the barrel. The Pixel detector and the Semi Conductor
Tracker (SCT) called second component of the ID cover a pseudo rapidity range of |η| < 2.5, the TRT
covers |η| < 2.0.

The information of the ID is made available to the trigger system, but because of a strong time constraint
(∆t < 2.5 µs) it is currently not used at the first level. To pass the ID and reach the calorimeters particles
have to have at least 0.5 GeV of transverse momentum.

The Pixel detector contains three layers of pixel modules mounted in distances between 5 and 12 cm
to the beam axis in the barrel section. The length of the barrel is about 80 cm. To cover a rapidity range
of up to |η| < 2.5, and to provide at least three space points per track, the end-caps on each side of the
barrel are constructed of three disks each at distances of about 50 to 65 cm from the nominal interaction
point. The mounted modules cover radii between 9 and 15 cm. The intrinsic position resolution is as
good as 10 µm · 115 µm in the (R−ϕ) plane and z respectively R for the barrel and end-cap sections. The
whole pixel system has about 80.4 million read out channels.

The SCT consists of a barrel section with a length of 1.5 m and is equipped with four layers of modules
at radii between 30 and 51 cm from the beam axis. In the end-caps nine disks per side are installed,
covering different ranges in pseudo rapidity. On these disks up to three rows of modules are mounted,
depending on the available radius of the related disk. The modules mounted on the SCT consist in
contrast to the pixel modules always of two semi conductor plates with strip patterns as read out cells
which are tilted by a fixed angle of 40 mrad. With this setup also the SCT modules can deliver space
points if both plates in a module have registered hits in cells that intersect. The intrinsic resolution is
about 17 µm · 580 µm in the (R − ϕ) and z or R planes, respectively, for the barrel and disk modules. The
SCT has about 6.3 million read out channels.
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The TRT uses 4 mm narrow straw drift tubes to measure the transition radiation, particles passing
the TRT are producing on the surface of the tubes. The transition radiation is emitted when charged
particles are passing inhomogeneous layers of material with varying di-electric properties. The intensity
of the emitted radiation is directly proportional to the Lorentz-factor γ = E

m and is therefore proportional
to the energy to mass ratio of a transiting particle. Because of this the signals of e.g. electrons can be
distinguished from light hadrons like pions with comparable energies. The radiated photons are energetic
enough to ionize the gas inside the tubes and due to the high voltage applied to the tubes surface of 1.5 kV,
secondary electrons are accelerated. The avalanche process works as in a Geiger counter, yielding a
signal that can be interpreted to identify the distance of the initial particle to the tubes central wire by the
signal length and the integrated signal to discriminate the particle type. Typically, tracks contain about
25 - 35 hits in the TRT, depending on the number of tubes the particles are passing and the angle they
transit the dielectric foils. This setup guaranties a very good resolution in ϕ but as the central wire of the
tubes in the TRT barrel is only read out in two segments that are separated at about η = 0, the η resolution
at central rapidities is poor. In the TRT end-caps the straws are aligned radially and arranged in wheels.
The tube length is 37 cm. With the slightly more limited rapidity coverage of an individual tube, the
position of the hits in η can in principle also be used to measure the rapidity of the passing particle, but
it doesn’t add much to the precision of the track fit. The TRT has about 350,000 read out channels. The
intrinsic accuracy of a tube is about 130 µm in (R − ϕ).

3.2.4. ATLAS Calorimetry

The ATLAS calorimeter system is composed of three main sections, the electromagnetic calorimeters
the hadronic calorimeters and the forward calorimeters in the end-caps. The electromagnetic sections
are separated into the barrel section and the outer wheel and inner wheel of the end-cap section. The
central structure of the electromagnetic calorimeters is called EM-Barrel. The components installed
at the front face of the end-cap calorimeter are called ElectroMagnetic End-cap Calorimeter (EMEC)
outer-wheel and inner-wheel. These EM calorimeters cover ranges in the pseudo rapidity |η| up to
1.475, 2.5 and 3.2, respectively. The hadronic calorimeters consist of the barrel calorimeters, the ex-
tended barrel calorimeters, all built in a tile architecture, but covering different ranges in the rapidity
and the Hadronic End-cap Calorimeters (HEC) using different geometry and materials as the barrel
sections. These hadronic calorimeters cover ranges in the pseudo rapidity |η| up to 1.0, 1.7 and 3.2,
respectively. The Forward Calorimeters (FCal), that are not separated between specialized electromag-
netic and hadronic read out compartments, are covering the outermost range in pseudo rapidity up to
|η| = 4.9.

All calorimeters are built as sampling calorimeters with alternating active and passive materials, but in
slightly different ways. The active material in the EM calorimeters, the HEC and the FCal components
is liquid Argon (LAr). As passive material copper, tungsten and lead are used. The signal read out is
achieved by measuring the ionisating current in cells inserted in the active material. The tile calorimeters
use iron as passive and scintillating plastic tiles as active materials and are connected through optical
fibers to Photo Multiplier Tubes (PMT). The position and orientation of the above listed components of
the ATLAS calorimeter system are shown in Fig. 3.4.

3.2.4.1. ElectroMagnetic Calorimeters

The EM Calorimeters in ATLAS are built in sampling architecture with LAr as detection medium. To
keep the argon in liquid phase, the calorimeters have to be cooled down to about 80 K and housed in
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Figure 3.4.: Cut-away view of the ATLAS calorimeters and their components. [19]

cryostats. Three cryostats are installed to provide a cooled down environment for the barrel and the two
end-cap EM calorimeters. In the barrel-cryostat also the superconducting coils of the solenoid magnet
system are installed and kept at operation temperature. As cooling medium liquid nitrogen is used that
has a lower boiling point as the argon used in the calorimeters.

The layers of passive and active materials of the EM calorimeters are ordered in an accordion geometry.
In the barrel the wave structure is aligned parallel to the beam axis, so that particles originating from
the interaction point have to pass through the layers of active and passive material in a large angle.
This geometry eases the structuring of the sampling, as for growing radii in the accordion the amplitude
and angle of the folded layers can be adjusted to fill out the calorimeter volume without introducing
artificial gaps. Additionally the thickness of active and passive sampling layers can arranged to stay
constant. In the end-caps the accordion geometry is aligned perpendicular to the beam axis and the
layers of active and passive material are ordered in slices going from the beam axis outwards. In the
EMEC wheels the individual absorber layers are installed projective towards the beam pipe. These
absorbers are shaped with increasing folding angle and amplitude for larger radii. This setup is shown in
Fig. 3.5

As mentioned before, the LAr layer in the accordion composition of active and passive material has a
constant size. It is kept at 2.1 mm distance between neighbouring absorber plates by honeycomb spacers.
On both sides of the gaps conductive copper layers are inserted and insulated from the absorbers by
polyamide sheets. These layers are set to high voltage (HV) of 1.0 kV to 2.5 kV in different sections along
η. Inside a section of constant HV this introduces a constant drift potential for the energy measurement.
Between them the read out electrodes are held in place by the already mentioned spacers. These read
out electrons are segmented in η and R to model the calorimeter cells. In Fig. 3.6 the electrodes layer
for EM-barrel and end-caps are shown. Along ϕ the different read out signals are connected inside the
signal summing boards to achieve the required cell segmentation. Typically the segmentation in R shows
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(a) (b)

Figure 3.5.: Sections of the EM barrel a) and EMEC b) modules are shown while assembly. Note the
different amplitudes and folding angles in the absorbers at different radii. In b) also the changed geometry
at about |η| ≈ 2.5. [19]

three samplings. Only in the EMEC inner-wheel above |η| = 2.5 and in the transition regions between
the barrel and the end-caps, the fist sampling is combined with the second. The first sampling is meant
to discriminate isolated energy depositions of single photons from pion decays like π0 → γγ. This is one
dominating background in e.g. the search for decays of H → γγ. Therefore the first calorimeter layer
is segmented in narrow stripes in η that are extended in ϕ. In the second sampling the electromagnetic
showers deposit their largest amount of energy. This central sampling is segmented symmetrically in η
and ϕ. The typical radiation length after the second sampling is kept constant along η, so that the third
sampling can be used to measure the energy loss and longitudinal leakage into the hadronic calorimeter
sections.

The EM-Barrel In the barrel-EM-calorimeter a range in pseudo rapidity of |η| < 1.475 is covered. The
granularity of the barrel calorimeter in η and ϕ has an almost constant pattern that only differs at the high
|η| edges in the transition region of barrel and end-caps. The granularity of the EM-Barrel calorimeter is
summarized in Tab. 3.1.

The absorbers in the barrel are built of lead plates covered with 0.2 mm thin stainless-steel sheets. The
thickness of the composite absorbers are 1.53 mm for |η| < 0.8 and 1.13 mm for |η| > 0.8. To keep the
overall variation in the amount of material in front of the particles passing the calorimeter small along η,
this change of geometry is introduced. The typical thickness of the detector after the EM calorimeters
varies along η from 25 to 40 in units of the radiation length X0. The thickness after the second sampling
is kept almost constant across η at about 25 X0. The high voltage potential between the electrodes is held
at 2 kV.

Even before the first sampling of the EM-barrel calorimeter a layer of modules of 11 mm thick LAr
cells are installed as a presampler system. This presampler is installed on the outside of the solenoid
magnets in the barrel cryostat and is used to estimate the energy of particles before entering the sampling
calorimeters. The modules of this subsystem have a size of 0.2×0.2 in η×ϕ and cover a range in pseudo
rapidity up to |η| = 1.52. Therefore at the ends of the presampler the modules only cover 0.12 × 0.2 in
η × ϕ. The granularity in the cells of the presampler is 0.025 × 0.1 in η × ϕ along the full coverage. The
high voltage potential between the electrodes is also set to 2 kV.
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Barrel End-Cap
Number of layers and |η| coverage

Presampler 1 |η| < 1.52 1 1.5 < |η| < 1.8
Calorimeter 3 |η| < 1.35 2 1.375 < |η| < 1.5

2 1.35 < |η| < 1.475 3 1.5 < |η| < 2.5
2 2.5 < |η| < 3.2

Granularity versus |η| ∆η × ∆φ

Presampler 0.025 × 0.1 |η| < 1.52 0.025 × 0.1 1.5 < |η| < 1.8
Calorimeter 0.025/8 × 0.1 |η| < 1.40 0.050 × 0.1 1.375 < |η| < 1.425

1stlayer 0.025 × 0.025 1.40 < |η| < 1.475 0.025 × 0.1 1.425 < |η| < 1.5
0.025/8 × 0.1 1.5 < |η| < 1.8
0.025/6 × 0.1 1.8 < |η| < 2.0
0.025/4 × 0.1 2.0 < |η| < 2.4
0.025 × 0.1 2.4 < |η| < 2.5

Calorimeter 0.025 × 0.025 |η| < 1.40 0.050 × 0.025 1.375 < |η| < 1.425
2ndlayer 0.075 × 0.025 1.40 < |η| < 1.475 0.025 × 0.025 1.425 < |η| < 2.5

0.1 × 0.1 2.5 < |η| < 3.2
Calorimeter 0.050 × 0.025 |η| < 1.35 0.050 × 0.025 1.5 < |η| < 2.5

3rdlayer 0.1 × 0.1 2.5 < |η| < 3.2

Table 3.1.: Granularity and layer structure of the ATLAS EM calorimeter. [19]

(Extended-) Barrel End-Cap
hadronic calorimeter Forward calorimeter

Number of layers and |η| coverage
Calorimeter 3 |η| < 1.0 4 1.5 < |η| < 3.2 3 3.10 < |η| < 4.90

3 0.8 < |η| < 1.7
Granularity versus |η|

∆η × ∆φ ∆x × ∆y (cm)
Calorimeter 0.1 × 0.1 |η| < 1.0 0.1 × 0.1 1.5 < |η| < 2.5 ∼four times finer 3.10 < |η| < 3.15

1stlayer 0.1 × 0.1 0.8 < |η| < 1.7 0.2 × 0.2 2.5 < |η| < 3.2 3.0 × 2.6 3.15 < |η| < 4.30
∼four times finer 4.30 < |η| < 4.83

Calorimeter 0.1 × 0.1 |η| < 1.0 0.1 × 0.1 1.5 < |η| < 2.5 ∼four times finer 3.20 < |η| < 3.24
2ndlayer 0.1 × 0.1 0.8 < |η| < 1.7 0.2 × 0.2 2.5 < |η| < 3.2 3.3 × 4.2 3.24 < |η| < 4.50

∼four times finer 4.50 < |η| < 4.81
Calorimeter 0.2 × 0.2 |η| < 1.0 0.1 × 0.1 1.5 < |η| < 2.5 ∼four times finer 3.29 < |η| < 3.32

3rdlayer 0.2 × 0.2 0.8 < |η| < 1.7 0.2 × 0.2 2.5 < |η| < 3.2 5.4 × 4.7 3.32 < |η| < 4.60
∼four times finer 4.60 < |η| < 4.75

Calorimeter 0.1 × 0.1 1.5 < |η| < 2.5
4th layer 0.2 × 0.2 2.5 < |η| < 3.2

Table 3.2.: Granularity and layer structure of the ATLAS hadronic and forward calorimeter. [19]
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Figure 3.6.: This figure shows the layout of the read out electrodes for the four different EM calorimeter
components. In the top row the electrodes of the two barrel absorber configurations are shown, left for
the range 0 < |η| < 0.8 for the slightly thicker absorber and right for the range 0.8 < |η| < 1.475 for
the thinner absorber setup. In the bottom row the read out layers of the EMEC inner (left) and outer
(right) wheels are shown. The granularity and the segmentation in depth of two and three samplings,
respectively for different η positions, is also visible. All figures are on the same scale and show the
electrodes before folding into the accordion structure. [19]

The EM-End-Cap Outer-wheel In the EMEC outer-wheel the sampling design is very similar to the
barrel section. Except for the edges close to the transition regions there are three samplings installed,
also providing a fine strip layer in the first, the bulk energy measurement in the second and leakage
correction in the third sampling. The coverage of the outer-wheels of the EMEC ranges from 1.375
to about 2.5 in |η|. Also close to the EMEC wheels there are presampler modules installed, covering
1.5 < |η| < 1.8 with a granularity of 0.025× ∼ 0.1 in η × ϕ which is the same as in the barrel. In the
EMEC the thickness of the lead-stainless-steel absorbers is increased to 1.7 mm. The granularity of the
second and third sampling is the same as in the barrel. As the size of cells in the first sampling along
the disk radius R is decreasing for growing values of |η|, at certain points the cells get to narrow and are
reordered. The details of the granularity are listed in Tab. 3.1. Additional to the varying segmentation in
the first sampling also the HV in the EMEC is adapted and decreased for smaller radii and larger values
of |η|. This is necessary as the LAr gap varies along R and |η|, respectively from 2.8 mm to only 0.9 mm
between read out and HV electrodes. This is done to keep the average drift time in the LAr cells about
constant.

The EM-End-Cap Inner-wheel The EMEC inner-wheel covers a rapidity range of 2.5 < |η| < 3.2 and
is integrated with the EMEC outer-wheel into a single structure. A picture of a slice of the whole EMEC
is shown in Fig. 3.5(b). The construction and alignment is very similar to the EMEC outer-wheel, only
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the details of the sampling, the granularity, the used absorber thickness and the high voltage differ in the
inner-wheel. To build this component as radiation-hard as possible, the absorber thickness is increased
further to 2.2 mm and the first fine segmented strip layer is omitted. This means that the signals of the
cells inside the inner-wheel do not have to be read out at the front of the calorimeter anymore on the one
hand, but it restricts the sampling to two layers only on the other. Sampling 2 again collects the bulk
of energy deposited in the calorimeter cells and sampling 3 corrects for leakage and longitudinal losses.
The granularity is now reduced to cells of 0.1 × 0.1 in η × ϕ for both samplings. The thickness of the
material behind the first sampling of the inner-wheel is kept to corresponds to the values of about 25 X0,
as it was designed to be in the more central EM calorimeter sections. Similar to the outer-wheel, the LAr
gap varies for different radii from 3.1 mm to 1.8 mm. Therefore the HV setup is also adjusted and two
ranges are defined.

As already discussed in Sec. 3.2.3 the tracking system only covers a pseudo rapidity range below
|η| = 2.5, so the inner-wheel is not having a complementary detector component for particle reconstruc-
tion and identification. This has implications on the particle identification and energy calibration as
discussed in Sec. 5.3 and 7.

3.2.4.2. Hadronic Calorimeters

The hadronic calorimeters are separated in six sections, the barrel and extended-barrel tile calorimeters
and the Hadronic End-Cap calorimeter (HEC) on each side of the detector.

The Tile Barrel and Tile Extended-Barrel are built from alternating stainless-steel and scintillating
plastic tiles, which are oriented perpendicular to the beam axis. The sections are read out in three layers,
as it is done for the EM barrel and end-cap calorimeters, but the signal is fed by optical fibers to PMTs
that are located on the outer perimeter of the tile barrel and extended-barrel. These Calorimeters have
a radial depth of about 7.4 λ (hadronic interaction length) at low rapidities and up to about 10 λ at the
high end. The granularity is about 0.1 × 0.1 for the first two samplings and 0.2 × 0.1 for the third
sampling, respectively in η × ϕ. The coverage of these calorimeters is about |η| < 1.0 for the tile barrel
and 0.8 < |η| < 1.7 for the tile extended-barrel calorimeters.

The Hadronic End-Cap The Hadronic End-Cap calorimeter (HEC) are using copper and LAr as
passive and active materials and are located in the end-cap cryostats as the HEC covers a similar range
in |η| as the EMEC. The modules are built in two wheels per end-cap and are segmented in four sections
in depth each. The wheels are constructed in 32 wedge shaped segments that build a disk of about 4 m in
diameter. These disks are installed directly behind the EMEC wheels. The first HEC wheel consists in
depth of 24 copper absorber plates that are 25 mm thick and an additional front plate of half that thickness.
The rear wheel is stacked of 16 copper absorber plates of 50 mm depth and an additional front plate also
of half the depth similar to the front wheel. The gaps between the copper plates are 8.5 mm wide and
contain three electrode layers each. The central electrode is used to read out the signal whereas the
outer electrodes are positioned at half the distance between the read out layer and the copper plate. The
distances are kept constant by insulating honeycomb spacer sheets. The HEC modules are held together
by seven stainless-steel rods per module that also hold spacers in place to keep the electrodes and copper
absorbers in place. The HEC covers a rapidity range of 1.5 < |η| < 3.2 and has a cell granularity of
0.1 × 0.1 below |η| = 2.5 and 0.2 × 0.2 for |η| > 2.5 in η × ϕ respectively. The cells are combined semi-
projectively to the nominal beam interaction region. This can be seen in Fig. 3.7. The typical amount
of material particles “see”, when traveling through the detector and passing the HEC, is about 10 − 12λ.
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3.2. The ATLAS Experiment

Figure 3.7.: Granularity and read out cell align-
ment in a wedge of the HEC. [19]
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Figure 3.8.: Positioning of the end-cap and for-
ward calorimeters. [19]

This is enough to maximize the amount of energy which jets from proton-proton collisions at a center of
mass energy of 14 TeV deposit inside the calorimeters.

3.2.4.3. Forward Calorimeters

The Forward Calorimeters (FCal) are also using LAr as active medium and are segmented in three com-
ponents in depth. The main passive material is made of copper or tungsten, depending on the segment.
As this detector is located very close to the beam axis it has to be built as radiation-hard, heat resis-
tive and robust as possible. Therefore, the intrinsic granularity has to be made coarser and more sta-
ble as in the more central calorimeters. The design of the read out cells in all segments is based on
rods surrounded by a thin layer of LAr. These rods are ordered in hexagonal matrices and housed in
copper or tungsten to let the transiting particles shower up. This setup is shown in Fig. 3.9 for read
out electrodes of FCal1 close to the beam axis. To further prevent parts of the showers from leaking
outside of the FCal a shielding plug made of a copper-alloy is installed after FCal3. This prevents re-
maining shower decay products from reaching upstream detector parts like the end-caps of the muon
system.

To build a well defined LAr gap around the signal rod, the outer wall of the active cell is a copper tube
with the length of the rod. The gap between rod and tube is held constant by a fiber twisted around the
rod. In the first segment FCal1 the absorber matrix is drilled out of copper plates and the signal read out
rods are inserted into this matrix. In the second and third segment FCal2 and 3 the supporting absorber
matrix is constructed of copper front and end plates that hold the signal rods in place while the gaps
between the rods are filled up by tungsten slugs. This setup is shown in Fig. 3.10. In FCal2 and FCal3
the rods are made of tungsten as well. This lets the FCal be very radiation-hard on the one hand and act
very homogeneously on the shower development on the other. As summarised in Tab. 3.3 the LAr gap
varies from 0.27 mm to 0.51 mm in the three modules. This introduces drift times for the signal charges,
that are collected in the LAr volumes, of about 60 ns, because the HV is also adapted to range from 250 V
to 500 V in the respective modules.

In the FCal the read out electrodes are not used as individual signal lines, but are ganged together in
groups of four, six and nine for the modules FCal1, FCal2 and FCal3 respectively, to build signal lines.
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Figure 3.9.: Electrode structure of FCal1 with the
matrix of copper plates and the copper tubes and
rods with the LAr gap for the electrodes. The
Moliére radius, RM, is represented by the solid
disk. [19]

Figure 3.10.: View of the FCal hadronic module
absorber matrix, including a set of tungsten rods
and copper tubes surrounded by 1 cm long tung-
sten slugs. [19]

FCal1 FCal2 FCal3
Function electromagnetic hadronic hadronic
Mass of module (kg) 2119 3826 3695
Main absorber material copper tungsten tungsten
LAr gap width (mm) 0.269 0.376 0.508
High voltage [V] 200 375 500
Radiation length (X0) 27.6 91.3 89.2
Absorption length (λ) 2.66 3.68 3.60
Number of electrodes 12260 10200 8224
Number of read out channels 1008 500 254

Table 3.3.: Table of parameters for the three FCal modules. [19]

Depending on the position at the inner or outer edges or in the bulk of the FCal modules, these signal
lines are then grouped together again by the signal summing boards that are installed on the back of the
HEC. This procedure explains the difference in the number of electrodes and read out channels that can
be looked up in Tab. 3.3. The granularity in η×ϕ is not as well defined as in the other calorimeters as the
structure of the read out channels is not aligned along η and ϕ. It can be estimated to be approximately
0.2 × 0.2 in η × ϕ but varies along η and in the modules FCal1-3. The actual granularity in the FCal is
listed in Tab. 3.2.

3.2.5. Muon Detectors and toroid magnet system

The muon system builds the outer shell of the ATLAS detector and fills the largest volume in the ex-
periment. It consists of different detector components installed between the air coils of the large toroid
magnet systems. The toroid system is built of a set eight barrel toroid coils and two end-cap toroids
that are also built of eight coils each. The field strength reaches up to 4 T in the coils but varies due to
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the geometry between 0.2 T and 2.5 T in the barrel and 0.2 T and 3.5 T in the region dominated by the
end-cap toroids. The effective field strength to bend the muons passing this region is in the order of 0.5 T
to 1.0 T.

The detector modules in the muon system contain a set of precision chambers, the Muon Drift Tubes
(MDT) that cover a rapidity range of |η| < 2.7 and the Cathode Strip Chambers (CSC) that cover the
range of 2.0 < |η| < 2.7. The MDT modules are located on the outer perimeter of the muon system and
can measure particle rates up to 200 Hz/cm2. The CSC modules are able to cope with higher interaction
rates and can therefore be installed closer to the beam pipe. The other two muon systems that are used
for momentum determination as well as for the trigger system are called Resistive Plate Chambers (RPC)
and Thin Gap Chambers (TGC) and have a relatively fast response. The RPC modules are located in the
barrel whereas the TGC modules are installed in the end-cap sections and cover in combination a range
of |η| < 2.4 in rapidity.

3.2.6. Trigger and DAQ

The ATLAS trigger system is built up in a three-step scheme. It consists of a first fast layer that is
implemented in hardware boards and two decision taking layers that analyse different levels of detail of
the remaining events on a dedicated software farm. These stages are called “Level 1”, “Level 2” and
“Event Filter”. In design conditions about 23 simultaneous interactions are on average produced per
crossing of proton-proton bunches in the ATLAS interaction region. Multiplying this number with the
nominal bunch-crossing-rate of 40 MHz gives an average interaction rate of about 1 GHz. The trigger
system has to be able to reduce the event rate from 40 MHz to below 300 Hz. This is the rate that
corresponds to the typical amount of information per event that can be written to storage tapes. The
patterns upon which the trigger levels save or discard events and event topologies have to be designed
to reduce the rate of very frequent events in order to reserve bandwidth for events that occur a lot less
often.

The Level 1 trigger stage (L1) is built of two independent systems, the L1Calo named calorimeter based
trigger and the L1Mu called trigger, based on the previously introduced information of the fast compo-
nents in the muon system. These components reduce the event rate by about a factor 500 to ≤ 75 kHz
where each decision has to be taken in at most 2.5 µs. Because of this time constraint the L1Calo trigger
uses the calorimeter information in a reduced granularity. Two different processing modules are pro-
ducing dedicated inputs to define trigger decisions for em-like and jet-like energy depositions. These
components are called the Cluster Processor Module (CPM) and the Jet Energy sum Module (JEM).
A cluster is defined as an energy deposition in the EM sections of the calorimeter system in a rapidity
range below |η| = 2.5, which is what the CPM is using as input. The JEM is looking for coarser energy
depositions in all calorimeter regions up to |η| = 3.2 and measures the total energy sum and the missing
transverse energy in the calorimeter up to |η| = 4.9 including all calorimeter components. Because of
the low granularity and the fact that the objects handled by the trigger processors cover all calorimeter
layers at the same time the objects at L1Calo are called trigger towers. When an event is accepted by L1
a so called region-of-interest (ROI) is defined and passed on to the second trigger stage L2. This ROI is
checked by L2 in full detector granularity.

The two software based trigger stages L2 and Event Filter (EF) are summarized as High Level Triggers
(HLT) and have information of all detector components available. Additional to the calorimeter and
muon information the HLT also have preliminary tracking information to be able to define objects like
electron and photon or muon candidates and perform reconstruction algorithms that are close to the ones
used in the offline selection at the post production stage. The L2 trigger is restricted to only process these
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information in the ROIs the L1 triggers have found whereas the EF builds the full event and is therefore
able to also discriminate events by more complex event topologies containing different multiplicities
and thresholds of different candidate objects. This variety includes the use of levels of identification
selections that are very close to the ones produced at the full data reconstruction algorithms in the offline
data processing stream.

Some trigger signatures are estimated to be contributing too high load to be directly passed to the next
trigger level or to tape after the EF. To cope with the limited bandwidth of the trigger system and the lim-
ited data processing rates at the different stages of the trigger system, so called prescales are introduced.
These prescales are set up to reduce the number of selected events corresponding to a trigger by an adapt-
able factor. This means that for very frequent signatures like loosely identified low energetic electrons for
example only every n-th event is firing a corresponding trigger accept.

All Information of an event has to be held in storage buffers while the trigger decisions are pending. Here
the dimension of the buffering system is setting constraints on the time the triggers are allowed to use for
their calculations.

The buffering system of the L1 triggers has a fixed size to store the detector information of a certain
number of interactions. These buffers are overwritten after 2.5 µs, which sets the limit for the L1Accept
signal to be fired. After the L1Accept, the event information is moved to the HLT computing farm for
further processing, on which both HLT systems are run. The event information can be written to the data
storage system, after a positive EF trigger decision is taken.

When the event is finally on tape, the raw detector signals can be accessed by the resources of the event-
post-processing. A full physics object reconstruction, as well as preliminary calibrations are performed
firstly on randomly selected events in a so called “express stream”. On these events data quality criteria
are checked and the final calibrations are derived. These calibrations can be applied on the full data set
to perform the reconstruction of the physics object in the events. The calibrated data sets are stored in
file formats of varying level of detail. Some of them include almost all information of the analogue read
out of different detector components and are meant for detailed calibration and performance studies. To
save space on the large storage systems, these files are only kept for a few weeks. The broad amount
of the stored samples is only containing different sets of derived physics objects, as well as data quality
conditions. The third level of the derived physics data sets, the so called D3PDs, are the basis of the
studies described in this thesis.
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In this chapter the data event samples as well as the used Monte Carlo sets are introduced. Sec. 4.1
introduces the conditions as well as some important features of the periods in 2011 data taking. The
discussion of the simulation setup used in ATLAS is covered in Sec. 4.2. Here some details of the basic
concepts of Monte Carlo event generation are introduced and exemplary implementations in commonly
used simulation programs are discussed. In Sec. 4.3 the Monte Carlo samples used in this thesis are
introduced in more detail.

4.1. Events from data

The sample of data events, further only referred to as data, is taken with the ATLAS detector in the data
recording setup used in the 2011 proton-proton run. The proton beams in the LHC were accelerated up
to an energy per proton of 3.5 TeV to generate collisions at a center of mass energy of

√
s = 7 TeV. The

beams had a distance in collision time of 50 ns. They were substructured in long chains of packages of
protons, the so called bunches, which were grouped in bunch trains. The integrated luminosity delivered
to the experiment exceeded 5.8 fb−1. About 5.25 fb−1 of integrate luminosity got recorded by ATLAS.
The data taking was more or less continuous, but as the LHC and the experiments are unique prototypes
of their kind, there were several shorter breaks used for machine development and control measurements
of the accelerator properties. Together with the understanding of the machine, the instantaneous lumi-
nosity was raised from up to 2.1 · 10−32cm−2s−1, as achieved in the 2010 data taking period, to up to
3.7 · 10−33cm−2s−1. The beams were provided by the collider in “fills”, which were used by ATLAS to
record data in “runs” of mostly continuous machine conditions. These runs consist of “lumi-blocks”,
which are short intervals of about two minutes in recording time. The data taking runs were on the larger
scale grouped to periods that correspond to similar conditions. These periods range from A to M in the
2011 data taking. The periods A and C were not meant for the typical pp analyses. Period A was set up
without nominal magnetic fields for alignment measurements and period C had a center-of-mass energy
of 2.76 TeV, which corresponds to the energy per nucleon achieved in the Pb-Pb collisions, recorded at
the end of the 2010 data taking. The periods B and D to M were set up for pp analyses at

√
s = 7 TeV for

the bulk of the physics and performance analyses. This is also the range of recorded events, the analyses
and studies referred to in this thesis are based on.

The above mentioned periods differ due to the rising instantaneous luminosity, but also issues and repairs
of different detector components characterize them. The mentioned repairs refer to the exchange of the
front-end electronic boards (FEB), that had failures during the periods E through H and were replaced
where necessary in the break between period H and I. The amount of data recorded before the incident
only comprises less than 4% of all events recorded in 2011. The amount of data, in which this issue was
present, corresponds to about 20%. The region that is affected the most is located in one half-barrel at
about 0 < η . 1.45 corresponding to one slice in the read out in φ at about −0.8 . φ . −0.6. Here 4
FEBs were malfunctioning, that are responsible for the signal handling of the second layer of the EM
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periods fraction of data fraction in simulation conditions of FEB trigger menu
B-D 3.7% 3.3% All FEB good v2
E-H 20.2% 17.8% 6 FEB dead (4 × layer 2,

2 × layer 3)
v2

I-K 25.0% 24.2% 2 FEB dead (2 × layer 3) v2
L-M 51.1% 54.4% 2 FEB dead (2 × layer 3) v3

Table 4.1.: This table lists the data taking blocks that and their fractions in the default GRL on data as
well as the fraction in the simulation samples these block correspond to. Additionally the details about
the FEB and trigger menu conditions are listed.

calorimeter. These boards were replaced in the technical stop between period H and I. Further there were
two FEBs handling the signals for the third EM calorimeter layer that were affected: as these boards were
not classified to be a big problem for physics analyses, the faulty pieces of hardware were not replaced
before the end of the 2011 data taking.

The amount of data this analysis is using was filtered to contain events only if at least one trigger using
information on electrons or photons was fired. This is the “egamma stream”, in which the amount of
pure multijet events is already reduced. It is named after the eGamma Performance Group that defines
and controls the properties and performance of electrons and photons in the experiment. Next to the
egamma stream there are also streams for muon triggers and jet- and missing ET triggers available. The
electron definitions and identification requirements were adapted in the transition from period K to L to
cope with the increasing pile-up conditions. The available triggers are listed in trigger menus. These
menus for the respective periods before and after this transition are named v2 and v3. This is mentioned
in Tab. 4.1, together with the amounts of data and MC, collected in the various period blocks, and the
respective conditions of the FEBs.

Based on these preselections on fundamental data taking, stability conditions were collected and stored
in a dedicated ATLAS data base. These conditions contain the status of e.g. high voltage supplies, beam
pick-up monitors or other quality conditions in e.g. the tracking system. The granularity the information
is stored in is based on the lumi-blocks introduced earlier in this section. For different needs in the
individual analyses sets of condition patterns can be configured to define an event preselection based on
the information stored in the data base. The results of these configurations are stored in so called “Good-
Run-Lists” (GRL) in which a list of lumi-blocks for each run that fulfil the chosen requirements are listed.
The GRL used in this thesis is defined by egamma to be usable for analyses using central and forward
electrons. As there are further requirements introduced that reduce the amount of data usable for the
analyses, the luminosity that is effectively used is reduced to 4.84 fb−1.

4.2. Simulation

To describe the distribution of measurable quantities in high energy physics experiments the recorded
data is usually compared to the simulation of all known contributing processes constructed by event
generators. Such simulated samples in general consist of three production steps. First there is the event
generation step, where various processes are generated on the basis of theoretical calculations. The
random element in the event generation is provided by pseudo random seeded algorithms. Because
of this feature of random generation, the generators and the samples, that are produced, are usually
referred to as Monte Carlo (MC). The event generation consists of the production of the hard interaction
process and the corrections to this event by including radiation effects. Important radiation effects in
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any process are the final state radiation (FSR) effects. In the initial collisions at hadron-, or parton-
colliders, such as the LHC, the initial state radiation (ISR) has to be taken into account as well. The
ISR processes dominating at the LHC are radiations of partons and the formation of jets, as introduced
in Sec. 3.2.1. To accurately model these processes, production diagrams of higher order with respect to
the strong coupling αs have to be considered by the event generator. These partons are forming jets, that
are decaying in the detector in addition to the hard process. The hadron remnants, that are remaining
from the initial protons, are emitted in small angles to the accelerator beams. These corrections due to
the ISR emissions do not only affect the partons from the hadron remnants, but also interact with the
partons in the hard scattering. Due to the fact that the partons introduced in the ISR cascades do not
only carry longitudinal momentum but give rise to transverse boosts of the hard process, the pT scale
of the hard interaction is determined and adjusted by the precision of calculating the ISR. In the FSR
also strong interactions take place, but since this analysis concentrates on electron final states, the FSR
is dominated by electromagnetic and weak interactions to the final state particles. Especially the higher
order corrections due to QED radiative effects to the electrons and the properties of the photons in the
FSR are to be tuned.

In many analyses, LO multi purpose MC generators like PYTHIA [52] or HERWIG [53] are used to
build the hard process. They can also be used to model the showering of jets in ISR and FSR. For
dedicated samples of simulated events, the results from these generators can be interfaced with other
Monte Carlo programs. These generators are specialised either on the electromagnetic FSR treatment
like PHOTOS [54], or they are used to generate the hard process in higher order in αs, as it can be done
with PowHeg [55] or MC@NLO [56].

In the second step the final state particles and particle jets of the generated events are propagated
through a detailed simulation of the detector. The detector simulation is usually constructed using the
GEANT4 [57] simulation tools. With this program all components that are installed in the detector can
be simulated. The program then provides the most probable distribution of e.g. material interaction and
energy deposition for the simulated events. The detector response for the simulated events are built from
the amount of energy deposition in active detector regions as well as the multiplicity of interaction of
charged particles in scintillation or silicon semiconductor detectors.

Finally, on top of the simulated detector response, the usual reconstruction of particles and the construc-
tion of control distributions can be performed. This is done in the same way as on recorded sets of
data.

4.2.1. Event generation

The generation of events by Monte Carlo programs is based on the use of pseudo random numbers as
introduced above. One classification of the programs, that are used to simulate the raw events, is the order
in perturbation theory, which the generators are capable of respecting in their calculation. Currently in
use are the multi-purpose generators of the PYTHIA and HERWIG groups. These generators are both
available in well tuned versions such as PYHTIA6 and HERWIG, that are used within this analysis.
Additionally there are newer setups, that are evaluated to implement more advanced calculations named
PYTHIA8 and HERWIG++. In particular these two groups use different schemes to parametrise the
formation of jets from partons. There is the string fragmentation method used by the PYTHIA group and
the angular correlation method used by the HERWIG authors. The two methods differ in the ordering
of the parton hierarchy in the formation of hadrons. The generators of both groups are treating their
matrix element calculations only in leading order. The heuristic parametrisations in both setups are very
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effective in modeling the formation of jets. Therefore they are in use as generator for the high statistics
signal process even in precision measurements.

To improve the description of the FSR in most setups, the PHOTOS MC is used to model the multiple
photon emission and QED interference. PHOTOS is commonly used among various combinations of
event generators and signal processes. It can be interfaced with PYTHIA and HERWIG but also to NLO
generators such as PowHeg. It is shown in [54] to improve the behaviour of electromagnetic showers
when used to model e.g. in decays of Z → ee.

In contrast to the two mentioned multi purpose event simulation programs the MC@NLO [56] and ALP-
GEN [58] generators are more specialised. These MC are only configured to generate a short list of
processes. ALPGEN for instance is a leading order matrix-element generator, that is specialised on the
production of multi-parton processes in hadronic collisions. Explicitly interesting for this analysis are
the implemented channels of W-boson production in association with n-jets. ALPGEN is currently able
to produce up to six hard jets from additional partons in association with a matrix-element hard process
containing one electroweak vector gauge boson. In this analysis a previous version of the software is
used and 0-5-jet-events are studied. The MC@NLO generator on the other hand is producing vector
gauge bosons, heavy quark pairs and also single t-quark processes in NLO precision. Its calculations
are interfaced with parton showers routines, performed by multi purpose generators like HERWIG and
PYTHIA or with specialized multi-parton-process generators like JIMMY [59]. It can be interfaced
to the HERWIG MC and used to refine the multi-parton radiation that are predicted in the hard pro-
cess.

To properly model the probability of a specific combination of incoming partons, that take part in the
event, parton distribution functions (PDF) have to be considered by the event generator. These PDF are
used to weight the generated events according to the probability of the drawn combination of partons ac-
cording to their momentum fractions x1,2 and the scale Q2 of the hard process. In this analysis PDF sets
from two groups are used. From the CTEQ [37] collaboration the PDF sets CTEQ6L1 [60] and CT10 are
used. From the MRST/MSTW group the PDF sets MRSTLO** [38] and MSTW2008LO were evaluated.
Out of this list the CT10 PDF is designed for NLO generated events, while the others are intended to be
used with LO generators. The MRSTLO** or MRSTMCal PDF is a special choice in this respect as it is
built for LO matrix-element generators but is modified to use the strong coupling constant “αs at NLO
and a specific prescription of the QCD coupling evolution and violation of the momentum sum rule” [38].
Especially in the production of Z-bosons it was shown to best reproduce the behavior of various distri-
butions like the di-lepton transverse momenta pT and rapidity with a LO matrix-element generator, com-
pared to a choice of NLO matrix-element generator and NLO PDF.

Additional to the use of a modified LO PDF set and especially in case of the use of a LO PDF, k-
factors are applied to modify the resulting LO or LOmod cross section. These k-factors correspond
to the ratio of the cross sections obtained in specialised higher order cross section generators. Here
the ratios consist of the cross sections derived in NLO or NNLO with the proper choice of a corre-
sponding PDF set and those cross sections obtained from the same generator, corresponding to the order
and PDF used in the event generation process. Usually these k-factors are used as global scales, but
they can also depend on the mass and pT of the hard interaction, if this is supported by the genera-
tor.

In the event generation process, also the range of kinematic variables can be restricted. Depending on the
analysis requirements it can be necessary to introduce these restrictions in addition to the selection of the
processes considered in the matrix-elements and the allowed decay products. This is e.g. the case for the
invariant mass range of Z-bosons in the PYTHIA event generation setup.
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In addition to the preselection inside the event generator setup, there is the possibility to filter out events
after the event generation. With this the events are not passed to the detector simulation, which saves
computing resources. This step is e.g. performed if the generator is not capable of the filtering or if an ap-
propriate filter structure is too complex to be applied by the event generator.

Finally in Tab. 4.2 the event generators and their order in calculation are summarized. Here also the used
signal and background Monte Carlo processes are listed with the corresponding PDF set, the estimated
generator cross section σgen, k-factors, filter efficiencies εgen, effective cross sections σeff and sample
luminosity equivalents.

4.2.2. Detector simulation

After simulating the physics processes, these samples have to be made comparable to measured data.
Therefore not only the conditions of the particle collider like the center of mass energy have to be ad-
justed, but also the full detector has to be modeled. For the detector simulation the GEANT4 [57] pro-
gram is used. With this all those hardware components of the detector are simulated, which are exposed
to the particles generated by the event generators and in the actual measured collisions in data, respec-
tively. In this simulation a very high level of detail has to be put on the correct orientation and dimensions
as well as the density of the structures present in the experiment. This lets the detector simulation get as
close to the actual construction as possible. Once all the details of the installed components of the exper-
iment are implemented in the simulation, the parts of the detector are parametrised, that are actively used
in the signal read out. In this second step of detector simulation the response of the detector to transiting
and showering particle cascades is implemented. The implementation takes into account fine tuning of
the response patterns towards the results of the previously mentioned test beam measurements. This lets
the detector simulation and the simulated response get as close to a real measurement as possible. To
study the accuracy of the default simulation, special setups of the detector layout with slightly distorted
geometry are also prepared. With Monte Carlo samples using these special conditions, the systematical
impact of mis-modeling of the detector can be evaluated.

Additional to the modelling of the full detector response it is possible to “outsource” some very time
consuming parts of calculation of the detector response to transiting particles and showers to other tools.
There are e.g. different approaches to provide the corresponding signals of the detector read out by using
signal response parametrisations. In there not the full detail of every material transition and radiation
is modeled, but instead there are effective response patterns defined to achieve very close agreement
with respect to the full exercise. One example is the fast processing approach of the ATLFAST [61]
detector description. In this setup simplified detector maps with effective material description are used.
Another approach is to calculate large libraries of possible outputs of particle shower simulations. These
shower libraries are used in the frozen shower package [62]. In this setup the detector response for a
certain particle in a specified detector region is not simulated every time with the whole mechanism.
Instead a corresponding shower from the library is used in place. This also speeds up the online calcu-
lation time for the processing of these samples, as the filling of the library has to be precomputed and
can be reused for various signal signatures. Only the size of the patterns that are available in this data
base has to be large compared to the number of showers actually looked up by the processing. Oth-
erwise repeatedly appearing artifacts can occur in the event selection on data sets using such a shower
library.
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Process Generator (Order) PDF set σgen [nb] k-factor εgen σeff [nb]
∫

L dt [fb−1]
Z → ee PYTHIA (LO) MRSTMCal 0.8346 1.15 1 0.9431 (9.69) 40.9

tt̄ MC@NLO (NLO) CT10 0.146 1.131 0.543 0.090 167.6
WW HERWIG (LO) MRSTMCal 0.0310 1.48 0.389 0.0178 142.3
WZ HERWIG (LO) MRSTMCal 0.0115 1.60 0.310 0.0057 167.6
ZZ HERWIG (LO) MRSTMCal 0.0046 1.30 0.213 0.0013 196.7
W → eν ALPGEN (LO) CTEQ6L1 8.7508 1.195 1 10.460 0.4 - 8.3
W → τν ALPGEN (LO) CTEQ6L1 8.7508 1.195 1 10.460 0.3 - 8.3
Z → ττ PYTHIA (LO) MRSTMCal 0.833 1 1 0.833 0.59

Table 4.2.: List of generators and event sample properties of the considered signal and background pro-
cesses for the analysis. The range shown for the integrated luminosity in the W samples is explained in
Sec. 4.3.4 and 4.3.5.
The integrated luminosity of each sample is calculated by

∫
L dt =

∑
event weights
σgen·k·εgen

where εgen is the effi-

ciency of the generator-level event filtering.

4.2.3. Treatment of Pile-up

To treat the amount of additional simultaneous interactions in the simulation, dedicated processes are
generated that cover different aspects of the additional low energetic collisions [61]. On top of the signal
events also events that are categorized as minimum bias, cavern background, beam gas and halo events
are simulated. These additional sources are generated in large libraries and are randomly combined and
overlaid with the signal event. The detector response, that is simulated after the overlay, therefore takes
into account the additional contributions and creates simulated detector signatures, which are in very
good agreement to the response in data.

4.3. Monte Carlo samples considered in this Thesis

In this section the Monte Carlo samples are introduced. The description of the event generator, as well as
the order in QCD that is taken into account and the chosen PDF set are mentioned. Further the cross sec-
tion and the corresponding luminosity equivalent of the MC samples is given.

The samples are listed in Tab. 4.2, together with their luminosity equivalents. The integrated luminosity
of each sample is calculated by ∫

L dt =

∑
event weights
σgen · k · εgen

where εgen is the efficiency of the generator-level event filtering. As some generators produce events
with weights different from one, the sum of event weights is used rather than the number of events in the
sample.

As mentioned in Sec. 4.1, the data taking is grouped in periods of varying conditions of the detector
status. Further it was introduced, that for a fraction of the data issues were present to the EM-barrel
calorimeters. To create Monte Carlo compatible with these conditions, the samples were divided in four
subsets. These sets correspond to the four main conditions before the failure of the FEBs, the runs
that are affected by the mentioned issue and two sets that correspond to about 75 % of the data taking
after fixing the related hardware issues. The last two collections differ in the list of triggers that were
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used in data during the corresponding periods. To construct this setup, four data runs from the different
periods were chosen to define the properties for the MC sets. In Tab. 4.1 the data taking blocks are
summarised. Also the fractions in the default GRL on data are listed, as well as the corresponding
fractions in the simulation samples. Additionally, the details about the FEB and trigger menu conditions
are displayed.

The contribution of the samples to the signal selection in this analysis, which are listed here, can originate
from different sources. Events out of the chosen Monte Carlo background samples, that are passing the
generation requirements, either contain at least two, one or no real electrons. This makes them behave
like different groups of events, that contribute differently to the signal selections described below in
Sec. 6. Events that have two real electrons are able to directly pass these respective signal selections, if
the electrons kinematic conditions coincide with the acceptance criteria of the analysis channels. When
combining one real electron with a light jet or two light jets with one another, the contributions can
be categorized as “lepton plus jet” (`+jet) or “multijet” events. These combinations of decay products
behave somewhat differently than the combination of two real electrons, that have passed the signal
selection in the respective di-electron analysis. In the two-electron-scenario both objects are expected
to pass the respective signal selection with a rather high efficiency. These contributions are expected
to behave like any combinatorial contribution of a pair of real electrons in data, as long as they are not
emitted by the same parent object. In the combinations of `+jet or multijet pairs, the objects originating
from jets have to pass the signal selection “by accident”, as the selection was defined to explicitly sort
these combinations from jet-like objects out. To estimate the contribution of these subsets of the Monte
Carlo inputs, one has to define special methods to recover enough events in specialised “background
enriched” selections. With these selections it is possible to study the rates of fake events passing the
respective signal selections. This is described in detail in Sec. 8. The contributions from real electron
pairs, that can be estimated with these background Monte Carlo samples, will be summarised later as
“electroweak Monte Carlo contributions”, while the contributions from pairs of real and fake electron
candidate objects are combined together with the multijet predictions to the respective jet-like selection
of combinatorial events.

The electron pair contributions from these background samples then builds a combinatorial background,
that is located in a phase space at central rapidities. It is usually uniformly distributed in φ. The de-
pendencies in invariant mass and pT tend to fall of in the tails with a power law behavior. At the Z/γ∗

resonance of the respective invariant mass spectra the distributions usually are flat and don’t show res-
onant structures. This is of course not the case if the respective background sample contains e.g. a pair
of electrons that originates from a Z-boson. This can happen in the Diboson Monte Carlo in the ZZ and
WZ samples. Also in W-decays and Z → ττ there is a correlation between the electron candidates that
results in resonant structures.

4.3.1. Z/γ∗ → ee Monte Carlo

The signal Monte Carlo in this analysis is generated with the PYTHIA event generator that is able
to produce event predictions for the hard interaction in leading order (LO). It uses a parton shower
mechanism that is capable of describing the fragmentation and hadronisation of partons by heuristic
schemes to a very good degree. With this it models the amount of initial state radiation (ISR) that
occures on the level of strong interactions in parton collisions. The final state radiation (FSR), that is
dominated by electromagnetic effects in the chosen decay channel, is taken care of by the PHOTOS [54]
event generator, that is by default interfaced with PYTHIA in the ATLAS setup. To further cope with the
fact that PYTHIA only produces predictions with LO matrix-elements, a PDF was chosen that is trying
to modify the resulting distributions of a LO generator to represent the shape of a proper NLO setup.
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4. Event samples from data and Monte Carlo simulation

This set of parton distribution functions is provided by the MRST collaboration in their MRSTMCal PDF
set.

The signal process, that is produced by the above mentioned combination of generators and PDF, is
pp→ Z/γ∗ → ee. Here the allowed range for the invariant mass of the gauge boson is defined to be
above a lower bound of 60 GeV. The resulting LO cross section is 0.8346 nb, given the mentioned LO
modified PDF of this signal process. These features are summarised in Tab. 4.2 together with other
Monte Carlo processes, that were investigated as contributions to the combinatorial background in the
analyses discussed hereafter. To further describe the differences in the LO to NNLO behaviour of the
signal process, k-factors were calculated depending on the invariant mass of the Z-boson. These scales
increase the cross section by on average about 15.4% to 0.969 nb. The sample contains about 40 million
events and corresponds to an integrated luminosity of about 40.9 fb−1, taking into account the LO cross
section and the k-factors.

4.3.2. tt̄ Monte Carlo

The tt̄ MC is generated with the MC@NLO event generator that produces events according to NLO
matrix-elements. For the generation of the events the CT10 PDF set of the CTEQ collaboration is used.
The generator is set up to produce a sample of pure tt̄ events that corresponds to a production cross sec-
tion of 0.146 nb. After the processing a set of event filters are applied. These filters preselect events that
contain leptons in the prompt W-bosons, which are radiated off the top quarks. The filter efficiency is
54.3% for the events in the official sample. So finally an effective cross section of 0.09 nb is applicable
for the events in this sample. With the roughly 15 million events in the sample the data set corresponds to
a luminosity of about 168 fb−1. The real electrons in this background sample are produced by the decay
of the W-bosons in the decay chain of the t quarks. As the filter applied at generation requires at least
one lepton to be in the decay products of the two W-bosons, there are a number of channels with semi-
leptonic signature containing one lepton (e, µ, τ) together with one jet or two leptons (ee, eµ, eτ, µµ, µτ
or ττ). The τs also have a chance to decay into electrons, muons and jets, so there are three groups
of decay combinations available again. The events can again be grouped in one contribution with two
real electrons, either directly from the W or with intermediate τ decays. Additionally there are the
`+jet contribution, where the jet can originate from the other W-boson, a τ decay or just one of the b
quarks, that is radiated off the initial pair of t quarks. Finally there are various combinations of mul-
tijet signatures not containing a real electron in the generation of the hard process and its direct decay
products.

4.3.3. Diboson Monte Carlo

The Diboson Monte Carlo samples consist of the production of pairs of electroweak gauge bosons. Here
the production of WW, WZ and ZZ are taken into account. The samples are generated with the HERWIG
Monte Carlo using the already mentioned MRSTMCal PDF. This is done to improve the description of the
LO generator to be more comparable with NLO results that should be closer to data. The cross sections
of the three processed channels range from 4.6 pb for the ZZ sample to 11.5 pb in the WZ sample to
about 31 pb in the WW sample in leading order. Going from this level to NLO the k-factors for these
samples that are used as global cross section factors range from 1.30 (ZZ) to 1.44 (WW) and 1.60 in the
WZ sample. Additionally there are lepton filters applied in the generation of these samples that range
from about 21% to 39%. Because also the higher order corrected cross sections for these processes and
the filter efficiencies, that are very low, the 0.25 million events in the ZZ sample and the other 1 million
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extra
partons

σgen [nb] k-factor σeff [nb] events in
W → eν

∫
L dt [fb−1]
W → eν

events in
W → τν

∫
L dt [fb−1]
W → τν

0 6.93 1.195 8.287 3388883 0.409 2608260 0.315
1 1.305 1.195 1.560 2499645 1.602 1409172 0.903
2 0.378 1.195 0.452 3768632 8.338 3489922 7.725
3 0.102 1.196 0.1218 1008947 8.284 1009925 8.284
4 0.0257 1.195 0.0307 250000 8.143 249991 8.135
5 0.0070 ∼1.2 0.0084 69999 8.333 64998 7.729

Table 4.3.: Detailed Monte Carlo sample information for W → eν + jets and W → τν + jets events
generated with APLGEN Monte Carlo as described in Sec. 4.3.4 and Sec. 4.3.5. The approximately
same conditions are present for the W → eν and W → τν sample except for the slightly smaller statistics
in W → τν.

events in the WZ and WW samples each are representing a luminosity equivalent of around 140 to about
200 fb−1.

In the generator configuration semi-leptonic decays are required which means that at least one electron
muon or tau has to be present as a decay product of the vector boson pair. This further means that only
in every third event an electron has to be present. On the other hand the contributions from events that
are not containing any electron in the hard process are included if at least one other charged lepton is
present. The diboson events that decay into quark pairs only are thus not included in the sample and have
to be estimated by data driven multijet techniques.

4.3.4. W → eν Monte Carlo

The W → eν Monte Carlo sample consists of several inputs. The process is generated with ALPGEN at
leading order but the sample is separated in subsets containing a fixed number of hard partons radiated
off the hard process. The sets are ranging from 0 to 5 partons forming jets next to the produced W-boson,
which decays into an electron and a neutrino. In this sample the leading order PDF CTEQ6L1 is used
which is not trying to modify the parameters for the strong interaction as it is done in the MRSTMCal
approach. Instead in this setup the cross sections for the individual parton multiplicities are defined
accordingly to match the occurrence in data to best knowledge. The production cross section in the six
samples varies on this behalf. The first and last sample differ in their cross section by three orders of mag-
nitude. The details on all production cross sections, the applied k-factors, numbers of events available in
the samples and the resulting luminosity equivalents are listed in Tab. 4.3. Although the Monte Carlo is
already binned in the mentioned condition of extra partons, the statistics is not sufficient to describe the
invariant mass spectrum above a threshold of about 300 GeV in the current di-electron selection. To over-
come this the remaining `+jets and multijet contributions that originate from W → eν events have to be
estimated by the respective multijet method in this mass range on data.

4.3.5. W → τν Monte Carlo

The W → τν Monte Carlo sample also consists of several inputs as described above in Sec. 4.3.4 for
W → eν. The samples for the W → τν + jets process contain 56% (1-jet) to 100%(3- and 4-jets) of the
statistics of the samples in the W → eν + jets Monte Carlo. Therefore the luminosity equivalent of these
samples ranges from 0.3 to 8.3 fb−1 with respect to 0.4 to 8.3 fb−1 in the W → eν sample. Although the
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Monte Carlo is already binned in the mentioned condition of extra partons, the statistics is not sufficient
to describe the invariant mass spectrum even earlier than the threshold of about 300 GeV seen in the
W → eν samples. To overcome this the remaining `+jets and multijet contributions that originate from
W → eν events have to be estimated by the respective multijet method on data. This is especially in
the W → τν Monte Carlo the case because the produced τ leptons only decay by a rate of ∼18% to
electrons.

4.3.6. Z → ττ Monte Carlo

The Z → ττ process is generated almost identical to the Z → ee signal process discussed in Sec. 4.3.1.
Here also the PYTHIA Monte Carlo was used interfaced with PHOTOS for the FSR photon handling.
The PDF is again MRSTMCal, estimating partly the NLO contributions to the cross section and line
shape. Further the signal cross section a generator level with the modified LO PDF is at 0.833 nb and no
event filter is applied. Differently to the Z → ee sample the Z → ττ process is not scaled by a k-factor to
NLO or equivalent cross section. The sample is generated with 0.5 million events only which corresponds
to a luminosity of only 0.59 fb−1. This leads to poorer statistics in the tails of the available phase space.
As the expected event rate is low anyway the small number of events in this sample mostly contributes
as a slightly enhanced statistical uncertainty of the sum of background processes. Electrons of course
appear in the decay of the τ leptons, while fake contributions to the selection can either originate from
the τs or jets in the remaining activity in the event.
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In this chapter generic features of particle reconstruction in ATLAS are introduced. On this basis the
necessary electron candidate definitions are collected. The electrons are interacting with the detector
by ionisation of read out cells in the tracking systems. Further they leave electromagnetic showers in
the EM components of the calorimeter system. Due to the overlap with the signals of photons as well
as light hadrons the official selection criteria of the eGamma performance group [63, 64] are discussed.
This group defines and optimizes the selections to distinguish electron and photon signals from jets and
light meson decays. Further the calibration of the electron and photon energy response in data and Monte
Carlo as well as the monitoring of the raw measured data are provided by the analysts working with the
eGamma group.

In [63] the electron performance of the 2010 data taking is evaluated while the internal ATLAS reference
[64] introduces the changes that were invented during the first data periods of 2011.

5.1. Particle Reconstruction

In the particle reconstruction the raw information from the detector components have to be interpreted
in terms of signatures that different particles leave behind in the detector materials. These signatures are
built from two main classes of detector responses that can be defined as tracks from charged particles and
energy depositions. Particle tracks are constructed from aligned hits in the ID and Muon tracking systems
while energy clusters are built from calorimeter cells responding to particle showers. For this purpose
dedicated reconstruction algorithms are implemented to construct these objects.

Only a general impression of the particle reconstruction in relevant detector sections is given here. A full
list of the available reconstruction algorithms is given in [19].

5.1.1. Tracking and Vertex Reconstruction

To reconstruct tracks in the ID the hits found in Pixel detector and SCT are defined as 3-dimensional
space points. From these hits track segments of two aligned hits in the Pixel detector are selected.
Starting with these seed tracks further hits in adjacent outer layers are successively added to the proto
tracks. Each time another space point is added the tracks are refitted by a parametrized track function
judging the probability the combination of hits is originating from an actual particle passing the detector.
After taking all layers of the silicon detectors into account the tracks are expanded for hits in the straw
tubes of the TRT and refitted again.

When all possible tracks are defined they are extrapolated to the interaction region inside the beam pipe
to find the interaction points the particles were originating from. For this purpose tracks that have a
minimum distance of approach are used to construct vertices. These vertices that build the common
origin of multiple tracks are in the last step taken into account for a final refitting of the tracks. The final
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set of tracks is now extrapolated outside of the volume of the ID, to define the most probable points of
entering the calorimeters.

5.1.2. Cluster Reconstruction

Here only a general impression of the concept of cluster reconstruction is given, as the definition of
electrons in ATLAS is introduced in more detail below.

To define a set of cluster candidates the list of calorimeter cells has to be preselected for cluster seeds.
These proto clusters are usually cells with local energy maxima or local maxima in the signal-to-noise
ratio of the cells read-out energy. Around these seeds, a cluster can be defined by selecting a fixed size
window that is optimized to maximize the energy of the contained electrons (Sliding Window Cluster).
Alternatively neighbouring cells which exceed certain signal-to-noise thresholds can be clustered around
the seed cells (TopoCluster). Both schemes are used to define candidates for electrons and photons in
different regions of the calorimeters. Additionally there are algorithms that cluster calorimeter cells by
the ordering of their distance and pT relations. These classes of reconstruction algorithms are used e.g.
to define jets.

The sliding window cluster algorithm is performing a variety of precomputed analysis classifications. It
provides the measurement of the cluster energies in various window sizes ranging from 3×3 to 7×7 cells
corresponding to the usual cell dimensions in the second layer of the EM calorimeters. It further provides
different combinations of shower shape properties for the identification of electrons and photons. The
topological clustering algorithm also provides he cluster energies and is defined upon a set of cluster
moments, to perform shower shape categorisation.

5.2. Reconstruction of Electrons in ATLAS

The central electron acceptance is defined by the reach of the trigger and tracking systems. Up to a
pseudo rapidity of |η| . 2.5 tracks are measured and energy depositions are taken into account by the
trigger algorithms that look for electrons. Due to the lack of tracking information corresponding to the
remaining calorimeter coverage of 2.5 < |η| < 4.9, electrons depositing energy in the forward regions of
both end-cap regions cannot be asked for their charges. This implies that there is no further distinction
of electrons and photons as well, because the form of the energy depositions in the calorimeters of these
particles is basically indistinguishable for application purposes. Also the rate of jets that decay into the
forward region is higher than in central. The information which algorithm is used to reconstruct the
electron object is stored in a variable called electron author.

5.2.1. Central Electrons

The electron reconstruction algorithm for the “standard electron author” in the central detector accep-
tance is seeded by the sliding window cluster algorithm. The energy depositions in a window of 3 × 5
cells in the second layer of the EM calorimeters have to exceed 2.5 GeV. Further the position of the seed
cluster is required to match to a track candidate within a distance in ∆η × ∆φ of less than 0.05 × 0.101.

1If more than one track candidate is found, the one that matches the cluster position best is chosen. Otherwise the cluster is
rejected from the list of electron candidates. Tracks with more silicon hits are preferred
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The momentum of the track has to match the energy in the cluster as well. This is checked by the re-
quirement of ET/pT < 10, which is fulfilled by about 93% of real electrons with a transverse momentum
above 17 GeV. The default definition of the size of an electron cluster is 3 × 7 (5 × 5) cells of the sec-
ond layer in the barrel (end-caps) of the calorimeter. The energy of the electron candidate is evaluated
accordingly.

The energy of an electron candidate takes into account contributions of four sources: energy estimated
for the losses in material in front of the EM calorimeter, the energy measured inside the cluster which
is to be corrected for the energy responses in the different samplings, the energy estimated due to lateral
losses outside the cluster but within the EM calorimeter samplings and the longitudinal energy losses due
to overlap of the shower into the hadronic calorimeter sections. The direction properties of the electron
candidates (η, φ) are taken from the associated track measurements. Here the tracks have to have at least
four hits in the silicon modules to ensure a base line track quality.

5.2.2. Forward Electrons

In contrast to the clustering in the central region, the forward electron energy depositions are recon-
structed with a topological clustering algorithm producing TopoClusters [65]. Here the clusters do not
have a fixed size but instead the corrections with respect to the out-of-cluster energy depositions are eas-
ier to handle. The clustering algorithm is topologically taking into account all cells around a seed cell
that is used to start the clustering. The adjacent cells do not have to be located in the same sampling but
just have to be neighbours to the proto cluster.

Cells that are to be clustered by this algorithm are sorted by their signal-to-noise ratio. The seed cell of
a cluster is found in an “ideally empty” event by selecting the cell with the highest of three clustering
thresholds in the signal-to-noise ratio - the seed threshold tseed. Each of these cells in the current event is
filled into a list and used to define proto clusters. For each proto cluster a list of adjacent cells is built.
Cells that exceed the next threshold tneighbour are added to the corresponding proto cluster. The final step
adds cells to the current neighbour proto clusters if they exceed the third threshold tcell. This step is not
iterated over the full list of cells that fulfill the third threshold requirement, but only once for the outer
most shell of cells of these clusters. Every time a cell is to be added to more than one neighbouring proto
clusters, the two clusters are merged.

The thresholds of signal-to-noise ratios are chosen to be 4/2/0 for tseed/tneighbour/tcell. The value of
tcell = 0 means, that if there are cells left around the proto cluster after adding the neighbouring cells, all
of them are added to build a full shell. In contrast to the sliding window algorithm used in the central
region the TopoCluster algorithm is running on all calorimeter cells in the selected detector acceptance.
This means that not only the cells of the EMEC-IW and the first layer of the FCal are used but all cells
also from the HEC and the other two FCal read-out compartments. The energy measurement takes into
account the calibrated cell energies but does not perform a selection on the positive part of the energy
response or the absolute cell energies as it is possible in some variations of the TopoCluster algorithm.
This way the energy variations induced by electronics and pile-up noise are expected to cancel out more
efficiently with respect to dedicated event-by-event noise corrections. Further the signal-to-noise ratios
used in the clustering are applied on frequently updated noise maps to take into account the most recent
level of activity in the detector.

To use a cluster found by the clustering algorithm as an electron candidate only a minimal transverse
energy cut of ET > 5 GeV has to be passed. With this of course the efficiency of real electrons is rather
high but in the same respect the purity is rather low taking into account the large hadronic activity when
going higher in pseudorapidity and closer to the beam line.
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5.3. Identification

The identification requirements (EM-id) in both the central and forward regions are divided into sets of
three selections that are called loose, medium and tight. The respective selections and the corresponding
requirements are chosen to be inclusive with respect to one another. This way the medium and tight
selections always include the requirements of the loose selections. Correspondingly the medium EM-id
is included in the tight EM-id.

The full list of variables that are used in the identification selections is shown in Tab. 5.1 and Tab. 5.2 for
central and forward electrons respectively.

5.3.1. Central Electrons

The central electron identification is based on quality criteria that are applied on the information of the
associated tracks the clusters and the respective matching between tracks and clusters. It is structured
in a detector geometry driven binning in 10 bins in cluster-|η| and a statistics driven range of 11 bins
of ET (from 5 GeV to 80 GeV). The requirements are chosen to provide a good separation between
the (isolated) signal electrons and fake electron contributions from hadrons in background processes.
Further non-isolated electrons from semi-leptonic decays and electrons from photon conversions can be
separated as well.

During the 2011 data taking, the identification requirements of the central electrons were reevaluated
which leads to two sets of identification selections. The old sets loose, medium and tight were used
in the first half of the 2011 data taking in the trigger conditions and were replaced by the set of im-
proved selections called loose++, medium++ and tight++. The “++” EM-id selections are the ones
used in the analysis but the older sets have to be used as well as they are a feature of the trigger selec-
tions.

Loose identification requirements:

The requirements used in the loose++ selection contain conditions on the energy leakage into the hadronic
compartments, and lateral leakage restrictions on the first and second EM calorimeter layer. Further min-
imal tracking requirements have to be fulfilled for the loose++ identification and a maximal deviation of
the track and cluster position in the first sampling is added to the list of conditions.

The requirements on the track information as well as the information on the first calorimeter layer are
added with respect to the earlier definition of the loose identification criteria. This way the rejection of
hadronic contributions is improved while the signal efficiency can be kept at a high level. This leads to
the situation that the electron loose definition of the old EM-id set is almost identical to the requirement
of the photons and at least includes the photon quality level. Taken this into account the old loose photon
triggers can easily be used for loose electrons as well.

Medium identification requirements:

In the medium++ EM-id the requirements on the track and track matching to the cluster are increased.
There has to be a hit in the first layer of the Pixel detector - the b-layer - for values of |η| < 2.01
or at least one hit in the Pixel system for the remaining tracking coverage. Additionally the maximal
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Category Description Variable

loose++

Acceptance |η| < 2.47

Hadronic leakage Ratio of ET in the first layer of the hadronic calorimeter (|η| < 0.8 and |η| >
1.37) or ET in whole hadronic calorimeter (|η| > 0.8 and |η| < 1.37) to ET of
the EM cluster

Rhad,1, Rhad

Middle layer of the EM Ratio of energies in 3 × 7 cells over 7 × 7 cells Rη

Lateral width of the shower wη2

Front layer of the EM Total shower width wstot

Ratio of the energy difference associated with the largest and second largest
energy deposits in the cluster over their sum

Eratio

Track quality and track-cluster
matching

Number of hits in the pixel detector (≥ 1)

Number of hits in the pixel and SCT detectors (≥ 7)

∆η between the cluster position in the first layer and the extrapolated track
(< 0.015)

∆η1

medium++ (includes loose++)

Track quality and track-cluster
matching

Number of hits in the b-layer > 0 for |η| < 2.01

Number of pixel hits > 1 for |η| > 2.01

Transverse impact parameter < 5 mm d0

Tighter |∆η1| cut (< 0.005)

TRT Loose cut on TRT high-threshold fraction

tight++ (includes medium++)

Track quality and track-cluster
matching

Tighter transverse impact parameter cut (|d0| < 1 mm)

Asymmetric cut on ∆φ between the cluster position in the middle layer and
the extrapolated track

∆φ

Ratio of the cluster energy to the track momentum E/p

TRT Total number of hits in the TRT

Tighter cut on the TRT high-threshold fraction

Conversions Electron candidates matching to reconstructed photon conversions are re-
jected

Table 5.1.: Selections and variables used in the loose++, medium++ and tight++ electron identification
criteria in the central region of the detector (|η| < 2.47). Taken from [64].
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Category Description Variable

Acceptance 2.5 < |η| < 4.9

Shower depth Distance of the shower barycenter from the calorimeter front face measured
along the shower axis

λcenter

Maximum cell energy Fraction of cluster energy in the most energetic cell fmax

Longitudinal second moment Second moment of the distance of each cell to the shower center in the longi-
tudinal direction (λi)

〈λ2〉

Transverse second moment Second moment of the distance of each cell to the shower center in the trans-
verse direction (ri)

〈r2〉

Normalized lateral moment lat2 and latmax are second moment of ri for different ri settings per cell lat2
lat2+latmax

Normalized longitudinal mo-
ment

long2 and longmax are the second moment of λi for different λi settings per cell long2
long2+longmax

Table 5.2.: Variables used to identify electrons in the forward region of the detector (2.5 < |η| < 4.9).
Taken from [64].

deviation in the extrapolated track position and the energy barycenter in the first calorimeter layer is
reduced again by a factor three and loose requirements are introduced on the information from the TRT
(where available). In the older medium requirements neither the TRT nor the conditions of the b-layer
are included. Instead most of the additional requirements in loose++ with respect to loose are defined at
this level.

Tight identification requirements:

The remaining available requirements that are defined in the eGamma list of identification conditions are
used to build the tight++ EM-id. It includes a stronger restriction of the impact parameter of the electron
track and the cluster energy to track momentum ratio. Further tighter conditions are set on TRT hits as
well as a veto on electrons from photon conversion is requested.

Additional identification requirements:

There are other quality requirements that can be applied to central electrons on top of the “++” ID
selections. It has been shown though that conditions of properties like isolation are behaving analysis
dependent and that these can not be recommended in a generalised way with respect to the globally
defined sets of EM-id selections above. Therefore it is left to the analysis groups to agree on isolation
based conditions and check their performance in data and MC.

5.3.2. Forward Electrons

In the forward region only a reduced set of variables is available. These variables are defined as cluster
moments2 of degree n, which are listed in Tab. 5.2. As mentioned above also here three quality levels are

2Cluster moments of degree n are defined as

〈xn〉 =
1

Enorm
×

∑
i

Ei xn
i ,

where Enorm =
∑

i Ei and i is the index of the cells in the cluster.
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defined. These three reference sets are also required to be inclusive but in contrast to the central electron
identification all sets use all variables. To define the three quality levels inclusive to one another in the
correct order, the cuts on the individual variables are required to be inclusive as well. The EM-id levels
are further not binned in the transverse energy, but due to the high influence of the hadronic contributions
that strongly depend on the level of pile-up in the event, the EM-id criteria are binned in 10 bins in |η| and
four bins in NPV . The binning in pseudorapidity is chosen to provide six bins in the EMEC-IW in 2.50 <
|η| < 3.16 and three bins in the FCal at 3.35 < |η| < 4.90. The tenth bin is covering the transition region
between the two calorimeters that is currently less well understood and calibrated. The binning in NPV

takes into account the number of primary vertices that are reconstructed in the event. Therefor it allows to
adapt the selection cuts to provide a flat signal efficiency curve also with respect to the pile-up conditions.
The signal efficiency in the three selections drops from about 90% in the forward-loose set to 80% and
70% in the forward-medium and forward-tight set. The rejection power on the other hand increases by
about a factor two to three from forward-loose to forward-tight.

5.4. Trigger

In the trigger system the signal candidates of electron signatures have to pass three layers of trigger
architecture in ATLAS. The candidates are seeded by calorimeter trigger towers of the CPM as defined
in Sec. 3.2.6, that covers a range up to |η| = 2.5 by the L1Calo calorimeter trigger. The selected ROIs
in the respective events are passed on to the second trigger stage (L2) that performs a full electron
reconstruction inside the given ROI but uses a simplified tracking algorithm to match the time constraints
in the event buffering system. After a positive decision, the L2Accept is fed to the EventFilter for a
trigger decision on the fully reconstructed event. Because the L2 and EF triggers are implemented on
the same computing farm, also here the simplified tracking algorithm is used. In the HLT, at least with
respect to the L1 system, the remaining reconstruction of the electron candidates and the identification
algorithms are identical to the offline definitions described above. As mentioned in the identification
section of the central electrons there are two collections of EM-id requirements defined that are used
at different periods of the data taking. In the periods listed in Tab. 4.1 indicating the trigger menu
v2 the older electron identifications were used in the single electron triggers. The trigger menu v3
only contains electron triggers in the HLT that use the updated set of ++ EM-ids. With respect to
that, one specific trigger based on two loosely identified photons with at least 20 GeV of ET is kept in
both trigger menus. This trigger signature was kept in the menu and did not get prescaled to allow the
analysis groups trying to discover the Higgs boson keep their base line trigger setup for the H → γγ

channel.

In the region of forward electrons no trigger is installed specifically for electrons. In principle the jet
triggers are possible trigger signatures but they are not recommended due to prescales and low fraction
of electron signals in the respective streams. Therefore all events considered in this study use either single
electron or di-photon triggers depending on the analysis channel.
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In the following paragraphs, corrections and preselections to the data taking and the baseline event selec-
tion criteria of this analysis on the Forward-Backward-Asymmetry are discussed. In Sec. 6.1 the correc-
tion and preselection topics are introduced while the mentioned criteria are defined in Sec. 6.2. The selec-
tion is applied to data and all contributing Monte Carlo samples. For the estimate on the contribution of
multijet events entering the signal selection from data, dedicated routines are introduced in Sec. 8.2. Fi-
nally a comparison of the corrected data and MC selections is shown in Sec. 8.3.

The selection is split into two separately studied channels where one of them is requiring the events to
contain two well measured electrons that are reconstructed in the central region. This channel is referred
to as CC. The other channel is trying to expand the reach in di-electron rapidity covered by the selected
events with the inclusion of forward electrons. Here it is chosen to use one central and one forward
electron and use adequately different trigger and identification requirements to also keep a well defined
signal selection that has a manageable level of background it. This channel is further referred to as
CF.

The general structure and several selection requirements are the same as the cuts used in the energy
calibration study discussed in Sec. 7.1.1. To study the selections defined for these channels first the
selection requirements are listed and described. Then there is a study performed on events where the
reconstructed electrons are matched to the true electrons the Z/γ∗ boson in the signal Monte Carlo is
decaying to. After that the selection is performed on the reconstructed electrons in data and the full set
of events of the signal MC.

6.1. Corrections and Preselections to Data and Monte Carlo

To assure that all known problems in data taking as well as differences in the conditions of the Monte
Carlo setup with respect to the measured conditions in data are taken into account, a list of correc-
tions and preselections that can be applied are discussed in this section. There are preselections avail-
able for the cleaning of the data sets, and corrections that act as scale correction factors on the Monte
Carlo.

6.1.1. Preselections on data

The recorded data sets are containing events which include issues of the data quality as introduced in
Sec. 4.1. These issues include the readiness of different components that are mandatory for the data
taking as well as data quality criteria of various physics objects. Also specific regions of the detector that
show flaws in their response are flagged in this respect.
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• Good Runs List:

The GRL is meant to contain a list of events, or more precisely at ranges of luminosity block
numbers, in which the detector components have been working within a specific level of data
collection conditions. As discussed in Sec. 4.1 the GRL used in the analysis is only applied on
data. For some analyses it is tolerable that detector components, they don’t gather information
from, are not working under nominal conditions while for others these features are non tolerable.
GRLs are built to respect these requirements and provide lists of data segments that were taken with
all respective requirements fulfilled. Depending on the GRL chosen by the individual analysis, the
available number of events and therefore the luminosity of the remaining data set is determined.

• Object quality criteria:

The criteria concerning the object quality are also a preselection which has to be applied on the
basis of single electrons. It is related to the failure of the FEB electronics as introduced in Sec. 4.1.
On the other hand this correction is identical for data and simulation. There are further no scale
factors applied to improve the matching of data and MC. More precisely the corrections that are
applied are already taken into account in the pile-up reweighting, where the four chunks of data
taking are weighted in the Monte Carlo according to their occurrence in data.

6.1.2. Corrections applied on event properties

The corrections discussed below are a collection of recommendations of different performance groups
within the ATLAS experiment. All these corrections are either officially asked for or at least recom-
mended to be usable in the physics and performance analyses.

• k-factors:

The k-factors already mentioned in Sec. 4.3, can either be defined as global scales to the cross sec-
tion or they can be calculated depending on some properties of the events. Here e.g. the invariant
mass of a generated gauge boson in the hard process can be the kinematic dependency the k-factor
is evaluated in. This is e.g. the case for the PYTHIA Z/γ∗ → ee sample.

• Pile-Up:

As discussed in Sec. 4.1 and Sec. 4.2.3 the conditions of the Monte Carlo samples do not match to
data in the distribution of simultaneous interactions. Additionally the weighting of the four chunks
of data taking is to be corrected as well. These corrections are determined upon the distribution
of simultaneous interactions simulated in the MC as well as measured by the beam monitoring
systems in data. To accurately apply the correction on the Monte Carlo, the pile-up reweighting
tool has to be initialised with these distributions. It is built to scale the events in simulation on-the-
fly towards the measured distributions in data.

• Vertex Position Reweighting:

The distribution of interaction vertices in z-direction along the beam axis is simulated wider in the
available Monte Carlo samples as it is recorded in data. The gaussian distribution of the interaction
points can therefore relatively easy be reweighted to the distribution in data.
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• Boson pT Reweighting:

Finally there has been the need to compare the distribution of pT of the Z-boson between the
current version of the samples provided by the ATLAS collaboration and the samples defined for
the 2010 data taking. It was found that with different generator tuning parameters the 2010 pZ

T
distributions were fitting the same distribution in 2010 data events as well as in 2011 data events
better than the 2011 Monte Carlo tunes. Out of the two simulation samples scale factors were
derived in pZ

T as well as m`` to reweight the 2011 samples to better match data in the 2011 data
sets. The same correction is available for analyses with W-boson decays as the signal process.

6.1.3. Corrections on electron properties

The corrections discussed below are applied on the basis of single electrons and are recommended by
the eGamma group. These corrections are taking into account the official sets of parameters, that are
recommended to be applied in all analyses using electrons.

• Electron Energy Scale and Resolution:

This calibration is meant to shift the measured data energy response by a calibration factor towards
the values obtained from the signal Monte Carlo after detector simulation, particle reconstruction
and identification. These calibrations are explicitly not meant to calibrate energy scale and reso-
lutions to values known at generator level. They are meant to inter-calibrate the response in data
to the full detector simulation. The calibration is taking into account a reference identification
selection that is recommended to consistently study the systematic variations to this calibration.
Parameters similar to the energy scale are determined for the resolution of the data and Monte
Carlo samples. The correction factors are used to broaden the resolution of reconstructed and
identified simulation events to achieve the resolution obtained in data using the same selection
requirements.

The parameters used in this analysis are recommended by the egamma group. The calibration of
the energy scale and resolution parameters are taken from the official recommendations. The set
of parameters to correct the forward electron energies had to be re-derived for this thesis. So these
parameters and the definition of the calibration mechanism is explained in detail in Sec. 7. The
extracted calibration constants and results from systematic variations were included back into the
previously mentioned set of official recommendations for the 2011 data and Monte Carlo correc-
tions.

• Selection Efficiencies and Scale Factors:

The selection efficiencies for the electron reconstruction, the trigger response, as well as the various
identification requirements of the official EM-ids have been intensively studied for data and Monte
Carlo on central as well as on forward electrons in the 2011 samples. These efficiencies have
been compared in bins of |ηe| and pe

T or |ηe| and NPV respectively. The scale factors are build two-
dimensional in these respective quantities and are applied on the selected events in the simulated
samples to recreate the performance in data to best knowledge.
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6.2. Definition of selection requirements

The following event selection criteria or cuts are used on the CC and CF electron pairs to give a baseline
data set for the analyses discussed in the following sections. The set of corrections and preselections
introduced in Sec. 6.1 is fully taken into account at this point.

Cut short name description
1. official GRL on

data and
data11 7TeV.periodAllYear DetStatus-v36-pro10 CoolRunQuery-00-
04-08 Eg forward.xml

pile-up reweigh-
ting on MC

2. vertex cut suppression of cosmic muon events
LAr error clean-
ing

cleaning for intolerable conditions of LAr calorimeters (high voltage is-
sues, noisy channels)

3. Trigger CC lowest unprescaled di-em-object trigger using 2 loosely identified photon
candidates (EF 2g20 loose)

Trigger CF lowest unprescaled single em-object trigger using 1 medium identified
electron candidate per period (EF e20 medium (B-H), EF e22 medium
(I-K), EF e22vh medium1 (L-M))

4. ≥ 2 electrons after this cut the pair based selections are performed
5. electron author

cut
central electrons: 1 or 3 (standard eGamma electron algorithm)
forward electrons: 8 (eGamma forward electron algorithm)

6. pseudo rapidity
acceptance and
cleaning

central: |ηe| < 2.47
forward: 2.5 < |ηe| < 4.9
veto of transition regions: 1.37 < |ηe| < 1.52 and 3.16 < |ηe| < 3.35

7. electron momen-
tum

pe
T > 25 GeV to be above trigger thresholds

8. object quality
cleaning

cleaning cuts on electron around the affected regions of the FEB defects

9. channel EM-id
selections

CC: medium++ and opposite electron charge
CF: tight++ for central, and forward-medium for the forward electron as
well as central electron isolation (IsoPtVtxCorrected)

This list consists of criteria are to be applied on event by event basis like the points 1 to 4. From cut 5 to
9 the selections are applied on an electron pair basis for each event. The criteria are applied sequentially
and events are discarded if either an event based requirement is failed or if no pair of electrons fulfills
the requirement of a given pair based selection cut.

1. The first cut is to clean the event list in data in terms of good data quality requirements. The term
GRL refers to a Good Runs List as defined in Sec. 4.1 that lists sub-passages in the non-continuous
data recording where the experiment was in good conditions. It is defined upon a list of quality
constraints that were checked during data taking. Out of this list of sub-system conditions, it can be
chosen whether a potential issue within a sub system is being treated as a tolerable or intolerable
issue to the analyses using the particular GRL. If a sub-system is flagged with an intolerable
defect, the related period of time the flag is up would be removed from the corresponding GRL.
An issue can be treated as tolerable, if the analyses e.g. are not taking any information out of the
affected sub-system into account. Even the quality of the LAr system and the calorimeters, that
is essential to the measurement of electrons and photons, are in some specific flags only checked
for LumiBlocks with intolerable deficits while tolerable issues are not removed by the GRL. This
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selection is based on the use of the additional requirements of the LAr error veto, that is required
to be checked in the event based selection of the analyses.

2. In selection cut two the mentioned additional event-by-event quality flag is checked to show nom-
inal conditions in the LAr system of the calorimeters. This requirement was promoted from the
configuration of the GRL to the analysis to recover LumiBlocks that only had very few events
with issues in the LAr system. This way larger sequences of events could be recovered for the
analyses. Additionally in this cut the event is also required to have a well defined vertex of tracks
reconstructed that needs to have a minimal track multiplicity. This requirement is a generic event
cleaning requirement to reduce the contributions of high energetic cosmic muons in the event se-
lection.

3. The triggers chosen in these analyses are supposed to be unprescaled. This means that every event
that fires a trigger has to be written out. The trigger requirement for the CC channel is based on
a pair of loosely identified photons that exceed a minimum transverse energy of 20 GeV in the
Event-Filter of the high level trigger system. In the CF channel only one electron candidate is in
the acceptance of the EM triggers so a more restrictive single electron trigger is chosen. Here the
triggered electron has to exceed a minimum transverse energy of 20 to 22 GeV and a corresponding
medium flavored EM-id, depending on the data taking period. The triggers are seeded by L1Calo
trigger items where Etrigger

T exceeds thresholds of 14 GeV for the 20 GeV HLT items and 16 GeV
for the 22 GeV HLT items. The L2 items have the same requirements as the respective EF items.

4. The fourth cut requires to have at least two electron like objects to be reconstructed in the event.
This is only supposed to provide that the following selections can be applied on pairs of electrons.

5. In the fifth cut the electron candidates are checked for the reconstruction algorithm they are found
with. The corresponding algorithm is called the electron author. For the CC channel both electrons
have to be “central”. This means that both electron candidates have to be processed by the standard
eGamma reconstruction algorithm. In the CF channel one electron also has to be found by the
central author while the other electron in the pair has to be processed by the author providing
the EM object reconstruction in the forward calorimeters. Details on the electron authors are
introduced in Sec. 5.2.

6. The next selection requirement restricts the detector acceptance in ηe. With these cuts it is ensured
that the shower of the electron candidates are well contained in the calorimeters with respect to
the boundaries in ηe. This is necessary to have properly defined electron shower shapes for the
EM-id. Here the electron candidates are required to be within |ηe| < 2.47 in case of a central
electron and within 2.5 < |ηe| < 4.9 in case of a forward electron. Further the transition regions at
1.37 < |ηe| < 1.52 and 3.16 < |ηe| < 3.35 are excluded from the selection.

7. Selection requirement seven is asking for a minimum transverse energy of the electron candidates.
This cut is introduced at pT > 25 GeV slightly above the trigger threshold. The difference between
trigger and selection threshold is introduced to assure that the trigger efficiency is already on its
plateau. Independent of the fact that the trigger only accounts for central electrons, all electrons
have to fulfill the same selection threshold. This is introduced to have good control of the elec-
tron identification that suffers from larger background contributions due to jet like objects in the
detector at lower transverse momenta.

8. The object quality check is rejecting electrons that are located too close to defunct calorimeter
cells. The issues are mostly related to the regions with faulty FEBs in the EM-barrel region as
introduced above.
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9. As last cut in this selection the identification requirements are applied. In the CC channel both
electrons have to pass the medium++ EM-id. Additionally the electrons have to have opposite
charges. In the CF channel the central electron has to fulfill the tight++ EM-id and needs to be
isolated to suppress more background candidates from jet fakes. The forward electron has to be at
least forward-medium. Because there is no charge measurement in the forward region, the opposite
charge cut has to be omitted. Details on the definitions of the different EM-ids can be found in
Sec. 5.3.1 and Sec. 5.3.2.

Data
Cut Cut Number of Rel. selection rate Abs. selection rate

Number Events [106] [%] [%]
1 Good Run List 86.072 100.0 100.0
2 tracks at vertex 85.812 99.7 99.7
3 trigger 4.858 5.66 5.64
4 2 electrons 4.858 100.0 5.64
5 author 4.807 99.0 5.59
6 |η| (and crack) 4.463 92.8 5.19
7 pT 2.637 59.1 3.06
8 OQ 2.610 99.0 3.03
9 medium++ 1.255 48.1 1.46

opposite charge 1.229 97.9 1.43

Table 6.1.: Number of events in data, surviving the cuts for the electron CC analysis. The cuts are
described in more detail in Sec. 6.2.

Data
Cut Cut Number of Rel. selection rate Abs. selection rate

Number Events [106] [%] [%]
1 Good Run List 86.072 100.0 100.0
2 tracks at vertex 85.812 99.7 99.7
3 trigger 37.689 43.9 43.8
4 2 electrons 37.689 100.0 43.8
5 author 29.055 77.1 33.8
6 |η| 27.885 96.0 32.4
7 pT 4.371 15.7 5.08
8 OQ 4.337 99.2 5.04
9 EM-id 0.359 8.28 0.42

Table 6.2.: Number of events in data, surviving the cuts for the CF electron analysis. The requirement
EM-id refers to the combination of tight++ w/ calorimeter based isolation in the central region, and
forward-medium in the forward region. The cuts are described in more detail in Sec. 6.2

Tab. 6.1 to Tab. 6.4 list the cut-flows for the event selection on reconstructed properties of the data
and signal Monte Carlo. After the GRL requirement he integrated luminosity of data contains about
4.8 fb−1.

The samples these requirements are applied on are the recorded data and the signal as well as the back-
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Monte Carlo Signal
Cut Cut Number of Rel. selection Abs. selection

Number Events [106] rate [%] rate [%]
all events 39.940 — —

2 tracks at vertex 39.935 100.0 100.0
3 trigger 17.117 42.9 42.9
4 2 electrons 16.961 99.1 42.5
5 author 16.719 98.6 41.9
6 |η| (and crack) 15.787 94.4 39.5
7 pT 13.340 84.5 33.4
8 OQ 13.208 99.0 33.1
9 medium++ 10.296 78.0 25.8

opposite charge 10.074 97.8 25.2

Table 6.3.: Number of events which pass the selection in the Monte Carlo signal sample in the electron
CC analysis. The cuts are described in more details in Sec. 6.2.

Monte Carlo Signal
Cut Cut Number of Rel. selection Abs. selection

Number Events [106] rate [%] rate [%]
all events 39.940 — —

2 tracks at vertex 39.935 100.0 100.0
3 trigger 27.687 69.3 69.3
4 2 electrons 27.115 97.9 67.9
5 author 17.480 64.5 43.8
6 |η| (and crack) 17.097 97.8 42.8
7 pT 4.073 23.8 10.2
8 OQ 4.050 99.4 10.1
9 EM-id 2.449 60.5 6.1

isolation 2.442 99.7 6.1

Table 6.4.: Number of events which pass the selection in the Monte Carlo signal sample in the electron
CF analysis. The requirement EM-id refers to the combination of tight++ w/ calorimeter based isolation
in the central region, and forward-medium in the forward region. The cuts are described in more detail
in Sec. 6.2

ground Monte Carlo sets as defined in Tab. 4.2. The background MCs consist of samples with contri-
butions from two or more real electrons, like Diboson samples or dileptonic tt̄ events. Also there are
contributions from processes that contain one real electron and at least one jet that passes the electron
identification and fakes a signal. There are e.g. the production of W → eν, W → τν or Z → ττ, where
real electrons and jets are produced. These samples are discussed in detail in Sec. 8.1. As last contri-
bution there are the events from pure multijet processed. The events where misidentified jets fake the
electron identification can not sufficiently be produced in simulation and have to be estimated from data.
There are different ways to treat the fake contributions from jets which have implications on the set of
Monte Carlo backgrounds taken into account. These methods are discussed in Sec. 8.2 separately for the
CC and CF channel.
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6.3. Selection efficiency study on signal Monte Carlo events within
phase space restrictions

When studying the signal yield of the selection it is a good idea to not compare the selection on the full
set of signal events but to restrict the phase space of the signal sample to the events that are expected
to be accessible in the respective channel selections. With this it is common to preselect the events the
analysis is performed on by requiring the additional cuts on generator level. Here the acceptance of the
selection channel can be defined on the truth electron pair. This pair is built from the pair of electrons
that originates from the hard process on generator level. By building the ratio of events in which the truth
electron pair passes a phase space selection close to the one applied on reconstruction level over all events
in the sample, the channel acceptance can be obtained. The two channels studied in this analysis have
acceptances of 45.4% in the CC channel and 15.9% in the CF channel.

To further study the impact of the selection on the restricted phase space it is common to perform a
matching of the reconstructed electron candidates to the true electrons. With this all selection cuts
that are defined on reconstructed quantities can be evaluated for the pair of true electrons. With the
number of events passing the sequential selection requirements signal selection efficiencies can be ob-
tained.

In this study no matching is performed. Instead only the acceptance criteria are applied in the selection.
The respective selection efficiencies are therefore no accurate measure for the probability of a generated
electron pair to pass the full selection. It is the rate of events that have a generated electron pair in the
appropriate phase space to also fulfill the selection criteria after reconstruction and identification of the
related objects.

Monte Carlo Signal
Cut Cut Number of Rel. effi- Abs. eff. w.r.t. Abs. efficiency

Number Events [106] ciency [%] acceptance [%] w.r.t. all [%]
all events 39.940 — — —
acceptance passed 18.133 45.4 100.0 45.4

2 tracks at vertex 18.132 100.0 100.0 45.4
3 trigger 15.748 86.9 86.8 39.4
4 2 electrons 15.607 99.1 86.1 39.1
5 author 15.394 98.6 84.9 38.5
6 |η| (and crack) 14.506 92.4 80.0 36.3
7 pT 13.175 90.8 72.7 33.0
8 OQ 13.045 99.0 71.9 32.7
9 medium++ 10.218 78.3 56.4 25.6

opposite charge 10.001 97.9 55.2 25.0

Table 6.5.: Number of events which pass the selection in the Monte Carlo signal sample in the electron
CC analysis. The cuts are described in more details in Sec. 6.2.
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Monte Carlo Signal
Cut Cut Number of Rel. effi- Abs. eff. w.r.t. Abs. efficiency

Number Events [106] ciency [%] acceptance [%] w.r.t. all [%]
all events 39.940 — — —
acceptance passed 6.334 15.9 100.0 15.9

2 tracks at vertex 6.332 100.0 100.0 15.9
3 trigger 4.850 76.6 76.6 12.1
4 2 electrons 4.825 99.5 76.2 12.1
5 author 4.780 99.1 75.5 12.0
6 |η| (and crack) 4.572 95.6 72.2 11.4
7 pT 3.877 84.8 61.2 9.7
8 OQ 3.854 99.4 60.9 9.7
9 EM-id 2.455 63.7 38.8 6.1

isolation 2.448 99.7 38.7 6.1

Table 6.6.: Number of events which pass the selection in the Monte Carlo signal sample in the electron
CF analysis. The requirement EM-id refers to the combination of tight++ w/ calorimeter based isolation
in the central region, and forward-medium in the forward region. The cuts are described in more detail
in Sec. 6.2
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7. Determination of energy scales on forward
electrons

In this section the energy calibration of electron pairs including one forward electron is described.
Sec. 7.1 explains the basic setup with the event selection and the background contributions, whereas
Sec. 7.2 discusses the underlying theoretical model for the calculation of the scaling constants for data en-
ergy scale and Monte Carlo resolution correction. In Sec. 7.3 the evaluation of systematic uncertainties is
derived and Sec. 7.4 closes with a summary and the results of this study.

The calorimeters used to measure the energy depositions of electrons as described in Sec. 3.2.4.1 and
Sec. 3.2.4.3 are initially calibrated using the energy response from test beam measurements as well as
measurements and calibrations in previous data taking runs. These calibrations are derived on other data
sets that were collected with partly different conditions. The calibrations from test beam data are derived
on prototype segments of the calorimeters that were installed in a generic testing environment. In this
setup the test beams used were driven by high energetic electron and pion sources and the calorimeters
were moved into the beam to test their performance and to derive the energy calibrations. The calorime-
ters installed in ATLAS that are used for this study are arranged to cover a specific part of the detector
acceptance. The particles reaching these segments, have passed a specific pattern of material in front of
the calorimeters, that has not been exactly reproducible in the test beams. Therefor the initial calibration
only works as a starting point for a well defined energy measurement.

The calibrations taken from previous data sets collected in collision data in ATLAS on the other hand
differ from the current setup e.g. in the instantaneous luminosity, the bunch spacing setup in the collider
and the pile-up event distribution. Also the composition of particle content traveling through the detector
at given positions in rapidity doesn’t need to be the same as in previous estimates. To assure proper
calibration to the actual setup, the calibration is derived specifically on the data set that is used in current
analyses.

In this sample of measured data, the event selection has to enrich the rate of events that have cer-
tain signatures to make a calibration possible. To calibrate the energies of electrons the process of
Z/γ∗ → e+e−, the electroweak exchange particle in the neutral current decaying into two electrons, is
used. To discriminate events that originate from background processes with respect to the contribu-
tions of this signal process, these electrons have to fulfill identification requirements as described in
Sec. 5.3.

The signal MC used here is the same as defined in Sec. 4.3.1, using PYTHIA as event generator.As the
energy calibration study is performed earlier in time as the other discussed studies, the available statistics
of the signal MC sample only was about 9.1 M events.

The data set corresponds to a data set luminosity of about 11 fb−1 using the LO process cross sec-
tion.

The data events are the same as used in Sec. 6.2 for the CF channel. The integrated luminosity after the
application of the GRL corresponds to about 4.8 fb−1.
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The range in electron rapidity investigated in this calibration only contains bins in the forward region.
It includes 6 bins in each EMEC, three bins in the FCals each and a defined transition region be-
tween the two end cap compartments each, referred to as the crack region. This corresponds to the
binning that is chosen in the definition of the identification requirements for the forward electrons.
These bins are listed in Tab. 7.1 and are used in the energy resolution correction on Monte Carlo as
well as in data energy scale corrections. The binning was chosen to be larger than size of the shower
core.

|η| range Size (∆η)
[2.50, 2.60] 0.10
[2.60, 2.70] 0.10
[2.70, 2.80] 0.10
[2.80, 2.90] 0.10
[2.90, 3.00] 0.10
[3.00, 3.16] 0.16

(crack) [3.16, 3.35] 0.19
[3.35, 3.60] 0.25
[3.60, 4.00] 0.40
[4.00, 4.90] 0.90

Table 7.1.: Bin definition as a function of η for the forward regions.

This calibration is used to shift the measured data energy response towards the values obtained from
the signal Monte Carlo after detector simulation and particle reconstruction. It is taking into account
identification requirements that are very close to the ones used in the physics analyses the calibration is
needed for. The resolution parameters are also determined on the same data sets and are used to broaden
the Monte Carlo resolution of reconstructed and identified simulation events to the distribution obtained
in data using the same requirements.

These calibrations explicitly are not meant to calibrate energy scale and resolutions to values known
at generator level. They are meant to inter-calibrate the response in data to the full detector simula-
tion.

7.1. Assumptions and basic setup

For this study on the calibration of the energy measurement for electrons in the forward region, events
are used that contain a well identified pair of electrons. In these pairs one electron is depositing its energy
in the central detector acceptance while the other one is going forward. To only determine scales for the
forward electrons, this study relies on the previously calibrated central electrons [63, 64] which is shown
to work well within a small band of systematic uncertainties. To take the uncertainty of the energy
calibration of the central electrons into account, the derived errors on the calibration parameters are
propagated to the uncertainties of the calibration constants in this study. The treatment of the systematic
uncertainties is discussed in Sec. 7.3.
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7.2. Calibration of forward electron energies

7.1.1. Event selection

The event selection performed for this study is based on the selection for the CF channel as described
in Sec. 6.2. The only difference with respect to the applied list of requirements is the omission of
the isolation requirement on the central electron. This was chosen not to be used, as there is no stan-
dardized definition of an isolation in the recommendations of the performance studies done within the
eGamma.

Tab. 7.2 and Tab. 7.3 list the cut-flows for the event selection on data and the signal Monte Carlo.

Description Events
GRL 86.9 M

track at vertex 86.7 M
trigger 38.0 M

2 electrons 38.0 M
author 29.3 M
|η| 28.1 M
pT 4.41 M
OQ 4.38 M

EM-id 0.372 M

Table 7.2.: Number of events in data, surviving
the cuts for the the energy scale study. The re-
quirement EM-id refers to the combination of
tight++ w/ calorimeter based isolation in the cen-
tral region, and forward-medium in the forward
region. The cuts are described in more detail in
Sec. 6.2

Description Events
Pile-up 9.14 M

track at vertex 9.14 M
trigger 6.30 M

2 electrons 6.22 M
author 4.00 M
|η| 4.00 M
pT 0.926 M
OQ 0.921 M

EM-id 0.565 M

Table 7.3.: Number of events which pass the se-
lection in the Monte Carlo signal sample in the
the energy scale study. The requirement EM-id
refers to the combination of tight++ w/ calorime-
ter based isolation in the central region, and
forward-medium in the forward region. The cuts
are described in more detail in Sec. 6.2

7.2. Calibration of forward electron energies

As described in Sec. 7.1 this calibration study is setup to calculate the energy scaling parameters for
forward electrons with a rapidity of 2.5 < |ηe| < 4.9 based on a precalibrated central part of the detector
acceptance. Therefore the calibration of each bin in forward electron rapidity can be seen as disjoint
calibration and no further combinatorial estimate between these bins has to be calculated to derive these
scaling parameters.

7.2.1. Data Energy scale

Starting from basic relations of the invariant mass of two measured energy depositions E1 and E2 and a
given opening angle θ12

m =
√

2E1E2(1 − cos(θ12)), (7.1)

the energies E1 and E2 can be identified with the energies of the central and the forward electron re-
spectively. In general the energy scale derived to correct the energy measure in data is defined as

Emeas = Etrue · (1 + αi), (7.2)
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7. Determination of energy scales on forward electrons

where αi is the calibration constant to shift the energy measured in data Emeas to the mean value estimated
from Monte Carlo Etrue. All energy and mass values, also the ones denoted by Monte Carlo or true, are
derived from the reconstructed quantities.

When combining (7.1) and (7.2) one can derive relations for m being a measure of data or MC invariant
mass peak position, such that the resulting calibration constant αi can be extracted:

mdata =

√
2Emeas

1 Emeas
2 (1 − cos(θ12)), (7.3)

Here the indices 1 and 2 denote the central and forward electron so that Emeas
1 |data can be set to Etrue

1 |data,
because the electrons in the central acceptance are already calibrated to best knowledge.

mdata =

√
2Etrue

1 Etrue
2 (1 + αi)(1 − cos(θ12)), (7.4)

mMC =

√
2Etrue

1 Etrue
2 (1 − cos(θ12)), (7.5)

m2
data

m2
MC

=
(1 + αi)

1
2Etrue

1 Etrue
2 (1 − cos(θ12))

2Etrue
1 Etrue

2 (1 − cos(θ12))
, (7.6)

αi =
m2

data

m2
MC

− 1. (7.7)

The calibration constant αi results to just be depending on the squares of the peak positions of the
reconstructed resonances in Monte Carlo and data.

7.2.2. Monte Carlo Energy Resolution

Next to the calibration of the data energy scale also the resolution in Monte Carlo needs to be calibrated
when comparing data to MC. To express the difference of the Monte Carlo resolution to the resolution
measured in data, the definition of terms contributing to the resolution in general have to be discussed
first.

The resolution of a sampling calorimeter consists of three terms.(
σE

E

)
MC

=
a
√

E
⊕

b
E
⊕ c (7.8)

The sampling term a is proportional to
√

E and has to be well modeled by the simulation. The noise
term b used in the simulation is taken from calibration runs, so that any additional resolution correction
is assumed to be proportional to the energy.

σcorr = σMC ⊕ cdata · E (7.9)

In general this constant term is now to be measured in data and MC and calculated for each combination
of bins in rapidity of the first and second electron denoted by the indices i and j.
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7.2. Calibration of forward electron energies

By performing Gaussian error propagation to (7.1) and building partial derivatives as in

∂m
∂E1

=
1

2m
· 2E2(1 − cosθ) =

1
2m
·

m2

E1
=

m
2E1

=
σm

σE1

(7.10)

∂m
∂E2

=
1

2m
· 2E1(1 − cosθ) =

1
2m
·

m2

E2
=

m
2E2

=
σm

σE2

(7.11)

one can identify the uncertainties with the resolutionσX . With this one can obtain

4
(
σm

m

)2
=

(
σE1

E1

)2

+

(
σE2

E2

)2

. (7.12)

When adding an extra constant term
((
σE
E

)2
⇒

(
σE
E

)2
+ c2

data

)
and comparing Data to MC one gets

4
(
σm

m

)2

i j,data
= 4

(
σm

m

)2

i j,MC
+ c2

i + c2
j . (7.13)

In the general case where both electrons are to be resolution corrected, this results in

c2
i j = 2

[(
σm

m

)2

i j,data
−

(
σm

m

)2

i j,MC

]
. (7.14)

In this general case the constant terms can only be directly accessed for electron pairs i j. The combined
term for a pair in i and j can then be translated into the individual values for this constant for the two
electrons in their corresponding bins with

2c2
i j = c2

i + c2
j . (7.15)

In this case a system of equations has to be solved to extract the individual resolution correction con-
stants. This has been done to derive the constant terms for the central electron resolution calibra-
tion.

Adapting the above equations to the setup that the scales are to be derived for the forward electrons only,
this pair of electrons only consists of one electron that is uncalibrated and the other one that is already
fully calibrated. To calculate the constant term in this setup, (7.13) can be reduced to

c2
j = 4

[(
σm

m

)2

j,data
−

(
σm

m

)2

j,MC

]
. (7.16)

These calibration constants can further be derived independently for all bins in rapidity of the forward
electron, as it is done for the data energy scales.
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Figure 7.1.: Examples of fits to the BreitWigner ⊗ CrystalBall in the EMEC region (left) and FCal region
(right) on data distributions. The χ2/ndof of the fit is 1.17 in the EMEC and 1.64 in the FCal.
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Figure 7.2.: Examples of fits to the BreitWigner ⊗ CrystalBall in the EMEC region (left) and FCal region
(right) on MC distributions. The χ2/ndof of the fit is 1.48 in the EMEC and 2.71 in the FCal.

7.2.3. Extraction of calibration constants

To gather the calibration constants, analytical fits are used to model the line shape of the invariant mass
spectrum in data and Monte Carlo. These fits consist of a signal contribution and a background con-
tribution. The signal has to describe the expected Drell-Yan line shape and the Z/γ∗ → ee resonance
whereas the background is estimated to contain the effect of combinatorial pairs of electrons or elec-
tron fakes from `+jets or multijet processes for example. The signal line shape is approximated with a
convolution of a Crystal Ball function and a Breit Wigner resonance while the background is assumed
to follow a Landau distribution. The Crystal Ball function is used to estimate the radiative effect from
bremsstrahlung that is a priori undetermined. It is defined to behave like a Gaussian distribution at its
most probable value but consist of a power law function towards its low-end tail. To fit these functions
to the distributions from data and Monte Carlo the RooFit [66] toolkit is used. RooFit is a package that
includes fitting and minimization routines to analytically extract functional parameters of input functions
from an input data set.

In these fits the parameters for the width of the Breit Wigner resonance is fixed to the width of the Z
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7.2. Calibration of forward electron energies

resonance taken from the PDG1 [32], with a value of ΓZ = 2.49 GeV. The peak mass parameter of the
Crystal Ball function in the convolution for the signal line shape is set to x̄ = 0. The two parameters
taken from the fit are the invariant mass m of the Breit Wigner resonance and the width σ of the gaussian
part of the Crystal Ball function.

To extract the values for the data energy scale parameter αi the fits are run once on data and Monte Carlo
using calibrated central electrons as described and raw electron energies from the corresponding forward
rapidity bins after the mentioned selection criteria. The energy scale constants derived by applying (7.7)
are the nominal results of the data energy calibration.

To derive the calibration parameters of the resolution correction, the new scale parameters αi are used to
calibrate the forward electrons on data. As a next step a second iteration of fits is performed comparing
the now calibrated set from data with the same set of uncalibrated forward electrons from Monte Carlo
as before. With this combination the calibration constants for the resolution correction ci are calculated
from (7.16). This is necessary, because the resolution correction depends on a proper energy scale
calibration.
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Figure 7.3.: Invariant mass of di-electron system with no energy scales on the forward electrons on the
left and on the right using only the derived energy scales without energy smearing. This demonstrates the
need for additional MC energy smearing. The lower figures show data to MC ratio including statistical
uncertainties for each corresponding bin.

The derived central values and statistical or fit uncertainties from this study can be found in Fig. 7.5 of
Sec. 7.3. An example of the fits performed in RooFit on data can be seen in Fig. 7.1 for the EMEC and
FCal regions. The corresponding fits on MC are shown in Fig. 7.2. The compatibility of the kinematic
properties of the data and MC samples used in this study and the effect of the calibrations are shown in

1The particle data group (PDG) publishes biennial reviews of measurements in particle physics and lists, evaluates and aver-
ages measured properties of and limits on constituents of the SM and beyond [32].
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Figure 7.4.: The upper figure gives a data to MC comparison including both smearing on the MC and
scaling on the data. The lower figure shows data to MC ratio including statistical uncertainties for each
corresponding bin. A good closure can be seen below the resonance and at the high energy tail. The
deviation at the low end is a result of the backgrounds no that are not included in the MC histogram.

Fig. 7.3 and Fig. 7.4. These figures show the invariant mass distribution before and after the calibration
steps.

7.3. Systematics

For the evaluation of systematic uncertainties on the extracted calibration constants, variations on the
fitting procedure as well as the underlying data and Monte Carlo corrections and calibrations are per-
formed.

The variations on the input samples consist of:

• the variations of the fit stability derived from varying the fit range window:
(66 < m``/GeV < 116) default
(75 < m``/GeV < 105) smaller
(60 < m``/GeV < 130) larger

• the variation of the background fit function:
landau function (in 66 < m``/GeV < 116) default
exponential (in 70 < m``/GeV < 130) variation
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7.3. Systematics

• the variations of the central electron energy scale and resolution within all provided uncertainties:
The variations of all provided sources of statistic and systematic uncertainties are performed sep-
arately and the resulting shifts of the extracted calibration constants are summed quadratically.
This isthe recommended procedure for the propagation of the central electron energy calibration
uncertainties.

• a subdivided set of conditions of pile-up events parametrized in the number of reconstructed pri-
mary vertices NPV :

low 1 ≤ NPV < 5
medium 5 ≤ NPV < 8
high 8 ≤ NPV

• the remaining difference of the closure test is added for resolution correction only

The variations of pile-up, fit stability and the mis-closure on Monte Carlo are bin-by-bin uncorrelated
in forward electron rapidity since the input samples are disjoint. The variations of the central electron
energy scale and resolution are bin-by-bin correlated as the same variation influences all bins in for-
ward rapidity in a similar manner depending on the kinematic correlations. The overall uncertainties
of the extractions are summarized in Fig. 7.5. The details of the resulting calibration constants and
their uncertainties are shown in App. C. There Tab. C.1 summarizes the central estimates and the cor-
responding uncertainties where as the impact of the individual variations can be looked up in the tables
Tabs. C.2 and C.3. The largest contributions to the systematic uncertainties of the energy scale con-
stants αi are introduced in the variation of pile-up conditions. The second largest contributions are the
propagated uncertainties of the central electron energy scale. The systematic uncertainties on the res-
olution constants are not dominated by a single source. The larger contributions are again introduced
by the variation in pile-up conditions and central electron resolution uncertainty but also by the closure
test.

e
η

­4 ­3 ­2 ­1 0 1 2 3 4

 (
b
a
s
e
lin

e
)

α

0

0.02

0.04

0.06

0.08

0.1

0.12

(a)

e
η

­4 ­3 ­2 ­1 0 1 2 3 4

c
_
D

a
ta

 (
s
y
s
te

m
a
ti
c
s
)

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

(b)

Figure 7.5.: In the left figure the energy scale parameter α is shown, where as in the right figure the res-
olution correction parameter is shown. In both distributions the statistical and systematical uncertainties
are included. A detailed table of he uncertainties broken up in the contributing sources, is included in
App. C.
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7.4. Results

In the above section the initial study to derive calibration constants for forward electron energy scales and
resolution correction on the 2011 data set has been described. It has been shown, that with the approach
of a precalibrated central detector, the calibration constants for forward electron energy corrections can
be extracted bin-by-bin uncorrelated in electron rapidity. Further the estimates give a fairly inclusive
uncertainty envelope.

As this study is not a continuation of a previous calibration study, the method used to derive the cali-
bration has had its initial tests within this study. The motivation to re-derive the electron energy cali-
bration for forward electrons was given by the need of a properly calibrated energy measurement in the
Z-boson forward backward asymmetry measurement which is the main topic of this thesis. Therefore
the basic requirements for the calibration study were to derive a stable and reliable set of calibration
constants that have a well motivated set of systematic uncertainties taken into account. It was meant to
be usable for the only customer analysis at that time. Currently also other analyses make use of this
calibration while a derived approach of the chosen calibration setup on the 2012 data set has also been
performed.

This calibrations and the methods used within were introduced tested and used for this study, but there
has not been time for a detailed reevaluation of possible methodological improvement to this kind of
calibration on the same data set yet. On the other hand it has been tested that there are ways to improve
the stability of the underlying fit routines that are used in the continuation of this study on the data set
of the following year 2012. The detailed comparison of the two studies is not as straight forward as it
seems. There are improvements studied to stabilize the fits by varying the input parameters of the fits
O(1000) times and choosing the fit with the minimal value of χ2 for further use in the calculation. Further
there are ways to include details of the distortion in the line shape of the invariant-mass distribution due
to kinematic acceptance requirements. These kinematic turn-on could be included into the fit functions
to gain a better description of data and Monte Carlo by the fits. Also the available statistics has increased
by a factor 4 in 2012 with respect to the 2011 data taking and direct improvements in the statistics
uncertainties in the fit are expected. As a final gain the variation with respect to the pile-up conditions
is not taken into account any more. The fact that the calibration is not used on a subset of the collected
data in any analysis allows to neglect these implied systematics.

These points have taken quite a lot of time and testing to be implemented and functional for the 2012
study and are in principle also applicable for the 2011 data set. The expected gain on the resulting “level
of trust” in this calibration has to be related to the fact that in the 2012 measurement a different set of
Monte Carlo generators has been used and that the resulting systematic uncertainties in terms of the res-
olution correction are on the same order of magnitude despite the improvements.
Taking a closer look at the variations quoted in Tab. C.1, C.2 and C.3 the band of systematic uncertain-
ties could be slightly reduced by neglecting the contributions of the variation in pile-up conditions and
reinterpretation of fits in variations that seem to be off. The coverage of the data - MC differences in
the line shape even seems to be satisfactory if the systematics of e.g. the energy smearing are manually
reduced. This interpretation on the other hand has not been done as a new study but as a comparison of
the application of the official systematic uncertainties and a set of reduced systematics where deviations
in the variation inputs from less optimal fits have been replaced by the deviations in mirroring bins in
|η|.

Concluding the above mentioned features and perspectives the described study of the 2011 forward
energy calibration gives a competitive picture, taking into account the simplicity and implication of its
approach.
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comparison

In this section important background processes to the measurement of Z/γ∗ → ee are introduced. There
are the processes, that can be estimated by a dedicated background Monte Carlo, while other processes
can only sufficiently well being estimated by data driven techniques. On the background Monte Carlo
samples the event selection defined in Sec. 6.2 can be applied, where as the processes containing fake
contributions from misidentified jets have to be estimated from data with specialised methods and selec-
tions. The samples containing the MC backgrounds are introduced in Sec. 8.1, while different approaches
to describe the contributions from multijet events are defined in Sec. 8.2.

In the last section a comparison of data to all introduced signal and background processes is shown. This
comparison includes the corrections to data and Monte Carlo that were defined in Sec. 6.1.

8.1. Background Monte Carlo processes

The background contributions from Monte Carlo samples mainly contain processes that produce elec-
troweak gauge bosons in the hard process or as the imminent decay product of that. These processes
are important to study as reducible and irreducible contributions to the background, as they contain
electrons in their decay chains. There are the signatures of tt̄ events with electrons in the final state
of the two W bosons, the t quarks radiate off when decaying into b quarks, before they can hadro-
nise. Then there are processes in which two electroweak gauge bosons are produced, which can de-
cay into final states that contain up to four electrons. And finally there are the processes, where the
W bosons can decay into the electron final state. Of course the Z and W boson can also decay into
final states with τ leptons. In these processes the τs can on their side decay into electrons or into light
hadrons.

The signatures that contain at least two real electrons in their respective decay chains are categorised as
irreducible backgrounds, while the processes that contain at most one real electron in their respective
decay chains, are categorised as reducible backgrounds as at least one jet has to be mis-identified as a
good electron to pass the signal selection.

8.2. Background estimate on multijet events

To estimate the amount of background in the selection on data, that originates from multijet processes,
data driven estimates are used. These estimates are required to contain low amount of signal events but
an enriched number of background events. The selections rely on the loosening or inversion of certain
identification criteria of the original signal selection.
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Methods to adapt these special background enriched selections to get a handle on the contamination of
backgrounds in the signal selection are e.g. the reverse ID template method and the fake factor or matrix
method.

8.2.1. Reverse ID template method

The reverse ID template method uses a selection, that inverts certain identification cuts. This selec-
tion is applied on all input MC and is then subtracted from data, using the inverted requirements. This
avoids double counting of contributions already taken into account by Monte Carlo background sam-
ples.

After subtraction the set of events collected with the inverted selection has to be scaled to match the
expected background yield in the default selection on data. This scaling is necessary, because the rate of
events passing the inverted selection can be arbitrarily different from the rate of the background events
in the signal selection on data, which it is expected to estimate. To assess this scaling factor a fractional
fit can be performed using e.g. the invariant mass distribution around the Z/γ∗ resonance. Leaving the
allowed fraction of the integral of all Monte Carlo and the integral of the multijet template floating
in this fit gives the most probable value for this global multijet scale factor. It is expected to result
a scale factor for the Monte Carlo only slightly deviating from 1.0 and scale factor for the multijet
template reflecting the different selection efficiencies in the signal selection and the orthogonal template
selection.

For the CC channel the electron candidate pairs are required to fulfill the full signal selection except the
identification requirement. Instead the pairs are required to consist of one electron passing the loose++

selection but failing the medium++ EM-id and the other one to fail a cut on the calorimeter strip require-
ment of the loose++ identification [63].

In the CF selection the central electron required is to pass the medium++ but fail the tight++ EM-id with-
out checking the isolation requirement used in the default selection. The forward electron has to pass
forward-loose and fail forward-medium EM-id at the same time. As a variation to estimate systematic dif-
ferences in the distribution of multijet events especially at higher masses, an additional template with an
inverted cut on the central electron isolation requirement is studied. The details of this variation are dis-
cussed together with the systematic variations on the backgrounds in Sec. 9.3.3.

8.2.2. Fake factor method

In the CC channel the reverse ID template method is known to underestimate the contribution of multijet
background at high invariant masses [67]. Additionally the statistics of the W → eν background MC is
known to only yield reliable precision up to mee ≈ 300 GeV. As an alternative method that was tested to
overcome these issues, a fake factor or matrix method [67] is used. On the other hand this method is not
usable in regions with a very high signal contribution and has therefore only been used for events more
than 15 GeV above the Z/γ∗ resonance in mee in earlier analyses.

In the fake factor method two types of electron identifications loose (L) and tight (T ) are required similar
to the reverse ID method. The loose electrons are required to pass loose++ selection while medium++

criteria are failed. The tight electrons have to pass medium++ criteria as in the signal selection. Except
for the ID selection criteria in the loose and tight subselections, all requirements from the signal selection
are kept.
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8.2.2.1. Fake Factor Formalism

The fake factor method or matrix method connects the knowledge about the efficiency of electrons from
signal and background control regions. These regions are defined in terms of real and fake electron
subsamples. These subsamples have to pass a set of loose (L) and tight (T ) EM-id selections. The
method uses a transition matrix to account for the contribution of real and fake electrons from the control
regions to loose and tight electron selections on the full data set. This transition matrix is defined upon
the following parameters:
Electron pairs on the full data set are grouped in categories of the combinations Nxy with x, y ∈ T, L.
Using (8.1) these candidates relate to “true” quantities which are named Nab with a, b ∈ R, F. Here the
selections Nxy and Nab are comprised by the combinations of x, y and a, b respectively. The selection NLL

only contains pairs of electron candidates that are both loose and not tight. This way the corresponding
electron pairs selections are disjoint.


NTT

NT L

NLT

NLL

 =


r1r2 r1 f2 f1r2 f1 f2

r1(1 − r2) r1(1 − f2) f1(1 − r2) f1(1 − f2)
(1 − r1)r2 (1 − r1)r2 (1 − f1)r2 (1 − f1) f2

(1 − r1)(1 − r2) (1 − r1)(1 − f2) (1 − f1)(1 − r2) (1 − f1)(1 − f2)



NRR

NRF

NFR

NFF

 (8.1)

The “true” quantities consist of “real” (R) and “fake” (F) electrons. The “real” electrons are determined
from signal Monte Carlo, whereas the “fake” electrons are estimated from multijet background enriched
selection on data. The fake contributions, that originate from signal like processes are estimated by
MC samples. In (8.1), the vector on the right describes the “true” quantities, whereas the vector on
the left only contains measurable quantities. The relation shows how to access the “true” contributions,
containing pairs of “real” or “fake” electrons, as in NRR or NFF , from the final selection NTT . The
coefficients f and r in the matrix describe the probabilities of “fake” and “real” electrons in the “true”
selections, that pass the signal-like “tight” requirements, if they are at least reconstructed a “loose”
electron candidate.

f =
N f ake

tight

N f ake
loose

r =
Nreal

tight

Nreal
loose

(8.2)

In the definition of these fake rates f and real efficiencies r, the selections Nreal/ f ake
loose of course also

contain the selections of the tight candidates Nreal/ f ake
tight to build proper efficiencies. After splitting up

the contributions of “real” and “fake” pairs to the measurable pairs, which contain two tight electron
candidates, the subsets that contain at least one “fake” are:

N`+ jets
TT

Nmulti jets
TT

N`+ jets&multi jet
TT

=

=

=

r1 f2NRF + f1r2NFR

f1 f2NFF

r1 f2NRF + f1r2NFR + f1 f2NFF .

(8.3)

By inverting the matrix in (8.1), the “true” quantities Nab can be expressed by the measurable selections
Nxy. 

NRR

NRF

NFR

NFF

 = α


( f1 − 1)( f2 − 1) ( f1 − 1) f2 f1( f2 − 1) f1 f2
( f1 − 1)(1 − r2) (1 − f1)r2 f1(1 − r2) − f1r2
(r1 − 1)(1 − f2) (1 − r1) f2 r1(1 − f2) −r1 f2
(1 − r1)(1 − r2) (r1 − 1)r2 r1(r2 − 1) r1r2



NTT

NT L

NLT

NLL

 (8.4)
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8. Background estimates and data - Monte Carlo comparison

where
α =

1
(r1 − f1)(r2 − f2)

. (8.5)

When expressing the true terms in (8.3) by the terms in (8.4), the final fake factor selection can be
defined:

N`+ jets&multi jets
TT = αr1 f2[( f1 − 1)(1 − r2)NTT + (1 − f1)r2NT L + f1(1 − r2)NLT − f1r2NLL]

+α f1r2[(r1 − 1)(1 − f2)NTT + (1 − r1) f2NT L + r1(1 − f2)NLT − f1r2NLL]
+α f1 f2[(1 − r1)(1 − r2)NTT + (r1 − 1)r2NT L + r1(r2 − 1)NLT + r1r2NLL]

= α[r1 f2( f1 − 1)1 − r2) + f1r2(r1 − 1)(1 − f2) + f1 f2(1 − r1)(1 − r2)]NTT

+α f2r2[r1 − f1) + f1(1 − r1) + f1(r1 − 1)]NT L

+α f1r1[r2 − f2) + f2(1 − r2) + f2(r2 − 1)]NT L

−α f1 f2r1r2NLL

(8.6)

8.2.2.2. Quality requirements for sub-samples in fake factor method

The identification requirements for real efficiencies fake rates and measurable subsets Nab used as dis-
cussed below:
Both tight and loose selection are containing the standard selection used in the analysis except for the
EM-id requirements. The tight and loose sets consist of:

• tight (T ) - standard analysis selection

• loose (L) - pass loose++ selection but fail medium++

To calculate the real efficiencies on signal MC, truth matching is performed with a ∆R requirement
between the true and reconstructed electrons of ∆R < 0.15. The corresponding analysis selection is then
applied on the matched electrons.

A QCD enriched selection is created to determine the fake rates. This is done by requiring events with
same-charged electron pairs, an exclusion window in the invariant mass spectrum around the Z/γ∗ res-
onance of 20 GeV (|mee − mZ | > 20 GeV), and a cut on the missing transverse energy in the event of
missing transverse energy MET < 25 GeV.

The input Monte Carlo are also passed through this selection and any event that passes is subtracted
according to their luminosity from the sample collected in data.

8.2.3. Combination of reverse ID template and fake factor methods

To combine the inputs of reverse ID template method and fake factor method the processes that are
commonly described by the two methods have to be defined:

• The reverse ID template takes into account

– QCD multijet events, but

– no contributions from separately used background MCs. These have to be accounted for by
MC correction.

• The fake factor method includes
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8.2. Background estimate on multijet events

– QCD multijet backgrounds, as well as

– ` + jet events, contained in W → eν, semi-electronic events from tt̄, Diboson, W → τν,
Z → ττ Monte Carlo processes.

To generate a common background sample the fake factor method has to be compared to the reverse
ID template, stacked with the MC contributions from W → eν and W → τν, and the semi electronic
contributions of tt̄, Diboson and Z → ττ Monte Carlo. When comparing the line shape of the fake
factor estimate with the stacked distribution of the reverse ID template and the corresponding Monte
Carlo samples in a proper range of the invariant mass, one can derive a scaling factor for the multijet
template. In Fig. 8.1 the expected behavior of the two methods is shown: On the one hand at high
mass the template method underestimates the prediction of the fake factor method. On the other hand
the stack with the reverse ID template behaves as expected at the Z/γ∗ mass resonance, while the fake
factor method predicts unexpected fluctuations. In the range of ∼ 110 − 200 GeV both methods estimate
a consistent amount of background and also the line shape is consistent. This range is therefore chosen
to derive the scale factor for the reverse ID template. The integral of background in the two methods is
used to determine this scale factor. This scale is

scalemultijet
template = 0.016328.
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Figure 8.1.: Comparison of reverse ID template stacked with the W → eν and W → τν, and Z → ττ

Monte Carlo to the fake factor multijet and `+jets estimate. This comparison between the two methods
yields flat ratio in about ∼ 110 − 200 GeV (shown after scaling to the integrals in this range). The semi-
electronic contributions of tt̄ and the diboson Monte Carlo were estimated to be only a small fraction of
these processes and are not displayed but taken into account for the determination of the template scale.

After scaling the reverse ID template, both methods can be used in parallel in their respective region of
the invariant mass spectrum. To make the transition between the two estimates easier to propagate to the
unfolding and weak mixing angle extraction, the transition is introduced at the mass of 125 GeV, where
there is a bin edge in the analysis binning of the AFB spectra.
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8. Background estimates and data - Monte Carlo comparison

8.2.4. Summary of multijet Background estimate

The multijet background contamination comprises about 0.1% of the total sample in the CC channel,
and about 1.7% in the CF channel. Since it is expected that there is a higher probability for a jet to
fake a forward-medium electron than a central medium++ electron, it is not surprising that the multijet
background contamination is higher in the CF channel.

8.3. Data-MC comparison

In this section the agreement of data with the set of signal and background Monte Carlo is discussed.
In the comparisons all corrections are respected and the statistical and systematical uncertainties of the
used samples are propagated.

In the Figures 8.2 - 8.7 data is compared to a stack of all background Monte Carlo, the selected multijet
estimate, and the signal MC. Here the background from QCD processes is shown as estimated from the
reverse ID template method. In the CC invariant mass plot in Fig. 8.2(a), the reverse ID template is
stitched to the fake factor estimate as described in Sec. 8.2.2. Here and in the other CC figures, the scale
of the reverse ID template is determined by the fake factor event yield taken from the transition window
in invariant mass.

Additionally in Tab. 8.1 a breakdown of the signal and background contribution to the two channels
is shown. It is divided in three selected bins at low medium and high invariant masses. The back-
grounds are summarised in “Multijet [contributions] from Data Template”, taking into account the
`+jets events from e.g. W+jets events, while “electroweak” distributions include e.g. tt̄ and diboson
events.

CC
Mass bin 66-70 GeV 70-250 GeV >250 GeV
Z/γ∗ signal 7800±200 1191000±19000 1450±70
Multijets 230±60 1800±500 20±100
Other backgrounds 115±4 4140±70 210±10
Total expected 8100±300 1197000±19000 1680±120
Data 8281 1198767 1867

CF
Mass bin 66-70 GeV 70-250 GeV
Z/γ∗ signal 1570±110 321000±15000 –
Multijets 800±100 18000±2000 –
Other backgrounds 300±50 7100±400 –
Total expected 2630±150 346000±15000 –
Data 2537 344896 –

Table 8.1.: Observed and expected numbers of events, for each of the two channels (CC and CF) and for
three invariant mass bins are given with their total uncertainties for the two background categories (see
Sec. 8): multijets, i.e. multijets and W+jets, and other backgrounds, i.e. tt̄, dibosons, and Z → ττ.
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Figure 8.2.: Invariant mass spectra of the Z/γ∗ candidates in the CC (a) and CF (b) channel. Signal MC
and backgrounds are shown in colored histograms, data is shown in black open circles. The invariant
mass spectrum in the CC (8.2(a)) channel shows the transition (at 125 GeV) between the two different
methods for background estimation. Details are given in Sec. 8.2.2. The ratio of data over the summed
contributions of signal MC and backgrounds is shown in the lower part of the figures. Statistical and
systematical uncertainties are taken into account.

Invariant Mass Distribution

Fig. 8.2 shows the distributions of the invariant mass mee of the selected electron pairs in logarithmic
scale for the x- and y-axes. In the left figure (8.2(a)) the distributions from the CC channel and in the
right figure (8.2(b)) the distributions from the CF channel are shown. In the CC channel plot all con-
tributing samples, including the two methods for the multijet estimate, are shown. In the plot for the
CF channel only the summed electroweak backgrounds (electroweak) and the multijet estimate (Mul-
tijet from Data Template) are included. The other displayed samples are data and the signal Monte
Carlo.

The data distributions in both channels show the expected line shape of a rather clean invariant mass
resonance with low to medium sized contribution from background processes. In the CC channel the
backgrounds are combined as described in Sec. 8.2.3 from the reverse ID template and fake factor method
matched at the transition point at 125 GeV. Here the contributions from the reverse ID (Multijet from
Data Template) have to be added to the event yields of the W → eν, Z → ττ and W → τν samples,
to be compared to the multijet and ` + jet event yields estimated with the fake factor method (Multijet
+ `-jets from FF). In this channel the contribution from background processes is low compared to the
signal. In the region of the Z/γ∗ boson resonance the combined backgrounds are more than two orders
of magnitude below the signal. Even at higher masses of about 200 GeV the signal contributes about 10
times more events to the selection as the combined background samples. In the CF channel the signal to
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8. Background estimates and data - Monte Carlo comparison

background ratio at the mass resonance is also on the order of 100. Due to the requirements on ηe for the
two electrons, the average opening angle between two electron candidates in this channel is larger than
in the CC channel. Also due to the higher rate of fake object passing the signal selection at higher values
of |ηe| and especially in the forward region, the combinatorial contributions, mostly from multijet and `
+ jet events, are more frequent at higher invariant masses. This leads to the fact that at masses of around
250 GeV the background samples are dominating the invariant mass distribution in the current selection
of the CF channel. In general the distributions of the background contributions are smooth and falling
towards higher masses. In the CF channel the background tails are falling slower with respect to the CC
channel due to the mentioned higher fake rates.

One additional feature that is visible in Fig. 8.2(b) is the turn on of the kinematic acceptance due to the
selection requirements on pe

T and ηe. This is especially visible in the multijet contributions in CF but also
affects the Monte Carlo signal and backgrounds in a similar way.

Electron η Distribution
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Figure 8.3.: Electron η spectra of the Z/γ∗ candidates in the CC (a) and CF (b) channel. Signal MC and
backgrounds are shown in colored histograms, data is shown in black open circles. The ratio of data
over the summed contributions of signal MC and backgrounds is shown in the lower part of the figures.
Statistical and systematical uncertainties are taken into account.

Fig. 8.3 shows the distributions of the pseudo rapidity ηe of the electrons from the selected electron pairs.
In the left figure (8.3(a)) the distributions from the CC channel and in the right figure (8.3(b)) the distri-
butions from the CF channel are shown. Here only the summed electroweak backgrounds (electroweak)
and the multijet estimate (Multijet from Data Template) are included in the comparison of data and the
signal Monte Carlo. In both figures the distributions are to first order symmetric around ηe = 0, as the de-
tector and the processes measured don’t have a preferred orientation. The spectrum of data and the signal
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8.3. Data-MC comparison

MC in the CC channel are very close to one another already without taking further background contri-
butions into account. In the CF channel a sizable contribution from electron fakes is visible at around
2 < |ηe| < 3 close to the central - forward transition region. The distributions in the CC channel are cen-
tered around ηe = 0 and the event rates fall off towards higher values in |ηe|. This is because of the phase
space restrictions of the selection and the contributing process. These restrictions include the fact that the
available rapidity range of the production of resonances on the scale of about Q = 100 GeV is restricted
to about |y| . 5. The requirements concerning the range of detector acceptance in the two channels are
further restricting the mentioned phase space. This even more holds for the CF channel, where, due to
the mentioned selection requirements on ηe, the distribution is centered around the transition regions at
|ηe| = 2.5 and the event rates fall off towards higher values in |ηe| as well as towards ηe = 0. These tails
are therefore a result of the available phase space in the CF selection and the asymmetric requirement
of the allowed combination of ηc, f

e . In both figures for CC and CF the transition regions between the
different electromagnetic calorimeters are visible. At the respective bins around ηe ≈ 0, |ηe| ≈ 1.45,
|ηe| ≈ 2.5 and |ηe| ≈ 3.2, dips in the event yields are visible. This is a result of the cleaning cuts in the
event selection at these positions. Here the energy measurement as well as the electron shower shapes
in the calorimeters are potentially distorted, in addition to a lower sensitivity of the calorimeters them
self. These distortions are e.g. a result of the support structures that hold the calorimeter compartments
in place. Here also the agreement between data and MC is worse with respect to other bins in the distri-
butions, because differences in the selection and identification efficiencies are not easily recoverable by
scale factors.

The effect that there seems to be a modulation in the ratio between data and MC can be explained by two
issues: the first is, at least in the CF channel, the simple fact that the exact misidentification rate of fakes
in the selection is not a constant across ηe and that this is one of the flaws of the reverse ID method. The
other point is that the pee

T as well as the rapidity yee of the Z/γ∗ boson is not perfectly modeled by the
chosen event generator and the currently used Monte Carlo tune.

Finally there is a small asymmetry in the spectra in the positive half barrel visible for the distributions of
both channels. This is the resulting deficiency affecting about 1-2% of the events that was caused by the
failure of the FEB as discussed in Sec. 4.1.

Electron φ Distribution

Fig. 8.4 shows the distributions of the azimuthal angle φe of the electrons from the selected electron pairs.
In the left figure (8.4(a)) the distributions from the CC channel and in the right figure (8.4(b)) the distri-
butions from the CF channel are shown. Here only the summed electroweak backgrounds (electroweak)
and the multijet estimate (Multijet from Data Template) are included in the comparison of data and the
signal Monte Carlo.

Both figures show a flat behaviour that is consistent with the 2π rotation symmetry of the detector and
beam collision setup as well as all hard processes expected to be produced in the experiment. The
small crossing angle, in which the proton beams are passing through one another, does not affect this
behaviour. The distortion in the uniformity of the distributions is caused by the failure of the FEB as
previously explained in Sec. 4.1. Though this failure is only present in a short period of the data taking
it still affects the overall uniformity. The region that is affected is located in one half-barrel at about
0 < η . 1.45 in one slice in the read out in φ at about −0.8 . φ . −0.6. The other dip at φ ≈ 2.5 is
a result of the electron pair based selection, in which also the companion electrons is removed from the
affected events. Because the faulty detector region is located in the barrel section, the effect on the CF
selection is hardly visible.
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Figure 8.4.: Electron φ spectra of the Z/γ∗ candidates in the CC (a) and CF (b) channel. Signal MC and
backgrounds are shown in colored histograms, data is shown in black open circles. The ratio of data
over the summed contributions of signal MC and backgrounds is shown in the lower part of the figures.
Statistical and systematical uncertainties are taken into account.

In the CF channel, where the background contributions is visible in the φ distribution, also there are as
expected no distortions from the uniform behavior visible. The modulations that can be seen in the data
selection in CF are most likely due to the response of the accordion structure of the EM calorimeter as
described in Sec. 3.2.4.1.

Electron pT Distribution

Fig. 8.5 shows the distributions of the transverse momentum pe
T of the electrons from the selected elec-

tron pairs in logarithmic scale for the y-axes. In the left figure (8.5(a)) the distributions from the CC
channel and in the right figure (8.5(b)) the distributions from the CF channel are shown. Here only the
summed electroweak backgrounds (electroweak) and the multijet estimate (Multijet from Data Template)
are included in the comparison of data and the signal Monte Carlo. The signal follows the behaviour of
a Jacobean distribution while the background contributions have a more or less exponential behaviour.
The most frequented value in the distributions is the reflection of the Z/γ∗ resonance at about the half
of the mass of the Z boson. In the CF distributions this most probable value is shifted towards lower
transverse momenta.
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Figure 8.5.: Electron pT spectra of the Z/γ∗ candidates in the CC (a) and CF (b) channel. Signal MC
and backgrounds are shown in colored histograms, data is shown in black open circles. The ratio of data
over the summed contributions of signal MC and backgrounds is shown in the lower part of the figures.
Statistical and systematical uncertainties are taken into account.

Di-Electron Rapidity Distribution

Fig. 8.6 shows the distributions of the di-electron rapidity yee of the selected electron pairs. In the left
figure (8.6(a)) the distributions from the CC channel and in the right figure (8.6(b)), the distributions
from the CF channel are shown. Here only the summed electroweak backgrounds (electroweak) and the
multijet estimate (Multijet from Data Template) are included in the comparison of data and the signal
Monte Carlo. Both distributions are to first order symmetric around yee = 0, as the detector and the
processes measured don’t have a preferred orientation. In the CC channel the spectrum of data and
the signal MC are very close to one another already without taking into account further background
contributions. In the CF channel a sizable contribution from electron fakes is visible at 2 < |yee| < 3
around the central-forward transition region. The distributions in the CC channel are centered around
yee = 0 and the event rates fall off towards higher values in |yee|. This is a result of the phase space
restrictions of the selection and the contributing process. The CF channel distributions are centered
around the transition regions at |yee| = 2.5 and the event rates fall off towards higher values in |yee| as well
as towards yee = 0. These tails are also a result of the available phase space in the CF selection and the
asymmetric requirement of the allowed combination of ηc, f

e . The combinatorial contributions, especially
from higher invariant masses, are resulting in very central rapidities.

The effect that there seems to be a modulation in the ratio between data and MC, can be explained by two
issues: the first is, at least in the CF channel, the simple fact that the exact misidentification rate of fakes
in the selection is not a constant across yee and that this is one of the flaws of the reverse ID method. The
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Figure 8.6.: Di-electron rapidity spectra yee of the Z/γ∗ candidates in the CC (a) and CF (b) channel.
Signal MC and backgrounds are shown in colored histograms, data is shown in black open circles. The
ratio of data over the summed contributions of signal MC and backgrounds is shown in the lower part of
the figures. Statistical and systematical uncertainties are taken into account.

other point is that the pee
T as well as the rapidity yee of the Z/γ∗ boson is not perfectly modeled by the

chosen event generator and the currently used Monte Carlo tune.

The discrepancies in the estimate of the events with |y| < 1.5 in the CF channel are a result of the high
background contamination from multijet events in the high mass region above ∼ 150 GeV, that can be
seen in Fig. 8.2(b).

Di-Electron pT Distribution

Fig. 8.7 shows the distributions of the di-electron transverse momentum pee
T of the selected electron pairs

in logarithmic scale for the y-axes. In Fig. 8.7(a) the distributions from the CC channel and in Fig. 8.7(b)
the distributions from the CF channel are shown. Here only the summed electroweak backgrounds (elec-
troweak) and the multijet estimate (Multijet from Data Template) are included in the comparison of data
and the signal Monte Carlo. The distributions of signal and backgrounds have their most probable values
close to 0 and are falling according to a power law distribution. There are no structures in the tails, only
the way the turn on is behaving differently.
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Figure 8.7.: Di-electron pT spectra of the Z/γ∗ candidates in the CC (a) and CF (b) channel. Signal MC
and backgrounds are shown in colored histograms, data is shown in black open circles. The ratio of data
over the summed contributions of signal MC and backgrounds is shown in the lower part of the figures.
Statistical and systematical uncertainties are taken into account.
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9. Measurement of AFB

In this chapter the distributions of the Forward-Backward-Asymmetry measured in the different samples
contributing to this analysis are discussed. The discussion in this chapter focuses on the raw distribu-
tions of the selected events. In Sec. 9.1 the samples of data and signal Monte Carlo are compared in
the distribution of cos θ∗CS , that is the basis of the AFB measurement as introduced in Sec. 2.3.1. This
comparison includes the contributions of the background processes. The impact of the background sam-
ples and their behavior in terms of the AFB are discussed in Sec. 9.2. Here also the correction of the
background contributions off the measured data is discussed. In Sec. 9.3 the impact of the corrections
as introduced in Sec. 6.1 is evaluated. These corrections can yield systematic variations to the selec-
tion and the line shape of cos θ∗CS and AFB. They are treated as sources of systematical uncertainties.
Finally in Sec. 9.4 a setup to unfold these raw distributions is introduced. Here the unfolding method
is discussed, which was studied in the corresponding ATLAS publication [28], that is the basis for this
thesis.

9.1. Raw distributions of cos θ∗CS

The raw distributions of AFB are based on the distribution of events in the spectra of cos θ∗CS . These
spectra reflect the decay angle of outgoing leptons with respect to the incoming partons in the Collins-
Soper reference frame as defined in Sec. 2.3.1. The distributions of AFB as well as cos θ∗CS are depending
on the invariant mass of the selected events. To study the dependency of the asymmetry with respect
to the invariant mass, it is also essential to investigate the distribution of the underlying quantity cos θ∗CS

in specific ranges of the invariant mass spectrum before. The invariant mass range is studies in the
windows 60 − 80 GeV, 80 − 100 GeV, 100 − 250 GeV and 250 − 1000 GeV for the CC and CF channel.
Here it can be seen that the combined distributions of signal MC and the background contributions
nicely agree with the distributions in data. The problematic estimate in the high mass region of the CF
channel is dominated by the contributions from multijet events as expected. The results are shown in
Fig. 9.1.

According to (2.3.8) the distributions of AFB can now be calculated. As it can be seen in the distributions
shown for the CF channel, the background contributions are not negligible, especially in higher ranges
of the invariant mass. Therefore a correction of background contributions is needed. Because one aim
of this thesis is to extract the weak mixing angle sin2 θeff

W from the raw AFB distributions, as will be
discussed in Sec. 10, it is chosen to perform background subtraction on data in contrast to combining the
backgrounds with the signal Monte Carlo. This way the line shape of AFB in the signal process is kept
and the formalism of the weak mixing angle extraction is simplified.

The same also holds for the unfolding of the AFB distributions as introduced in Sec. 9.4, which is per-
formed for the published ATLAS results.
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Figure 9.1.: Di-electron cos θ∗CS spectra of the Z/γ∗ candidates in the CC (a-d) and CF (e-h) channel.
Signal MC and backgrounds are shown in colored histograms, data is shown in black open circles. The
cos θ∗CS distributions are binned in invariant mass ranges of 60-80 GeV, 80-100 GeV, 100-250 GeV and
250-1000 GeV. The ratio of data over the summed contributions of signal MC and backgrounds is shown
in the lower part of the figures. Statistical and systematical uncertainties are taken into account.

9.2. Backgrounds in the AFB measurement

In order to study the influence of the background samples in more detail, the AFB distributions of the
different classes of backgrounds are shown in Fig. 9.2. The distributions of AFB for the electroweak and
the multijet contributions are presented in the same binning, that is used for the signal AFB distributions.
This way the impact of the backgrounds can be estimated.

It is expected that the vanishing values of AFB in the multijet backgrounds lead to an inverted dilution,
when data is corrected. This means that the diluting impact of this background is removed from the AFB

again. The distributions of the electroweak backgrounds are not expected to just dilute the distributions.
Especially in the CF channel the contribution of the W → eν background is expected to yield an asym-
metric contribution to data. In this channel the strength of the background rejection in the chosen EM-id
is not equal for the central and the forward electron of this selection. For this reason the probability to
misidentify a jet from the forward region and combine it with a real electron that is emitted by the decay
of a W boson in the central region is enhanced. If the rate of W decays with positive and negative charge
would be the same, the effect might cancel out to first order. Due to the fact that in the experiment pp
collisions are studied and the amount of valence u-quarks is increased by a factor two with respect to
valence d-quarks, the rate of W decays is about twice as high for positively charged gauge bosons than
for their negatively charged counter parts. Therefore there is no cancellation of the rates of W+ and W−
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9.3. Systematic variations

decays in this selection. The problem arises as the sign of cos θ∗CS in the Collins-Soper frame, which is
measured on the reconstructed quantities, is defined with respect to the boost of the di-electron system. In
the W+ decays the direction of the e− is pointing forwards, where as the e− in the W− decays is pointing
backwards in terms of cos θ∗CS . Therefore the rate of forward events is enhanced and the AFB spectrum of
the W sample in the CF selection is asymmetric.
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Figure 9.2.: AFB spectra of electroweak MC and Multijet events in the CC (a) and CF (b) channel.

The discussed background samples can now be taken into account and the corresponding event yields of
forward and backward events can be used to correct the data distribution of the respective selection chan-
nel. The background corrected data distributions are shown in Fig. 9.3 compared to the AFB distributions
obtained from the signal Monte Carlo. Here only the propagated statistical uncertainties are applied to
the displayed distributions.

9.3. Systematic variations

To derive the impact of the calibrations and the corrections applied to the input samples as discussed
in Sec. 6.1, a corresponding set of variations within the uncertainties of these corrections has to be
performed. Variations of the input samples are propagated through the full selection. The resulting
distributions are compared to derive the impact of the respective parameter variations. The corrections
with the largest set of variations are the calibration of the electron energies and the reweighting to dif-
ferent PDF eigenvectors. The uncertainties of the electron energies are parametrized with seven sets
of respective variations. Six of these are within the uncertainty of the data energy scale while one
additional set of variations is derived with respect to the calibration of the Monte Carlo energy resolu-
tion.

For the reweighting of the selected signal Monte Carlo sample within the uncertainties of chosen parton
distribution functions, twenty to thirty eigenvectors can be defined, that build the basis of the respec-
tive PDF parametrisation. With this in mind there is a sizable effort in treating the variations prop-
erly.

89



9. Measurement of AFB

F
B

A

­0.4

­0.2

0

0.2

0.4

 = 7TeVs @ 
­1

 Ldt = 4.8fb∫
Data 2011

ee→*γZ/

 [GeV]CC
eem

70 210 210×2
3

10

σ/
∆

­4

­2

0

2

(a)
F

B
A

­0.4

­0.2

0

0.2

0.4

 = 7TeVs @ 
­1

 Ldt = 4.8fb∫
Data 2011

ee→*γZ/

 [GeV]CF
eem

70 80 90 210 210×2

σ/
∆

­4

­2

0

2

(b)

Figure 9.3.: AFB spectra of the Z/γ∗ candidates in the CC (a) and CF (b) channel. Signal MC is shown
with colored histograms, background subtracted data is shown in black open circles. Full background
subtraction is performed on data, but only statistical uncertainties are shown. In the lower parts of
the figures ∆/σ rations are shown, that give the difference ∆ of the distributions above divided by the
combined uncertainty.

Further variations are performed with respect to the reweighting of the Monte Carlo pile-up conditions
and within the uncertainties of the electron dependent scale factors. For the impact of the variations in
pile-up conditions the distributions of simultaneous interactions in the Monte Carlo signal was varied.
For the scale factors the provided uncertainties were propagated to the events weights. The variation
within the uncertainties of the scale factors are expected to yield only very low contributions to the over-
all systematical uncertainty of the AFB distributions. This is because the scales should not affect the
event weights differently for forward events with respect to backward events. Other sources that have the
characteristics of a systematic uncertainty are the level of confidence that can be assigned to the back-
ground distributions and also the possible fluctuations, that are related to the statistical precision of the
signal Monte Carlo sample. This can also treated as statistical uncertainty in the comparisons of data to
Monte Carlo line shapes. In general the uncertainties can be treated fully un-correlated. Their contribu-
tion to the overall systematic variation is estimated by adding the individual uncertainties quadratically
bin-by-bin in all relevant distributions. Because these variations have to be estimated for each distri-
bution separately, there can also be differences between two related distributions of the same set of
events with respect to the same systematic variation. Especially scale variations in general have strong
impact on the quantities like the event yield but can hardly affect ratios of quantities or asymmetries.
This holds as long as the scales are not directly depending on the inputs to that rational quantities or
asymmetries.
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9.3.1. Energy scale uncertainty

The propagation of the uncertainties of the energy calibration are performed according to the recommen-
dations of the eGamma performance group. These variations are applied before performing the selection.
As discussed in Sec. 6.1.3 and Sec. 7 the energy scale correction, that is to be applied on the electron
energies in data, is provided with a set of six independent variations. The variation of the energy res-
olution, that is to be used with the simulated samples, is provided in only one respective uncertainty.
These are the uncertainties that are also used in the propagation of the central electron energy scale un-
certainties in the forward energy calibration section Sec. 7.3. Of course also the uncertainties derived
in that respective part of the analysis are used, which are to be applied for the forward electrons energy
calibration.

As discussed above, the effect of a variation on the energy scale is that the invariant mass spectrum in
data is shifted to match the energy response in the detector simulation. On the simulated sample the
width of the Z/γ∗ resonance is broadened by the correction to the energy resolution to match the line
shape in the calibrated distributions in data.

The uncertainties taken into account for the energy scale variation consist of contributions of the statisti-
cal precision of the nominal calibration constants as well as variations that are obtained by the different
methods used to calculate the parameters for the calibration. Further, the effect of the sampling of the
calorimeter was studied alongside with a special variation of the linearity of the energy response that only
affects low energetic electrons with transverse momenta of pe

T < 15 GeV.

The uncertainty due to the variation in the calibration constants of the resolution correction has to be
applied with a caveat: There are cases where the energy resolution is already worse in Monte Carlo as it
is in data. Also in cases when the uncertainty on the resolution correction would imply to increase the
resolution on the Monte Carlo, the variation can be limited by the resolution of the precalibrated electron
response without applying an additional correction.

The resolution correction is only defined to provide an additional smearing factor according to a Gaussian
distribution around 1.0, which uses the smearing constant as the width of the smearing function. This
smearing factor is then multiplied to the original energy response to yield the calibrated result. Because
the width is defined to be a positive number or zero, only variations of the resolution parameter in the up
direction or variations in the down directions that are smaller or equal to the calibration constant can be
propagated.

In the case when the down variation would cause the gaussian to use a negative width, the smearing is not
applied, which corresponds to a Gaussian with a width of zero. This is independent of the fact whether
the central resolution parameter is zero or not, but it has the effect that the variation can be asymmetric
for some regions in ηe. The resulting deviations with respect to the default calibration are added in
quadrature and can be used as a combined uncertainty envelope.

The impact of these variations on the AFB distributions are shown in Fig. 9.6 together with the uncertain-
ties of the other variations.

9.3.2. PDF uncertainty

As introduced above in Sec. 2.2.1 with the theoretical motivation of parton distribution functions, the
set of PDFs that is used in the simulation of a Monte Carlo sample is usually related to uncertainties on
the input distributions and quantities of the respective PDF. These uncertainties are propagated to build
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so called PDF error sets of variations of the central set of predictions. The variations are provided with
respect to a change of a combination of input parameters along an eigenvector of the internally arranged
orthogonal dependencies of the PDF. Each PDF set inside these error sets corresponds to a variation
along an eigenvector of the PDF that corresponds to a certain confidence level (CL) error interval. In
the case of e.g. the PDF error set that is assigned to the CT10 PDF of the CTEQ [37] collaboration, this
error interval corresponds to 90% CL variations. To estimate the uncertainty that is comparable to a 1σ
variation, which is equal to an error interval of 68% CL, it is recommended to calculate the full PDF
uncertainty from all variations and scale the corresponding value of the uncertainty afterwards down by
a factor of 1.64. This factor corresponds to the ratio of the sizes of the 90% CL and 68% CL intervals,
assuming, that the distribution of the uncertainties is Gaussian.

The PDF reweighting is performed on the information stored in the signal Monte Carlo samples. It
is used in the event generation step to calculate the respective event probability according to the de-
fault PDF. As discussed in Sec. 2.2.1 the probability fPDFj(xi, qi,Q2) for a parton i to take place in a
parton-parton interaction in a hadron-hadron collision with the PDF set j depends on the flavors qi of
the parton. It also depends on the momentum fraction of the parton in the respective hadron xi, as well
as the scale of the momentum transfer in the hard interaction Q2. The weight w that is to be calcu-
lated for the reweighting of an event with the parton indices i ∈ {1, 2} and the PDF sets j ∈ {1, 2} is:

w =
fPDF2(x1, q1,Q2) · fPDF2(x2, q2,Q2)
fPDF1(x1, q1,Q2) · fPDF1(x2, q2,Q2)

. (9.1)

Here the PDF indicated with j = 1 has to be the PDF used to generate the MC sample where as the PDF
with j = 2 is the one that the sample is going to be reweighted to.

To estimate the related PDF uncertainty for this analysis, it was recommended by experts within the
ATLAS collaboration [68], that are performing dedicated studies on PDF uncertainties, to use the PDF
error set of the CT10 PDF to cover all possible systematic effects due to PDF variation. It is further
recommended to check that the variation to the central PDF of the MSTW2008LO PDF set is covered by
the variations within the error set of the CT10 PDF.

To calculate the combined PDF error from this error set, the eigenvector up and down variations are
compared to the central PDF in the set. This makes a total of 56 PDF reweighting steps to be performed
for each of the two selection channels. The rather large number of variations consists of the use of
1 + 52 + 2 PDF sets from CT10 PDF error set (one central PDF, 26 eigenvectors of two variations each as
well as two the values of αs of 0.116 and 0.120, with respect to the default value of the set of αs = 0.118
in this PDF) and in addition the reweighting to the MSTW2008LO PDF set to check the coverage of the
variations. The variation of the αs parameter to estimate the PDF uncertainty is an optional variation.
Further the impact of this variation is small and it was decided to leave it out for the combination of the
PDF uncertainty in the combined analysis.

The errors are to be calculated on a respective final quantity X. This means that for the case that the
final quantity is a single number the analysis has to be performed with all reweighted PDF eigenvector
variation to the point this number can be extracted. In the case where the final quantity is a distribution,
each point in this distribution can be treated as a final quantity itself and the respective analysis has to
be performed on all eigenvector variations to gather this final distribution. For this respective quantity
X the symmetrical uncertainty ∆X, resulting from the PDF variations, can be calculated as follows:

∆X =
1
2

√√√ N∑
i=1

(
X(+)

i − X(−)
i

)2
. (9.2)
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Here it is assumed that asymmetrical contributions do not play a sizable role for the given quantity.
Alternatively the uncertainty can also be derived asymmetrically from the set of variations. This way it
can be tested if the amount of variations that lead to an upwards and downwards fluctuation of the final
result, given the variations of the respective PDF, are equal. In that case a symmetrical uncertainty can
be quoted that should be of the same order as the error derived by the calculation of (9.2). Otherwise the
asymmetrical uncertainties can be cited for the final results.

The asymmetrical uncertainties to the quantity X can be calculated with:

∆X(+) =

√√√ N∑
i=1

(
max

((
X(+)

i − X0
i

)
,
(
X(−)

i − X0
i

)
, 0

))2
(9.3)

∆X(−) =

√√√ N∑
i=1

(
max

((
X0

i − X(+)
i

)
,
(
X0

i − X(−)
i

)
, 0

))2
. (9.4)

The propagation of uncertainties with use of the equations (9.2), (9.3) and (9.4) can also be performed to
any other type of combined uncertainty due to a set of systematic variations.

The impact of these variations on the AFB distributions is shown in Fig. 9.6 together with the uncertainties
of the other variations.

9.3.3. Background modeling

The AFB distribution in data has to be corrected for background contributions. The stability of the sam-
ples, that these corrections are built of, can be assigned as a systematic variation to the corrected line
shape of the data sample. As the background corrections that are used in this analysis are constructed of
Monte Carlo based and data driven contributions, the related treatment of the uncertainties can differ. For
the MC-based corrections an uncertainty can be assigned to the statistical uncertainty as well as to the
related uncertainty on the cross section of the chosen sample. The statistical component is already propa-
gated with the subtraction of the background contribution to the uncertainty of the background corrected
data distributions. For the uncertainty on the cross section of the background contributions a global scale
of 10% is selected to be sufficient. On the systematical uncertainty of the data driven contributions, that
are again referred to as multijet contributions, special estimates are made respective to the methods used
in the CC and CF channel.

In the CC channel the multijet background is constructed from the reverse ID and fake factor method.
The two methods are combined in the invariant mass spectrum at 125 GeV as described in Sec. 8.2.3.
In the nominal setup the scale for the reverse ID template is determined by the fake factor method
in an invariant mass range where both methods are checked to describe the background contributions
reasonably well. This is shown in Fig. 8.1. As a first variation to asses the systematic uncertainty in the
lower part of the invariant mass spectrum, the scale factor that is needed for the reverse ID method is fit
by the same fractional fit method that is used in the CF channel. The difference in the event yield of these
two estimates is assigned as the systematic uncertainty in the range up to 125 GeV. Above this range
the difference between the reverse ID template scaled with the nominal scale factor and the distribution
obtained by the fake factor method is used to describe the uncertainty of the multijet background in the
CC channel.

To assess the uncertainty of the reverse ID template in the CF selection, the alternative definition of the
multijet template that is introduced in Sec. 8.2.1 is used. Fig. 9.4 displays the difference of the two
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9. Measurement of AFB

templates, after subtraction of the background Monte Carlo from the data AFB distribution. Additionally
it is taken into account how large the effect of no multijet background correction is. The resulting values
for the corrected AFB distributions are also listed in Tab. 9.1. As shown in Fig. 9.4(a) the omission of the
multijet background corrections is producing a very strongly diluted AFB distribution at invariant masses
above ∼ 100 GeV. Using the alternative definition of the multijet template, that has stronger statistical
limitation with respect to the nominal selection, there is a equally sized pull in the other direction in the
asymmetry spectrum. This is shown in Fig. 9.4(b). Because of these findings the difference between
the nominal and alternative modeling of the multijet contribution to the CF selection is applied as a
systematic to the current multijet distribution.
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Figure 9.4.: AFB distribution in data with the nominal multijet estimate compared to no subtraction of
multijet contributions at all (a) and the alternative multijet template (b). All uncertainties are showing
statistical errors only.

9.3.4. Other uncertainties

The variation of the remaining corrections, that are studied for their impact on the systematical variation
of the AFB distribution are the pile-up correction and the electron scale factors. As mentioned before
the impact of the scale factor uncertainties on AFB is expected to be small, but it was taken into account
as it does have a sizable influence on the systematic uncertainties of the kinematic distributions shown
in Sec. 8.3. Each set of scale factors was varied independently, which includes the reconstruction and
track matching, the trigger, as well as the identification scale factors. The variation of these scales is
performed correlated for all scales of the same type. For example for the variation of the identification
scale factors, the scales of both electrons were varied in the same direction in both selection channels.
That means that especially in the CF channel, there are always the two independent sets of central and
forward scales varied in the same attempt.

The variation in terms of the pile-up conditions on the signal Monte Carlo has an impact on the amount of
hadronic activity in the calorimeters. Therefore an effect on the combinatorial background contribution
as well as on the energy measurement is expected to be present. As there was no official recommen-
dation present that was applicable to this analysis, it was decided within the analysis group to perform
a variation of the input distribution of simultaneous interactions µ in the signal Monte Carlo sample.
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mCF
ee Range [GeV] Adata

FB Nominal Adata
FB None Adata

FB Alternative
66-70 -0.2126 -0.1996 -0.2246
70-76 -0.1456 -0.1526 -0.1226
76-80 -0.0876 -0.1006 -0.0996
80-86 -0.0106 -0.0136 -0.0116
86-88 0.0215 0.0205 0.0225
88-89 0.0485 0.0465 0.0475
89-90 0.0495 0.0475 0.0485
90-91 0.0375 0.0365 0.0355
91-92 0.0635 0.0615 0.0625
92-93 0.0585 0.0565 0.0585
93-94 0.0735 0.0725 0.0745
94-95 0.0785 0.0775 0.0775
95-100 0.1135 0.1095 0.1145

100-105 0.1845 0.1695 0.1905
105-110 0.3125 0.2725 0.3325
110-116 0.3715 0.3025 0.4085
116-125 0.4135 0.3255 0.4995
125-250 0.3225 0.2325 0.4405

Table 9.1.: This table shows the numerical results of the AFB per invariant mass bin for three different
types of modeling of the multijet background in the CF selection channel:
the nominal model used in the analysis, not taking the multijet contributions into account at all, and the
alternative model of the multijet background including an inverted isolation requirement are shown.

This distribution is used to determine the scaling factor applied to the Monte Carlo event with a certain
value µ with respect to the measured number of simultaneous interactions in data. By scaling the values
of µ by ±10% in the simulation, the level of uncertainty that is inherent to this method should be well
covered. Also the impact of these variations on the AFB distributions is shown in Fig. 9.6 together with
the uncertainties of the other variations.

In these official variations also the effect of higher order contributions to the AFB line shape have been
studied in the common analysis [28]. These uncertainties are obtained by calculating k-factors for the
AFB distributions for the NLO effects of the QCD HO with the MCFM event generator and the HO EW
contributions with the HORACE event generator. The resulting uncertainties due to the application of
the mentioned k-factors have been included in the official figures of the raw asymmetry as shown in
Fig. 9.5 and are included in the systematic uncertainties of the weak mixing angle extraction discussed
in Sec. 10.3.3.

9.3.5. Combined uncertainty

To combine the different contributions of uncertainty the individual variations with respect to the nom-
inal calibration are added in quadrature bin-by-bin to a common systematical uncertainty envelope. As
the uncertainties are seen to be largely symmetric only a symmetrical uncertainty envelope is built.
The resulting combined uncertainty per bin is shown in Fig. 9.6. Here the distributions of the AFB

in the signal Monte Carlo are plotted for the two selection channels. The statistical uncertainties of
the signal samples and the individual contributions to the uncertainties are compared to the combined
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uncertainty bands. This is done with respect to relative as well as the absolute contributions to the uncer-
tainty.
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Figure 9.5.: Raw AFB distributions for the CC (a) and CF (b) channel, after background subtraction.
For the data, the boxed shaded region represents the total (statistical+systematic) uncertainty and the
error bars represent the statistical uncertainty. The boxed shaded regions for the MC represent only the
statistical uncertainty. The ratio plots at the bottom of each figure display the distribution of pulls (∆/σ)
for each AFB distribution, where ∆ is the difference between data and MC and σ is the quadratic sum of
the data and MC uncertainties. Taken from [28].

9.4. Unfolding of detector effects

The raw distributions of AFB, as discussed until now, are representing only a part of the spectrum of
AFB in the Z/γ∗ process due to the kinematic and selection restrictions given with the detector and data
taking setup. To be able to compare the distributions obtained from data to the predictions in theoretical
calculations, it is a widely used approach to perform an unfolding with respect to the restrictions on
the distributions. This was performed in the studies discussed in the Z/γ∗ AFB conference note [28] this
analysis is also part of. The unfolding procedures described there are defined to treat different restrictions
in the selected data:

First of all the principle detector effects as mass bin migration and the misidentification of the electron
charges can be corrected for. Further the phase space restrictions in the lepton selection can be inter- and
extrapolated to ease a comparison of different selection channels like the electron CC channel discussed
in this analysis and a selection using muons from the same data sets that is also discussed in the Z/γ∗ AFB

conference note. Then there is the possibility to extrapolate the analyses to the full phase space using
the underlying signal Monte Carlo as reference and to correct the dilution arising from the choice of the
(mis-)tagging of the initial quark direction in the hard process. The dilution correction discussed in [28]
though is only the leading order (LO) interpretation of this effect as the event generator used is a LO
choice for other reasons.

96



9.4. Unfolding of detector effects

F
B

A

­0.6

­0.4

­0.2

0

0.2

0.4

0.6

0.8

1

1.2

PYTHIA

Simulation

 = 7 TeVs @ 
­1

L dt = 4.8 fb∫

 [GeV]CC
eem

70 210 210×2 210×3 310

A
b

s
. 
U

n
c
e

rt
a
in

ty

­210

­110

 [GeV]CC
eem

70 210 210×2 210×3 310

R
e
l.
 U

n
c
e
rt

a
in

ty

­110

1

(a)

F
B

A

­0.6

­0.4

­0.2

0

0.2

0.4

0.6

0.8

1

1.2

PYTHIA

Simulation

 = 7 TeVs @ 
­1

L dt = 4.8 fb∫

 [GeV]CF
eem

70 80 90 210 210×2

A
b

s
. 
U

n
c
e

rt
a
in

ty

­210

­110

 [GeV]CF
eem

70 80 90 210 210×2

R
e
l.
 U

n
c
e
rt

a
in

ty

­110

1

(b)

Figure 9.6.: Impact of the systematical uncertainties with respect to the signal Monte Carlo AFB distri-
butions in the CC (a) and CF (b) channel. In the top most part ot the figures, the distributions of AFB of
the signal MC in the respective selection channel are shown including the error bands of statistical and
systematical uncertainties. In the middle and bottom plots the absolute and relative size of the different
contributions to the combined uncertainty bands are shown. It has to be considered that for values of
the asymmetry close to zero the relative uncertainties can get exceptionally large where as the absolute
amount of uncertainty to the respective bin is similar or even smaller compared to neighbouring bins in
the same distributions.

9.4.1. Bayesian Unfolding

The unfolding routines in the studies discussed in [28] are using a Bayesian unfolding method. It is
implemented in the RooUnfold toolkit [69], which is a collection of algorithms to consistently perform
unfolding in a set of available methods.

The unfolding procedure is initialised by building an object called response matrix that relates the re-
constructed or measured quantities of a simulated signal sample with its true quantities. These response
objects can be either constructed by providing plain true and measured distributions and their correlation
matrix to RooUnfold or by filling the response object directly from the correlated true and reco informa-
tion of the simulated events into the RooUnfold response object. Here the events that contain both true
and reconstruction information are directly filled into the matrix. The events that either do not have true
or reconstructed information can be added to the matrix by adding so called miss and fake contributions
to the response. Here it is let up to the use case whether and how the true quantities are selected and
which acceptance requirements are used. The selected acceptance cuts are directly related to the available
phase space, that the unfolding is trying to extrapolate data to. The modular structure of the RooUnfold
implementation allows to switch between simple bin-by-bin unfolding, Bayesian unfolding and three
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other approaches by just asking for the corresponding routines and schemes to be used in the unfolding
step. This is discussed in the RooUnfold documentation [69].

In the Bayesian unfolding, as summarized by D’Agostini [70], Bayes’ theorem, relating initial and con-
ditional probabilities, can be used to perform an iterative inversion of the response matrix used in the
unfolding.

9.4.2. Implementation of unfolding the AFB distributions

The unfolding studied in [28] is performed using born level leptons. The unfolding working points are
three different main goals: the correction of detector effects dominated by the mass bin migration but
including charge mis-identification in the response, the additional extrapolation to the full phase space,
and the final inclusion of the LO interpretation of a dilution correction on top of the other corrections.
Here the statistical and systematical influences on the unfolding routine are taken into account by per-
forming variations of the response matrices according to the systematic sources mentioned in Sec. 9.3 if
applicable to the Monte Carlo. In case the variations are corrections, that are applied on data, the input
to the unfolding is varied accordingly.

9.4.3. Results of the unfolded AFB distributions

The distributions of AFB with respect to the invariant di-electron mass is shown in Fig. 9.7 for the un-
folded results with respect to the mass bin migration level, as well as the unfolding with respect to
the full acceptance including the LO interpretation of the dilution. The unfolded line shapes of the
background corrected data are in very good agreement with the truth line shapes from signal Monte
Carlo.

The largest contributions to the systematic uncertainties are originating from the uncertainties of the un-
folding method, that was determined in a fold-unfold closure test on the Monte Carlo, and the effects
from the PDF variations. Especially the full unfolding, that includes the unfolding of the dilution effect,
is largely depending on the PDF as well as on the underlying generator. In the CF channel the im-
pact of the background modeling also yields a non-negligible contribution to the combined uncertainty.
As it is only possible to consistently define the correction of the dilution on leading order diagrams,
the quality of the interpretation depends on the implementation of the higher order effects into the LO
setup.
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Figure 9.7.: AFB distributions from the published note [28] after mass bin migration unfolding (a), (c)
and after full unfolding including the dilution correction to the leading order interpretation (b), (d) in the
CC (a), (b) and CF (c), (d) channel. The ratio plots at the bottom of each figure display the distribution
of pulls (∆/σ) for each AFB distribution, where ∆ is the difference between data and MC and σ is the
quadratic sum of the data and MC uncertainties. Taken from [28].
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10. Extraction of sin2 θeff
W with the Template

Method

This chapter describes the extraction of the fundamental parameter sin2 θeff
W of the Standard Model from

the raw AFB distributions. This analysis is using a template based approach. In this approach Monte Carlo
generated distributions of the AFB spectrum are compared in χ2 tests to the distribution in data. In these
template distributions the parameter of the effective weak mixing angle sin2 θeff

W is varied. In this setup
the unfolding step is not necessary. Instead the raw distribution from data is compared to the generated
samples after full detector simulation, which can be interpreted as forward folding technique. All events
on the Monte Carlo samples have to fulfill the same selection requirements as the events in the raw data
sample. To compare data to the signal Monte Carlo distributions, either the contributions in the data se-
lection that do not originate from the signal process have to be subtracted from data or added to the signal
distributions. As the choice for the unfolding study has a preference to correct the data distributions and
as this also makes the computation easier for the template extraction, also in the extraction study with the
template method the background contributions are subtracted from data. For that reason the treatment of
this correction is the same as described in detail in Sec. 8 and Sec. 9.2.

The template extraction method is structured as follows:
The Monte Carlo templates are generated in the same setup as the signal Monte Carlo sample with the
only respective difference of the value of the leading order weak mixing angle. From the templates the
distributions of AFB are built so that the line shapes can be compared to the line shape on data. The
comparison is performed with χ2 tests for each template. The best match of the value of the weak
mixing angle (wma) from these templates to data can be extracted by fitting the results of the χ2 tests
with respect to their wma value by a parabolic function. The minimum of the parabola is therefore the
best match, where as the width of the parabola at χ2

min + 1 can be used as the statistical uncertainty
of the template comparison. This is explained in detail in Sec. 10.1. The influence of the chosen of
the background samples, that are subtracted from data, is discussed in Sec. 10.3.1, while the impact
of systematic variations as seen in Sec. 9.3 are described in Sec. 10.3. Finally in Sec. 10.4 the results
are summarized and compared to previous measurements as well as the world average on the value of
sin2 θeff

W .

10.1. Basics of the Template Method

As introduced above the extraction of the Standard Model parameter sin2 θeff
W with the template method

uses raw data and Monte Carlo distributions after a sensible selection on the reconstructed electrons in the
events. The distributions in data are corrected for background contributions by selections on Monte Carlo
and data driven samples. This is described in the previous chapters.

The background corrected data is compared to Z → ee signal Monte Carlo that is generated with different
values of the wma. These comparisons consist of the calculation of the compatibility of the pairs of
distributions in χ2 tests. To create the different template Monte Carlo samples one approach would be to
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generate a set of signal Monte Carlo samples with equal amount of statistics and perform the full detector
simulation, reconstruction and selection on them. Because this procedure is consuming lots of time and
resources, the template samples are built from generator level only samples, that are used to reweight
the single official fully simulated signal Monte Carlo. This setup uses the official ATLAS software to
build the generator level inputs for these templates. This is validated by the comparison of a reweighted
template to a purposefully produced signal Monte Carlo both using a value of the weak mixing angle
of 0.235. This validation is shown for the muon channel of the common analysis this thesis is sharing
contributions with. It is shown that the two samples are agreeing in the AFB distribution well within the
statistical uncertainties [28].

The set of wma samples that is used to determine the weak mixing angle value in data is consisting of
19 generator level samples with a range from 0.218 to 0.236 in sin2 θeff

W , parametrised in the generator
options. The samples are also generated with the PYTHIA event generator and use about 40 million
events each. To change the wma in the PYTHIA configurations the command pydat1 paru 102 wma with
weak mixing angle value sin2 θeff

W = wma is adapted accordingly. The mentioned samples were produced
on behalf of the common analysis [28] by Kristof Schmieden [71].

These generator level samples are used to build event maps in the distributions of cos θ∗CS and mee for
true electron pairs originating from the generated Z-boson. Here the values of cos θ∗CS are defined with
respect to the true incoming quark direction in LO interpretation of the PYTHIA events. Further the
electrons are selected to match the born-level description of the generator output where the FSR has
not yet changed the properties of the electrons. Depending on the channel these maps are selected for,
acceptance requirements are applied on the electrons: For the CC channel both electrons have to be
produced within the central detector acceptance |ηtrue

e1,2
| < 2.5 and their transverse momentum has to be at

least ptrue
T > 25 GeV. The CF channel requirements are to keep events with one central and one forward

electron according to |ηtrue
ec
| < 2.5 and 2.5 < |ηtrue

e f
| < 5. Here also a minimum transverse momentum

requirement of ptrue
T > 25 GeV is applied.

For the reweighting procedure the maps are classified as target (tar) and reference (ref) maps where the
ref map corresponds to the same wma value that is also used in the official signal Monte Carlo sample.
These maps are now used to build maps of weight in the same binning as in the tar and ref maps. The
weight maps are filled with the weights wi j = tari j/re fi j where i and j denote the bin numbers in mee

and cos θ∗CS . The uncertainties δwi j of these weight maps is calculated with respect to the statistical un-
certainties in the input maps tar and ref by taking into account (10.1).

δwi j =

√√(
δtari j

re fi j

)2

+

 tari j · δre fi j

re fi j
2

2

, δtari j =
√

tari j, δre fi j =

√
re fi j (10.1)

With these weight maps the fully simulated signal sample can be reweighted to the correspondingly
changed wma values. Here the statistical uncertainties of the weight maps are propagated to the reweighted
templates. Also bin-by-bin migration between truth and reco in the fully simulated sample is taken into
account. This is done by using the generator level quantities of the signal MC to gather the weight
corresponding to the respective event. While the bin contents ftemplate in the templates are filled by loop-
ing over the corresponding weights wi j in the weight maps, the uncertainties in a given bin δ ftemplate is
calculated by the quadratic sum of the weighted bin content and the sum over all contributing weights:

δ ftemplate =

√√√ n∑
k=1

δwk

2

+
(
w̄
√

n
)2
. (10.2)
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Here n is the number of events, wk the weight of event k and w̄ the average weight of events in the
corresponding bin. As the weights being added are highly correlated their uncertainties are added lin-
early.

Additionally it is recommended for this treatment to reweight the PDF used in these templates to the
central PDF of the MSTW2008LO PDF set [68].

It is shown in Fig. 10.1 that the reweighting in wma does not affect the mean of the invariant mass
distributions of the template samples.
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Figure 10.1.: Truth mean di-electron invariant
mass in the mass range 80 GeV to 100 GeV for dif-
ferent values of sin2 θeff

W . No systematic change of
the Z mass with respect to sin2 θeff

W is visible. The
distributions mean values are obtained from corre-
sponding weight map inputs with truth quantities
that are used in the extraction of the CC channel.

reweight eight 

full simulation
2

data
AAAAAAfb 

spectrum

MC
AAfb 

spectrum

sinn22
w

MC-truth
generation

MMll  vs. coss *

Figure 10.2.: Schematic overview of the extrac-
tion of the weak mixing angle using MC
templates. Taken from CERN-THESIS-2012-
332 [71]1.

The AFB distributions, that are built from the template samples, can now be compared to background
corrected data distributions in the range of 70−250 GeV separately for CC and CF channel. This is done
by the previously introduced calculation of χ2 tests, as described in (10.3) for the combination of the
template j and the to be tested distribution referred to as probe.

χ2
j =

N∑
i=1

(
probei − templatei j

)2

σ(probe)2
i + σ(template)2

i j + σ(systematic)2
i

(10.3)

Here N is the number of bins in the AFB spectrum (N = 17) and σ(probei) (σ(templatei j)) corresponds
to the uncertainty on the asymmetry in the i-th mass bin for the corresponding probe (template j) sample.
The probe sample can be either the measured and background corrected distribution from data or a
sample of modified signal Monte Carlo input. The contributions denoted with template are always the
reweighted Monte Carlo templates, that contain the variation in sin2 θeff

W . The statistical uncertainties of
the probe (template j) sample in the bins are calculated by

σ =
2

( f + b)2

√
( f · δb)2 + (b · δ f )2, (10.4)

1This figure is yet an unofficial update from the internal supporting note and draft of the public document to the figure shown
based on Figure 6.5 of the ATLAS thesis by Kristof Schmieden [71].
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where f (b) is the number of forward (backward) event and δ f (b) is the corresponding uncertainty in the
selected mass bin. This is a only using gaussian error propagation of the uncertainties to the asymmetry
calculation formula (2.3.8) defined in Sec. 2.3. Additionally systematic uncertainties can also be taken
into account in this calculation. This is done in Sec. 10.3 to derive the impact of systematical variations
on the extracted wma values. In Fig. 10.2 the schematic flow of this extraction setup is summarized.
The resulting χ2 results of 19 templates can be histogramised with respect to the corresponding value of
sin2 θeff

W and fitted by a parabolic function:

χ2(x) = a + b · (x − c)2. (10.5)

Here the mean of the polynomial c is the central value of this extraction, whereas the width is ob-
tained by reading off the width w = x2 − x1 of the parabola with χ2(x1,2) = χ2

min + 1. This width
is related to the fit uncertainty σ = w

2 . When only taking into account the statistical uncertainties of
either the probe or templates, this uncertainty can be interpreted as the statistical uncertainty of the re-
spective source. If also the systematical uncertainties are used the combined uncertainty can be read
off.

10.2. Closure Test and Extraction of sin2 θeff
W

With the extraction scheme discussed above firstly the consistency of the method has to be shown. This
closure test is using either the unmodified AFB distribution of the signal MC or the central template
corresponding to the wma value of 0.232 as probe distribution in the extraction as pseudo data. This is
shown in Fig. 10.3 comparing the unweighted signal Monte Carlo distribution to the set of templates. The
extracted values for the wma are close to the default value of 0.232. In the CC channel the agreement
is better than in the CF channel. Here the same result is achieved using the probe template with the
PYTHIA default value or the unweighted signal MC. Also there is only a small variation in the impact of
the fitted uncertainty when either using the statistical uncertainties of only the probe or only the template
in the fit. These errors are used further as the statistical uncertainties due to the templates and the statistics
of the signal Monte Carlo. For the CC and CF channel the values obtained for the minimum of the χ2

parabola is well below the number of degrees of freedom in this extraction. This is because the templates
and the probe distribution are highly correlated.

In Fig. 10.4 the background corrected data distribution is used to extract the nominal values for sin2 θeff
W

as well as the statistical uncertainty of the data distribution. The data statistics error is derived by only
taking the statistical uncertainty of the data sample into account when performing the extraction. The
quadratic sum of the individually extracted statistical uncertainties of the data distribution and of the
Monte Carlo uncertainty in the templates is consistent with the values of the combined statistical error,
when using both sources of uncertainty in the same fit.

10.3. Systematics in sin2 θeff
W extraction

Systematic uncertainties on the wma are evaluated by using the AFB distributions with the respective
variations as probe in the extraction and calculating the difference to the default result. Alternatively
the systematic variations can be extracted by using the systematics term in (10.3) to take into account
additional systematic uncertainties and subtract the nominal statistical uncertainty quadratically from the
combined uncertainty.

104



10.3. Systematics in sin2 θeff
W extraction

W
θ2sin

0.218 0.22 0.222 0.224 0.226 0.228 0.23 0.232 0.234 0.236

2
χ

0

200

400

600

800

1000

1200
MC 2011 closure

(a)

W
θ2sin

0.218 0.22 0.222 0.224 0.226 0.228 0.23 0.232 0.234 0.236

2
χ

0

500

1000

1500

2000

2500

3000

3500

MC 2011 closure

(b)

Figure 10.3.: Closure spectra of the Z/γ∗ candidates in the CC (a) and CF (b) channel.
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Figure 10.4.: Extraction spectra of the Z/γ∗ candidates in the CC (a) and CF (b) channel. The extraction
in these figures only uses statistical uncertainties of data.
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10.3.1. Backgrounds in sin2 θeff
W extraction

The systematic variations of the background samples, that are discussed with respect to the AFB dis-
tributions in Sec. 9.3.3, are also evaluated in the extraction of sin2 θeff

W . The samples that contribute
are

1. Electroweak single boson production

2. Electroweak Diboson production

3. tt̄ production

4. QCD processes with light jets and electrons in the final state.

Here the electroweak and tt̄ contributions are grouped and referred to as “EW” backgrounds in the fol-
lowing.

The impact of a background contribution to the systematic uncertainty is evaluated by omitting the sam-
ple(s) the background correction of data. As this is overestimating the systematic uncertainty on the
single contributions, the background correction uncertainty for the Monte Carlo based backgrounds is
estimated by 10% of the variation. This is still a conservative estimate on the cross section uncertainty
on the respective samples. To evaluate the contribution of the W → eν background specifically, which
was a requested cross check for the ATLAS internal documentation, this background is varied in addition
also by ±100% in the CC channel. This contribution is additionally added to the combined background
uncertainty but does not have a sizable impact.

The uncertainty due to the variation of the multijet background is also taken into account for the system-
atic uncertainty by treating the variation due to the omission of the respective contribution by 10%. As
discussed above the correction of the multijet contribution is providing a dilution correction only. This is
due to the fact that the multijet background is flat in terms of AFB, as explained in Sec. 9.3.3.

The tables 10.1 and 10.2 list the different contributions to the propagated systematic uncertainty on
the background correction. The effects listed there are the fitted values of sin2 θeff

W as well as the full
deviation with respect to the default AFB distribution with all background corrections applied. Addi-
tionally in Tab. 10.2 the variation due to the alternative background correction is shown. This varia-
tion gives negligible difference to the default multijet template. Therefore the total systematic uncer-
tainty is estimated by using 10% of the effect of the omission of the multijet background corrections
(18 · 10−5).

Backgrounds used in correction fitted sin2 θeff
W difference to fully corrected data

no correction 0.22811 23 · 10−5

all but multijet 0.22791 4 · 10−5

all but EW 0.22805 18 · 10−5

all but W → eν 0.22786 -0.8 · 10−5

all plus W → eν 0.22789 1.4 · 10−5

All 0.22787 −

Table 10.1.: Impact of background subtraction on the extracted sin2 θeff
W value in the electron CC channel.
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Backgrounds used in correction fitted sin2 θeff
W difference to fully corrected data

no correction 0.23165 218 · 10−5

all but multijet 0.23123 176 · 10−5

all but EW 0.22914 -34 · 10−5

EW and alternative multijet 0.22938 -9 · 10−5

only alternative multijet 0.22872 -75 · 10−5

All 0.22947 −

Table 10.2.: Impact of background subtraction on the extracted sin2 θeff
W value in the electron CF channel.

10.3.2. Systematic PDF uncertainty in sin2 θeff
W extraction

In most cases both strategies of the calculation of the systematic uncertainty result similar results. This
is not the case for the uncertainties due to PDF variation. Here the individually varied distributions
have a too high influence on the slope of the AFB line shape. For this reason the calculation of the PDF
uncertainty in the sin2 θeff

W extraction is required to take all distributions of the eigenvector variations
into account as probe in the χ2 fits. The related uncertainty of the PDF has to be determined from the
variation of the final quantity, calculated by taking into account every variation of the corresponding PDF
eigenvectors. The results of these pseudo data extractions of the PDF varied Monte Carlo distributions
are plotted in Fig. 10.5. Using the PDF variations of the AFB distribution to build an uncertainty envelope
that is fed into the wma extraction leads to a drastic underestimation of the systematic impact on the value
for sin2 θeff
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Figure 10.5.: Impact of variations to the central MSTW2008LO and all CT10 PDF sets in CC (a) and
CF (b) channel. The first bin contains the difference found in sin2 θeff

W between using the default
MSTW2008LO and the central PDF of the CT10 set in the CC (a) and CF (b) channel. All other bins
show the difference between the 90% CL up / down variation of the 26 eigenvectors and the central PDF
of the CT10 PDF set.

The PDF variations of the CT10 PDF, as discussed in Sec. 9.3.2, are evaluated at 90% CL, whereas
all other uncertainties are corresponding to 1σ and correspond to 68% CL uncertainties. The resulting
PDF systematic uncertainty is scaled by 1

1.64 to get 1σ correspondent uncertainties as recommended in
[37].
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Systematic uncertainty Deviation [10−5]
PDF 91
Energy Scale 35
Energy Smearing 42
Electron scale factors 1
Pile-up 8
Background 3
MC statistics 47
EWK HO corrections 6
QCD HO corrections 32
Total 121

Table 10.3.: CC channel systematic uncertainty
results.

Systematic uncertainty Deviation [10−5]
PDF 46
Energy Scale 57
Energy Smearing 45
Electron scale factors 4
Pile-up 5
Background 18
MC statistics 23
EWK HO corrections 6
QCD HO corrections 10
Total 92

Table 10.4.: CF channel systematic uncertainty
results.

10.3.3. Summary of systematic uncertainties in sin2 θeff
W extraction

Taking all known sources of systematic variations into account, the combined error on the extracted
values for sin2 θeff

W in the two analysis channels can be added up quadratically. This is because the
sources of systematic variations are expected to be uncorrelated. The contributions to the combined
systematical uncertainties are listed in Tab. 10.3 for the CC channel results and in Tab. 10.4 for the CF
channel results.

Aside the statistical uncertainty of data, the dominating uncertainties are the variations of the PDF eigen-
vectors and the influence of the energy scale and resolution uncertainties. The systematic uncertainty
due to the limited statistics of the signal Monte Carlo were already reduced by about a factor two by in-
creasing the statistics of the wma template inputs as well as the fully simulated signal sample by a factor
four in the number of events. Further the uncertainties due to the estimate of higher order corrections in
additional EW and QCD contributions to the signal process are at least in the CC channel also providing
a non-negligible contribution to the overall systematic uncertainty.

10.4. Results

The extracted value of the weak mixing angle from the CC channel is:

sin2 θeff
W CC = 0.2279 ± 0.0009(stat.) ± 0.0012(syst.) = 0.2279 ± 0.0016(tot.)

and from the CF channel is:

sin2 θeff
W CF = 0.2295 ± 0.0007(stat.) ± 0.0009(syst.) = 0.2295 ± 0.0011(tot.).

The results above, already in the early point in terms of the lifetime of a LHC experiment, are limited in
precision by the influences of systematic uncertainties.

When combining the two measurements the impact of the statistical and some systematical uncer-
tainties can be reduced. All systematics are treated as fully correlated uncertainties except the error
from MC statistics and the uncertainties derived from varying the energy scale and smearing correc-
tions.
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Figure 10.6.: Closure with systematic uncertainties on the spectra of the Z/γ∗ candidates in the CC (a)
and CF (b) channel.
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Figure 10.7.: Extraction with systematic uncertainties on the spectra of the Z/γ∗ candidates in the CC (a)
and CF (b) channel.
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Following this procedure, a combined (CC + CF) result is obtained:

sin2 θeff
W comb = 0.2288 ± 0.0004(stat.) ± 0.0009(syst.) = 0.2288 ± 0.0010(tot.).

The dominating systematics are the uncertainties derived from the PDF eigenvector variations. Sublead-
ing contributions are the variations due to the energy calibration as well as the statistical limitations on
the signal Monte Carlo.

10.4.1. Comparison to previous experimental results

As introduced in Sec. 2.3.2 the current precision of the world average in the measurement of the weak
mixing angle is dominated by the measurements of the LEP and SLC experiments. These experiments
used electron-positron colliders to produce “clean” samples of Z-events at varying center of mass en-
ergies around the Z resonance. This way energy scale uncertainties have very low influence on the
measurement. Further the influence of PDF is not present as well the effect of dilution in the initial
state. The estimate of background contributions and identification systematics is largely depending on
the individual analysis channel. On the other hand the purity of the polarisation of the electron beams
used at the SLC as well as the b quark identification and the different value of the effective weak mix-
ing angle for processes including quarks - and especially b quark vertices as introduced in Sec. 2.3.2
- have to be added to the systematic sources of uncertainties, that are not used in the analysis of this
thesis.

Comparing the combined result from the LEP and SLC experiments to the previously mentioned results
of this thesis, the extracted values of sin2 θeff

W differ by about 1.8 to 2.7 standard deviations from the
previous result depending on the channel. On the other hand the results obtained in this study are in
perfect agreement with the central value of the result obtained by the CMS experiment. This result
shows an almost identical offset with respect to the world average but is derived with less data using a
different extraction method. Therefore the difference in terms of standard deviations is smaller than one
only because of the resulting combined uncertainty of the CMS result.
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Figure 10.8.: Comparison of the PDG global fit expectation of sin2 θeff
W and different experimental results.
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Source sin2 θeff
W ∆/σ (w.r.t.

LEP/SLC)
∆/σ (w.r.t.

ATLAS comb.)
∆/σ (w.r.t.

ATLAS electrons
comb.)

ATLAS, electrons CC 0.2279 ± 0.0016 -2.3 – –
ATLAS, electrons CF 0.2295 ± 0.0011 -1.8 – –
ATLAS, electrons comb. 0.2288 ± 0.0010 -2.7 – –
ATLAS, muons 0.2293 ± 0.0015 -1.5 – –
ATLAS, combined 0.2290 ± 0.0010 -2.5 – –
CMS [42] 0.2287 ± 0.0032 -0.9 -0.1 ≤ ±0.1
D0 [27] 0.2309 ± 0.0010 -0.6 1.3 1.5
CDF [24] 0.2329 ± 0.0012 1.1 2.4 2.6
LEP [17] 0.23221 ± 0.00029 – 3.1 3.3
SLC [17] 0.23098 ± 0.00026 – 1.9 2.1
LEP+SLC [17] 0.23153 ± 0.00016 – 2.5 2.7
PDG global fit [32] 0.23146 ± 0.00012 -0.4 2.4 2.6

Table 10.5.: Comparison of the sin2 θeff
W results with different experiments and the PDG global fit. Dis-

crepancies with respect to the LEP/SLC combination and the present results are shown as well.
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11. Summary and Outlook

The Standard Model (SM) of particle physics is a very successful and consistent theoretical parametri-
sations of the relation of three of the four fundamental forces and the particles at the sub-atomic scale. It
is based on the gauge invariant formalisation of the fundamental interactions of bosons to the fermions
that make up the known matter. The SM has been tested in various precision experiments and was found
to be consistent with their results. On the other hand the SM as we know it is assumed to only stand as
an effective theory of other more fundamental relations with respect to those that are currently included.
For example there are still the missing description of gravity, the unification of more than two forces and
the inclusion of the experimentally derived properties of cosmology. These cosmological measurements
imply, that the part of the known universe, which is described by the Standard Model, only describes less
than five percent of the overall energy content. The remaining parts are expected to be filled up by Dark
Matter and Dark Energy.

The precision of the predictions made by the SM within its regime is unprecedented by theories of similar
complexity. Because of this it has to be checked experimentally by improving the precision on key pa-
rameters of the SM if there are deviations showing up, that could give a hint towards some of the expected
expansions to the SM. One of the precision tests of the Standard Model can be performed on the mixing
parameter in the electroweak theory that relates the neutral current interactions of electromagnetism and
weak force. Further it relates in lowest order of perturbation theory the masses of the charged and neutral
boson of the weak force. In this thesis the weak mixing angle sin2 θeff

W is extracted from the asymmetry
between fermions and anti-fermions in the electroweak neutral current interaction, the forward backward
asymmetry (AFB). The AFB is defined upon the distribution of the polar angle between the incoming
quark (not anti-quark) and outgoing electron (e−). The process of pp→ Z/γ∗ + X → e+e− + X is studied
in two distinct regions of phase space.

Starting with a symmetric initial state, with respect of the probability of the direction of the incoming
quarks and anti-quarks of the colliding protons, the reference direction of the decay angle θ of the electron
with respect to the incoming quark is not determinable. The missing information leads to a dilution of
the spectra of AFB. The probability to correctly tag the direction of the incoming quark is correlated with
the longitudinal boost of the massive exchange boson. A high proton momentum fraction of an initial
quark is propagated to the boost of the Z boson. If the invariant mass of the quark-anti-quark pair in the
initial state is close to the Z mass, the anti-quark has to have a low proton momentum fraction.To take
advantage of this correlation, one is obliged to take into account final state electrons, that are boosted
to the highest detectable rapidities, while taking care of the signal purity. On the other hand on at least
one of the electrons in the pair the charge has to be measurable to tag the event to be either forward or
backward.

One option, that was chosen in this study, is to define the default channel using both electrons from
the central region of the ATLAS detector (CC ). These electrons are passing the tracking system, that
provides the charge information. The accessible reach of boson rapidities in this channel is limited by
the acceptance of the tracking system though. The other choice is to take one electron with charge in-
formation in the central region and pair it with a second electron from the forward region (CF ). This
way the reach in boson rapidity in increased and effect of dilution is reduced. The charge information
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is still accessible and the probability of charge mis-identification is studied and shown to be negligi-
ble.

To include the forward electrons in the analysis, the energy scale of the forward region had to be re-
calibrated. This was done in an inter-calibration attempt, using the central electron energy scale and
pairs of central and forward electrons at the Z resonance as reference. In this setup the systematical
uncertainty due to the central electron energy calibration as well as the systematical uncertainties due
to the inter-calibration method and other data uncertainty dependencies like pile-up are taken into ac-
count.

The analysis was performed with an integrated luminosity of
∫
L dt = 4.8 fb−1 collected in pp collisions

at
√

s = 7 TeV. It is using a forward folding technique to prepare template distributions with varied
values of the weak mixing angle to perform a χ2 test based extraction. As systematic uncertainties
several sources have been taken into account. The dominating sources are introduced by the current
knowledge of the PDF that has a strong impact on the precision. One other dominant uncertainty is the
estimated from the variation within the electron energy calibration, especially in the CF channel. The
fact that the forward electron energy calibration was derived, taking the calibration of the central electron
energies as input, leads to the need of propagating all known uncertainties through. The uncertainties of
the central electron energy calibration as well as the variation in conditions of simultaneous interactions
(pile-up) on the forward electron energy calibration were taken into account in this uncertainty. Therefore
the full uncertainty had to be added to the extraction of the weak mixing angle in the CF channel.
Subdominant uncertainties that are taken into account for the extraction are containing variations in the
electron dependent scale factors, the pile-up conditions as well as the level of background contributions
taken into account in the event selection.

The extractions in the two channels yield values for sin2 θeff
W of:

sin2 θeff
W CC = 0.2279 ± 0.0009(stat.) ± 0.0012(syst.) = 0.2279 ± 0.0016(tot.)

in the CC channel and:

sin2 θeff
W CF = 0.2295 ± 0.0007(stat.) ± 0.0009(syst.) = 0.2295 ± 0.0011(tot.)

in the CF channel.
The combination of the results above yields:

sin2 θeff
W comb = 0.2288 ± 0.0004(stat.) ± 0.0009(syst.) = 0.2288 ± 0.0010(tot.).

This is comparable or better than the precision currently published by the Tevatron experiments. The
Tevatron results are limited in precision by the statistics available to the experiments, while the results
discussed above are suffering from the limitations due to systematical variations. These results further
are more precise than the results found by the CMS Collaboration, using muon events with less statistics
and a slightly different extraction approach.

Current plans for analyses on the data collection period 2012 are to derive the so called angular moments,
that are in a way related to the AFB. These moments are taking in addition to the cosine of the decay an-
gle in a reference frame, e.g. the Collins-Soper frame that was used in this study, and also the azimuthal
angle and correlations between polar and azimuthal angles into account. With this set of parameters
further constraining of parton distribution functions can be performed, which are seen to be limiting the
current precision of the weak mixing angle extraction. The prospects towards the measurement of AFB
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and sin2 θeff
W in data taken after the long shutdown in 2015 is also not as straight forward as just redoing

the study presented above. The proposed conditions of data taking from 2015 on imply that the level
of simultaneous interactions is increasing drastically. Therefore the inclusion of the channel that uses
forward electrons is problematic in that respect that the level of background contributions to the selec-
tion will increase, while the signal and background separation will worsen. This of course assumes that
there will not be major updates to the detector. Additionally it is possible that the trigger thresholds for
single electron signatures will have to be prescaled. Alternative unprescaled single electron triggers are
expected to require very high thresholds in pT. On the other hand it is foreseen to study to expand the
reach of the trigger and tracking system towards higher rapidities of about |η| = 2.8 or 3.2. This would
increase the accessibility of charge measurement as well as more powerful signal to background separa-
tion. Unfortunately these updates are only proposed so far and will not be installed before about 2017
into the ATLAS detector. It is expected to slowly increase the precision on the weak mixing angle deter-
mination with more measured events on the one hand and better understanding, experience in modeling
of the experimental and theoretical uncertainties on the other.

On top of the measurement at the Z boson resonance the potential appearance of an additional very heavy
weak neutral gauge boson like a Z′ is expected to be visible in the distribution of AFB with respect to the
invariant mass of the final state. A deviation of the measured and background corrected line shape of the
AFB distribution from the expected saturation at high invariant masses would imply an indirect contribu-
tion of such a new physics process. If a resonance as predicted by the various Z′ models could be found,
also the running of the weak mixing angle at scales above the Z resonance could be performed. On the
low end of the spectrum of accessible scales µ the proposed experiments to study the weak mixing angle
at electron - proton scattering e.g. at the MESA facility in Mainz could further increase the precision on
the value of the weak mixing angle. Each of these direct measurements in resonant production at LHC or
at MESA are in the long run expected to be able to reach or surpass the precision of the two most precise
results achieved by the LEP and SLC experiments and their combined result. This can be achieved by
progressing understanding of the detector performance as well as more advanced background separation
techniques for the LHC experiments. Also the predictions of higher order corrections to the process at
MESA as well as the inclusion of LHC data into new PDFs for the ATLAS and CMS measurements are
expected to yield better estimates of the related uncertainties.
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A. Monte Carlo inputs

This appendix contains the full list of Monte Carlo samples used in the analysis with the ATLAS specific
production tags and event generation production numbers. The analysis uses Monte Carlo samples from
the MC11c production campaign.

Z → ee

• mc11 7TeV.106046.PythiaZee no filter.*.e815 s1272 s1274 r3043 r2993 p833 (10 M events for
early studies)

• mc11 7TeV.106046.PythiaZee no filter.*.e815 s1272 s1274 r3043 r2993 p1035 (40 M events for
later results)

Diboson

• mc11 7TeV.105985.WW Herwig.*.e825 s1310 s1300 r3043 r2993 p833

• mc11 7TeV.105986.ZZ Herwig.*.e825 s1310 s1300 r3043 r2993 p833

• mc11 7TeV.105987.WZ Herwig.*.e825 s1310 s1300 r3043 r2993 p833

tt̄

• mc11 7TeV.105200.T1 McAtNlo Jimmy.*.e835 s1272 s1274 r3043 r2993 p833

W → eν

• mc11 7TeV.107680.AlpgenJimmyWenuNp0 pt20.*.e825 s1299 s1300 r3043 r2993 p833

• mc11 7TeV.107681.AlpgenJimmyWenuNp1 pt20.*.e825 s1299 s1300 r3043 r2993 p833

• mc11 7TeV.107682.AlpgenJimmyWenuNp2 pt20.*.e825 s1299 s1300 r3043 r2993 p833

• mc11 7TeV.107683.AlpgenJimmyWenuNp3 pt20.*.e825 s1299 s1300 r3043 r2993 p833

• mc11 7TeV.107684.AlpgenJimmyWenuNp4 pt20.*.e825 s1299 s1300 r3043 r2993 p833

• mc11 7TeV.107685.AlpgenJimmyWenuNp5 pt20.*.e825 s1299 s1300 r3043 r2993 p833

W → τν

• mc11 7TeV.107700.AlpgenJimmyWtaunuNp0 pt20.*.e825 s1299 s1300 r3043 r2993 p833

• mc11 7TeV.107701.AlpgenJimmyWtaunuNp1 pt20.*.e825 s1299 s1300 r3043 r2993 p833

• mc11 7TeV.107702.AlpgenJimmyWtaunuNp2 pt20.*.e825 s1299 s1300 r3043 r2993 p833

• mc11 7TeV.107703.AlpgenJimmyWtaunuNp3 pt20.*.e825 s1299 s1300 r3043 r2993 p833

• mc11 7TeV.107704.AlpgenJimmyWtaunuNp4 pt20.*.e825 s1299 s1300 r3043 r2993 p833

• mc11 7TeV.107705.AlpgenJimmyWtaunuNp5 pt20.*.e825 s1299 s1300 r3043 r2993 p833

Z → ττ

• mc11 7TeV.106052.PythiaZtautau.*.e825 s1356 s1353 r3043 r2993 p833
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B. PDF Reweighting

PDF reweighting is used in this thesis to extract the value of sin2 θeff
W and to estimate its error due to the

uncertainty on the PDF. This section reports on the studies performed to validate the PDF reweighting
using a special PYTHIA sample, that was generated at the truth-level (no detector simulation) using a
different PDF set (MSTW2008LO).

The new sample contains two million events, and its dataset name is

• mc11 7TeV.129997.PythiaZee no filter MSTW2008LO.evgen.*.e1578

The reweighting is performed using the method outlined in the ATLAS PDF reweighting twiki:

• https://twiki.cern.ch/twiki/bin/viewauth/AtlasProtected/PDFReweight

The version of the tool used to reweight D3PDs is PDFTool standalone-00-00-04, which works in con-
junction with the Les Houches Accord PDF Interface (LHAPDF) [72] version LHAPDF-5.8.8.

The PDF the PYTHIA signal Monte Carlo is using as default is listed in the LHAPDF sets as: MRSTM-
Cal.LHgrid(20651), and the new PDF set used in the reweighting is MSTW2008lo68cl.LHgrid(21000).
The tool is initialized with the following variables:

• beam energy

• input and output PDF

• PDF Scale (Z mass)

• the truth-level variables per event: x1, x2, id1, id2

Fig. B.1 shows the results of reweighting from MRST to MSTW, and from MSTW to MRST. As can be seen
in the plots, the AFB distributions agree well within statistical uncertainties.
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Figure B.1.: Results of weighting the truth-level MRSTMCal default PYTHIA sample to the
MSTW2008LO PDF (a). For completeness the MSTW to MRST conversion is also shown (b).
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B. PDF Reweighting
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C. Energy scale tables

In this section the detailed tables of the forward electron energy calibration are collected.

η bin Scale Factor [%] Smearing Constant
± stat ± sys ± stat ± sys

−4.90 < η < −4.00 3.49 ± 0.26 ± 0.79 0.043 ± 0.006 ± 0.021
−4.00 < η < −3.60 1.54 ± 0.14 ± 0.28 0.032 ± 0.004 ± 0.011
−3.60 < η < −3.35 3.23 ± 0.17 ± 0.48 0.047 ± 0.004 ± 0.011

(crack) −3.35 < η < −3.16 −4.33 ± 1.69 ± 23.5 0.182 ± 0.013 ± 0.413
−3.16 < η < −3.00 0.31 ± 0.20 ± 0.25 0.039 ± 0.003 ± 0.016
−3.00 < η < −2.90 −0.02 ± 0.19 ± 0.50 0.022 ± 0.001 ± 0.011
−2.90 < η < −2.80 −0.30 ± 0.19 ± 0.23 0.036 ± 0.003 ± 0.037
−2.80 < η < −2.70 0.51 ± 0.25 ± 0.50 0.040 ± 0.004 ± 0.024
−2.70 < η < −2.60 3.29 ± 0.16 ± 0.30 0.017 ± 0.005 ± 0.030
−2.60 < η < −2.50 1.23 ± 0.20 ± 0.46 0.000 ± 0.015 ± 0.022

2.50 < η < 2.60 0.56 ± 0.16 ± 0.48 0.014 ± 0.013 ± 0.033
2.60 < η < 2.70 1.84 ± 0.17 ± 0.30 0.031 ± 0.003 ± 0.035
2.70 < η < 2.80 −0.87 ± 0.20 ± 0.55 0.047 ± 0.003 ± 0.024
2.80 < η < 2.90 −0.61 ± 0.19 ± 0.12 0.033 ± 0.004 ± 0.019
2.90 < η < 3.00 −0.06 ± 0.20 ± 0.42 0.031 ± 0.004 ± 0.021
3.00 < η < 3.16 −0.03 ± 0.20 ± 0.42 0.041 ± 0.003 ± 0.022

(crack) 3.16 < η < 3.35 −4.12 ± 2.91 ± 34.6 0.164 ± 0.011 ± 0.522
3.35 < η < 3.60 2.45 ± 0.18 ± 0.41 0.041 ± 0.005 ± 0.016
3.60 < η < 4.00 0.23 ± 0.14 ± 0.28 0.044 ± 0.003 ± 0.014
4.00 < η < 4.90 2.65 ± 0.26 ± 0.63 0.036 ± 0.006 ± 0.056

Table C.1.: Scale factors and smearing constants per η bin for the forward electrons.
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C. Energy scale tables

η bin Statistics pile-up Fit range Fit variation Central ES
[%] [%] [%] [%] [%]

−4.90 < η < −4.00 0.27 0.55 0.29 −0.16 0.46
−4.00 < η < −3.60 0.14 0.19 0.01 −0.03 0.19
−3.60 < η < −3.35 0.17 0.46 0.04 −0.01 0.11

(crack) −3.35 < η < −3.16 1.69 10.6 7.21 −13.5 14.4
−3.16 < η < −3.00 0.20 0.13 0.19 −0.08 0.08
−3.00 < η < −2.90 0.19 0.49 0.01 −0.03 0.07
−2.90 < η < −2.80 0.19 0.21 0.07 0.00 0.07
−2.80 < η < −2.70 0.25 0.42 0.24 −0.12 0.07
−2.70 < η < −2.60 0.16 0.30 0.01 0.00 0.05
−2.60 < η < −2.50 0.20 0.45 0.03 0.00 0.05

2.50 < η < 2.60 0.16 0.41 0.03 0.00 0.24
2.60 < η < 2.70 0.17 0.25 0.06 −0.03 0.15
2.70 < η < 2.80 0.20 0.49 0.22 0.01 0.11
2.80 < η < 2.90 0.19 0.10 0.02 −0.04 0.05
2.90 < η < 3.00 0.20 0.37 0.09 −0.05 0.18
3.00 < η < 3.16 0.20 0.29 0.24 −0.11 0.16

(crack) 3.16 < η < 3.35 2.91 24.3 8.78 −18.9 13.2
3.35 < η < 3.60 0.18 0.23 0.07 0.01 0.34
3.60 < η < 4.00 0.14 0.18 0.01 0.03 0.21
4.00 < η < 4.90 0.26 0.51 0.10 −0.04 0.36

Table C.2.: Statistical and systematical uncertainties per η bin for energy scale for forward electrons.
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η bin Statistics pile-up Fit range Fit Variation Central ES closure
[10−3] [10−3] [10−3] [10−3] [10−3] [10−3]

−4.90 < η < −4.00 5.85 13.97 11.61 7.25 5.03 6.57
−4.00 < η < −3.60 3.58 3.52 3.55 1.30 4.44 8.16
−3.60 < η < −3.35 3.87 5.27 4.31 2.63 2.57 7.44

(crack)−3.35 < η < −3.16 13.25 337.25 103.37 182.09 85.48 74.35
−3.16 < η < −3.00 3.41 2.33 2.66 1.50 2.36 15.22
−3.00 < η < −2.90 1.33 6.83 0.46 0.20 6.42 5.31
−2.90 < η < −2.80 3.35 8.51 34.17 0.25 3.29 10.36
−2.80 < η < −2.70 3.99 9.16 2.12 2.37 4.53 21.59
−2.70 < η < −2.60 5.16 28.16 2.15 1.71 9.12 2.18
−2.60 < η < −2.50 15.10 9.51 5.88 1.03 18.19 5.18

2.50 < η < 2.60 13.08 22.66 1.74 0.54 18.53 15.79
2.60 < η < 2.70 3.14 23.99 1.68 0.10 5.85 25.29
2.70 < η < 2.80 2.94 5.20 2.32 0.16 3.21 22.76
2.80 < η < 2.90 3.70 3.75 1.85 2.52 1.86 17.98
2.90 < η < 3.00 4.19 9.85 1.86 1.92 2.78 18.42
3.00 < η < 3.16 3.29 6.91 4.83 3.34 2.46 20.15

(crack) 3.16 < η < 3.35 11.45 321.22 214.53 163.85 310.59 0.00
3.35 < η < 3.60 5.15 10.14 3.96 7.89 3.62 8.82
3.60 < η < 4.00 2.83 3.50 7.60 2.85 1.74 10.85
4.00 < η < 4.90 6.48 52.92 5.68 1.43 4.62 16.45

Table C.3.: Statistical and systematical uncertainties per η bin for resolution for forward electrons.
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