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The KM3NeT observatory hosts two undersea neutrino telescopes, ARCA and ORCA, located
at two abyssal sites of the Mediterranean sea. The detectors consist of a 3D array of optical
modules, each housing 31 3-inch photomultiplier tubes to detect the Cherenkov light emitted by
charged particles produced in neutrino interactions in water. Although still under construction,
both detectors are already in operation and use the same data acquisition model in compliance with
a triggerless-streaming readout approach. In this architecture all the data collected by the optical
modules are transmitted to shore, where online processes running on dedicated resources filter and
record the relevant data for physics analyses and calibration procedures. To accomplish the target
scientific goals, stringent constraints on the precision of the position and timing of the modules
are set. In particular the clock distribution must provide a nanosecond synchronisation of the
modules which are tens of kilometers away from the on-shore clock references and occupy a large
volume that, in the case of ARCA, will reach the cubic kilometer scale. This requirement is met
by exploiting the White Rabbit technology. During the initial phase of construction of KM3NeT,
the data acquisition system was based on a custom White Rabbit implementation that deviates
significantly from the standard design. This architecture concerns the first part (Phase 1) of ARCA
and it will be used for the complete construction of ORCA. Recently the submarine architecture of
the ARCA telescope was significantly revised to accomplish a mandatory optimisation necessary
to scale it to the cubic kilometer size. In this new scenario, which is referred to as the Phase
2 of ARCA construction, it was possible to revise also the implementation of the White Rabbit
technology for the experiment, aiming at a standard design.
In this contribution we review the evolution of the ARCA data acquisition system from Phase 1 to
Phase 2, focussing on the new design, its implementation with the new detector components that
were installed and are operational since the fall of 2024, and the integration of the Phase 1 and
Phase 2 sectors.
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1. Introduction

The KM3NeT Collaboration is deploying two large-scale neutrino detectors deep in the Mediter-
ranean Sea: KM3NeT/ARCA and KM3NeT/ORCA [4]. ARCA is focused on the detection of
high-energy cosmic neutrinos, targeting the TeV to PeV range to study astrophysical sources. In
contrast, ORCA is optimized for lower-energy atmospheric neutrinos in the GeV range, enabling
precise studies of neutrino oscillations. When a neutrino interacts with the medium, inside or
nearby the detector volume, it produces relativistic charged particles whose passage in the water
induce the emission of the Cherenkov light. Arrays of photomultiplier tubes (PMTs) housed within
pressure-resistant optical modules, known as Digital Optical Modules (DOMs) [5], are used for
detecting this light, providing data which will be used for estimating the energy and direction of the
charged particles. From these, the ones of the parent neutrino are inferred. The DOMs are arranged
vertically along flexible lines called Detection Units (DUs) which are anchored to the seafloor and
kept taut with submersed buoys.

To achieve the precise timing and positioning required for accurate event reconstruction, the
DOMs must be synchronized with precision of O(1) ns and located with an accuracy of O(10)
cm. Timing synchronization is managed via the White Rabbit protocol, a high-precision timing
system originally developed at CERN: onshore White Rabbit switches distribute the clock signal
from a GPS source to the electronic boards inside the DOMs offshore, which run a White Rabbit
core on their Field Programmable Gate Arrays. In parallel, an acoustic positioning system ensures
accurate module localization: emitters placed in the seafloor infrastructure send acoustic waves that
are picked up by receivers located inside the DOMs and on the DU anchors. By triangulating these
signals, the positions of all modules can be determined with the necessary precision.

The KM3NeT Data Acquisition System (DAQ) is responsible for orchestrating the control of
the DOMs, including the configuration of the PMTs, managing the collection of optical, acoustic,
and monitoring data, and handling the processing of this information at the shore stations.

Although sharing the same detection principle, ARCA and ORCA differ in their network
configuration, leading thus to different architectures of the onshore and offshore elements. ORCA
and the first 30 DUs (Phase 1) of ARCA exploit a customized implementation of the White Rabbit
protocol for time and data distribution, known as "Broadcast". The other DUs of ARCA (Phase 2)
are designed to support the standard White Rabbit protocol.

The ARCA data acquisition network and the shore station resources have been configured to
handle both "Broadcast" and "Standard White Rabbit" architectures so as to take and process data
from the whole detector.

2. The KM3NeT detectors

The vertical Detection Units (DUs) of the KM3NeT detectors have 18 DOMs each and they
are anchored to the seabed at a depth of ∼3500 m in ARCA and of ∼2450 m in ORCA. Each DOM
contains 31 3-inch photomultiplier tubes which provide almost the full solid angle coverage. DUs
are grouped in building blocks of 115 DUs. Currently (September 2025), ARCA and ORCA have
51 DUs and 28 DUs respectively. The footprint of ARCA showing the status in July 2025 is shown
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• 2	DUs	(n.	6-7)	to	JB1	

• CB	+	IU		

• 2	DUs	(n.	35-42)	to	JB4		

• 1	DU	(n.	47)	to	JB5	

• MH	(multidisc.	proj.)
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Phase-1

Figure 1: Seafloor map (as of July 2025) of the first building block (115 Detection Units) of ARCA. Detection
Units (circles) of Phase 1, with the Broadcast architecture, are highlighted by the red contour. All others
follow the Standard White Rabbit architecture. The colors of the circles represent the year of deployment.
MEOC (Main Electro Optical Cable), CTF (Cable Termination Frame), JB (Junction Box), CB (Calibration
Base), IU (Instrumentation Unit), MH (Marine Hazard) are other elements of the detector seafloor network,
not discussed here.

in Fig. 1. At completion, ARCA will be composed of 2 building blocks, while ORCA of 1 building
block.

The core of the DOM’s readout system is the Central Logic Board (CLB) [6], which manages
data acquisition from the 31 PMTs, a piezoelectric sensor which is part of an acoustic triangulation
positioning system, and other integrated environmental and system monitoring sensors. The CLB
handles data transmission via optical fibers to the shore station for further processing.

At the base of each DU, on the anchoring frame, a titanium pressure-resistant vessel called
Base Module contains the power distribution electronics, a dedicated CLB for controlling the power
system, and, in the case of the Standard White Rabbit architecture, two White Rabbit switches,
featuring custom-designed backplanes developed by the KM3NeT collaboration. They act as
aggregation points for DOMs data and as nodes of the White Rabbit network, synchronizing the
CLBs of the DU. The Base Module of the Broadcast and Standard White Rabbit Detection Units
are shown in Fig. 2.
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Figure 2: KM3NeT/ARCA Base Modules: Broadcast (in the foreground) and Standard White Rabbit (in the
background). The red backplanes of the Wet White Rabbit switches are clearly visible in the Standard White
Rabbit Base Module.

3. The Broadcast architecture

The Broadcast architecture is implemented in the optical [12] and networking systems of
the initial 30 DUs of ARCA as well as in all DUs of ORCA. This architecture is characterized
by an asymmetric, proprietary communication scheme between the shore station and the detector
CLBs. Specifically, timing signals and control commands are distributed from the shore to all
CLBs via a single downstream optical broadcast channel, while each CLB uses a dedicated uplink
to transmit data and command acknowledgments to standard frontend switches (DFES, DOM Front
End Switches) located onshore. In this configuration, the DOM CLBs do not engage in the standard
White Rabbit protocol and do not emit White Rabbit packets. Instead, a modified White Rabbit
protocol is employed using a custom White Rabbit switch referred to as the Broadcast switch. This
switch transmits the Precision Time Protocol timestamps 𝑡1 and 𝑡2 along with all relevant control
messages, to the CLBs of the DOMs. However, the CLBs do not return their local timestamps
𝑡3 and 𝑡4, thus preventing a complete Precision Time Protocol exchange and precluding accurate
master-to-slave delay measurement and compensation. Consequently, the PMT timestamps are
affected by the uncalibrated one-way propagation delay from shore to the DOMs, which is later
corrected at the trigger level through a dedicated calibration. By contrast, the CLBs located within
the DU Base Modules are integrated into a separate, bidirectional White Rabbit synchronization
path. These CLBs are connected to a different custom White Rabbit switch onshore, referred to as
the Level 1 (L1) switch. Unlike DOMs, the Base Module CLBs do respond with their Precision
Time Protocol timestamps, enabling a complete White Rabbit protocol exchange and precise timing
synchronization. The L1 switch is itself connected upstream to the Broadcast switch, forming a
hierarchical White Rabbit topology. Monitoring data and responses to control commands from the
Base Module CLBs are likewise redirected to the standard switch fabric. This situation is depicted
in Fig. 3.

To mitigate the risk of broadcast-induced packet loops in the switching network, the switches
used to interface the frontend and White Rabbit switches with the Trigger and Data Acquisition
systems are managed through Software Defined Networking (SDN) techniques [13]. These switches
are shown in Fig. 3 labelled as SCSF (Star Center Switch Fabric) and SCBD (Slow Control and Base
Data). The SDN rules explicitly define all permitted communication flows, enforcing deterministic
routing by mapping packets to specific ports and preventing unintended circulation within the

4
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switching fabric.

4. KM3NeT/ARCA: the Standard White Rabbit architecture

Due to constraints on the number of optical fibers available in the deployed submarine electro-
optical cables connecting the ARCA shore station to the deep-sea infrastructure, the Broadcast
architecture is not scalable to the full deployment of the ARCA detector. As a result, its use
is limited to the initial set of 31 Detection Units. For the remaining DUs, a different optical
and synchronization architecture has been implemented, known as the Standard White Rabbit
architecture.

In this configuration, the Base Module (shown in Fig. 2) has been re-engineered to accommodate
two White Rabbit switches, each composed of standard switching core boards integrated with
custom-designed backplanes tailored to the mechanical constraints of the pressure-resistant housing.
These underwater switches, referred to as Wet White Rabbit switches (WWRS-A and WWRS-B),
are connected via bidirectional optical fibers to their onshore counterparts, known as Dry WR
switches. The Dry switches are standard White Rabbit switches that provide synchronization and
control messages to the Wet switches using the standard White Rabbit protocol; the Wet switches,
in turn, synchronize and handle data communication with the CLBs inside the DOMs of the DU
through standard master-slave White Rabbit exchanges over bidirectional optical links.

This design allows the entire DU to be serviced using only two optical fibers in the submarine
cable, each serving as an uplink from the Wet switches to the Dry switches, carrying both timing
and data signals. Typically, each Wet switch manages communication with 9 DOMs, while 12
CLBs are connected to both switches to implement redundancy. These dual connections can be
activated in the event of a primary link failure, ensuring operational continuity. Furthermore, the
two Wet switches are interconnected, enabling synchronization between them and rerouting of data
to shore via the functional uplink in case one uplink fails.

The 1 Gbps bandwidth of each Wet switch uplink exceeds the average total DU data throughput
(∼250 Mbps) by a factor of four, providing ample bandwidth for data transmission. Onshore, a
network of White Rabbit switches disciplined by a GPS-referenced clock synchronizes all Dry
switches. In particular, a single Grand-Master White Rabbit switch distributes the clock to a layer
of standard White Rabbit switches named Bridge, which in turn synchronize the Dry switches for
the Standard White Rabbit sector and the Broadcast switches for the Broadcast sector. The data
transmitted from the Dry switches are then aggregated through standard Ethernet switch fabrics
(named DryFES, Dry Front End Switches) for further processing and storage. This situation is
schematized in Fig. 3.

5. The Data Acquisition System

Communication between the KM3NeT shore stations and the detector’s CLBs is established
via an Ethernet-based optical fiber network, which also supports the White Rabbit protocol. The
KM3NeT data acquisition follows a triggerless readout architecture: no trigger logic is implemented
offshore. Instead, all raw data collected from the PMTs and acoustic sensors are continuously
streamed to the shore station.

5
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Each DU generates an average data throughput of approximately 250 Mbps. Only a small
fraction of this bandwidth is consumed by traffic related to monitoring sensors, control command
acknowledgments from CLBs, and White Rabbit protocol packets.

At the shore station, incoming optical and acoustic data streams are routed through a standard
Ethernet switch fabric to the Trigger and Data Acquisition System. This system is composed of
multiple processing stages, implemented as C++ software components running on dedicated servers.

The initial processing layer consists of DataQueue processes, modular programs that ingest
incoming data from the CLBs and aggregate PMT and acoustic packets into unified time frames.
These time-sliced data sets are then passed to the second processing stage: the DataFilter layer
[7]. Here, filtering algorithms, implemented using the KM3NeT software framework Jpp [8], are
applied to identify and extract physics-relevant events from the continuous data stream.

The filtered events are subsequently handled by output processes that serialize the data into
ROOT format files [9], which are stored on local servers at the shore stations. Copies of these files
are also automatically transferred to off-site storage facilities, specifically CNAF-INFN (Italy) and
CC-IN2P3 in Lyon (France), for redundancy and long-term preservation.

The configuration, coordination, and execution of data acquisition are managed by the Control
Unit [10], a suite of software services with a web-based interface used to configure, start, and stop
acquisition sessions specifying the active DOMs, data-taking parameters, and trigger configurations.
The Control Unit also collects monitoring data from auxiliary DOM sensors, which it logs into the
central database of the experiment.

Both the Trigger and Data Acquisition and Control Unit components are deployed and managed
using an automated orchestration framework based on Ansible [11]. The modular and scalable
architecture of the DAQ system allows it to grow in parallel with detector expansion: as more DUs
are installed and overall data volume increases, the system can be seamlessly scaled by adding
network switches and deploying additional instances of the processing services on new computing
nodes.

6. KM3NeT/ARCA: the hybrid scenario

The ARCA detector is designed to operate simultaneously with DUs of both the Broadcast
and Standard White Rabbit architectures, treating them as a unified system. The scheme of the
hybrid network is shown in Fig. 3. To manage this, specific DataQueue processes are assigned to
handle the data from the Broadcast DUs, while others handle the data from Standard White Rabbit
DUs. All DataQueues forward the assembled data to the DataFilter processes, which apply trigger
algorithms across the entire detector dataset. At the shore station, a dedicated standard switch,
named STRIDAS, aggregates and routes raw data traffic from both DU architectures, as well as
communication with the Control Unit and the filtered data exchanged between the DataQueues,
DataFilters, and the data writing processes. Because of the architectural differences between the
Broadcast and Standard White Rabbit networks, their respective data streams are isolated using
separate VLANs configured on the STRIDAS switch. Additionally, the Central Logic Boards in
each sector are assigned distinct IP address ranges to prevent cross-traffic. The Control Unit, which
interfaces with both network sectors, connects to the STRIDAS switch via two separate network
interfaces, each assigned to a different IP subnet.

6
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7. Conclusions

In this contribution, we have outlined the evolution of the data acquisition network for Phase 2 of
KM3NeT/ARCA. The shore station’s switching and computing infrastructure has been redesigned to
support both the Phase 1 Broadcast and Phase 2 Standard White Rabbit architectures simultaneously.
This hybrid approach ensures reliable data acquisition from all deployed Detection Units regardless
of the architecture, and provides the scalability required for the full deployment of the detector.

References

[1] R. Coniglione et al. [KM3NeT], KM3NeT Time Calibration, PoS ICRC2019, 868 (2021).
https://doi.org/10.22323/1.358.0868

[2] White-Rabbit website: https://www.white-rabbit.tech/

[3] S. Viola et al. [KM3NeT], KM3NeT acoustic positioning and detection system, EPJ Web Conf.,
216 02006 (2019). https://doi.org/10.1051/epjconf/201921602006

[4] S. Adrian-Martinez et al. [KM3NeT], Letter of intent for KM3NeT 2.0, J. Phys. G 43, 084001
(2016). https://doi:10.1088/0954-3899/43/8/084001

[5] S. Aiello et al. [KM3NeT], The KM3NeT multi-PMT optical module, JINST 17, no.07, P07038
(2022). https://doi.org/10.1088/1748-0221/17/07/P07038

[6] S. Aiello et al. [KM3NeT], KM3NeT front-end and readout electronics system: hardware,
firmware and software, J. Astron. Telesc. Instrum. Syst., 4, 046001 (2019). https://doi.
org/10.1117/1.JATIS.5.4.046001

[7] O. Adriani et al. [KM3NeT], The Online Data Filter for the KM3NeT Neutrino Telescopes,
arXiv e-prints, 4, 046001 (2019). https://doi.org/10.48550/arXiv.2506.05881

[8] The JPP framework: https://sftp.km3net.de/documentation/Jpp/v17.2.0/

[9] The ROOT website: https://root.cern.ch/

[10] C. Bozza [KM3NeT], Scaling the Control Unit of KM3NeT to full detector, These Proceedings

[11] Ansible website: https://www.ansible.com/

[12] S. Aiello et al. [KM3NeT], KM3NeT broadcast optical data transport system, JINST 18, no.02,
T02001 (2023). https://doi.org/10.1088/1748-0221/18/02/T02001

[13] T. Chiarusi, E. Giorgio [KM3NeT], The Software Defined Networking in KM3NeT, EPJ Web
Conf., 207, 06009 (2019). https://doi.org/10.1051/epjconf/201920706009

8

https://doi.org/10.22323/1.358.0868
https://www.white-rabbit.tech/
https://doi.org/10.1051/epjconf/201921602006
https://doi:10.1088/0954-3899/43/8/084001
https://doi.org/10.1088/1748-0221/17/07/P07038
https://doi.org/10.1117/1.JATIS.5.4.046001
https://doi.org/10.1117/1.JATIS.5.4.046001
https://doi.org/10.48550/arXiv.2506.05881
https://sftp.km3net.de/documentation/Jpp/v17.2.0/
https://root.cern.ch/
https://www.ansible.com/
https://doi.org/10.1088/1748-0221/18/02/T02001
https://doi.org/10.1051/epjconf/201920706009


P
o
S
(
I
C
R
C
2
0
2
5
)
9
8
7

The data acquisition system for the complete KM3NeT/ARCA neutrino telescope I. Del Rosso

Full Authors List: The KM3NeT Collaboration

O. Adriani 𝑏,𝑎 , A. Albert𝑐,𝑏𝑒 , A. R. Alhebsi 𝑑 , S. Alshalloudi𝑑 , M. Alshamsi𝑒 , S. Alves Garre 𝑓 , F. Ameli𝑔 , M. Andreℎ ,
L. Aphecetche 𝑖 , M. Ardid 𝑗 , S. Ardid 𝑗 , J. Aublin𝑘 , F. Badaracco 𝑚,𝑙 , L. Bailly-Salins𝑛, B. Baret𝑘 , A. Bariego-Quintana 𝑓 ,
M. Barnard 𝑜 , Y. Becherini𝑘 , M. Bendahman𝑝 , F. Benfenati Gualandi𝑟,𝑞 , M. Benhassi𝑠,𝑝 , D. M. Benoit 𝑡 , Z. Beňušová 𝑣,𝑢,
E. Berbee𝑤 , E. Berti𝑏 , V. Bertin 𝑒 , P. Betti𝑏 , S. Biagi 𝑥 , M. Boettcher𝑜 , D. Bonanno 𝑥 , M. Bondì𝑦 , S. Bottai𝑏 , A. B. Bouasla𝑏 𝑓 ,
J. Boumaaza𝑧 , M. Bouta𝑒 , M. Bouwhuis𝑤 , C. Bozza 𝑎𝑎,𝑝 , R. M. Bozza𝑎𝑏,𝑝 , H. Brânzaş𝑎𝑐 , F. Bretaudeau𝑖 , M. Breuhaus 𝑒 ,
R. Bruijn𝑎𝑑,𝑤 , J. Brunner𝑒 , R. Bruno 𝑦 , E. Buis𝑤,𝑎𝑒 , R. Buompane𝑠,𝑝 , I. Burriel 𝑓 , J. Busto𝑒 , B. Caiffi𝑚, D. Calvo 𝑓 , A. Capone𝑔,𝑎 𝑓 ,
F. Carenini𝑟,𝑞 , V. Carretero 𝑎𝑑,𝑤 , T. Cartraud𝑘 , P. Castaldi𝑎𝑔,𝑞 , V. Cecchini 𝑓 , S. Celli𝑔,𝑎 𝑓 , L. Cerisy𝑒 , M. Chabab𝑎ℎ , A. Chen 𝑎𝑖 ,
S. Cherubini𝑎 𝑗,𝑥 , T. Chiarusi𝑞 , W. Chung𝑎𝑘 , M. Circella 𝑎𝑙 , R. Clark𝑎𝑚, R. Cocimano𝑥 , J. A. B. Coelho𝑘 , A. Coleiro𝑘 , A.
Condorelli𝑘 , R. Coniglione𝑥 , P. Coyle𝑒 , A. Creusot𝑘 , G. Cuttone𝑥 , R. Dallier 𝑖 , A. De Benedittis𝑠,𝑝 , G. De Wasseige𝑎𝑚, V. Decoene𝑖 ,
P. Deguire𝑒 , I. Del Rosso𝑟,𝑞 , L. S. Di Mauro𝑥 , I. Di Palma𝑔,𝑎 𝑓 , A. F. Díaz𝑎𝑛, D. Diego-Tortosa 𝑥 , C. Distefano 𝑥 , A. Domi𝑎𝑜 ,
C. Donzaud𝑘 , D. Dornic 𝑒 , E. Drakopoulou 𝑎𝑝 , D. Drouhin 𝑐,𝑏𝑒 , J.-G. Ducoin𝑒 , P. Duverne𝑘 , R. Dvornický 𝑣 , T. Eberl 𝑎𝑜 ,
E. Eckerová𝑣,𝑢, A. Eddymaoui𝑧 , T. van Eeden𝑤 , M. Eff𝑘 , D. van Eijk𝑤 , I. El Bojaddaini𝑎𝑞 , S. El Hedri𝑘 , S. El Mentawi𝑒 ,
V. Ellajosyula𝑚, A. Enzenhöfer𝑒 , M. Farino𝑎𝑘 , G. Ferrara𝑎 𝑗,𝑥 , M. D. Filipović 𝑎𝑟 , F. Filippini𝑞 , D. Franciotti𝑥 , L. A. Fusco𝑎𝑎,𝑝 ,
T. Gal 𝑎𝑜 , J. García Méndez 𝑗 , A. Garcia Soto 𝑓 , C. Gatius Oliver 𝑤 , N. Geißelbrecht𝑎𝑜 , E. Genton𝑎𝑚, H. Ghaddari𝑎𝑞 ,
L. Gialanella𝑠,𝑝 , B. K. Gibson𝑡 , E. Giorgio𝑥 , I. Goos 𝑘 , P. Goswami𝑘 , S. R. Gozzini 𝑓 , R. Gracia𝑎𝑜 , B. Guillon𝑛, C. Haack𝑎𝑜 ,
C. Hanna𝑎𝑘 , H. van Haren𝑎𝑠 , E. Hazelton𝑎𝑘 , A. Heijboer𝑤 , L. Hennig𝑎𝑜 , J. J. Hernández-Rey 𝑓 , A. Idrissi 𝑥 , W. Idrissi Ibnsalih𝑝 ,
G. Illuminati𝑞 , R. Jaimes 𝑓 , O. Janik𝑎𝑜 , D. Joly𝑒 , M. de Jong𝑎𝑡,𝑤 , P. de Jong𝑎𝑑,𝑤 , B. J. Jung𝑤 , P. Kalaczyński 𝑏𝑔,𝑎𝑢, U. F. Katz𝑎𝑜 ,
J. Keegans𝑡 , V. Kikvadze𝑎𝑣 , G. Kistauri𝑎𝑤,𝑎𝑣 , C. Kopper 𝑎𝑜 , A. Kouchner𝑎𝑥,𝑘 , Y. Y. Kovalev 𝑎𝑦 , L. Krupa𝑢, V. Kueviakoe𝑤 ,
V. Kulikovskiy𝑚, R. Kvatadze𝑎𝑤 , M. Labalme𝑛, R. Lahmann𝑎𝑜 , M. Lamoureux 𝑎𝑚, A. Langella 𝑎𝑘 , G. Larosa𝑥 , C. Lastoria𝑛,
J. Lazar𝑎𝑚, A. Lazo 𝑓 , G. Lehaut𝑛, V. Lemaître𝑎𝑚, E. Leonora𝑦 , N. Lessing 𝑓 , G. Levi𝑟,𝑞 , M. Lindsey Clark𝑘 , F. Longhitano𝑦 ,
S. Madarapu 𝑓 , F. Magnani𝑒 , L. Malerba𝑚,𝑙 , F. Mamedov𝑢, A. Manfreda 𝑝 , A. Manousakis𝑎𝑧 , M. Marconi 𝑙,𝑚, A. Margiotta 𝑟,𝑞 ,
A. Marinelli𝑎𝑏,𝑝 , C. Markou𝑎𝑝 , L. Martin 𝑖 , M. Mastrodicasa𝑎 𝑓 ,𝑔 , S. Mastroianni𝑝 , J. Mauro 𝑎𝑚, K. C. K. Mehta𝑎𝑢, G. Miele𝑎𝑏,𝑝 ,
P. Migliozzi 𝑝 , E. Migneco𝑥 , M. L. Mitsou𝑠,𝑝 , C. M. Mollo𝑝 , L. Morales-Gallegos 𝑠,𝑝 , N. Mori 𝑏 , A. Moussa 𝑎𝑞 , I. Mozun Mateo𝑛,
R. Muller 𝑞 , M. R. Musone𝑠,𝑝 , M. Musumeci𝑥 , S. Navas 𝑏𝑎 , A. Nayerhoda𝑎𝑙 , C. A. Nicolau𝑔 , B. Nkosi 𝑎𝑖 , B. Ó Fearraigh 𝑚,
V. Oliviero 𝑎𝑏,𝑝 , A. Orlando𝑥 , E. Oukacha𝑘 , L. Pacini 𝑏 , D. Paesani𝑥 , J. Palacios González 𝑓 , G. Papalashvili𝑎𝑙,𝑎𝑣 , P. Papini𝑏 ,
V. Parisi𝑙,𝑚, A. Parmar𝑛, C. Pastore𝑎𝑙 , A. M. Păun𝑎𝑐 , G. E. Păvălaş𝑎𝑐 , S. Peña Martínez 𝑘 , M. Perrin-Terrin𝑒 , V. Pestel𝑛,
M. Petropavlova 𝑢,𝑏ℎ , P. Piattelli𝑥 , A. Plavin𝑎𝑦,𝑏𝑖 , C. Poirè𝑎𝑎,𝑝 , V. Popa†2𝑎𝑐 , T. Pradier 𝑐 , J. Prado 𝑓 , S. Pulvirenti𝑥 , C.A. Quiroz-
Rangel 𝑗 , N. Randazzo𝑦 , A. Ratnani𝑏𝑏 , S. Razzaque𝑏𝑐 , I. C. Rea 𝑝 , D. Real 𝑓 , G. Riccobene 𝑥 , J. Robinson𝑜 , A. Romanov𝑙,𝑚,𝑛,
E. Ros𝑎𝑦 , A. Šaina 𝑓 , F. Salesa Greus 𝑓 , D. F. E. Samtleben𝑎𝑡,𝑤 , A. Sánchez Losa 𝑓 , S. Sanfilippo𝑥 , M. Sanguineti𝑙,𝑚, D. Santonocito𝑥 ,
P. Sapienza𝑥 , M. Scaringella𝑏 , M. Scarnera𝑎𝑚,𝑘 , J. Schnabel𝑎𝑜 , J. Schumann 𝑎𝑜 , J. Seneca𝑤 , P. A. Sevle Myhr 𝑎𝑚, I. Sgura𝑎𝑙 ,
R. Shanidze𝑎𝑣 , Chengyu Shao 𝑏 𝑗,𝑒 , A. Sharma𝑘 , Y. Shitov𝑢, F. Šimkovic𝑣 , A. Simonelli𝑝 , A. Sinopoulou 𝑦 , B. Spisso𝑝 , M. Spu-
rio 𝑟,𝑞 , O. Starodubtsev𝑏 , D. Stavropoulos𝑎𝑝 , I. Štekl𝑢, D. Stocco 𝑖 , M. Taiuti𝑙,𝑚, Y. Tayalati𝑧,𝑏𝑏 , H. Thiersen𝑜 , I. Tosta e Melo𝑦,𝑎 𝑗 ,
B. Trocmé 𝑘 , V. Tsourapis 𝑎𝑝 , C. Tully 𝑎𝑘 , E. Tzamariudaki𝑎𝑝 , A. Ukleja 𝑎𝑢, A. Vacheret𝑛, V. Valsecchi𝑥 , V. Van Elewyck𝑎𝑥,𝑘 ,
G. Vannoye𝑙,𝑚, E. Vannuccini𝑏 , G. Vasileiadis𝑏𝑑 , F. Vazquez de Sola𝑤 , A. Veutro𝑔,𝑎 𝑓 , S. Viola𝑥 , D. Vivolo𝑠,𝑝 , A. van Vliet 𝑑 ,
E. de Wolf 𝑎𝑑,𝑤 , I. Lhenry-Yvon𝑘 , S. Zavatarelli𝑚, D. Zito𝑥 , J. D. Zornoza 𝑓 , and J. Zúñiga 𝑓 .

𝑎Università di Firenze, Dipartimento di Fisica e Astronomia, via Sansone 1, Sesto Fiorentino, 50019 Italy
𝑏INFN, Sezione di Firenze, via Sansone 1, Sesto Fiorentino, 50019 Italy
𝑐Université de Strasbourg, CNRS, IPHC UMR 7178, F-67000 Strasbourg, France
𝑑Khalifa University of Science and Technology, Department of Physics, PO Box 127788, Abu Dhabi, United Arab Emirates
𝑒Aix Marseille Univ, CNRS/IN2P3, CPPM, Marseille, France
𝑓 IFIC - Instituto de Física Corpuscular (CSIC - Universitat de València), c/Catedrático José Beltrán, 2, 46980 Paterna, Valencia, Spain
𝑔INFN, Sezione di Roma, Piazzale Aldo Moro, 2 - c/o Dipartimento di Fisica, Edificio, G.Marconi, Roma, 00185 Italy
ℎUniversitat Politècnica de Catalunya, Laboratori d’Aplicacions Bioacústiques, Centre Tecnològic de Vilanova i la Geltrú, Avda. Ram-
bla Exposició, s/n, Vilanova i la Geltrú, 08800 Spain
𝑖Subatech, IMT Atlantique, IN2P3-CNRS, Nantes Université, 4 rue Alfred Kastler - La Chantrerie, Nantes, BP 20722 44307 France
𝑗Universitat Politècnica de València, Instituto de Investigación para la Gestión Integrada de las Zonas Costeras, C/ Paranimf, 1, Gandia,
46730 Spain
𝑘Université Paris Cité, CNRS, Astroparticule et Cosmologie, F-75013 Paris, France
𝑙Università di Genova, Via Dodecaneso 33, Genova, 16146 Italy
𝑚INFN, Sezione di Genova, Via Dodecaneso 33, Genova, 16146 Italy
𝑛LPC CAEN, Normandie Univ, ENSICAEN, UNICAEN, CNRS/IN2P3, 6 boulevard Maréchal Juin, Caen, 14050 France
𝑜North-West University, Centre for Space Research, Private Bag X6001, Potchefstroom, 2520 South Africa
𝑝INFN, Sezione di Napoli, Complesso Universitario di Monte S. Angelo, Via Cintia ed. G, Napoli, 80126 Italy
𝑞INFN, Sezione di Bologna, v.le C. Berti-Pichat, 6/2, Bologna, 40127 Italy
𝑟Università di Bologna, Dipartimento di Fisica e Astronomia, v.le C. Berti-Pichat, 6/2, Bologna, 40127 Italy
𝑠Università degli Studi della Campania "Luigi Vanvitelli", Dipartimento di Matematica e Fisica, viale Lincoln 5, Caserta, 81100 Italy

2Deceased

9

https://orcid.org/0000-0002-3592-0654
https://orcid.org/0009-0002-7320-7638
https://orcid.org/0000-0003-1893-0858
https://orcid.org/0000-0001-7662-3878
https://orcid.org/0000-0002-3199-594X
https://orcid.org/0000-0003-4821-6655
https://orcid.org/0000-0001-8553-7904
https://orcid.org/0000-0001-5187-7505
https://orcid.org/0000-0003-1720-7959
https://orcid.org/0000-0002-7773-6863
https://orcid.org/0000-0002-2677-7657
https://orcid.org/0000-0001-6688-4580
https://orcid.org/0000-0001-8598-0017
https://orcid.org/0000-0003-0223-3580
https://orcid.org/0000-0002-1797-6451
https://orcid.org/0000-0003-0268-5122
https://orcid.org/0000-0002-3517-6597
https://orcid.org/0000-0002-7540-0266
https://orcid.org/0000-0003-4497-2584
https://orcid.org/0000-0001-6425-5692
https://orcid.org/0000-0002-5560-0762
https://orcid.org/0000-0001-9452-4849
https://orcid.org/0000-0001-5546-3748
https://orcid.org/0000-0001-8632-1136
https://orcid.org/0000-0001-5729-1468
https://orcid.org/0000-0003-2493-8039
https://orcid.org/0000-0002-9719-2277
https://orcid.org/0000-0002-4401-1188
https://orcid.org/0000-0002-5301-9106
https://orcid.org/0000-0002-4990-9288
https://orcid.org/0000-0001-7821-8673
https://orcid.org/0000-0002-1580-0647
https://orcid.org/0000-0002-8186-2459
https://orcid.org/0009-0002-1584-1788
https://orcid.org/0009-0008-1479-539X
https://orcid.org/0000-0001-5152-9631
https://orcid.org/0000-0001-8936-6364
https://orcid.org/0000-0001-9278-5906
https://orcid.org/0000-0001-6288-7637
https://orcid.org/0000-0001-9303-3263
https://orcid.org/0000-0002-8860-5826
https://orcid.org/0000-0001-6273-3558
https://orcid.org/0000-0002-0998-4953
https://orcid.org/0009-0008-0023-4647
https://orcid.org/0000-0001-6929-5386
https://orcid.org/0000-0002-9781-2632
https://orcid.org/0009-0005-9324-7970
https://orcid.org/0000-0001-5497-3594
https://orcid.org/0000-0002-2241-4365
https://orcid.org/0000-0003-2138-3787
https://orcid.org/0000-0003-2233-9120
https://orcid.org/0000-0002-5247-7084
https://orcid.org/0000-0003-1688-5758
https://orcid.org/0000-0003-0954-4779
https://orcid.org/0000-0002-1795-1617
https://orcid.org/0009-0004-9638-0825
https://orcid.org/0000-0001-6808-9396
https://orcid.org/0000-0001-9292-9981
https://orcid.org/0000-0001-8939-0639
https://orcid.org/0000-0002-0416-0795
https://orcid.org/0000-0001-5501-0060
https://orcid.org/0009-0002-3446-8747
https://orcid.org/0000-0002-3954-7754
https://orcid.org/0000-0002-1038-7021
https://orcid.org/0000-0002-0600-2774
https://orcid.org/0000-0002-8610-8703
https://orcid.org/0000-0001-9596-7078
https://orcid.org/0000-0003-3722-086X
https://orcid.org/0009-0005-9103-4410
https://orcid.org/0000-0002-2954-1180
https://orcid.org/0000-0001-9205-8813
https://orcid.org/0000-0002-8698-3655
https://orcid.org/0000-0002-5377-5163
https://orcid.org/0000-0001-9500-2487
https://orcid.org/0009-0000-5616-5662
https://orcid.org/0000-0001-6771-2174
https://orcid.org/0000-0003-0480-4850
https://orcid.org/0000-0003-2827-3361
https://orcid.org/0000-0002-8272-8681
https://orcid.org/0000-0002-1834-0690
https://orcid.org/0000-0002-1041-6451


P
o
S
(
I
C
R
C
2
0
2
5
)
9
8
7

The data acquisition system for the complete KM3NeT/ARCA neutrino telescope I. Del Rosso

𝑡E. A. Milne Centre for Astrophysics, University of Hull, Hull, HU6 7RX, United Kingdom
𝑢Czech Technical University in Prague, Institute of Experimental and Applied Physics, Husova 240/5, Prague, 110 00 Czech Republic
𝑣Comenius University in Bratislava, Department of Nuclear Physics and Biophysics, Mlynska dolina F1, Bratislava, 842 48 Slovak
Republic
𝑤Nikhef, National Institute for Subatomic Physics, PO Box 41882, Amsterdam, 1009 DB Netherlands
𝑥 INFN, Laboratori Nazionali del Sud, (LNS) Via S. Sofia 62, Catania, 95123 Italy
𝑦INFN, Sezione di Catania, (INFN-CT) Via Santa Sofia 64, Catania, 95123 Italy
𝑧University Mohammed V in Rabat, Faculty of Sciences, 4 av. Ibn Battouta, B.P. 1014, R.P. 10000 Rabat, Morocco
𝑎𝑎Università di Salerno e INFN Gruppo Collegato di Salerno, Dipartimento di Fisica, Via Giovanni Paolo II 132, Fisciano, 84084 Italy
𝑎𝑏Università di Napoli “Federico II”, Dip. Scienze Fisiche “E. Pancini”, Complesso Universitario di Monte S. Angelo, Via Cintia ed.
G, Napoli, 80126 Italy
𝑎𝑐Institute of Space Science - INFLPR Subsidiary, 409 Atomistilor Street, Magurele, Ilfov, 077125 Romania
𝑎𝑑University of Amsterdam, Institute of Physics/IHEF, PO Box 94216, Amsterdam, 1090 GE Netherlands
𝑎𝑒TNO, Technical Sciences, PO Box 155, Delft, 2600 AD Netherlands
𝑎 𝑓 Università La Sapienza, Dipartimento di Fisica, Piazzale Aldo Moro 2, Roma, 00185 Italy
𝑎𝑔Università di Bologna, Dipartimento di Ingegneria dell’Energia Elettrica e dell’Informazione "Guglielmo Marconi", Via dell’Università
50, Cesena, 47521 Italia
𝑎ℎCadi Ayyad University, Physics Department, Faculty of Science Semlalia, Av. My Abdellah, P.O.B. 2390, Marrakech, 40000 Morocco
𝑎𝑖University of the Witwatersrand, School of Physics, Private Bag 3, Johannesburg, Wits 2050 South Africa
𝑎 𝑗Università di Catania, Dipartimento di Fisica e Astronomia "Ettore Majorana", (INFN-CT) Via Santa Sofia 64, Catania, 95123 Italy
𝑎𝑘Princeton University, Department of Physics, Jadwin Hall, Princeton, New Jersey, 08544 USA
𝑎𝑙INFN, Sezione di Bari, via Orabona, 4, Bari, 70125 Italy
𝑎𝑚UCLouvain, Centre for Cosmology, Particle Physics and Phenomenology, Chemin du Cyclotron, 2, Louvain-la-Neuve, 1348 Belgium
𝑎𝑛University of Granada, Department of Computer Engineering, Automation and Robotics / CITIC, 18071 Granada, Spain
𝑎𝑜Friedrich-Alexander-Universität Erlangen-Nürnberg (FAU), Erlangen Centre for Astroparticle Physics, Nikolaus-Fiebiger-Straße 2,
91058 Erlangen, Germany
𝑎𝑝NCSR Demokritos, Institute of Nuclear and Particle Physics, Ag. Paraskevi Attikis, Athens, 15310 Greece
𝑎𝑞University Mohammed I, Faculty of Sciences, BV Mohammed VI, B.P. 717, R.P. 60000 Oujda, Morocco
𝑎𝑟Western Sydney University, School of Science, Locked Bag 1797, Penrith, NSW 2751 Australia
𝑎𝑠NIOZ (Royal Netherlands Institute for Sea Research), PO Box 59, Den Burg, Texel, 1790 AB, the Netherlands
𝑎𝑡Leiden University, Leiden Institute of Physics, PO Box 9504, Leiden, 2300 RA Netherlands
𝑎𝑢AGH University of Krakow, Al. Mickiewicza 30, 30-059 Krakow, Poland
𝑎𝑣Tbilisi State University, Department of Physics, 3, Chavchavadze Ave., Tbilisi, 0179 Georgia
𝑎𝑤The University of Georgia, Institute of Physics, Kostava str. 77, Tbilisi, 0171 Georgia
𝑎𝑥 Institut Universitaire de France, 1 rue Descartes, Paris, 75005 France
𝑎𝑦Max-Planck-Institut für Radioastronomie, Auf dem Hügel 69, 53121 Bonn, Germany
𝑎𝑧University of Sharjah, Sharjah Academy for Astronomy, Space Sciences, and Technology, University Campus - POB 27272, Sharjah,
- United Arab Emirates
𝑏𝑎University of Granada, Dpto. de Física Teórica y del Cosmos & C.A.F.P.E., 18071 Granada, Spain
𝑏𝑏School of Applied and Engineering Physics, Mohammed VI Polytechnic University, Ben Guerir, 43150, Morocco
𝑏𝑐University of Johannesburg, Department Physics, PO Box 524, Auckland Park, 2006 South Africa
𝑏𝑑Laboratoire Univers et Particules de Montpellier, Place Eugène Bataillon - CC 72, Montpellier Cédex 05, 34095 France
𝑏𝑒Université de Haute Alsace, rue des Frères Lumière, 68093 Mulhouse Cedex, France
𝑏 𝑓 Université Badji Mokhtar, Département de Physique, Faculté des Sciences, Laboratoire de Physique des Rayonnements, B. P. 12,
Annaba, 23000 Algeria
𝑏𝑔AstroCeNT, Nicolaus Copernicus Astronomical Center, Polish Academy of Sciences, Rektorska 4, Warsaw, 00-614 Poland
𝑏ℎCharles University, Faculty of Mathematics and Physics, Ovocný trh 5, Prague, 116 36 Czech Republic
𝑏𝑖Harvard University, Black Hole Initiative, 20 Garden Street, Cambridge, MA 02138 USA

Acknowledgements

The authors acknowledge the financial support of: KM3NeT-INFRADEV2 project, funded by the European Union Horizon Europe
Research and Innovation Programme under grant agreement No 101079679; Funds for Scientific Research (FRS-FNRS), Francqui foun-
dation, BAEF foundation. Czech Science Foundation (GAČR 24-12702S); Agence Nationale de la Recherche (contract ANR-15-CE31-
0020), Centre National de la Recherche Scientifique (CNRS), Commission Européenne (FEDER fund and Marie Curie Program), LabEx
UnivEarthS (ANR-10-LABX-0023 and ANR-18-IDEX-0001), Paris Île-de-France Region, Normandy Region (Alpha, Blue-waves and
Neptune), France, The Provence-Alpes-Côte d’Azur Delegation for Research and Innovation (DRARI), the Provence-Alpes-Côte d’Azur
region, the Bouches-du-Rhône Departmental Council, the Metropolis of Aix-Marseille Provence and the City of Marseille through the
CPER 2021-2027 NEUMED project, The CNRS Institut National de Physique Nucléaire et de Physique des Particules (IN2P3); Shota

10



P
o
S
(
I
C
R
C
2
0
2
5
)
9
8
7

The data acquisition system for the complete KM3NeT/ARCA neutrino telescope I. Del Rosso

Rustaveli National Science Foundation of Georgia (SRNSFG, FR-22-13708), Georgia; This research was funded by the European Union
(ERC MuSES project No 101142396); The General Secretariat of Research and Innovation (GSRI), Greece; Istituto Nazionale di Fisica
Nucleare (INFN) and Ministero dell’Università e della Ricerca (MUR), through PRIN 2022 program (Grant PANTHEON 2022E2J4RK,
Next Generation EU) and PON R&I program (Avviso n. 424 del 28 febbraio 2018, Progetto PACK-PIR01 00021), Italy; IDMAR project
Po-Fesr Sicilian Region az. 1.5.1; A. De Benedittis, W. Idrissi Ibnsalih, M. Bendahman, A. Nayerhoda, G. Papalashvili, I. C. Rea,
A. Simonelli have been supported by the Italian Ministero dell’Università e della Ricerca (MUR), Progetto CIR01 00021 (Avviso n.
2595 del 24 dicembre 2019); KM3NeT4RR MUR Project National Recovery and Resilience Plan (NRRP), Mission 4 Component 2
Investment 3.1, Funded by the European Union – NextGenerationEU,CUP I57G21000040001, Concession Decree MUR No. n. Prot.
123 del 21/06/2022; Ministry of Higher Education, Scientific Research and Innovation, Morocco, and the Arab Fund for Economic
and Social Development, Kuwait; Nederlandse organisatie voor Wetenschappelijk Onderzoek (NWO), the Netherlands; The grant
“AstroCeNT: Particle Astrophysics Science and Technology Centre”, carried out within the International Research Agendas programme
of the Foundation for Polish Science financed by the European Union under the European Regional Development Fund; The pro-
gram: “Excellence initiative-research university” for the AGH University in Krakow; The ARTIQ project: UMO-2021/01/2/ST6/00004
and ARTIQ/0004/2021; Ministry of Education and Scientific Research, Romania; Slovak Research and Development Agency un-
der Contract No. APVV-22-0413; Ministry of Education, Research, Development and Youth of the Slovak Republic; MCIN for
PID2021-124591NB-C41, -C42, -C43 and PDC2023-145913-I00 funded by MCIN/AEI/10.13039/501100011033 and by “ERDF A
way of making Europe”, for ASFAE/2022/014 and ASFAE/2022 /023 with funding from the EU NextGenerationEU (PRTR-C17.I01)
and Generalitat Valenciana, for Grant AST22_6.2 with funding from Consejería de Universidad, Investigación e Innovación and Gob-
ierno de España and European Union - NextGenerationEU, for CSIC-INFRA23013 and for CNS2023-144099, Generalitat Valenciana
for CIDEGENT/2020/049, CIDEGENT/2021/23, CIDEIG/2023/20, ESGENT2024/24, CIPROM/2023/51, GRISOLIAP/2021/192 and
INNVA1/2024/110 (IVACE+i), Spain; Khalifa University internal grants (ESIG-2023-008, RIG-2023-070 and RIG-2024-047), United
Arab Emirates; The European Union’s Horizon 2020 Research and Innovation Programme (ChETEC-INFRA - Project no. 101008324).

Views and opinions expressed are those of the author(s) only and do not necessarily reflect those of the European Union or the
European Research Council. Neither the European Union nor the granting authority can be held responsible for them.

11


	Introduction
	The KM3NeT detectors
	The Broadcast architecture
	KM3NeT/ARCA: the Standard White Rabbit architecture
	The Data Acquisition System
	KM3NeT/ARCA: the hybrid scenario
	Conclusions

