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Abstract

Production of charmonia (bound states of ¢ and ¢ quarks) and bottomia (bound
states of b and b) in heavy-ion collisions is considered as an ideal probe to explore
the possibility of the Quark-Gluon Plasma (QGP) formation in the laboratory. The
J /1) suppression is one of the major key to probe the presence of primordial condition
of earlier universe. The quarkonium measurements in the hadron-hadron collisions
provide an essential tool to test the Quantum Chromo-Dynamics (QCD), as it con-
tains the full energy regime studied by perturbative QCD to the lattice QCD. The
studies involving multiplicity of charged-particles produced in high energy collisions
is taken as a simple yet important variable for understanding the collision dynamics.
The multiplicity measurement is useful in studying the general properties of particles
collisions.

The quarkonium production as a function of charged-particle multiplicity in proton-
proton and proton-nucleus collisions is considered as an interesting observable to
comprehend multi-parton interactions and to explore the presence of collective be-
haviour (fluid like) in small systems. Such studies can play an important role in
understanding the production mechanism of soft scale processes and its relation with
heavy quarks produced in the hard processes. The multiplicity dependence study
of hard probes also provides important ground to look for the contribution of jets
(hard pr particles) in the underlying events, which are mainly dominated by the
soft probes like pion, kaon. The self-normalized quarkonium yield as a function of
self-normalized charged-particle multiplicity is a good observable where most of the
efficiency corrections cancel out in the normalization process. In this way, the results
become independent of the experiments from where it has been carried out and a com-
parative study is possible among the various experiments. Similarly, the evolution
of the first moment of the mean transverse momentum of J /1 ((p%/ “}) as a function
of multiplicity provides information about the collective nature of the collision system.

The multiplicity dependence of J/v¢ production has been previously studied in pp
collisions at /s = 7 and 13 TeV and p-Pb collisions at \/sxy = 5.02 TeV at forward
and mid-rapidity using the ALICE detector. A similar study was previously carried
out for open charm (e.g. D mesons) particles. An increase of the relative J/v yields
with the relative charged-particle multiplicity has been reported. The mean trans-
verse momentum of the J /1 as a function of relative charged-particle pseudo-rapidity
density were reported in p-Pb and Pb-p collisions at /sxy = 5.02 TeV. The increas-
ing trend of mean transverse momentum of J/¢ at low multiplicity with saturation
towards high multiplicity was observed.



Therefore, in this thesis, the study of J /1) production as a function of charged-particles
has been carried out in pp collisions at /s = 2.76 and 5.02 TeV with the data from
the ALICE detector at LHC. The findings have been compared with the results ob-
tained in pp collisions at /s = 7 and 13 TeV at forward and mid-rapidity to explore
the energy and rapidity dependence of the correlation between soft and hard physics
processes. The results are also compared with the theoretical model calculations.
An extensive study with PYTHIAS events generator has been done to explain the
experimental data.

The measurement of the inclusive production cross-section of J /1 has been performed
for consistency. The relative J/1 yield has been measured as function of relative
dN.,/dn in pp collisions at /s = 2.76 and 5.02 TeV at forward rapidity. The esti-
mation of charged-particles multiplicity using the various approaches in pp collisions
at /s = 2.76 and 5.02 TeV have been reported. The analysis is carried out for
inelastic>0 event class. The new analysis techniques were used to calculate the ef-
ficiency correction factors related to the events. The charged-particle multiplicity
(dN.,/dn) increases as a function of the center of mass (CM) energies. The results
of integrated charged-particle pseudo-rapidity ((dN.,/dn)) is consistent with the in-
dependent analysis reported by ALICE collaboration. The J/1¢ yield scales with
multiplicity linearly at both the CM energies. The comparison study reveals that the
process is independent of the CM energy and largely depends on the rapidity. All the
theoretical models e.g. higher fock states, percolation, PYTHIAS etc., describe the
data qualitatively, however, models provide best description at low multiplicity while
more investigations are needed for high multiplicity.

The evolution of (p%/ ?Y as a function of self-normalised dN,;/dn in pp collisions at /5
= 5.02 TeV has been reported. The experimental results have been compared with
other available results from ALICE to investigate the energy, rapidity and collision
system dependencies. An increase of (p:‘ﬁ/ w) has been observed at low multiplicity,
while at high multiplicity a saturation is observed. The observed trend is found to
be independent of the energy and collision system. However, the rate of the growth
of <p%/ Y varies between the collision systems. The comparison of (p%/ Y results with
the PYTHIAS model calculation shows well description of the data.

An extensive calculation of multiplicity dependence of J /v production has been car-
ried out using 4C tune PYTHIAS.2 model. The double differential study in terms of
event shapes and multiplicity has been performed in pp collisions at /s = 5.02 and
13 TeV at mid and forward rapidities. The thermodynamic properties of J/v¢ pro-
duction has also been studied using non-extensive Tsallis distribution. The finding
reveals that at mid-rapidity there is more contribution of jet in the J/v production
while at forward rapidity it is more isotropic in nature. The non-extensive Tsallis
temperature provides indication of collectiveness in the small system like pp collisions.

The conventional way to investigate the QGP formation is well established with the
heavy-ion collisions where pp collisions data are mainly used as a baseline. The



formation of hot and dense fireball consisting of hadronic and (or) partonic matter is
most likely to happen in heavy-ion collisions. To check for such thermalised medium
formation, a systematic analysis of the experimental data on heavy-ion collisions at
AGS and SPS energies, available in the laboratory has been carried out to study
the correlations and event-by-event fluctuations. The main motivation behind such
studies is that the fluctuations in physical observables in heavy-ion collisions serve as
an indicator for the possible phase transition and QGP formation. There are some
events, produced in *?S-AgBr and #?S-Gold collisions at 200 A GeV /c which indicate
the presence of narrow phase space regions. Analysis of densely such events has been
carried out separately which indicates the presence of dominant cluster or jet-like
phenomena in one dimensional 77 and ¢ and two dimensional n — ¢ space. The study
of intermittent pattern in term of scaled factorial moments suggests that it may seem
serve as an tool to select a special class of events having high density phase regions
for further analysis to search for the signals of some exotic states like disoriented
chiral condensate (DCC) or QGP. In context to data at RHIC and LHC energies,
it may be remarked that by applying the d;; cuts, used in the present study, rare
events with large particle density in narrow phase space bins may be identified for
further studies; analysis of such an individual event would be statistically reliable
because of its high multiplicity. The findings reveals that the identification of large
dynamical fluctuations may possible if particle density fluctuations are studied using
selection of events with densely populated narrow regions or spikes. Formation of jet-
like structure in multi-hadronic final states or clusters in the selected spiky events has
also been investigated and compared with the predictions of a multi phase transport
(AMPT) and independent emission hypothesis models by carrying out Monte Carlo
simulation. The findings suggest that clustering or jet-like algorithm adopted in the
present study may also serve as an important tool for triggering different classes of
events.

Furthermore, the possibility of occurrence of long range correlations has been
investigated by analyzing the experimental data in *°0-AgBr and 32S-AgBr collisions
at 200A GeV/c and the results are compared with the AMPT model predictions.
The results show that the observed forward-backward (F-B) multiplicity correlations
are mainly of short-range in nature. The range of F-B correlations increases with
increasing projectile mass. The observed extended range of F-B correlations might
be due to overall multiplicity fluctuations arising because of nuclear geometry. The
findings are not sufficient for making any definite conclusions regarding the presence
of long-range correlations.

In addition, event-by-event fluctuations of hadronic patterns have been searched
in terms of voids by analyzing the experimental data on 4.5, 14.5 and 60A GeV /c 50-
AgBr collisions. Two lowest moments of event-by-event fluctuations of voids, < G, >
and S, as function of phase space bin width show power-law behaviour. The findings
reveal that scaling exponent estimated from the observed power-law behavior of the
voids may be used to characterize the various aspects of hadronic phase transition.
The results also reject occurrence of second order quark-hadron phase transition at
the projectile energies considered.
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Chapter 1

Introduction

The biggest scientific challenge today is to understand how the universe was formed
and evolved to its present state. The most acceptable theory so far, which helps us to
understand the creation of the universe, is the Big-Bang theory. The theory predicts
that the microsecond universe was in the form of a plasma of quarks and gluons
(QGP). The primary objective of ultra-relativistic colliders (RHIC in BNL and LHC
at CERN) is to recreate QGP in the laboratory and felicitate the study of this matter
and its evolution.

The current understanding of the early universe is best described within the frame-
work of Standard Model. So we start with a short introduction to the Standard Model
and a description of QGP. Then we proceed with the QGP signatures and its relation
with pp collisions. Later the connection between the hard probes and soft probes,
e.g. charged-particles multiplicity, are discussed with some motivation from available
experimental results. We conclude this chapter by introducing the theoretical model

predictions (mainly PYTHIA) that are related to the experimental results.

1.1 The Standard Model

The Standard Model (SM) summaries all the basic building blocks and three funda-

mental interactions of nature [1]. It consists of six quarks, six leptons and mediators
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of three forces and the Higgs boson[l] The elementary particles are attributed masses
and quantum numbers, such as the spin (S), the electric charge (Q), the baryon num-
ber (B), the lepton number (L), the color charge. The electron (e), the muon (u), the
tau (7) and their corresponding neutrinos (v, v, v,) are the leptons. There are three
generations of leptons (e,ve), (1,7,), (7,v;) which carry an electric charge (except for
neutrinos) and interact via strong, electromagnetic and weak interactions. There are
six flavours of quarks namely, up (u), down (d), strange (s), charm (c), top (t) and
bottom (b). In a similar manner to the leptons, there are three generations of quarks
(u,d), (s,c), (b,t). The quarks have a fractional electric charge and a color charge, and
they interact via all the three forces of the SM. The quarks can not be found in an
isolated state as they always form colorless particles. These generations of particles
follow a mass hierarchy from low mass to higher mass as we go from first to the third
generation. The first-generation particles are the most stable one, and everyday mat-
ters are composed of them. The third and second-generation particles are massive
ones which decay into their lower generation particles to become stable. The details
of the SM is summarized in Figure [I-I} All the particles in the SM have their partner
‘anti-particles” which carry the same mass but opposite quantum numbers.

The SM is a very successful model. Various experiments with incredible precision
have confirmed its accurate predictions, e.g. the magnetic moment (or g-value) of
the electron, existence of W* and Z° vector gauge bosons, the gluons, the charm and
top quarks as well as the Higgs boson. The SM is incomplete until today. Since it
can only unify three primary forces (strong, electromagnetic and weak forces) and is
unable to explain the fourth fundamental interaction, the gravity. However, we will
focus on the scale of the strong interaction (which hold the quarks together) where
the effect of gravity is negligible and goes to physics beyond Standard Model.

The fundamental constituents of the matter are broadly categorized in two main
groups based on their spin, i.e. fermions with half-integral spin and bosons with
integral spin. All the quarks and leptons are fermions while the mediating charge

carriers (photon, W* and Z°, gluons) are the bosons. The interaction between par-

'In addition there is a hypothesized graviton.
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Figure 1-1: The Standard Model of particles [2].

ticles are described by the Quantum Field Theory, which uses the gauge symmetry
SU(3)x SU(2)x U(1) [3]. The photon is responsible for the electromagnetic inter-
action, which is described by the Quantum Electrodynamics (QED) and represented
by gauge group symmetry U(l)ﬂ. This is the most common interaction between two
particles having an electric charge. The W+ and Z° bosons give rise to the weak inter-
action (e.g. radioactive decay of the atom) which is represented by the SU(2) group.
The weak and electromagnetic interactions unify and together they are governed by
the electroweak theory. The theory includes the Higgs mechanism, which explains the
mass of all the particles [4]. When a particle interacts through the Higgs field it gains
mass. The discovery of Higgs boson is reported by the ATLAS [5] and the CMS [6]
experiments in 2012 at CERN. The gluon is a mediator for the strong interaction
which occur between particles with color charges. The theory to explain the strong
interaction is the Quantum Chromo Dynamics (QCD). The basic properties of the

strong interaction are discussed in the following section.

2Tt is an abelian gauge symmetry means there is only one type of charge and mediating particle
photon is mass and charge less allow to interact for an infinite range.



1.1.1 The Quantum Chromo Dynamics and Hadrons

As mentioned in the previous section, the theory of strong interaction is QCD which
is analogous to the QED [7]. The QCD is represented by the non-abelian SU(3) gauge
symmetry, which means the quarks carry three distinct color charges red, green and
blue and three corresponding anti-color charges [§]. The mediator gluon also carry
a color charge (anti-color) which allows them to interact with other gluonsﬂ and
quarks. The strength of the strong force increases with the distance, unlike QED,
where the electric field decreases with distance. Due to the self-interaction of gluons,
the force between two quarks increases with an increase in distance between them.
The strength of the strong interaction is described by the strong coupling constant
(as = 1), which depends on the momentum transferred in the interaction (Q?) by

Equation [1.1}]

B 47
 BIn(Q?*/Aep)

where § = 11n, — %n ¢ 1s the first-order corrections in the expansion of the QCD cou-

as(Q?) (1.1)

pling; n. and ny corresponds to the number of colors and quark flavours, respectively.
The Agep (= 200 MeV) is the QCD energy scale. It can be seen from Figure|1-2| that
at very high Q? (high energy) and short distance, the o, decreases which allows the
quarks and gluons to interact very weakly in this domain. This phenomenon is known
as asymptotic freedom [9]. That means at asymptotically high energy, the quarks will
behave like free particles. On the other hand, when Q2 is low, the o, becomes stronger
holding the quarks together inside colorless hadrons (strongly interacting particles)
like protons and neutrons. This feature is known as confinement [10].

In nature free quark has not been observed (so far till now 2020) due to this
color confinement. The process of formation of hadrons is called hadronisation. As
we try to separate a quark and an anti-quark, the force becomes so strong that the
string between them which holds the potential energy breaks up and results in a

new pair of quarks and anti-quarks. Since quarks are fermions and no two quarks

3That is why QCD is a non-abelian gauge theory and applicable within Fermi range.
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Figure 1-2: The measurements of running coupling constant as a function of transfer
momentum [2].

with the same quantum numbers can exist in the same state. It allows them to be
bound together in color neutral group of three quarks (ggq) known as baryons and
a quark-anti-quark (¢q) is called the meson. Theoretically, there are other possible
color neutral combinations of quark states formed exotic hadrons like tetraquarks
(¢qqq), pentaquarks (gqqqq) and hexaquarks (gqqqqq). Recently the existence of tetra
and pentaquarks are reported by Belle[IT] and LHCb experiments [12]. Particles
can also be composed only of gluons, without valence quarks. Such hypothetical
particles are called glueballs. No experimental evidence for glueballs and hexaquarks
have been found so far. The QCD has effectively been able to describe the physical
behaviour of hadrons, and it’s structure in various energy scales [10]. The perturbative
QCD (pQCD) approach is applied to hadrons to probe their small-distance quark-
gluon structure. When the interaction is governed by high-momentum transfers, Q
> Agcep, the processes are termed as hard processes or hard QCD [13]. The pQCD
is not applicable in low momentum transfer regime (when «y is significant) which

are known as soft QCD processes. The most effective non-perturbative approach is



the Lattice QCD (1QCD) which has been a very successful method in describing the
thermodynamic properties of QCD matter [I4]. There are effective field theories for
exceptional cases where pQCD and 1QCD are not applicable. The detail of soft and
hard processes will be discussed further since the significant aspect of this thesis work

is to investigate the correlation between hard and soft processes in hadronic collisions.

1.1.2 The QCD matter and phase diagram

QCD predicts a phase transition above a critical temperature T, from ordinary hadronic
matter to a phase of deconfined quarks and gluons. At very high densities, the nuclear
matter would exist as a quark-soup instead of a dense hadronic system. This new
state of deconfined QCD matter is known as the QGP [15]. It is expected that the
universe would have existed in a QGP state with zero net baryon density (up = 0)
during the first few microseconds after the Big-Bang. It is possible that neutron stars,

which have a low temperature but high net baryon number, might contain a QGP at

their core.
early universe
ALICE quark—gluon plasma
RHIC B

E CTOSSOVEr CB N[ <Yy ~ 0

§

9 quark matter
S
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]1|;:“ []”:5 0
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Figure 1-3: The schematic diagram of different phases of QCD. This figure is taken
from [16].

The different regions of QCD phase are shown as a function of temperature (T)
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and net baryon density in Figure [I-3] At LHC, the ALICE experiment is dedicated
to studying the region of QCD phase transition where the temperature is high and
wup — 0. This regime has been extensively studied by 1QCD models [I7]. A cross over
of first-order phase transition is expected around 180 < T, < 200 MeV according to
1QCD calculations [18]. The QGP system is also likely to restore the QCD Lagrangian
symmetry of color under the helicity transformations of the quarks in the absence of
quark masses, namely, the chiral symmetry ((1¢)) = 0). The restoration of chiral
symmetry means the light quarks (u,d,s) are expected to appear as nearly mass
less particles compared to their larger constituent quark masses when confined inside
hadrons. The transition from hadronic matter to QGP state is still a topic of debate.
Various experimental facilities such as STAR and RHIC as well as ALICE at CERN
are dedicated for investigating different part of QCD phase-space (T, up) at different
collision energies using ultra-relativistic heavy-ion collisions. In the heavy-ion collision

Section we will discuss more about QGP and it’s experimental observable.

1.2 The quarkonium resonances

Quarkonia are the mesonic resonance particles comprise of bound states of a massive
quark-anti-quark pair. Heavy quarkonium system is an excellent probe to test all the
regimes of QCD and allows to study the interplay between pQCD and nonperturbative
QCD which are not fully understood. The quarkonia provide experimental ground to
perform these QCD calculations through the investigation of correlation of soft and
hard processes [19]. The heavy quarkonia are also significant probe to investigate
the presence of QGP. The quarkonia are formed in the hadron collisions in initial
hard scattering processes and experiences full evolution of the collisions medium. In
the presence of nuclear matter, they may experience hadronisation, fragmentation or
both. As a consequence the suppression and regeneration mechanism of quarkonia
provide the signature of the QGP [20], 21, 22]. The charmonia i.e. bound state of
cé and bottomonia i.e. bb, are the best examples of heavy quarkonia. The bound

state of top quarks ¢t has not been observed yet, because of its large mass and small



lifetime. The quarkonia resonances are short-lived and are found in different mass
states which is due to the hyperfine splitting of the angular momentum state of the
quark pair. The focus will remain on the first excited state of charmonium, the J /4
meson, which is the main probe used in this thesis work. The different resonance
states of charmonium, which are experimentally observed with their hadronic decay

modes, are shown in Figure [1-4

Mass (MeV)
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Figure 1-4: The charmonium spectroscopy with their hadronic transition. Similar plot
for bottomonium spectroscopy can be found here [2]. The x-axis shows the mass of the
resonance states and in the y-axis their spin, parity and charge-conjugation are listed.

The quark model had been established after the discovery of the J /1, followed by the
excited state ¢(2S5) in 1974 23], 24]. Two groups independently discovered J /v at the
same time. One from Brookhaven National Laboratory (BNL) discovered at a fixed
target experiment Alternating-Gradient Synchrotron (AGS) by hitting a proton beam
on beryllium target in the electron-positron channel [24]. Another group from the
Stanford Linear Accelerator Center (SLAC) observed a sharp resonance in an electron-

positron annihilation experiment in the SPEAR collider in hadronic and dilepton



channel [23]. The discovery of J/¢ played a significant role in accelerating the field
of particle physics known as the November revolution. The perceived value of mass
and width of J /1 is my/y = 3096.900 & 0.006 GeV/c? and Ty = 92.9 £ 2.8 keV/c?
[2]. The J/¢ is a vector meson[] (J©¢ = 177), with J the total spin, P the parity
quantum number (P = (—1)£*!) and C the charge conjugation quantum number
(C = (—=1)E+9). It has a long lifetime (~ 1072 sec) compared to the other strongly
interacting particles (~ 10723). This phenomenon was explained by the Okubo, Zweig
and lizuka, i.e. OZI suppression rule. As per the OZI rule, the strong decays of
charmonium into three pions is suppressed more than decaying into lightest open
charm D° mesons pair. But the mass of the charmonium is below the threshold of
twice of the D° (2xmpo &~ 3730 GeV/c?). Hence this decay mode is forbidden. This
suppression of hadronic decays made a window for significant electromagnetic decays
into leptonic pair (£*+£7) via a virtual photon. The dilepton decay modes with their
branching ratios are [2]: BR/y_ete- = (5.971£0.032)% and BR /0t~ = (5.961%
0.033)%. In Figure J /1 signal is reconstructed via its dilepton decay modes. The

E I a) Jy — ee (\J:>\'> or b) Jy—sup
40 * e Opp. Sign ) e Opp. Sign
= | o Like Sign ) > 1 f === Eif
o O Track Rotation| o 40 !
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Figure 1-5: The invariant mass of di-electron and di-muon showing J/v signal around 3.1
GeV/c? measured by ALICE [25].

quarkonium resonances are formed in hadronic collisions via initial hard scattering

4Total spin 1 and odd parity makes them vector meson
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processes as mentioned in the Section . The J /1) can be produced directly from
the hadronisation of the cé. The higher mass resonances such as (25) — J/¢ + X
and x. — J/1¢ + X can decay into J/1, this process is known as ‘feed down effect’.
The J/1, which are produced either by direct production or by the feed down effect,
are known as prompt J/¢. The J /1 are also formed from the weak decays of B quark
mesons feed down (B — J/¢+ X). These type of J/1 are called non-prompt J/7. In
hadronic collisions, the major fraction of J/v is produced via direct production, i.e.
60% prompt J/¢ with 10-30% from y. and 8% from ¢ (2S) feed down [26, 27, 28§].
The contribution of non-prompt J/v is about 10% and the production of non-prompt
J /1 increases with transverse momentum (py). The combination of prompt and
non-prompt J /v is called inclusive production. In Figure the signal of inclusive,
prompt and non-prompt J/1 and its variation with pr is depicted. It also shows the
fraction of J /v produced from B-hadronic decay measurements in ALICE, compared
with other experiments at LHC and CDF at the Tevatron at different collision energies

and systems [29].

1.2.1 Theoretical overview of J /¢ production

The quarkonia production involves both pQCD and non-perturbative QCD scales.
The mass of the heavy quarks are substantially more than the typical energy and
the momentum of the quarks inside quarkonium [30]. Hence the pQCD is applicable
to calculate heavy quarks production cross-section where () > 2m, >> Agcp. On
the other hand, the hadronisation process is non-perturbative, which involves energy
scales of the order of the binding energy of the quarkonium. Heavy quarks can be
treated by the non-relativistic approach because of their large masses. There are
various theoretical models available to describe charmonia production mechanism.
Most of the models consider factorization of the pair production(high momentum)
and hadronisation (low momentum). An excellent overview about models description
of J/1¢ production can be found in reference [31]. In the following sections, a brief

description of the theoretical models are given.

10



E1 —¢— data _
3UE ol ALICE p-Pb, (s = 5.02 TeV
< [ e fit, prompt J/y 2.92 < m,., < 3.16 GeV/c?
D — — fit, J/y from B
2 10E" fit, background 1.8 <p <3.0GeVic
c F 2%/ dof = 25/29
TR
3
- i 0-9 TTT T T T T TTTT T T T T T 11T
107" \g\m C I ! ]
2 08 [ #7 ALIGE p-Pb -1.37<y, <043, {5y,=502TeV E
C s v ATLAS, p-Pb -1.94< Yy < 0, Sy =5.02 TeV ]
10 0.7 ° ALCE.pp IyJ/W\<0.9,(§=7TeV ﬁ:_—
: B
E 0.6 o PP 1y, <025, (s =7Te o E
E F o+ ATLAS.pp Iy, | <0.25, (s =8 TeV th ]
T 05 % coF,pp | <06, 15=1.96 Tev d 1 -
10 _E E ; E
= 041 e =
1oE 03F .
E C & ]
i 02F 95%CL =
1E o ]
g 0.1F Pt =
1071 E_ 0 :I 11 I 1 1 11 111 I 1 1 1 11 111 I :
2o:oo 5007000 500 0 ‘ 500003500 %000 1 10 1
Pseudoproper decay length (um) p; (GeVic)

Figure 1-6: The J/4 signal from various sources and contribution of B-hadronic feed
down [29].

Color Evaporation Model (CEM)

The Color-Evaporation Model (CEM) is a phenomenological approach that commonly
describes the quarkonia production cross-sections [32]. According to CEM, the hadro-
nisation removes the correlation between the qg pair by the exchange of soft gluons
with the color field in the collision. That is why the name of the model is "color
evaporation" model. The production cross-section of a quarkonium state is given by
summing over all the quantum state of quarkonium, where necessary lower and upper
bound are, the required mass to form quarkonium state 2M. and mass of open charm

pair, 2Mp. Hence, the total production cross-section is given by

2Mp do. -
Oq7 = qu/2 Jaa dmygg (1.2)

where the F,; = 1/9 represents the statistical probability that the pair hadronizes

11



into a color neutral state of quarkonium. The CME model calculation can be done
at Leading Order (LO) in perturbation theory or at Next-to Leading Order (NLO)
framework to account for the pr dependence. This model well describes the data
for the energy dependence and pr distribution of the cross-section [33]. However,
the CEM model fails to predict the J/1¢ spin-alignment or polarization and also
discrepancies are found in the description of pr spectra. The J/v cross-section at
forward rapidity are compared with the CEM as a function of energy, where the
model roughly estimates the ALICE data [34]. The recent development of the CEM
model is named as Improved Color Evaporation Model(ICEM) [35]. The comparison
of experimental data from LHC with ICEM can be found in reference [36].

Color Singlet Model (CSM)

The Color Singlet Model (CSM) was the earliest model to describe the quarkonium
production using pQCD [37, B8]. It takes into account the correlation between the
production of the bound state to the ggq production. Unlike CEM, this model ex-
plicitly considers the quantum state of qq pair. That means the ¢¢ are produced in
a color-singlet state and the quantum numbers are conserved after the quarkonium
production. The probability for a ¢¢ to transform to quarkonium is proportional
to the radial wave function at the origin (r = 0) for S-wave states. The hadronic

cross-section given by the model is

* d0c5[3S]+X
o — [ A EeEEX =0 1.3
o = [ a0 (1.3

The wave function 1/, can be derived using the effective potential model calcula-
tion [39]. The J/¢ production mechanism via gluon fusion at the LO process in CSM
model is illustrated in Figure (a). The only inputs required in the model are the
14(0)]? and its derivatives that can be extracted from data of decay processes. The
CSM, thus, has no free parameter [40]. The CSM manages to describe the charmo-
nium and bottomium production cross-section as a function of /s in LO framework

at lower collision energies [41], 42] but fails to explain the ¢(2S) production cross-
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sections at higher energies and at high pr [43]. However, the CSM provides a better
description of the data if the computation at higher orders in the a, expansion is
included. The data comparison with CSM for J/v¢ production at /s = 7 TeV at
forward rapidity measured by ALICE is shown in Figure [1-8] [44].

I/ : I/

o
@)
g 00000W 0, ,
<0004,

(a) (b)

Figure 1-7: (a) The J/¢ production Feynman diagram of the leading order color-singlet
sub process via gluon fusion of the initial state partons. (b) Color octet contribution via
gluon splitting [45].

Color Octet Model (COM) and Non-Relativistic QCD (NRQCD)

The Color Octet Model (COM) is incorporated in the Non-Relativistic Quantum
Chromo Dynamics (NRQCD) framework and corrects the shortcomings of the CSM
approach [45]. Figure (b) shows the example of J/i production of LO COM
contribution by Feynman diagram. The factorization of energy scales hierarchy,
Mg << Mgu << My?* is implemented in NRQCD framework, where the term
Mg distance range for creation. The quarkonia production in NRQCD is calculated
as follows. The creation of the pair in a hard scattering at short distances, which is
calculated perturbatively as an expansion in the o, and the non-perturbative part,
the evolution of the pair into quarkonium state, is given by the Long Distance Ma-
trix Element (LDME) which estimated by comparison with experimental data. The
NRQCD has been able to describe the production cross-section of J/1 as a function
of pr at higher energies.

The results of inclusive production cross-sections of J /1 and 1 (25) are calculated
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Figure 1-8: (a) The J/v production cross section as a function of pr at forward rapidity
in pp collisions at /s = 7 TeV, compared to predictions from the CSM at leading order
(LO), next-to-leading order (NLO), and NLO with leading py next-to-next-to-leading order
contributions (NNLO*) [44]. (b) The J/v production cross section as a function of pr at
forward rapidity in pp collisions at /s = 5.02 TeV compared with NRQCD models [34].

within LO NRQCD framework at LHC energies and are reported in reference [46]. The
results show a good description of the data at various energies and rapidity regions
for pr > 4. In Figure , the comparison of pr dependence of J/1¢ production from
the ALICE experiment is shown at /s = 5.02 TeV with two NRQCD based models
[34]. The FNOLL model is used to account for the feed down contributions from the
B-meson at high pr values [47, [48]. Another one, combined with The Color Glass
Condensate (CGC) model [49], is used to describe the production at low pr values.
It can be summarized that currently none of the theoretical models can describe all

the experimental observations simultaneously.

1.3 Hadronic collisions

The simplest and the most common of hadronic collision is the proton-proton (pp)
collision. A simple system is expected to be formed in pp collisions which allows to

study the properties of QCD and investigate the nuclear matter as well as opens a
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window for unknown physicsﬂ It also provides directions for more complex processes
in proton-nucleus (p-Pb) and nucleus-nucleus (Pb-Pb) collisions [50]. In pp collisions,
the constituent quarks and gluons (partons) of protons interaction classified as head-
on collisions assuming that protons are point like particles. It involves both hard and
soft processes that are described in Section [1.1.1} Heavy quarks and jet productions
represent hard processes where energy scale is > 1 GeV. The underlying events (UE)
activity, initial and final state soft radiation, soft parton scattering, total cross-section,
hadronic decay rates and properties described by non-perturbative QCD are examples
of the soft process. Figure describes a typical inelastic pp collision which involves

both soft and hard processes.

“Hard” Scattering

outgoing parton

proton

underlying event underlying event

outgoing parton

Figure 1-9: Schematic representation of a pp collision [51].

The global properties of interactions in pp collisions are characterized in terms of
diffractive and non-diffractive processes. The interactions in which the vacuum quan-
tum numbers are exchanged between interacting colorless particles (known as pomerons)
are defined as diffractive interactions. According to Regge theory, the diffraction oc-
curs via the number of pomeron exchanges in the pp collisions [52]. Diffractive pro-
cesses can be classified depending on either one (single diffractive) or both (double
diffractive) incoming protons dissociate into final state particles. The different classes

of diffractive pp processes are shown in Figure [I-10] The diffraction interaction can

Speaking in terms of relativistic high energy scales at particle collider
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also be classified in terms of rapidity-gap topology. The total cross-section of pp col-
lisions in terms of these diffractive events can be found in these references [53, 54} [55].
The diffraction processes make up about 25% of the inelastic pp cross-section, and
about 70% processes are non-diffractive in nature [54]. The partonic interactions are
non-diffractive interactions which are again comprised of underlying events and hard
scattering processes. The combination of the double diffractive and non-diffractive

inelastic process are termed as non-single diffractive (NSD) process.

p X
P
p P X p P
P P
P
X p P X
P
p P P Yy »p p
(a) (¢) (d)
P Y
(b)

Figure 1-10: Different processes in a inelastic pp collisions. a) non-diffractive process b)
single diffractive c) double diffractive d) central diffractive process [55].

The information of the initial parton structure of the pp collisions is described
in terms of the parton distribution functions (PDF). The PDF is the probability
density to find a parton in a proton with a fraction = of the total momentum at
an energy scale Q? (f(z,Q?)). The PDFs can characterize the hadronic bound states
where hadronic processes are factorized in partonic processes. The PDFs can not be
calculated using pQCD, and they strongly depend on Q? at low x. The production
of heavy flavour, i.e. J/1, is dominated by gluon fusion in relativistic collisions[50].
The gluon distribution strongly increases with energy at low x. The strong interaction
weakens as a consequence of the increase of gluon density until getting saturated as a
result of the self-interaction of gluons in QCD. The saturation can be studied through

the CGC model [49]. The PDFs are independent of the specific process. Thus, the
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Table 1.1: The momentum fractions for forward J/1 at the LHC

PDFs are determined by fitting the data from Deep Inelastic Scattering (DIS) of
electron off proton (ep) and are used to predict hadronic processes [57]. An example
of proton PDFs, relevant to low pr J /4 production at an energy scale of Q? = 10 GeV?,
measured with H1 experiment at HERA, is shown in Figure [I-11] The momentum
fractions of the two incoming hadrons, z; and x5 at a given rapidity and centre of

mass energy /s can be written as

(1.4)

Therefore, different kinematic regions of the PDFs can be explored by measuring it at
different rapidity regions. The typical values of x, for J/1 at forward rapidity region
(2.5 < y < 4.0) in pp collisions, accessible in ALICE experiment are listed in Table
NI

HERA Q2 =10 GeV?

—— HERAPDF1.7 (prel.)
------ HERAPDF1.6 (prel.)

0.8
I experimental uncertainty
[ model uncertainty

0.6 [ parametrization uncertainty

xf(x, Q?)

04

0.2

— . el
104 1073 102 10" 1
X

Figure 1-11: Parton distribution functions for valence quarks, sea quarks and gluons at
HERA [58].
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At ultra-relativistic energies, the proton can be treated as an extended object com-
posed of partons. In this case, the perpendicular distance between the centres of
the two protons is defined as the impact parameter, ‘b’. Hence, the geometry of
pp collisions depends on b as well as the parton distributions of the two incoming
protons.

The particles in pp collisions can also be produced due to Multiple Parton Inter-
action (MPI) process. MPI is defined as multiple parton interactions occurring in a
single pp collision. MPI can have a significant contribution in the heavy quarks pro-
ductions along with the charged- particles. The MPI and its contributions to soft and
hard processes will be discussed in detail in Section [I.5.2] The pp collisions are well
described by the Monte Carlo event generators such as PYTHIA [59], EPOS3 [60] etc.
The QCD inspired models which include soft and hard processes, MPI, as well as the
diffractive process, are implemented in PYTHIAS8. An overview of these theoretical

models is given in Section [I.5]

1.3.1 Heavy-ion collisions and QGP signatures

To create QGP at high energy density, one need more number of colliding particles.
Such conditions can be created experimentally in ultra-relativistic heavy-ion collisions.
The conditions of the collisions depend on the initial geometry of the colliding nuclei
and their degree of overlap. The degree of overlap or centrality is determined by
the impact parameter b. Hence, b = 0, would correspond the most central collisions
and 0 < b < r; + ry (r; and 7y are the radius of the either nuclei) represents the
peripheral collisions. The collision centrality and number of participating nuclei can
be estimated using the Glauber model formalism [61].

In experiments, the impact parameter and the numbers of participants and binary
collisions can not be directly measured. These parameters are calculated by carrying
out Monte Carlo simulation and comparing the findings with the data. The Glauber
model is employed in mapping the number of charged-particles produced by defining
centrality classes in both measured and calculated distributions [62]. The collision

centrality classes, in experiments are determined by taking the basic assumption that
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Figure 1-12: A cartoon example of the correlation between the number of participating
nucleons in a heavy-ion collision, their cross section and the impact parameter, b, defining
the centrality classes [63]. These plotted distributions and various values are illustrative,
not actual experimental measurements.

the b is monotonically related to the charged-particles multiplicity and production
cross-section of the interacting nuclei in an interval of pseudorapidity (n). The large b
represents less number of charged-particles multiplicity and a large number of specta-
tor nucleons, while the small b corresponds to central collisions with high multiplicity
and a low number of spectatorﬂﬂ. Figure depicts illustration of heavy-ion colli-
sions in terms of centrality classes at the mid-rapidity region. In the following section,

we will discuss more about the charged-particles multiplicity.

The thermal models describe the QGP medium, and its subsequent expansion can
be studied in terms of relativistic hydrodynamics [64]. After the QGP is created, the
system expands and cools to the critical temperature and the energy density becomes
low enough for the transition back to the hadronic phase of confined quarks and

gluons. The QGP is extremely short-lived (7 ~ 20 fm/c) and can not be detected

6Spectators are the nucleons that do not participate in the collisions.
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directly. Therefore, only via tracing back the final state of particles observed by the
detectors of the experiments, we can know about the system of the earlier times. In
general, there is no unique signal which proves the existence of QGP, and rather there
are a variety of probes to characterize the produced system in experiments. The probe
of several signatures simultaneously may indicate the formation of the QGP [65]. The
probes are broadly categorized into two groups, analogous to QCD processes (hard

and soft) as follows:

e Hard probes or the early signatures are originated in the initial stage of a
collision due to high momentum transfer as a result of hard scattering processes.
Examples of such probes are electroweak bosons (v, W*, Z°%) decaying into
leptons, jet quenching, heavy quarkonia production. The photons that are
directly emitted from the QGP system are known as thermal photons, and these
weakly interacting photons provide information about the initial temperature of
the QGP medium [66], 67]. The W= and Z° bosons also interact weakly with the
QGP medium since they are colorless. Hence, production of W* and Z° bosons
are treated as an ideal probe to study cold nuclear matter effects in heavy-ion
collisions [68]. The results of W* and Z° production at central rapidity can be
found in these references [69, [70, [71] and Z° production measurement at forward
rapidity is done by ALICE [72]. High pr parton pairs that are produced from
a single hard scattering in early stage of a collision which results in a shower of
collimated hadrons, known as jets. These jets suffer energy loss while passing
through QGP medium. Thus, their yield is modified with respect to the yield
without QGP medium. This phenomenon is known as jet quenching which is
regarded as another important probe for QGP [73]. We have already discussed
about quarkonia being a major probe to QGP in Section [1.2]

e Soft probes are described by soft QCD process. Soft probes may originate
during all stages of collisions and provide information on the collective effects.
The anisotropic flow of charged-particles [74], event-by-event fluctuations and

correlations among charged-particles [75], modification of particle yield and ra-
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tios [76] are the examples of soft probes. The correlations and fluctuations
observables have been introduced in Section [1.3.3] since the study of these soft

probes in heavy-ion collisions are also part of this thesis.

1.3.2 Importance of charged-particles multiplicity study

The term multiplicity is a general term for the number of particles emitted in a
collision. The charged-particles multiplicity is a global observable which provides
information about the initial energy density, geometrical information such as im-
pact parameter and number of participant nucleons and binary nucleon-nucleon col-
lisions in the system, as discussed in the previous section. Events passing a minimum
set of requirements in inelastic pp collisions are known as minimum bias eventd’}
These events are dominated by soft multiple scattering process. At LHC energies,
the charged-particles multiplicities are generally obtained from these minimum bias
events in certain rapidity regions. Theoretically, the calculation of charged-particles
multiplicity is more complex, and pQCD is not applicable here since soft processes
dominate the particle production. It can also have a significant contribution from hard
scattering. Thus, its measurement can help to explore both soft and hard probes. The
multiple soft collisions change only the excited states of the nucleons, which in turn
produce particles the moment they leave the interaction region. As a consequence,
the appropriate scaling of the multiplicity of soft processes is assumed to be the num-
ber of participating nucleons. On the other hand, in hard processes, the number of
particles produced is assumed to scale with the number of binary collisions [77].

The probability P(N.,) for producing N, charged-particles i.e. multiplicity distri-
bution, in the final state can be described by the KNO scaling named after Z. Koba,
H.B. Nielsen and P. Olesen [78]. KNO scaling states that multiplicity distribution
when normalized by its average value (P(Ng)/(Nepn)) is independent of the collision
energy which is again based on Feynman scaling [79]. According to Feynman scal-
ing for asymptotically large energies, the mean number of charged particles increase

logarithmically with collision energy i.e. (Ng) o Iny/s. This also leads to the con-

"More specific definition of minimum bias event is given in chapter two.
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Figure 1-13: Energy dependence of average charged-particles density normalised by the
mean number of participating nucleon pairs uvat)<Nch/d77> at various colliding systems

and event classes measured by various experiments. Comparison with power law functions
represented by solid and dashed lines [80].

clusion that charged-particles density around mid-rapidity is independent of energy,
i.e. dNg,/dy = constant. Considering the fact that maximum available rapidity in
a collision also increases logarithmically with /s. Experimentally it has been ob-
served that both Feynman scaling and KNO scaling are violated at energies greater
than /s = 200 GeV. The deviation of KNO scaling also depends on the 7 intervals
and type of collisions (inelastic, NSD, diffractive, etc.) [8I]. The Negative Binomial
Distribution (NBD) describes well the shape of the multiplicity distribution at lower
collision energies in full phase space up to /s = 540 GeV. At higher energies sum of
two NBDs gives reasonable fit for larger 7 intervals. Such violation are attributed to
the presence of semi hard gluon radiation or mini jets and MPI [77].

An alternative approach to describe the energy dependence of multiplicity dis-
tributions is parameterization with power-law functions. The power-law parameter-

ization well describes the data from ISR to LHC energies. The results from ALICE
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Figure 1-14: Model comparison of charged particles distribution [82].

collaboration show a clear indication that dN.,/dn increases faster in Pb-Pb than in
pp collisions, (Figure and the high multiplicity pp collisions are comparable with
the central collisions(Au-Au) at RHIC [80]. Hence, high multiplicity pp collisions at
LHC can be useful for studying nuclear matter properties for a medium with similar

dN.p,/dn but very different volumes.

At ultra-relativistic energies (LHC energies) the sea quarks dominates in the low
x-region as x = 2pr/+/s which results in large number of MPI [59]. In this case, the
QCD inspired models that consider the presence of MPI describes well the charged-
particles multiplicity distributions and their energy dependencies. The probability
distribution of charged-particles multiplicity measured by ALICE in pp collisions at
Vs = 0.9 and 7 TeV for inelastic events and comparison with model predictions from
different MC event generators is shown in Figure [I-14] Detail of charged-particles

measurement by ALICE can be found in reference [82].
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1.3.3 Study of correlation and fluctuations of the charged par-

ticles

The particle correlations and event-by-event fluctuations allow the study of the prop-
erties of the matter in that medium. Fluctuations are important for the study of the
perturbations of a thermodynamic system. When a system undergoes a phase transi-
tion, various thermodynamic quantities show varying degree of fluctuations. Hence,
to investigate the of phase transition, the measurement of particle number, energy
and charge fluctuations become relevant. The first-order phase transition results in
large amounts of energy liberation in the system in localized space which leads to
explosions. These localized explosions cause large fluctuations in the production of
matter and energy as a function of the rapidity. Therefore, event-by-event fluctua-
tion of the transverse energy per unit rapidity can be used as an important tool for

providing possible signatures of plasma formation.

1.3.4 Collectivity in small systems

The experimental data of heavy-ion collisions have shown several essential features
which indicate the formation of strongly interacting QCD matter in the collision sys-
tem or QGP [83]184], 85, [86]. The consistent measurement of jet quenching, anisotropic
and radial flow, quarkonia suppression and regeneration, strangeness enhancement,
etc., have established the possible existence of a collective medium produced in these
collisions. Especially, at LHC with Pb-Pb collisions at /syny = 2.76 TeV and 5.02
TeV (also Xe-Xe at y/syy = 5.02 TeV) it was possible to reach at such high energies
where a large number of particles (high multiplicities) and hard probes can be created
in a medium on event-by-event basis. The pp systems have a much smaller volume
compared to the Pb-Pb systems, and they have been frequently used in heavy-ion
physics for normalisation as QGP is not expected to be formed. We have already
discussed in the previous section that the energy density reached in high multiplicity
pp events at LHC is comparable to the Cu-Cu central collisions or Au-Au peripheral

collisions at /s = 200 GeV, and hence one can wonder about the possibility to obtain
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a system similar to heavy-ion collisions.
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Figure 1-15: (a) pr spectra of strange hadrons at different event multiplicity classes.
(b) The relative yields of strange particles compared to charged pions as a function of

chh/dn [BZ’]

In recent years, search for collectivity in small systems at LHC energies has become
an active area of research in the of high energy particle physics. The experimental
evidence of enhancement of strange and multi-strange particles as a function of mul-
tiplicity in high multiplicity pp collisions has been reported by ALICE collaboration
[87]. The enhancement of strange quark is a typical signature of QGP formation in
Heavy-ion collisions. In heavy-ion collisions, in the presence of the QGP medium, the
strange quark-anti-quark production is more frequent than in pp collision system due
to the fact that coupling of gluon to strange, and gluon to light quarks is similar. The
formation of light quarks (u,d) lessened as per Pauli blocking in the central rapidity
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region and ss annihilation is less frequent. Therefore, enhancement of strange parti-
cles is expected and treated as a probe for QGP formation. In Figure [I-15[strikingly,

a similar feature has been observed in high multiplicity pp collisions.
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Figure 1-16: Two-particle correlations as function of pseudorapidity and azimuthal an-

gle [92].

Another observation of collective features in small systems is the emergence of
azimuthal correlations that extend in long rapidity range or near side ridge effects are
reported in pp collisions at /s = 7 and 13 TeV by CMS [88|, and at /s = 13 TeV
by ATLAS [90] experiments. The measurements also shown "double-side ridge" effect
in p-Pb collisions at \/syy = 5.02 TeV by ALICE and CMS [91, 92]|. Figure m
shows two-particle correlations along én and azimuthal angle §¢ of high multiplicity
events and subtraction of two-particle correlations in high and low multiplicity events
measured in p-Pb collisions y/syy = 5.02 TeV. The similar type of near side (én = 0)
and away side (6¢ = 7) ridge is observed in heavy-ion collisions which are interpreted
as the outcome of the hydrodynamic expansion of the hot dense medium.

Along with these results, elliptical and triangular flow patterns of charged particles
produced in proton-gold (p+Au), deuteron-gold (d+Au), and helium-gold (*He+Au)
collisions at y/syy = 200 GeV is reported by PHENIX Collaboration [93]. A strong
multiplicity dependence of average transverse momentum, (pr), which is attributed

to radial flow has been observed as well. The observation of collective behaviour in
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small systems similar to heavy-ion collisions has led to the questions about their ori-
gins. Whether a medium is formed in high multiplicity pp collisions events remain an
open question. Another possibility may be to explain these experimental observations
without the formation of a deconfined medium. Such alternative theoretical interpre-
tations of these collective phenomena are explained in references [94] 95] 96, [97) 98].
Hence, it is crucial to understand these collective phenomena in small systems at high

particle multiplicity.

1.4 Quarkonia and Heavy flavour measurement as a

function of multiplicity

In the previous section, some interesting results have been discussed that indicate
the collectivity in small systems. In the same direction, the study multiplicity de-
pendencies of hard probes can provide more insight into this area of research. It
has been known since 1990 that contribution of MPI is important in describing the
phenomena related to pp collisions at high energies. The multiplicity dependence of
quarkonia and heavy flavour production will help us to understand the correlation
between soft processes, produced bulk multiplicity, and hard processes e.g. quarko-
nium production in hadron-ion and hadron-hadron collisions [99]. Relative yield and
relative mean transverse momentum of quarkonium as a function of self-normalised
charged-particles pseudorapidity density is a convenient observable to study because
the self-normalisation cancels out various corrections and scaling properties (x-axis
is the KNO variable dN.,/dn) make it possible to compare among different collision
systems, centre of mass (CM) energies, rapidity regions and quark contents.

Various tests have been performed by ALICE, CMS and STAR experiments on
this topic in recent time. In this section, the experimental observations will be dis-
cussed. The dependence of the J /v yield as a function of multiplicity was investigated
in pp collisions at /s = 7 TeV in forward rapidity (2.5 < y < 4.0) and mid-rapidity
(ly| < 0.9) regions [25]. The non-prompt J/¢ along with D mesons (D°, D*, D**)
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Figure 1-17: (a) Relative inclusive J/1) and D meson yield as function of relative charged-
particles multiplicity in pp collisions at /s = 7 TeV at mid- and forward rapidities. (b)
Non-prompt J/1 and prompt D meson yield vs multiplicity at mid-rapidity [100].

yield as a function of multiplicity were measured at mid-rapidity [I00]. These AL-
ICE studies showed an increase of the relative the J/¢ production and the D mesons
with increasing relative charged-particles multiplicity, as shown in Figure|1-17] These
measurements are done in two ways. At mid-rapidity, both observables particle yield
and dN.,/dn are measured at same rapidity region while at forward rapidity mea-
surement, dN.,/dn computed in mid-rapidity (|n| < 1) and J/¢ yield is determined
at forward-rapidity. A stronger than linear increment is observed at mid-rapidity.
The fact that both D and J/v production increase as a function of multiplicity sug-
gests that this is related to charm production rather than to a specific hadronisation

process.

The results from STAR collaboration in pp collisions at lower collision energies

at /s = 200 and 500 GeV also show similar increasing trend of relative yield J/v
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as a function of charged-particle multiplicity [101, 102]. The measurement is done
by calculating J /v for integrated pr and pr < 1.4 and pr < 4 GeV/c. The results
show with an increase of transverse momentum the increment of yield becomes more
stronger. The results are in good agreement with PYTHIAS8 and percolation model
calculations (discussed in Section . Figure shows multiplicity dependence of
J /1 yield at /s = 200 GeV, PYTHIAS8 model comparison EPOS3 model calculations

of D° mesons.
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Figure 1-18: Relative J/1 yield as a function of event multiplicity in three pr regions in
pp collisions at /s = 200 GeV [101].

The multiplicity dependence of J/¢ has also been studied in p-Pb collisions with
ALICE detector at /sy — 5.02 TeV in forward (2.03 < yems < 3.53), backward
(—4.46 < Yems < —2.96) and mid-rapidity (—1.37 < yems < 0.43) regions, as shown in
Figure [103]. An increment of relative J /1 yield is observed in all three rapidity
regions at low multiplicities. The forward rapidity region shows saturation towards
higher multiplicities.

The ratio of the yields at forward and backward rapidities Rpg as a function of mul-
tiplicity is shown in Figure (a). The figure shows a clear suppression of the
J /1 yield at forward rapidity with respect to backward rapidity and the suppression
increases with increasing charged-particles multiplicity, which is consistent with the
calculation with gluon shadowing. The relative average transverse momentum ((pr))
of J/1 as a function of charged-particles density is reported for forward and back-

ward rapidities in Figure (b), the same trend is observed for the two rapidity
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Figure 1-19: Relative inclusive J/v yield as a function of relative charged-particles multi-
plicity in three rapidity regions in p-Pb collisions at \/syy = 5.02 TeV.

ranges [103]. The dashed lines represent the (pr) of charged-hadrons as a function of
multiplicity in the mid-rapidity region.
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Figure 1-20: (a) The ratio Rpp of inclusive J/% in p-Pb collisions at \/syy = 5.02 TeV as
a function of multiplicity. (b) Relative pr for J/v as function of relative charged-particles
multiplicity for forward and backward rapidity.

In ALICE with Run2 data, the same study has been carried out in pp collisions
at /s = 13 TeV in the mid-rapidity region and compared with the previous results
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Figure 1-21: (a) Comparison of relative J/1 yield at /s = 7 TeV, 13 TeV and D mesons
yield at \/s = 7 TeV as function of relative charged-particles multiplicity in pp collisions.

(b) Normalised J/v yield as a function of relative charged-particles multiplicity in pp
collisions at /s = 13 TeV with EMCAL in four different pr bins.

obtained by ALICE in pp collisions and is shown in Figure (a) [104]. The
multiplicity range is much larger, spanning twice the range than explored in the
previous study. The observed trend is similar but the slope is significantly larger
than unity. The EMCAL triggered events allow to study high pr as well as high
multiplicity events. ALICE measured the J/1 normalized yield as a function of
the normalized charged-particles multiplicity up to pr = 30 GeV. The pr window
is divided in four pr bins, as shown in Figure [I-21] (b). This analysis indicates
stronger than a linear increase of J /1 yield as a function of multiplicity with increasing
transverse momentum. Results obtained using PYTHIAS.2 event generator agree
with experimental data in the defined pr intervals. The relative J /v yield increases
steeply with multiplicity in pp at 13 TeV, and the effect is stronger for high pr. The
larger statistics collected in Run-2 at LHC allowed us to extend the measurement
to larger charged-particles multiplicities and to higher pr. The experimental results
are qualitatively described by the existing theoretical models. It will be interesting
to explore the energy dependence of the self-normalised J/v yield as a function of

charged-particles multiplicity over a wider /s range.
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Figure 1-22: Event activity of YT(15), Y(2S5), T(395) yield as a function of multiplicity
and transverse energy [105].

In Figure the dependence of event activity of T production as well as it’s res-
onance states are shown in pp (Pb-Pb) collisions at /s (\/snn) = 2.76 TeV, p-Pb
collisions at y/syn = 5.02 TeV, measured by CMS experiment [105]. The results are
compared with the results of Pb-Pb collisions at /syy = 2.76 TeV. The bottomonia
states are measured at centre of mass rapidity (|yems| < 1.93) in each case and for
x-axis two different estimators have been calculated. One is charged-particles multi-
plicity at mid-rapidity (|n| < 2.4) and another is transverse energy at forward rapidity
(4 <n<5.2). A consistent linear increment can be seen in all three states if a  gap
is introduced irrespective of the collision systems. In the case of pp, while yield and
estimators are measured at the mid-rapidity, a stronger than the linear increment is
observed. The results also show that the ratio of yield of higher states to the ground

state decreases as a function of multiplicity in pp and p-Pb collisions. Due to large
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statistical uncertainties the Pb-Pb results are not significant.

Moving on to the light flavour sector, in ALICE, the multiplicity dependence study
has been performed for high- pr charged-hadrons in pp collisions at /s = 5.02 and 13
TeV [106]. The multiplicity is estimated by taking the signal combination of VOC and
VOA (VOM) detector in ALICE as well as tracklet multiplicityf] From Figure[l-23| (a)
it is observed that stronger than the linear increment of charged-hadrons irrespective
of the estimators and +/s. Figure m (b) gives the motivation for the study of mean
transverse momentum as function of event multiplicity in pp collisions. The ALICE
measurement shows (pr) of charged-particles as function of N, in pp collisions at /s
= 0.9, 2.76 and 7 TeV, in p-Pb collisions at 5.02 TeV and Pb-Pb collision at 2.76 TeV
at mid-rapidity, |n| < 0.3 as a function of charged-particles multiplicity [107]. An
increase of (pr) as a function multiplicity as well as /s is observed in pp collisions.
The (pr) at higher multiplicity in p-Pb and Pb-Pb collisions exhibits a saturation
which is similar to the case of J/1.

Therefore, all these experimental observations present strong motivation to inves-
tigate the multiplicity dependence study of hard probes more precisely. In ALICE
such studies have been performed at the currently available collision energies namely,

pp collisions at /s = 2.76, 5.02 (this work) and 13 TeV and in p-Pb collisions at
\/SNN — 8.16 TeV.

1.5 Theoretical model predictions

Several theoretical models have been employed to explain the increasing trend of yield
with multiplicity. The theoretical model calculations of multiplicity dependence of
J/1 productions have been carried out in pp collisions at /s = 13 TeV in the mid-
rapidity region and compared with the results obtained by ALICE in pp collisions
(shown in Figure [104]). These results have been compared to the predictions
from theoretical models (Figure by Ferreiro [108], EPOS3 by Werner et al [60],
PYTHIAS [59], Kopeliovich [109]. All models predict a J/¢ enhancement with mul-

8Definitions of these estimators and detector description are given in chapter two
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Figure 1-23: (a) Relative charged-hadron yield at /s = 5.02 and 13 TeV as function
of VOM and tracklet multiplicity in pp collisions [106]. (b) (pr) of charged-particles as
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tiplicity. However, at higher multiplicity values, the models show different trends.
EPOS3 model is in fair agreement with the data. PYTHIAS results under estimate
the data at higher multiplicity region. Figure [I-25] shows the data comparison of
PYTHIAS model for charged-hadrons at mid-rapidity (|n| < 0.8) for three pr regions
for the same collision energy. At high pr steeper increment is observed as a func-
tion of multiplicity similar to heavy flavour particles. PYTHIAS describes well the
data in lower multiplicity region in all cases, it overestimates the data towards higher

multiplicity, and deviation gets stronger at high pr.
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Figure 1-24: Dependence of relative J/1) as a function of multiplicity in pp collisions at
/s = 13 TeV compared with theoretical models [g].

Figure [1-26| represents the comparison of open charm yield as a function of multi-
plicity with PYTHIAS, percolation model, EPOS3 with and without hydrodynamic
expansion in four py intervals. At lower pr interval and lower multiplicity regions, all
the models well describe the data while at high multiplicity only percolation model

gives fair descriptions. The models underestimate the data as we go towards high pr
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Figure 1-25: The multiplicity dependence of charged-hadrons in pp collisions at /s = 13
TeV compared to PYTHIA8 model prediction [106]

intervals. It can also be interpreted from these measurements that the hydrodynamic
features are necessary for a better description of the data in multiplicity dependence

study.

In connection with model prediction, the results have been discussed from CDF
collaboration in pp collisions at /s = 1.96 TeV [110]. The (pr) of total particles
was measured at mid-rapidity (|n| < 1) and the data were compared with various
tunes of PYTHIAG6. The PYTHIAG results with MPI and tuned with pr = 0 and 1.5
GeV /c showed good agreement with data at lower multiplicities. On the other hand,
the multiplicity dependence of the (pr) without MPI increases faster as a function
of multiplicity. ALICE results of (pr) of charged-hadrons have also been compared
with various models [I07]. In pp collisions, the PYTHIAS is tuned with and without
color re-connection (CR) mechanism (will discuss later in Section along with
MPI [111} IT2]. Thus, model predictions are in good agreement with the data. In
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Figure 1-26: The multiplicity dependence of average D mesons in pp collisions at /s = 7
TeV compared to different models [100]

p-Pb collisions, the calculation with MPI and CR mechanism fail to describe the
data. Only the EPOS model, which includes collective flow parametrization gives
fair agreement to data [I13]. The observed saturation of the (pr) in p-Pb and Pb-
Pb collisions towards high multiplicity can be interpreted as re-distribution of the
spectrum due to re-scattering of constituents nucleons due to a locally thermalized
medium which shows collective hydrodynamic behaviour. No model prediction could

give a satisfactory description of the data in Pb-Pb collisions.

It is intriguing to observe if these theories hold true for (pr) of J/v in pp collisions
or not. We have discussed (pr) of J/1 in p-Pb collisions and a theoretical investigation
will provide more insight to understand the evolution of (py) as a function of event

activity. The models that have been used in the present thesis are briefly described
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in the following sections.

1.5.1 The PYTHIA model

PYTHIA is one of the most widely used general-purpose event generators for pp colli-
sions. It was first released in 1978. This QCD inspired MC event generator also works
for leptons, hadrons and recently added heavy-ion (pA, AA) collisions. It includes
diverse physics processes at different stages of the collisions specially programmed
to simulate physics mechanisms that can occur in high-energy particle collisions at
LHC. A sketch of the complex physics mechanisms involved in pp collisions is shown
in Figure PYTHIA is in continuous development mode, updating new features
from time to time. PYTHIA6 was written in FORTRAN. PYTHIAS is the improvised
version of PYTHIAG, written in C++ programming language. A detailed description
of PYTHIAG can be found in reference [I114] and the recent developments in physics
processes are given in reference [I15]. A large number of hard and soft processes are
available in PYTHIA, for example, hard QCD processes 2—2, open charm and botto-
mia production, electroweak processes, such as photon collision, single and pair weak
bosons production, charmonia and bottomia production via color singlet and color
octet mechanism, singly and pair top productions as well as Higgs and SUSY (super
symmetric particles) mechanisms etc. In the soft process part, it includes the total
cross-section in hadronic collisions, including elastic, diffractive and non-diffractive

topologies and so forth.

e Parton Distribution Functions : We have discussed PDFs in Section [L.3l
There are total sixteen sets of PDFs for protons, a few for pion, pomerons and
leptons are available in PYTHIAS. The PYTHIA is based on LO framework,
where the PDFs can be interpreted as the number density of partons. The

moderate-r regions and for the hard interactions the LO PDFs are suitable

while for MPI and underlying events the NLO PDFs are used. The PDFs
studies based on PYTHIA are reported in reference [117].

e Parton showers : In hard processes, due to large momentum transfer, the
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Figure 1-27: The layout of a typical pp collision in PYTHIA [116].

partons, as well as any new particles with color, are highly accelerated. This
acceleration results in radiation of virtual gluons, which can themselves emit
further gluons (radiation) or produce ¢q pairs. This leads to the formation of
parton showers. The parton showers are based on space like Initial State Ra-
diation (ISR) and time like Final State Radiation (FSR) algorithms [118, [119].
The final-state parton showers trigger the process of hadronisation. The par-
ton showers of the incoming hadrons may undergo multiple interactions which

produce the underlying events.

Multi Partonic Interaction : The MPI process is a hallmark for PYTHIA.
The idea of multiple interactions is to view the hadrons as bunches of partons

arising from a single pp collision. More detail is given in Section [I.5.2]

Beam remnants : Each incoming parton may leave behind a beam remnant af-
ter going through several hard scattering processes. The beam remnants contain
partons with flavours given by the lost valence quarks and require sea quarks for
the overall flavour conservation. The gluons also may be present in the remnant
as an origin of the remaining sea-quark pairs. Hence, beam remnants are used

to distinguish between valence and sea quarks and to obtain a consistent set
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of flavours after the perturbative evolution is finished. They may also produce

color singlets by reducing total color charge via the gluon initiators [115].

Color reconnection : The color reconnection (CR) mechanism is sub-process
of hadronisation associated with a parton shower, MPI and beam remnants. Ac-
cording to CR, a minimum number of hadrons share the transverse momentum
of the partons, i.e. the total string length between the partons become as small
as possible. Hence, the total multiplicity reduces because of the reconnected
strings [120]. The details of various model implementations of CR is described

in the updated PYTHIAS8.2 manual [115].

Hadronisation : The formation of final state color-neutral hadrons or hadroni-
sation process in PYTHIA is based on the Lund string fragmentation framework
[121]. At parton shower level the perturbative QCD is not applicable. The non-
perturbative lattice QCD is useful to explain the scenario. In the string model,
the ¢ and ¢ move apart very fast after being produced each carrying half of the
total energy at the centre of mass frame. The gluonic string connected with the
qq stretched, and the potential energy stored in the string increases. When the
potential energy becomes the order of the hadron mass, the string breaks and
a new pair of ¢q is produced. This process continues till the invariant mass of
these strings are large enough to produce qq pairs. Thus, this process leaves only
on-shell hadrons with small strings. The string breaking process is favourable
for light quarks because of their low pr relative to the string axis. The heavy
quarks are less likely to be produced because of their large mass. The hadro-
nisation mechanism can be neglected for quarkonia production in PYTHIA. A

cluster model has been proposed for heavy quarks and quarkonium states [119].

Resonances and particle decays : The resonances have a lifetime shorter
than the hadronisation scale, and they decay along with the hard process. So
the total cross-section is dependent on resonance decay channels. On the other
hand, particle decays take place after hadronisation and any change in the decay

channels does not affect the total cross-sections. In PYTHIA, the low mass res-
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onances and quarkonium are treated as particles rather than resonances. This
way the decay of J/1 — u™ + p~ does not affect cross-section of the hard pro-
cess g9 — J/¢ +g. The J/¢ can also be produced from parton showers, string
fragmentation and particle decay, such as g — bb, b — B, B — J/1¢. One
has to be very careful in choosing the physics process as any bias in the hard

process level affect the production mechanism of the desired particle [115].

In PYTHIA various physics components are governed by a set of parameters which
are determined by comparing them with experimental data. These sets of parameters
are known as tunes. The first tune was based on RHIC and LEP data before the LHC
era. Most recent tune in PYTHIAS is Monash. It is the default tune in PYTHIA
since 2013 [122]. However, in this thesis work, we have used PYTHIA8.2 with 4C
tune [123] for theoretical model comparison which is widely used for LHC data. In
this tune, the MPI and the CR have been included or excluded and the corresponding
numerical data have been compared with experimental data to observe therein effects

at LHC energies.

1.5.2 MPI study with PYTHIA

In order to explore the high multiplicity events, the small systems and the emergence
of collectivity in small systems, it is mandatory to understand the initial state and
the relation between the soft and the hard component of events. The MPI directly
influnces the charged-particles multiplicity of an event. Thus, the multiplicity depen-
dence of the J/¢ production will also be affected by the MPI. The contribution of
MPT in the hard processes is not well understood yet. But the rise of the J /v yield in
pp collisions as a function of multiplicity could be explained in terms of MPI study.

In Figure multiplicity distribution of charged-particles is shown for pp colli-
sions at /s = 5.02 TeV for || < 1. The multiplicity distribution is well described by
PYTHIA when MPI and CR are included (Table[1.2)). The simulation without MPI
underestimates the data. On the the other hand, switiching off CR overestimates the

data. The charged-particle density is computed at experimental energies and com-
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pared with data for inelastic > 0 events (Table [1.2). The inelastic > 0 event class is
defined as at least one charged-particles within |n| < 1. Figure also shows that
PYTHIA results are in good agreement to the data at /s = 5.02 TeV. However, at
lower centre of mass energies, the present PYTHIA tune fails to describe the data.

It’s worth mentioning that data and the PYTHIA results can not be compared di-
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Figure 1-28: (a) Charged-particle multiplicity distribution comparison between data and
PYTHIA. (b) The charged-particles pseudo-rapidity density as a function of /s compared
to PYTHIAS results. Experimental data points are taken from reference [82] for this
thesis.

rectly as in PYTHIA, the detector efficiency is not taken into account. These rough
estimations have been performed to highlight the importance of MPI along with CR.
There is a correlation between MPI and CR effects in the charged-particles multiplic-
ity. This correlation is also reported in this reference [77]. The detailed simulation

study with PYTHIA model is presented in chapter 6.

1.5.3 Percolation model

The percolation string model was proposed to address the increase of the relative
J /1 yield as a function of self-normalised charged-particle multiplicity in pp collisions
which was observed by the ALICE experiment [108, 124]. The model is given by E.

G. Ferreiro and C. Pajares, and is based on the assumption that the color ropes, the
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\/g chh/dn
Data | MPI +CRon | MPI of f | CR of f

0.9 | 3.75 5.54 2.84 7.00
2.76 | 4.76 5.78 2.93 7.33
5.02 | 5.70 6.20 3.01 7.67
7 5.98 6.21 3.06 7.91

8 6.13 6.30 3.07 8.01
13 | 6.89 6.59 3.15 8.75

Table 1.2: The comparison dN.,/dn (|n| < 1) with PYTHIA8 4C tune in pp collisions at
the LHC energies.

flux tube or the string with non-negligible transverse size, are the source of particle
production. The number of produced strings N, gives the number of parton-parton
collisions. The strings can interact and overlap at higher densities mainly for the soft
particles production. The hard probes like J/v are proportional to the number of
collisions and thus, as per this model N;/, oc Ny. The soft particle production in a
rapidity region is governed by the number of participants in the collisions and the
reduction in the number of soft particles at high CM energies may be due to parton
saturation or string interaction. Hence, the charged-particles multiplicity is related

to the number of strings by the following definition

chh
dn

— F(p)Numr (L5)

where F(p) = /1 —e*/p is the damping factor introduced by the string interac-
tion and p, represents the multiplicity of the strings in given 7 range. p = % is
the string density; oy represents the transverse area of a string while o denotes the
transverse area of the collision. At small Ny, the string density is small, which leads
to the decrease of F(p) thereby affecting the soft particle production. Thus, at low
multiplicity, the linear dependence of hard probe yield (both proportional to Ny) is
observed due to limited parton-parton interaction. While at high multiplicity, 7.e. at
high string density, the effect of F(p) is significant along with an increase in o. This
leads to a quadratic increase at higher multiplicities as observed in Figure [I-24] and

1-261
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1.5.4 Higher Fock states model

The model, proposed by B. Z. Kopeliovich, H. J. Pirner, I. K. Potashnikova, K.Reygers
and I. Schmidt is based on the analogy between high multiplicity pp and p-A collisions
[109]. Larger hadron multiplicities as compared to the mean value in collisions can
be reached at high energy due to the enhanced number of gluons in hadron-nucleus
collisions. In this case, due to the higher number of nuclei, gluons overlap in the
longitudinal direction at low z-region. Thus, the nucleus act as a single source of gluon
similar to the contribution of higher Fock components in a single nucleon. Because
of these increasing number of gluons, the relative J/¢ production rate is enhanced.
Since a gluon rich environment is abundant for a large number of production of
heavy flavour particles. This model also gives the linear increment of hard probes as

a function of soft probes (Figure [1-24)).

1.5.5 EPOS3 model

The energy conserving quantum mechanical multiple scattering approach, based on
the parton ladders, the off-shell remnant, and the splitting of parton ladders is known
as EPOS. It is a real (one event at LHC = one event at EPOS) event generator [125].
In EPOS, the MPI is based on combining the pQCD with Gribov-Regge theory [52]
which gives the quantum treatment for MPI. EPOS also includes hydrodynamical
approach and is able to describe radial flow in heavy-ion collisions at LHC energies
[113]. The latest version of this event generator is EPOS3 [60]. In EPOS3, the ini-
tial interactions splits into a core and a corona part depending on the momentum
and density of the string fragments. The hard particles in the corona escape due
to higher momentum whereas the soft particles in the core are treated with a vis-
cous hydrodynamic expansion. The production of heavy quarks and prompt photons
mechanism have been implemented and same treatment is applied for pp, p-A and
A-A collisions [126]. From Figure [1-24] and [1-26} it can be concluded that EPOS3
well describes the ALICE data.
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1.5.6 AMPT

A Multi Phase Transport (AMPT) is MC generator generally used for heavy-ion
collisions at relativistic energies. This model is given by Che-Ming Ko, Bao-An Li,
Zi-Wei Lin, Subrata Pal, and Bin Zhang [127, [128] which includes both initial partonic
and final hadronic interactions, and the transition between these two phases of matter.
AMPT unifies four main features with the aim to provide kinematic description of
all essential stages of p-A and A-A collisions. The collision energy range of AMPT is
Vsnn = 5 to 5500 GeV. The initial conditions which are generated by the Heavy Ion
Jet Interaction Generator (HIJING) model, partonic interactions which are treated
by Zhang’s Parton Cascade (ZPC) model, the conversion from the partonic to the
hadronic matter, and hadronic interactions are modelled by A Relativistic Transport
(ART) model. The formation of thermalized medium and reach equilibrium state do
not necessarily hold for every heavy-ion collisions. Due to the finite size and energy,
the medium produced in a heavy-ion collision may not reach the full chemical and
thermal equilibrium state. AMPT model is used to describe such dynamic systems.
The HIJING model includes mini jets and soft strings, then ZPC describes scattering
among the partons followed by Lund string fragmentation to reach hadronisation.
The ART model is included later to describe the scattering among the resulting
hadrons. The extended ART includes hadron cascade and secondary interactions for
light flavour resonance particles. The AMPT model successfully able to describe the
data from SPS, RHIC and LHC [129] 130, 131]. Two versions of AMPT models are
available, default and string melting. In default version the hadronisation occurs via
Lund string fragmentation and quark coalescence performs the hadronisation in the
string melting process [131} 132]. This model has been used to compare the results

from experimental data in chapter 7.

1.5.7 Structure and purpose of this thesis

The J/1 production as a function of the global observable, i.e. charged-particle mul-

tiplicity, may provide an insight to the interplay between the soft and hard processes.
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The evolution of mean transverse momentum is another observable in this connection
which might indicate about collectivity in small systems. Therefore, the study of
charmonia production as a function of charged-particles multiplicity is carried out in
pp collisions at /s = 2.76 and 5.02 TeV with the data collected from the ALICE
detector at LHC. In addition, the soft probes, like forward-backward multiplicity cor-
relations and event-by-event fluctuations in heavy-ion collisions have been studied
using the data taken from the experiments performed by of EMUO1 collaboration.
In chapter 2, the ALICE detector and the experimental set-up and data samples
are described extensively.

Chapter 3 deals with the analysis of charged-particles multiplicity using the various
approaches in pp collisions at /s =2.76 and 5.02 TeV. The analysis is carried out for
inelastic > 0 event class. The new analysis techniques, used to calculate the efficiency
corrections for events, have been described.

Chapter 4 presents the J/1¢ yield measurement in pp collisions at /s = 2.76 and
5.02 TeV at forward rapidity. The measurement of the production cross-section is
also reported for consistency purpose.

Chapter 5 gives the detail of measurements of the mean transverse momentum of
J /1 production in pp collisions at /s = 5.02 TeV. The experimental results are also
compared with other available results from ALICE to investigate the energy, rapidity
and collision system dependencies.

In chapter 6, the results of J/¢ production yield and (p;/ w> as a function of multi-
plicity are compared with various model predictions. An extensive model calculation
of multiplicity dependence of J/1 production is carried out using PYTHIAS.2. This
model calculation study has been extended further in terms of event shapes and
non-extensive thermodynamics in pp collisions at /s = 5.02 and 13 TeV.

Chapter 7 deals with the study of correlation and fluctuations using experimental
data in heavy-ion collisions. The results are compared with AMPT model predictions.

Chapter 8, is devoted for summary and further scope of research in this field.
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Chapter 2

Experimental set up and Data
samples

The source of data for the present research work is A Large Ion Collider Exper-
iment (ALICE) that is described in this chapter. Before we learn about ALICE,
a brief description of the world’s largest particle accelerator Large Hadron Collider
(LHC) is given. In addition, a guide to the data taking procedure and data sample

is explained.

2.1 LHC experiments at CERN

2.1.1 The CERN accelerator complex

The LHC is the most powerful general-purpose accelerator, located at CERNE] in
Geneva, Switzerland. The reconstruction of the LHC was inaugurated in 2001 under-
ground Swiss-French border replacing the Large Electron Proton (LEP) Collider [T, 2.
The LHC machine was built inside a 26.7 km long tunnel with an average depth of
about 100 m under the ground. In November 2009, the LHC produced the first
proton-proton collisions at /s = 900 GeV and have recently, achieved collision en-
ergy /s = 13 TeV and have reached the integrated luminosity of about 51 fb=! in
2017

!The Conseil Européen pour la Recherche Nucléaire or the European Organization for Nuclear
Research was established in 1951.

2The luminosity for a particle accelerator experiment is defined by . = fnN?/A; where n is the
number of bunches in both beams, N is the number of particles per bunch, A gives the cross-sectional
area of the beams, and f is the revolution frequency. The frequency of interactions can be estimated
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Figure 2-1: (a) Schematic diagram of LHC [3]. (b) Integrated luminosity achieved
by LHC [4].

The layout of the LHC ring and the luminosity recorded by the LHC is shown in
Figure The LHC is a circular collider (synchrotron) surrounded by supercon-
ducting magnets with several radio-frequency cavities to accelerate the particles on
their way to collisions. The protons are taken from the hydrogen atoms by stripping
of their electrons. Then the protons are injected into the PS Booster (PSB) at an
energy of 50 MeV from Linac2. The protons are accelerated by PSB up to 1.4 GeV
energy. The beam is then passed to the Proton Synchrotron (PS) which accelerates
them to 25 GeV. These protons are then sent to the Super Proton Synchrotron (SPS)
where they gain an energy of about 450 GeV. Thereafter, they are transferred to the
LHC. The protons are injected as bunches into two rings in the opposite directions
at LHC. The beams circulate for several hours inside the LHC beam pipes under
normal operating conditions, after losing energy in the collisions the beams are then
dumped. In the meantime, next bunches are prepared for collisions. The accelerator
complex similarly accelerates ions-ions and proton-ions. Recently, LHC had Xenon
ions (Xe-Xe) collisions in addition to the traditional Lead ion (Pb-Pb) collisions. Fi-

nally, the particles are made to collide in four interaction points (IP). The beaml is

by the definition dN/dt = £ o, using the corresponding cross-section o and the luminosity.
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injected near IP2 and beam? is injected near IP8 opposite to IP2. The filling scheme
determines the timing and bunches that are to collide in each IP. The LHC is not a
perfect circular collider. It is made of eight segments of arc and eight intersections.
The set of 1232 superconducting dipole magnets keep the beam on track through the
curved tunnel. So far at the end of the Run2 program (2015 - 2018), the LHC has
recorded the data with pp collisions at /s = 0.9, 2.76, 5.02, 7, 8 and 13 TeV, with
Pb-Pb collisions at /syn = 2.76 and 5.02, 5.44 TeV, with p-Pb at /syx = 5.02 and
8.16 TeV respectively. The CERN accelerator experimental setup is shown in Figure
2-2| This huge experimental set up at CERN costs about 15 billion dollars which
made LHC the costliest experiment in the world [5] ©].
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Figure 2-2: Layout of CERN accelerator complex [7].
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2.1.2 Experiments at LHC

There are seven experiments at LHC namely ATLAS (IP1), ALICE (IP2), CMS
(IP5), LHCb (IP8), TOTEM, LHCf, and MoEDAL. These experiments are dedicated

to various physics purposes as described in the following section.

1. ATLAS [8] (A ToroidaL. AparatuS) is a multi purpose detector covering a wide
range of physics goals. The 46 m long, 25 m high, 25 m wide gigantic detector
weighs 7000 tons and consists of 100 million sensors. The detector is mainly
designed for searching new particles. ATLAS is now searching for extra dimen-
sions and supersymmetric particles along with dark matter candidate particles.

ATLAS detector discovered Higgs boson along with CMS.

2. ALICE [9] (A Large Ion Collider Experiment) is dedicated to study heavy-ion
collisions. The main goal of this detector is to understand the primordial nature
of the universe right after Big Bang. The detail of the ALICE experiment has

been discussed in the following sections.

3. CMS [10] (Compact Muon Solenoid) is also a multi-purpose detector that has
similar physics motivations as ATLAS. But it is different in design and construc-
tion. The detector is a multi-layered cylinder surrounded by a superconducting

solenoid magnet (4T).

4. LHCb [1I] (Large Hadron Collider beauty) is designed to look into matter-
antimatter asymmetry by studying CP violation and heavy flavour particles, in
particular, B mesons. It is a 21 m long, 10 m high and 13 m wide detector,
situated in the beam direction. LHCb catches low angle particles in the forward

directions.

5. TOTEM [12] (TOTal Elastic and diffractive cross-section Measurement) is situ-
ated near CMS and shares the same interaction point (IP5). TOTEM measures

the elastic, the diffractive and the total cross-sections.
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6. LHCf [13] (Large Hadron Collider forward experiment) measures particles in
the beam direction to study the ultra-relativistic high energy particles (similar
to those found in cosmic rays) produced in the collisions. It is placed near the

ATLAS detector.

7. MoEDAL [I4] (MOnopole and Exotics Detector At the LHC) consists of an
array of scintillator detectors, was built around the collision point near LHCb.

It searches for the hypothetical highly ionizing particles like monopoles.

2.2 A Large Ion Collider Experiment at LHC

The ALICE detector is mainly dedicated to studying QCD matter created in extreme
high temperature (~ 170 MeV) and densities (~ 1 GeV /c?) due to high energy heavy-
ion collisions at LHC [9]. ALICE detector is designed in such a way that it can cope
with the highest particle multiplicity environment created in heavy-ion collisions (8000
particles per unit rapidity at mid-rapidity). The detector has a very unique feature
of measuring particle tracks and particle identification over a wide pr range from
100 MeV/c to 100GeV /c. The summary of physics topics covered by ALICE and
performance of its various subdetectors in measuring different observable can be found
in references [15, [16, [I7]. The latest ALICE physics results are given in references
[18] and [19].

ALICE has been positioned in such a way that its origin is at the beam interaction
point which is defined as a global coordinate system of ALICE. The coordinate system
follows the right-handed orthogonal Cartesian system. As shown in Figure [2-3] the
r-axis is perpendicular to the IP and is pointed to the LHC ring center. The y-axis
pointed upwards w.r.t beam axis. The z-axis is parallel to the beam axis. The positive
and negative sides of the z-axis are named as A and C sides of the detector. The
muon spectrometer is placed at the C-side of the detector. Similarly, the I, O and U,
D are the positive and negative sides of the x and y-axis respectively.

ALICE has in total 19 sub-detectors, categorized in mainly three broader parts.

First, the central barrel detectors, which cover a rapidity range || < 0.9, are surround
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Figure 2-3: Depiction of the ALICE global coordinate system [19].

by a solenoid magnet (magnetic field B = 0.5 T). These subsystems are dedicated
for tracking and identification of charged-particles namely, Inner Tracking System
(ITS) |20, 21], Time Projection Chamber (TPC) [22], Transition Radiation Detector
(TRD) [23], Time of Flight (TOF) [24] and High-Momentum Particle Identification
Detector (HMPID) [25]. The subsystems, dedicated for photons detection are PHO-
ton Spectrometer (PHOS) [26] and ElectroMagnetic CALorimeter (EMCAL) [27].
Then, there are global detectors, Forward Multiplicity Detector (FMD) [28], Pho-
ton Multiplicity Detector (PMD) [29], VZERO [30], TZERO [31], and Zero Degree
Calorimeter (ZDC) [32]. They participate in the trigger generation, event charac-
terization (centrality, event plane, etc.) and beam luminosity measurements. The
Muon Spectrometer is responsible for muon tracking and triggering in the forward
rapidity range (2.5 < y < 4). Finally, the detector is covered at the top by arrays
of scintillators which act as a trigger for cosmic rays, ALICE COsmic Ray DEtector
(ACORDE) [33].

The ALICE detector subsystems are shown in Figure[2-4 The focus of this chapter
will be on the detectors which have served as a data source for this thesis. The detailed

characteristic of the data source subsystems are described in the following subsections.
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Figure 2-4: Schematic diagram of the ALICE detector and it's various subsystems [19].

2.2.1 Inner Tracking System (ITS)

The ITS is situated closest to the IP and is made of three cylindrical layers of silicon
detectors [20]. The layers of ITS are designed for efficient track reconstruction and
vertex resolution. The outer radius is chosen in such a way that it matches the
track of the TPC. The silicon detectors are very fast detectors with features like
high granularity and excellent spatial precision, and are optimized for high particle
multiplicity measurement. ITS covers the mid-rapidity region with |n| < 0.9 for all

vertices which are located within the length of IP i.e about £ 10.6 cm along the beam
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axis.

Figure 2-5: The layout of the Inner Tracking System [21].

The two innermost layers of ITS are called Silicon Pixel Detector (SPD). SPD can
deal with a high particle rate, 80 particles per cm? (about 1 kHz). The following two
layers are Silicon Drift Detector (SDD) which can handle particle up to 7/cm?. The
outermost two layers are called Silicon Strip Detector, equipped with a double-sided
silicon micro strip that can handle particle rate below 1/cm?. The dimensions of these
layers are listed in Table 2.1 and the schematic view of the ITS is depicted in Figure

Layers | Type | r(cm) | + z(em)
1.2 | Pizel | 39.7.6 | 20,14 141
3,4 Drift | 15.0,23.9 0.9 22,2,29.7
5.6 | Strip | 38,43 1.0 | 43.1,48.9

Table 2.1: Dimensions of various layers of ITS [20].

The main physics goal of ITS [21] is to reconstruct the primary vertex positions of
the collisions with an accuracy better than 100 ym and with a momentum estimation
of the particle tracks. It also estimates the secondary vertices coming from hyperons
(3, A, =, Q) and heavy-quark (open-charm D or open-beauty B) decays. The particle
identification is done by ITS through the measurement of the specific energy loss
(dE/dzx) in the medium and by the tracking mechanism. ITS can identify particles
with pp below 100 MeV /¢ and reconstruct the particles which pass through the dead
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regions of the TPC. One of the basic functions of I'TS is to improve the momentum and
mass resolution. The mass resolution of any track depends on momentum resolution
and the mass resolution of the resonance mesons (p, w and ¢) has to match with the
natural width of the resonances to establish the expected chiral symmetry. It can also
measure the heavy flavour states with better momentum resolution, which allows the
estimation of the signal-to-background ratio of heavy quarkonia suppression, such as
J/¢ and T in a better way.

The details of SPD layers is presented here, as it is responsible to form so-called
‘tracklet’ and thus, to measure the charged-particle multiplicity. The two layers of
SPD consist of a total of 60 layers around the beam pipe in the z-direction, and each
of them is formed by 4 ladders. The ladders are a two-dimensional matrix of silicon
pixel detector sensors of 256x160 cells connected to 5 ALICE readout chips. The
SPD is made of a total of 1200 ALICE readout chips and about 9.8x10° pixel cells.

The whole structure is mounted on carbon-fibre sectors for cooling purposes.
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Figure 2-6: Sketch of tracklet algorithm defined by using SPD layers. (a) View of the
transverse plane of the detector for A¢ computation. (b) View of the z — y plane for Az
projection [34].

The SPD vertex are reconstructed using two algorithms [35]. First, the 3D vertexer,
which reconstructs the x, y, z coordinates of the IP. Second is 1D vertexer which

reconstructs the z coordinates of the IP when 3D vertexer fails. The schematic view
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of SPD tracklet formation is illustrated in Figure A cluster is formed by one or
more particles hit on the adjacent pixels. The tracklets are made up by correlating
the SPD vertex with the clusters and SPD vertex is used as a origin. The difference in
the azimuthal angles (A¢) and polar angles (Af) are calculated between the clusters
at inner and outer layer of the SPD, respectively. Based on an iterative process the
tracklets are formed by matching of a pair of hits in the inner layer to the outer layer
of SPD. Only those candidates are selected which satisfy criteria of Af = 0.08 rad
(corresponding to pr = 35 MeV/c) and Af = 0.025 rad. The efficiency of primary
charged-particles traclet reconstruction is 98% and background that are reconstructed

using secondary charged-particles clusters and combinatorics.

2.2.2 The VO detector

The VO [30] detector is made of two scintillator arrays (VOA and VOC) placed asym-
metrically on either side of the interaction point. The VOA and VOC arrays are
segmented in four rings in the radial direction, and each ring consists of eight sections

in the azimuthal direction Figure 2-7]

VZERO-A

_ VZERO-C

Figure 2-7: The view VOA and VOC scintillator arrays [9]

The VO detector provides information for the minimum-bias trigger (L0 trigger) of
the ALICE. The detector is also used to measure charged particles, reject beam-gas

interactions by the time difference between the two arrays, and acts as a pre-trigger
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for the TRD. The VOA is situated at 3.29 m from the interaction point, on the side
opposite to the muon spectrometer. The VOC is attached to the front face of the
front absorber of the muon spectrometer, placed at -0.88 m from the IP. The counter
VOA covers pseudo-rapidity range 2.8 < n < 5.1 and VOC covers -3.7 < n < -1.7.
The VO detector also provides the centrality trigger in Pb-Pb collisions and acts as
a centrality indicator. It provides a validation signal for the muon trigger to filter

background in pp mode. The VO is also used for the measurement of luminosity.

2.2.3 The Time 0 detector (T0)

The TO [31] is another forward detector of ALICE, which is mainly used for trigger-
ing purpose. The detector is made of two arrays of Cherenkov counters. There are
12 counters per array and each of them is based on a photomultiplier tube (PMT)
optically coupled to a 45 mm long quartz radiator. The arrays are named as TOA and

TOC, located asymmetrically on either side (A and C side) of the interaction point.

TO-A P T0-C

Figure 2-8: The illustrative view of TOA and TOC cherenkov counters are shown with
respect to the central region of the ALICE. The TOA is located on the extreme leff,
behind VOA and the fifth ring of FMD. The TOC is surrounded by two rings of FMD and

VoC [31].

The distance of TOC from the IP is 70 cm while on the opposite side TOA is placed
at a distance of about 3.6 m from the IP (Figure . The pseudorapidity ranges
are covered by TOC is 2.9 < n < 3.3 and T0OA of -5 < n < -4.5. The TO detector
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provides the event time with a precision of 50 ps, which is required for precise vertex
position determination. The detector is designed to deliver an early (prior to L0
trigger) wake-up signal to TRD and it also gives a precise start signal to the TOF
detector for particle identification. Along with the VO detector, the TO is also used

for the luminosity measurement of ALICE.

2.3 The Muon Spectrometer (MS)

The Muon Spectrometer [36], 37] is dedicated to study the production of quarkonia
(J/v, (2S), T(1S), T(2S), T(3S)) and low mass vector mesons (p, w, ¢) through
their dimuon (u*p~) decay channel in the beam direction. It is also used to study
the heavy flavor hadrons (D and B mesons) production and the W* and Z bosons
via a single muon decay channel. The spectrometer is optimized to reconstruct the
tracks of the opposite charge muons in order to measure their momentum and the
angle between them which are required for the invariant mass calculation of the
muon pair. The measurement of all the quarkonia states allows a direct comparison
of their production rate and relative suppression as a function of different kinematic
parameters such as transverse momentum (pr), rapidity, collision centrality as well as
multiplicity. The spectrometer has a mass resolution of 70 MeV /c? in the J/¢) mass
region and 140 MeV /c? in the T mass region. The Muon Spectrometer is a unique
apparatus at the LHC to measure charmonia production down to zero transverse
momentum. The spectrometer is located from ~ 90 cm to ~ 1720 cm along with
the negative z-direction with respect to beamline and covers pseudorapidity range
-4. < n < -2.5. The angular acceptance of the spectrometer is 171° to 178° and
azimuthal coverage is 2m. It consists of the following components: Front absorber,
small angle absorber, dipole magnet, ten tracking stations, muon absorber, and four
trigger stations. The detailed schematic view of the spectrometer is shown in Figure

[2-9 and the different components are described in the following subsections.
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Figure 2-9: The layout view of Muon Spectrometer along with its's various components
[36].

2.3.1 Front absorber

The front absorber is composed of a 4.13 m long central cone located inside the central
barrel solenoid magnet, 90 cm away from the IP. The front absorber is designed
to reduce the forward flux of primary hadrons from nucleus-nucleus collisions by a
factor 100 and to decrease the decay muon background by limiting the free path for
primary 7w, K — p decay. The front absorber layout is shown in Figure [2-10] The
main ingredients of the absorber are graphite, concrete, Lead, polyCH,, tungsten
and steel of radiation lengths 13.87, 11.27, 0.05, 46.47, 0.37 and 1.76 cm respectively.
Constituent material, radius, depth, and position have been chosen to satisfy the
requirement to prevent the recoil particles to reach the TPC as well as to minimize
the invariant mass resolution deterioration of the spectrometer due to straggling and
multi-scattering. Due to this reason, upper limits on the amount of material (~ 10\
in mean free path and ~ 60 X, radiation length) are imposed. The low atomic mass
(Z) components, such as carbon, are located close to the interaction point (IP) to
reduce the multiple scattering, whereas high Z components are placed close to the

spectrometer.
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Figure 2-10: The layout of the front absorber of the Muon Spectrometer [36].

2.3.2 Small angle absorber

The small angle absorber, alternatively known as a ‘beam shield’, covers the beam
pipe along the spectrometer length. It is designed to protect the tracking detectors
from particles produced at very small angles and from secondary particles generated
in the beam pipe due to the beam gas interaction. The outer part of the small angle
absorber is shielded by a 4 cm thick stainless steel. The section nearest to the IP is
made of tungsten, while the farthest from the IP is made of lead. The small angle
absorber ends with an iron plug of 1.1 m in diameter and 1 m thick, which prevents

the background particles to reach the trigger detectors.

2.3.3 Dipole magnet

The Dipole magnet of the Muon Spectrometer is located about 10 m away from the
IP. The third Muon Tracking station is located in the center of the dipole magnet.
The magnet provides the bending power necessary to measure the muon momenta
by the muon tracking detectors. The integrated magnetic field of the dipole is 3 Tm.

The muon dipole magnet is the world’s largest warm dipole magnet. It has a weight
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of 850 tons, 5 m in length, 7 m in width and 9 m in height. The magnet is used as
a support for the front absorber and beam shield as well. The angular acceptance of
the dipole is 171° < 6 < 178° and is designed to provide a horizontal magnetic field

perpendicular to the beam axis. The polarity of the magnetic field can be reversed.

2.3.4 Tracking Stations

The muon tracking system (MCH) of the Muon Spectrometer is responsible for muon
trajectory reconstruction [38]. The dimension of MCH is ~ 1000 cm long starting
from ~ 500 cm of the interaction point (IP). The MCH consists of five tracking
stations and each of the stations is composed of pair of muon tracking chambers. The

design of the tracking system is shown in Figure 2-11]

Figure 2-11: The picture of tracking chamber: quadrant shape on the right and slat shape
on the left [9].

The first two stations are placed in front of the muon dipole magnet at a distance of
5.4 m and 6.8 m respectively from the IP and the third station is placed inside the
dipole magnet (at a distance 9.7 m from IP). The third and fourth tracking stations
are situated at 12.6 m and 14.2 m from the IP. The tracking system covers a total
area of about 100 m2. The dimuon tracking chamber is designed to cope with high
particle flux in the forward rapidity direction and to achieve a spatial resolution of
about 100 pum, which are the required criteria to distinguish the invariant mass of

the resonance family (T invariant mass). These conditions are satisfied by Cathode
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Pad Chambers (CPC) of the muon tracker. They are made of the segmented cathode

with anode wires in between, operated with a gas mixture of Ar/COy (80%/20%).

Non Bending Cathode

P yd y

LN 7

/ yi 4

—Anode plane

Bending Cathode
Qly)
-
Y

Figure 2-12: The working principle of MWPC [39].

The working principle of CPC is shown in Figure which is used to determine
the position of a particle passing through the detector. When a charge particle
traverses the active gas volume of the detector, it produces ionization (electron-ion
pair) along its trajectories. The primary electrons move towards the nearest anode
wire, where avalanche takes place. The induced charge on the cathode planes is
sampled by specific geometric shape pads. The relative values the absolute positions
of the pads in a charge cluster and the corresponding induced charges are used to
determine the position of the charged particle passing through the detector. The
pad occupancy should be kept below 5%, in order to keep the number of overlapping
clustersﬂ to be less than 1%. Therefore, a large segmentation of the readout pads is

2 are needed for the first station close to

needed. Small pads of dimension 4.2x6 mm
the beam pipe, due to the expectation of the highest charged particle multiplicity rate.

As the hit density decreases with the distance from the beam, larger pads are adequate

3 A cluster is formed by combining two dimensional hit information on the CPC. More detail can
be found here [9]
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at larger radii. These criteria are fulfilled by using the total number of channels of
about 1 million. The material budget is kept less than 3% of the radiation length to
minimize the multiple scattering of the muons in the chambers. Two different designs
have been adopted because of the different sizes of the stations (ranging from a few
square meters for station 1 to more than 30 m? for station 5). The readout electronics
are distributed on the quadrant surface of the first two stations. A slat architecture
has been chosen for the remaining three stations. The electronics are implemented
on the top and bottom sides of the slats, which have the maximum size of 40 x 280

cm?. Thus, the dead zones on the detector are covered by overlapping the slats.

2.3.5 Muon Filter

The muon filter consists of a 1.2 m thick iron wall that is placed at 15 m from the IP,
between the last tracking station and the first trigger station. The iron wall reduces
the background on the trigger stations by absorbing pions and low momentum muons.
It also stops energetic hadrons and secondary particles that escape the absorber. The
front absorber and the muon filter enhance the performance of the trigger station by

stopping muons with momentum less than 4 GeV /c.

2.3.6 Trigger stations

The physics motivation behind the muon trigger system is to obtain unlike sign muon
pairs from the decay of quarkonia resonances, single muons from heavy flavours and
like sign muon pairs for combinatorial background studies. A large number of back-
ground muons reach the trigger stations in spite of the momentum selection by the
spectrometer and shielding by the absorbers. The majority of the background is due
to the low momentum muons coming from pion and kaon decays. A simple trigger
selection based on the presence of two muons is not sufficient. Thus, to minimize
the probability of triggering on these background events, a selection criterion on each
muon pr value is applied according to the physics interest.

The muon trigger (MTRG) system consists of two stations MT1 and MT2, located
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Figure 2-13: The layout of a Resistive Plate Chamber [9].

at a distance of 16 m and 17 m from the IP respectively. As depicted in Figure 2-13]
each trigger station is made of two parallel Resistive Plate Chambers (RPC) planes.
The first and second trigger stations cover 6.12 x 5.44 m? and 6.50 x 5.78 m? active
area, respectively. The RPCs are positioned on a mechanical structure in two parallel
plates, which allows the superposition of active and dead areas of the trigger system
to avoid the inactive zones. A 2 mm gas volume separates the two high resistivity
Bakelite plates which are coated with graphite and one is connected to high voltage
and the other is grounded. The RPC follows the principle of the gas detector, where
the active gas material is flushed through the resistive electrode plates. The graphite
electrodes and aluminium strips, placed at the outside of the chamber are covered
by an insulating film. The strips work to read on the signals produced by the RPC.
The pitch of the strips is also governed by the momentum resolution required for the
pr selection criteria. The total number of readout channels is about 21000. Trigger
chambers are optimized for good timing properties and a prompt time gate of 20 ns
on the trigger electronics which are used to reject soft-background (mainly electrons

leaking out of the absorber) and has widely spread time structure.

The working principle of momentum measurement for the trigger decision is shown
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Figure 2-14: The muon trigger principle for muon track selection [9].

in Figure 2-14 The algorithm is based on the measurement of the deviation of the
measured track from the muon track with infinite momentum so that we can estimate
muon tracks with pp > plireshold The track position (X, Yy, Z1) on the first trigger
station (MT1) are measured and projected as a straight line in to the second trigger
station (MT2). During this process pr is assumed to be ‘infinite’ (no deviation of
track in the presence of magnetic field) which pass through the interaction vertex.
The direction of the tracks are reconstructed using the positions of the hit coordinates
in the MT1 and MT2. Then the deviation of measured tracks with respect to the
straight line is estimated on the (Y, Z) plane that has to be smaller than a certain

value, which corresponds to the threshold value of the pr.

2.3.7 Muon track reconstruction

The muon track reconstruction is briefly discussed in this section. The muon track
candidates are formed by tracking algorithm which combines the clusters from each
MCH. The muon track reconstruction is done in the MCH and matched with a track
in the MTR [40]. The tracking stations 4 and 5 are subjected to lower track density
than the stations 1 to 3 since they are situated far from the IP as described in Section

2.3.4 So the reconstruction process is started by taking all possible combinations
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of clusters in Station 4 or 5 and the hit position, momentum direction and impact
parameter at IP are computed. By assuming that the tracks are originated in the
vertex and taking into account the average magnetic field of the dipole, the momentum
is estimated. All parameters are computed with their uncertainties. The candidates
that pass certain criteria on momentum and impact parameter are selected. Then
the track candidates are extrapolated from Station 4 to Station 5 or opposite, after
that the track parameters are recomputed. The track selection criteria are such
that at least one cluster is required in the other station, candidates sharing identical
combinations of clusters are removed and those which do not pass the condition on
momentum and impact parameters are not considered as well. In stations 1, 2 and
3, the same process is repeated consecutively. The track reconstruction is treated
as successful if at least one cluster per station is compatible with the track. The
track is duplicated to consider all options in the case of several clusters per chamber.
The tracks which share one or more clusters are rejected. The tracks are formed by
considering the candidates with the largest amount of clusters or with the best fit in
case of an equal number of clusters. Furthermore, the reconstructed track is matched
with the trigger track. Finally, the reconstructed tracks are extrapolated to the vertex
which is measured with the ITS. The reconstructed track parameters are corrected

for energy loss and multiple scattering in the front absorber.

2.3.8 Beam shield

The beam shield is placed at the back of the trigger chambers which provides an
additional shielding from beam gas interactions produced in the LHC beam pipe in
the LHC tunnel. It is made of high Z tungsten-lead composite embedded in a 4
cm thick stainless steel envelope, which surrounds the beam pipe along the Muon

Spectrometer. The beam shield is extended to fully cover the LHC tunnel aperture.

76



2.3.9 Detector Readout

The front-end electronics of the muon tracking stations are composed of a 16-channel
chip Multiplexed ANAlog Signal processor (MANAS) chips. A MANU board has
four MANAS chips connected to 12-bit Analog to Digital Converters (ADCs), which
are read out by the Multiple Automated Readout Computer (MARC) chip. There
are about 16,850 MANU cards to read the 1,076,224 channels of the tracking system.
The MANU cards are arranged in bus patches and each patch connected to read
out by a Translator board. The data are transferred from the translator board to
the Concentrator Read Out Cluster Unit System (CROCUS). There are 20 numbers
of CROCUS, two per tracking chamber. The CROCUS is designed for taking data
from the chambers, then transporting them to the Data Acquisition System (DAQ).
The CROCUS is also responsible for the calibration of the front-end electronics and
dispatching of the trigger signals. The topmost readout element of the detector (i.e.
CROCUS for dimuon tracking chambers) is connected to the DAQ by the Detector
Data Link (DDL). The readout mechanism is shown in Figure

DETECTOR CROCUS cran | . DAQ |
B FJDM!IOQ.QTCHM:U’!H!QN ! ———
FEE Ll ; : ; 1™
H H ' i 3 ! rachines
PATCH BUS (- -'er,‘% E Optioal bk ] E___-_____,/
% ~100 meter T
A H
: Up 1026 or 3 x 17 ! %@1 Il | c® : 0
5 Q £| ETW, : TCl |
2x MANU S0 ‘ARE | One crate for all |
PADs TrTrrmmmmrmmeeeeeet CROCUS. |
So—— e
Up 10 100 PATCH B
per detector
v . sssssssssssssasssnssssssusssssnnsnns
| FEE \ MANU: MANAS Numérque.
U PATCH: Protocol for ALICE Tracking
" c-u'nio o Chamber.
' CROCUS: Concentrator Read Out
Cluster Unit System. ,
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- ETHERNET
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Figure 2-15: The read out flow chart of the MWPC [39].
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The trigger front-end electronics (FEE) provides a time resolution of 2 ns, which is
necessary for the identification of the bunch crossing. The dimuon trigger participates
in the ALICE LO trigger. The Indian Collaboration, Saha Institute of Nuclear Physics
and Aligarh Muslim University have been in charge of design, fabrication, installation
and commission of the second tracking station and design, fabrication and testing of

the MANAS chips for all the five stations of the Muon Spectrometer.

2.4 Data taking overview in ALICE

The data taking in ALICE is a very complex procedure and is out of the scope of this
thesis. The ALICE experiment requires continuous monitoring of the ongoing oper-
ation at the ALICE Run Control Room (ARC, experimental site) which is provided
by the shift crew, composed by the ALICE collaboration members. We will briefly

discuss the salient features of the ALICE experiment.

2.4.1 Detector Control System (DCS)

The Detector Control System (DCS) ensures safety and control operation of the
various ALICE detector during data taking [4I]. The DCS provides the detector
configuration, remote control, monitoring the status and check for errors during the
ongoing experiment. It can also recover possible failures to maximize the number of
operational readout channels at any time as well as measures and stores all parameters
necessary for the offline data analysis. To connect the detector modules to their sub-
detectors and devices a tree-like software architecture has been adapted. The basic
building blocks of the control hierarchy are called Control Units which model the
behaviour and communication between components for example LV and HV supplies.
The DCS is based on Finite-State Machines (FSMs) to model the functionality and
behaviour of the components.

The various external services needed for the operation of the experiment such as
gas, cooling, electricity, safety are also taken care by DCS along with the controlling of

all sub-detector equipment. The DCS performs an important task of the handshaking
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with LHC control during the beam injection and beam dumping to ensure the safety

of the subdetectors.

2.4.2 Data Quality Monitoring (DQM)

The Data Quality Monitoring (DQM) is another online control system that moni-
tors the quality of the data being recorded to ensure the acquisition of high-quality
data [42]. The DQM shifter inspects the data online by detector group defined algo-
rithms and the visualization of the monitoring results while they are being collected.
The monitoring histograms have been defined by each detector and are provided
by some processes called "agents", which are written in the AMORE (Automatic
MOnitoRing Environment) framework. To check the behaviour of the detector, data
taking configuration, fix problems online, to save precious time of data-taking, it is
very important to have quick and efficient feedback about data quality monitoring.
An important task of a DQM shifter is to report the problems during data taking
and keep a summary of the observations in the electronic loghook that makes the
monitoring results available through a web browser. Since 2012, the DQM also con-
trols the offline systems and provides registration, transfer, and replication of the raw

data.

2.4.3 Experiment Control System (ECS)

The Experiment Control System (ECS) allows shifter to operate the data acquisition,
the central trigger, and the high level trigger systems [43]. The ECS provides a
framework for a unified view of all the online systems and a central point from where
the experiment operations can be controlled. The ALICE experiment runs either as
a whole (during the physics production) or as a set of independent detectors (for
installation and commissioning). The ECS does this task to permit all the features
necessary to split the experiment into partitions containing one or more detectors,
which can be operated independently or all together. The Detector Control Agent
(DCA) is connected with all necessary online systems (DCS, CTP, and HLT). It is the

79



central control point of the experiment and provides an overall view of the experiment
using the Partition Control Agent (PCA) which are connected to individual DCAs.
The priority logic and communication between the control agents, based on the control
of objects located in a remote Activity Domain, are implemented via Finite-State
Machines (FSMs). FSM allows the DCA or PCA, depending on the owner of the

control of the detector, to control a sub-detector.

2.4.4 ALICE trigger system

The goal of any trigger system is to sort out event samples which are enriched with
physics processes and reject those events that are not of interest and at the same time
to make efficient use of the available detectors [9]. The ALICE trigger system can
be categorized into two main parts, the Central Trigger Processor (CTP) and High
Level Trigger (HLT), which is mainly implemented as a software trigger. The CTP
is a hardware trigger set up, which is placed in the experimental cavern. The CTP
generates the trigger decision using the information from various detector signals
and the LHC bunch filling scheme (see Section 2.1.1)). One of the main tasks of
the CTP is to select events with different features at rates that can be scaled down
according to physics requirements and to cope with the limited Data Acquisition
(DAQ) system bandwidth. It also takes care of pile-up protection, checks on the
ready status of different detectors and read-out memories, trigger priority, and finally
synchronization with the machine clock cycle (~ 25 ns). The signal from a triggering
detector to the CTP is defined as a "trigger input" and "trigger signal" is the signal
from the CTP send to the read-out electronics of the detector. The signal is sent by
CTP send to the detector Local Trigger Unit (LTU) which is the interface between
the detector read-out and the CTP. The difference in event processing speed of the
detectors led to the design of a 3-level ALICE trigger system as follows:

e Level 0 (LO) is the first and the fastest trigger level where trigger inputs arrive
from the interaction to the CTP in about 1.2 us. The LO is also known as LOb
and LOa, where a and b corresponds to "after the CTP" and "before the CTP",
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respectively. The V0, T0, SPD, EMCAL, PHOS and MTR detectors provide
signals to the LO trigger level. The CTP decision for LLOb and LOa levels are

stored in the so called scalers.

e Level 1 (L1) is the second level trigger with the latency of about 6.5 us. The
L1 trigger inputs to the CTP are given by the TRD, ZDC, and EMCAL. This
delay in L1 trigger input is caused by the computation time in the TRD and
EMCAL and the propagation times in the ZDC. An event is rejected if the L1

trigger signal does not arrive on time to the readout detectors.

e Level 2 (L2) trigger is delivered after 100 us from the interaction. This latency
corresponds to the drift time of electrons in the TPC. The event is stored after
passing the L2 level. The L2 trigger is also responsible for compressing the
TPC data without loss of physical information. In Runl data, all events with

L1 were accepted by L2.

Another feature of the ALICE trigger system is to configure groups of detectors that
participate in the readout of any given event which is defined by the trigger clusters.
A trigger clasg’is made of the logical AND and OR of different trigger inputs and
CTP vetoes (in which the CTP does not generate the L0 signals, e.g. the trigger input
does not match with a bunch crossing or the downscaling of certain trigger classes
to allocate more DAQ bandwidth to rare events). Thus, the trigger cluster ensures
coincidence among the participating detectors. The CTP sends independent trigger
signals to each trigger cluster so that if a slow detector is processing an event, another
fast detector can process other events, simultaneously. The CTP is complemented
by the HLT which can take more refined trigger decisions than the CTP. The HLT
combines and processes already read-out data from the major detectors and accepts
or rejects events based on an online analysis of the output from the large input stream.
This includes the compression of the data volume by an order of magnitude to fit the

available storage bandwidth. During Run 1 and 2, HLT was used for TPC alone.

4These definition will help us to understand the data sample that have been used in this analysis.
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2.4.5 Data acquisition (DAQ)

The ALICE Data AcQusition system (DAQ) controls the dataflow from the detector
up to the data storage [44]. The DAQ was designed to handle large interaction rates
and a large amount of data (1.25 GB/s). It also includes software packages for raw
data integrity and system performance monitoring. The DAQ dataflow starts at the
detector FEE. Data from the sub detectors is received by Detector Data Links (DDLs)
on Local Data Concentrators (LDCs) that build the event fragments from the FEE
into sub-events. Then sub-event information is shipped to the Global Data Collector
computers (GDC), which build the events combining the information of various LDCs.
Eventually, the data is stored in the Global Data Storage Servers (GDS). Finally, the
data are sent to the CERN computing centre. The data are replicated to CASTOR
disk then copied to the CASTOR tape finally transferred to Tierl computing centres

and made available for the offline reconstruction. The data transfer scheme is shown

in Figure
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Figure 2-16: The raw data transfer flow-chart [42].
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2.4.6 Data Reconstruction

The data reconstruction is done by ALICE offline framework software AliROOT [19].
ALiROOT is based on an object-oriented ROOT framework [45] (mostly written in
C++ programming language with some parts in FORTRAN, now PYTHON is being
implemented). The high-precision alignment and calibration of data are done during
the first time reconstruction. Then the first reconstructed (known as passl), detector
alignment and calibration data are stored in the Offline Condition Data Base (OCDB)
together with scalers and information on the magnetic field. The information filed in
the OCDB can be accessed in all reconstruction, analysis, and simulation of the data.
The first set of Event Summary Data (ESD) is produced using the data reconstruction
information. The quality assurance (QA) analysis is performed on ESD data and
is filtered into the first Analysis Object Data (AOD) files, which contain reduced
information essential for a specific type of analysis. Both ESD and AOD undergo
several cycles of reconstruction called passes and results of each reconstruction pass
are stored in the successive pass. The second pass is processed by tuning the feedback

derived from the first pass (including analysis).

2.5 Data Sample

The data analysis in the present thesis have been carried out using ALICE data in pp
collisions at /s = 2.76 TeV and 5.02 TeV. The data at /s = 2.76 TeV was collected
in March 2011 during the LHC Runl phase and in November 2015 the data at /s
= 5.02 TeV were collected at LHC Run2 Phase. The data period{’] are LHC11a and
LHC15n for the two collision energies.

The present analysis uses the reconstructed AOD and the data was passed through
standard quality checks (Quality Assurance (QA)). The runs are selected that are
good for muon analyses which are listed in the Run Condition Table of MONALISA[|

web page. The runs for the data set of both the collision energies is listed in the

>The naming convention follows LHC+year+letter
SALICE GRID monitoring facility
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Appendix [A.T] The details about the data conditions and the result of the QA can
be found here [46], [47].

The analysis was done considering data mainly from the fast detector cluster muon
trigger and muon tracking chamber including SPD, T0, VO, AD. The Minimum Bias
(MB) trigger mainly involves VO, T0 and SPD detector signal. The various trigger

classes, which were considered during the data analysis are as follows:

e CINT1-B-NOPF-ALLNORTD is a MB trigger class, which is defined by a co-
incidence of signals either one of the VO detectors with the SPD i.e. VOA
IVOC|SPD. ALLNOTRD cluster includes a coincidence of signal from SPD,
SDD, SSD, TPC, TOF, HMPID, PHOS, PMD, MUON-TRK, MUON-TRG,
T0O, VO, ZDC and EMCal except for TRD signal.

e CINT1-B-NOPF-ALL-FASTNORTD is MB trigger class with VOA|VOC|SPD
condition and FASTNOTRD satisfy signal from fast detector cluster SPD, SSD,
TPC, TOF, HMPID, V0, ZDC and T0 except for TRD.

e CMUS1-B-NOPF-MUON is a single muon trigger class that satisfies coincidence
of signals either VOA or VOC or SPD with unlike sign muon pair of low pr
threshold of 1 GeV/c in the Muon Spectrometer. The muon trigger cluster is a
rare trigger cluster that involves signal from SPD, MUON-TRK, MUON-TRG,
T0O, VO, and ZDC.

e CINTT7-B-NOPF-MUFAST is a MB trigger class which is defined by a coin-
cidence of signals between two sides of VO detector VOA and VOC. MUFAST
represents the fast detector cluster contains signal from SPD, MUON-TRK,
MUON-TRG, T0, VO, and AD.

e CMUL7-B-NOPF-MUFAST is an, unlike sign dimuon trigger class that satisfies
a coincidence of signals in VOA and VOC and muon pair satisfying the low pr

threshold of 0.5 GeV/c in the Muon Spectrometer.

e CMSL7-B-NOPF-MUFAST is a single muon trigger class with a coincidence of
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signals in VOA and VOC systems and of a muon satisfying the low pr threshold
of 0.5 GeV/c in the Muon Spectrometer.

o CINT7-B-NOPF-CENTNOTRD is also a MB trigger class with coincidence of
signal of VOA&VOC and CENTNOTRD trigger class includes signals from SPD,
SDD, SSD, TPC, TOF, HMPID, PHOS, CPV, FMD, T0, VO, EMCal, AD and
PMD.

e COTVX-B-NOPF-CENTNOTRD is a MB trigger class which is given by a co-
incidence of signals in TOA and TOC and also fulfills a condition with T0 vertex

within |z| < 30 cm from IP.

The trigger classes were named in such a way that they include name of the trigger
input (e.g. OMUL, OMSL, etc are basically LO input where "0" is replaced by "C".),
followed by LHC bunch crossing mask which provides information about interaction
(beam-beam, beam-gas, satellite, etc.), then a future past protection rejects events
with multiple collisions from different bunch crossings (NOPF means future past
protection is not applied) and in the end trigger cluster (group of detectors to be
read out if the trigger conditions are satisfied). A physics selection (PS) criteria
is applied on the events before they pass through the respective triggers [48]. PS
prevents backgrounds and poor quality events. The PS consists of a timing condition
on V0, ZDC signals and the correlation between SPD tracklet and cluster checks.
The number of PS selected trigger events that were analysed during this work with
their corresponding reconstructed pass are listed in Tables and

The J/v multiplicity results for pp collisions at /s = 2.76 TeV have been ana-
lyzed using the pass4_without_SDD (AOD113) data set from the LHC1la period.
However, since the previous publication of J /1 cross-section has been performed with
Pass2_with_SDD (AODO052) data-set by ALICE [49)], it has been also used in the
present study for cross-checking. The production of J/i as a function of charged
particle multiplicity has been studied for pp collisions at /s = 5.02 TeV from the
LHC15n period. CINTY7 trigger classes that are listed in the table are the rare trigger
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Period = LHCl11a

ppy/s = 2.76 TeV

Total Runs = 18

Trigger Name

Trigger Counts

pass2_withSDD

pass4_without_SDD

CINT1-B-NOPF-ALLNORTD - 2.69 x 107
CINT1-B-NOPF-ALL-FASTNORTD - 7.06 x 107
CMUS1-B-NOPF-MUON 7.05 x 10° 8.8 x 10°

Table 2.2: Events passing the above triggers are used in this analysis.

Period = LHC15n

ppv/s = 5.02 TeV

Total Runs = 25

Trigger Name Trigger Counts
muon_calo_passl | muon_calo_pass2
CINT7-B-NOPF-MUFAST 0.015 x 10° 0.54 x 10°
CMULT7-B-NOPF-MUFAST 1.19 x 10° 1.17 x 10°
CMSL7-B-NOPF-MUFAST 3.48 x 10° 3.42 x 10°
COTVX-B-NOPF-CENTNOTRD 7.46 x 10° 7.34 x 10°

General pass2/A0D183

CINT7-B-NOPF-CENTNOTRD

|

2.43 x 10°

Central Analysis: muon_calo_pass2 (AOD174)

CINT7

| |

1.061 x 10°%

Table 2.3: CMUL7 and CINT7 Trigger events are the main events used for analysis,

remaining triggers are for calculating normalization factor.

events (MB trigger downscaled). Hence all the CINT7 events are analysed instead of
any particular trigger class. Similarly, for /s = 2.76 TeV, CINT1 events are used.

2.5.1 Monte Carlo data selection

The MC production used for the calculation of charged particle multiplicity in pp
collisions at /s = 2.76 TeV and /s = 5.02 TeV are evaluated using the Monte-Carlo

data-set as shown in Table 2.4

Energy Data MC Events(x107)
2.76 pass2-with-SDD LHC11b10a 2.59
LHCl11a | pass4-without-SDD | LHC12fla (PYTHIAS) 2.70
LHCI2fb (PHOJET) 2.48
5.02 muon-calo-pass2 | LHC16h8a (PYTHIAS) 5.15
LHC15n LHC16h8b(PYTHIAG) 5.23

Table 2.4: MC periods used in the analysis.
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Chapter 3

Measurement of charged-particle
pseudo-rapidity density

In this chapter, we shall address the analysis of the charged-particles multiplicity esti-
mation at y/s = 2.76 and 5.02 TeV. The differential measurement of charged-particle
pseudo-rapidity density (dNg,/dn) is necessary to explore the multiplicity dependence
of hard probes. The value of dNg,/dn can be calculated by taking the average num-
ber of charged-particles in a given pseudo-rapidity (1) interval. The charged-particle
multiplicity (NVe,) gives the number of charged-particles produced in the pp collisions
or the frequency distribution of the charged-particles in a given collision. The pri-
mary charged-particles are defined as the particles produced in the collisions, which
includes products of strong, electromagnetic and weak decays of charm and beauty
particles. These primary charged-particles do not include the feed-down particles
from weak decays of strange particles and other sources, e.g, the particles produced
due to photon conversions and secondary hadronic interactions with the detector
materials. These are known as secondary charged-particles. In this present work,
charged-particles have been estimated in terms of tracklets, using the SPD detector.
The tracklets are selected based on the algorithm described in the previous chapter
[1, 2]. The charged-particles detection is sensitive to the acceptance and efficiency
of the detectors. Hence, the precise measurements can be done only after taking
into account the necessary detector acceptance criteria, vertex measurements and so
forth. Furthermore, the charged-particles are selected such that at least one charged-

particle is produced within |n| <1 (i.e. inelastic > 0 event class). Hence, dNVy, /dn are
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corrected with global efficiency factor using MC. The SPD data are corrected using
the method described in references [3, 4]. The event averaged d N, /dn measurements
are presented in these references [3, 4]. The dNg,/dn has been computed by calcu-
lating Ny, on event-by-event basis with the procedure reported earlier [5 6]. The
dNe,/dn has also been extimated using central ALICE framework method described
in references [4, [7, [§]. Therefore, the calculation of d/Ng,/dn has been performed using

various approaches to check for the consistency.

3.1 SPD status during run condition

The whole SPD detector is not fully functional during data taking due to various
reasons e.g, the SPD pixels or modules were inactive during data taking. The reason
can be due to dead pixels which do not provide any signal or noisy pixels which
provide signal even without a particle hit. In addition, some modules were switched
off due to lack of proper cooling. The overall effect of these dead regions resulted in
decreasing the SPD acceptance. In Figure [3-1] the module map of the inner and outer
layer of SPD as a function of z-vertex (z,) and the azimuthal angle (¢) in pp collisions
for LHC11a (1/s=2.76 TeV) and LHC15n (1/s=5.02 TeV) periods, are shown. These
blue channels represent the active modules during data taking while the gap depicts
the dead regions. The number of dead zones can vary with run, which means the
SPD status has to be checked for each run to ensure stability. It has been observed
that the SPD active modules were stable during the whole period of LHC11a and

LHC15n, since we got the same map for each run over the whole periods.

The Figure represents the number of SPD tracklets as a function of z, and ¢ at
LHC11a and LHC15 periods. The effect of the inactive SPD modules corresponding
to the module maps is clearly visible in terms of the reduced number of tracklets in
the ¢ regions for the respective data set. Furthermore, it can also be noted that the

overall SPD acceptance in LHC15n is much improved as compared to LHC11a.
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Figure 3-1: The inner and outer layer of active module of SPD during various runs for
LHC11a and LHC15n periods as function of z-vertex and ¢.
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Figure 3-2: The number of reconstructed SPD tracklets for LHC11a and LHC15n periods
as function of z-vertex and ¢.
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3.2 Event selection for multiplicity analysis

A tracklet is a part of a charged-particle track. The particle hits on the two layers of
SPD and was reconstructed along with the z, of SPD to form a tracklet. Therefore, it
is essential to estimate the accurate position of SPD vertex for multiplicity analysis.
A set of vertex selection conditions have been tested to check the quality of vertex
and applied in the present study. The primary vertex was chosen as the one with the

most significant number of SPD tracklets contributing to the vertex measurement.
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Figure 3-3: (a) This figure represents the SPD vertex resolution with respect to the
number of CINT7 contributors. (c) Difference between SPD z, and primary z, as function
of number of CINT7 contributors. (b) SPD z, resolution with respect to the number of
CMULY contributors. (d) Difference between SPD z, and primary z, as function of
number of CMULY contributors

In general, when the information of TPC, ITS or both are available, the primary
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vertex (=ITS+TPC vertex) can be reconstructed using the tracks from these de-
tectors. Here, we are not dealing with TPC information (MUFAST cluster). In
principle, the primary vertex and SPD vertex should be the same as there is no other
detector available which contributes to track reconstruction. The vertex selection
conditions from two different trigger cluster MUFAST & CENTNOTRD as well as
for the whole MB (V0 and) aka CINT7, along with CMUL7 events, are tested and
applied for this purpose. A vertex selection is applied to accept events with SPD z,
resolution better than 0.25 cm. This vertex selection condition results in a reduction
of CINT7 (CMULT) trigger events by 1.08% (0.377%). As the number of contrib-
utors increases, the difference between primary and SPD z, decreases (Figure .
In the case of pp collisions, the primary and SPD z, should be at the same posi-
tion. Therefore, in this analysis, the check |257P — 2P| > 0.5 has been confirmed. A
reduction of 0.01% (CINT7) and 0.0069% (CMULT) has been observed due to this
selection. This is very small and shown in Figure (a) and (b). The slight differ-

ence in z, between SPD and primary vertex might be caused due to the presence of

EMCAL in the trigger cluster for data taking. It is also crucial for the events to be
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Figure 3-4: The number of events with 2572 — 2P| > 0.5 cm for CINT7 from MUFAST
(a) and CMUL7 (b).

selected within the good acceptance of SPD for tracklet determination. Furthermore,
the vertex position is tested within 20 cm and 10 cm (Figure (a) and (b). The

condition |z5FP| < 10 c¢m is harder than above mentioned cuts and removes 6.95%
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(CINT7) and 6.68% (CMULTY) events. The MB events from CENTNOTRD trigger
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Figure 3-5: (a) SPD z, distribution for LHC15n period. The red line represents |z,| < 10
cm and blue line represents |z,| < 20 cm. (b) SPD z, distribution for both CINT7 and
CMUL?7.

cluster were also tested for this analysis to determine whether they can be used as
a replacement for MUFAST triggers. The difference between primary and SPD z,
is more prominent (1.84%) in the CENTNOTRD as TPC is present in the cluster.
29PD resolution is better in CENTNOTRD events (0.747%) and contributors are also
larger within |z,| < 10 cm (2.963%). CENTNOTRD trigger events have been found
to be good candidates for multiplicity analysis but are not present for all 25 runs

selected for this study. Finally the whole MB (CINT7) events are analyzed to see the

SPD
v

vertex QA effects in the large statistics. The condition |z — 2P| > 0.5 cm, rejects
0.731% events. The z, resolution better than 0.25 cm is also in a good agreement,
only 0.976% events do not pass the criteria. Events, which are not within SPD z,
acceptance (within 10 cm) are 6.148%. Events which do not have reconstructed SPD
vertex are 0.254%.

The similar event selection criteria are also checked at 2.76 TeV data set for
events from two trigger clusters FASTNOTRD and MUON. The presence of TPC in
the FASTNOTRD cluster introduces the difference in the primary and SPD z, and

rejects events 1.622%. In the MUON cluster events this effect is negligible 0.00162%.
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It was observed that the difference between primary and SPD z, is almost negligible.

SPD

ot as z,. The analyzed events are tested to

Thus, it is natural to assume the z
pass the physics selection (PS) condition as described in the Section The pile-up
rejection tag is enabled in the PS for MB and CMULTY events at 5.02 TeV. The details
of pile-up study is described in the dedicated Section in the next chapter. The
pile-up tag from PS was not activated for RUN-1 data sets i.e. 2.76 TeV energy data.
In this case, pile-up rejection is enabled from AOD event class. In order to calculate
inclusive J /1) cross-section, only those events have been selected which satisfy the PS
cut along with necessary trigger conditions. However, for multiplicity analysis the

additional event selection cuts and Vertex Quality Assurance (VQA) conditions are

applied, which are summarized below :

a. Events with a reconstructed SPD vertex are retained.
b. Events in which SPD vertex has number of contributor > 1 are kept.
c. Events with vertex reconstructed with the SPD resolution better than 0.25 cm.

d. Difference between primary and SPD z, is not more than 0.5 cm. This cut is

only tested, not applied during analysis.
e. Events with SPD z, within 10 cm are considered.

f. -1 <n <1 on SPD tracklets. At least one charged-particle are selected within
full SPD acceptance.

Total number of events, that are rejected due to these event selection cuts are 10.54%
(CINT7-B-MUFAST), 7.73% (CMULT7) and 9.87% MB at 2.76 TeV, the pile-up se-
lection cut rejected is about 0.677% events in FASTNOTRD and 1.794% in events
MUON cluster, respectively. The combination of all the event cuts removes 24.54%
(16.21%) for MB (MUON) events respectively. A set of criteria are applied to select
events from MC as well. The charged-particles are selected from simulation within n

and SPD acceptance. The event selection criteria for reconstructed SPD tracklets in
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MC are similar to that of data. The conditions applied on generated charged-particles

are as follows :
1. Charge # 0
2. Physical primary
3.-1<n<1

4. z vertex within 10 cm

3.3 Multiplicity measurement

The events are selected which satisfy the multiplicity analysis conditions that are
summarized in Section for both MB and muon triggers. After the event and
trigger selection, the distributions of number of tracklets are plotted for MB and

muon triggers events at both the CM energies.
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Figure 3-6: (a) and (b) Event-by-event raw multiplicity distribution of MB and muon
events for both the CM energies. (a) The multiplicity distribution after vertex corrections
is also shown for both type of events at /s = 5.02 TeV.

In Figure [3-6], the multiplicity distribution as a function of number of SPD tracklets
(N ) are shown with and without applying the event selection conditions. It can be

seen from these tracklet distribution plots that the VQA conditions have negligible
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effect on the SPD tracklets. These small difference can be taken into account during
efficiency corrections. As mentioned in Section [3.2] the position of z, plays an im-
portant role in the multiplicity analysis. Therefore, event-by-event mean multiplicity

distribution ((N;.x)) was checked as a function of z, position for both the energies.
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Figure 3-7: (a) Example of event-by-event raw mean tracklet distribution as a function of
2y, the red circles show the minimum and maximum reference value, respectively. (b) The
Ny distribution after the corrections with three reference values (maximum, minimum
and mean).

It can be seen from Figure that the (N;) distribution at all the z, position
is not continuous, i.e SPD efficiency is not same all over the z,. The reason of in-
homogeneous tracklets distribution can be due to the inactive module of SPD layers.
To take into account these acceptance losses, the Ny are corrected using a data

driven method, described in the following section.

3.3.1 SPD tracklets correction

To get a flat distribution of (Ny) as a function of z, position, a data driven method
has been applied. Previously this method was used to estimate multiplicity for pp

Vs =7 TeV [5]. This method has also been used for p-Pb & Pb-p /sy = 5.02 [6].

The correction will be applied on MC also to get the corrected Ny which is necessary
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to compute the charged-particle multiplicity. The correction is given by

Nir) (20 = (Ner)(2)
(Nir)(2)

where, (Ny.(2)) is event averaged number of tracklets at a given z,. (Ny.(20)) is the

AN = Ny, (2) ( (3.1)

reference value. It can be taken as maximum (highest SPD efficiency), minimum
(lowest SPD efficiency) or mean (average SPD efficiency) in order to get equal distri-
bution of tracklets over z, (Figure[3-7)). The correction is generated randomly with a

Poisson distribution centered at AN. The corrected tracklets is defined as

N (2) = Nir(2) + ANyand (3.2)

where AN,q,q can be taken as positive or negative depending on the reference value
(N¢r(20)) (minimum or maximum) as compared to the event averaged values. N5 (z)
represents the corrected number of SPD tracklets in a given z, position. The tracklets
were corrected by taking the maximum, minimum and mean values as references.
The reference values were taken from CINT7 profile histogram. All CINT7 events
for the LHC15n period, were considered for this correction. After the correction, the
distribution (N{%") as a function of z, is flat as can be seen from the Figure [3-8

The probability distribution of the raw tracklets and the corrected tracklets from
minimum bias at both energies are shown in Figure[3-9| (a). In Figure[3-9] (b) tracklets
are normalized by mean number of the tracklets from respective energies. It can be
seen from the Figure that the corrected tracklets distribution has changed with
respect to the raw tracklets as well as by the choice of reference value. In order to
obtain the homogeneous efficiency of SPD, the tracklets are added (subtracted). The
corrected tracklets with maximum reference value are closer to the original tracklets
than the corrected tracklets, with the minimum reference. The distribution pattern
of all self normalized (corrected, raw) tracklets are similar and the corrected tracklets
with maximum reference matches with the raw ones. Thus, in the present analysis

maximum reference is taken for the correction procedure.

The data sample is divided into six sub-samples of N/9" bins for multiplicity analysis.

100



_I T T I L I L I L I L I T 1 7T I T 1 7T I L I T 1 7T I T T I_
/\{ 9.5 = —— =
zZ — ~ .
vV 9 — - =
85 T -
C - — Ny (z) o
8 = - Ncorr 0_ : -_ =
- - —— Ny (z, = Maximum) -]
[ = —— N (2= Mean) E
e - — N (@ = Minimum) -
65 =
C 11 | I 11 1 I 11 | I 11 | I 11 1 I 11 | I 11 | I 11 1 I 11 | I 11 | n
-10 -8 -6 -4 -2 0 2 4 6 8 10
z, (cm)
(a) CINTY.
N —
= 16 ﬁﬁ++++++++H+++++++++H+++HH++++HH+H+++HHH+++H+mw+++++++++ﬂﬁﬁ
< - +++++++H ++
V 15 Pt n
14— ¥ e ++
r +++ +++++++H +
- L + i
13— + 4
: 1 ++ +
r 1
12 o
- +++
1 1ELH’++++‘H’++H+Jr+++++JrHH+++++—¢»+++++++++++++++H—k4—#++++++H+++++++H+++++‘H’+++++
e by by b by by by by by

40 -8 6 -4 2 0 2 4 6 g8 10
z, (cm)

(b) CMULT.

Figure 3-8: The example of event-by-event corrected mean tracklet distribution over z,
for MB and Muon events at 5.02 TeV.

The (N{9™) are computed in each corresponding multiplicity bins. Thus, three sets

of N{9™ are calculated in each multiplicity bin corresponding to the maximum and

minimum (N, (zg)) reference values. The relative N{J" are also computed by nor-
corr

malizing in each multiplicity bin with the integrated (N:%"). A similar approach is

taken for the analysis of 2.76 TeV data. The event averaged value of (N 7" in each
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Figure 3-9: (a) Probability distributions of tracklets before and after tracklet correction.
(b) Self normalized probability distributions at pp 5.02 TeV.

corrected multiplicity bin is listed in Tables [3.1] and [3.2] for the respective energies.

NG =bin | < N3 > (max) i]v]\;giﬁk;(max) < N> (min) %(mm)
(stat.)x 1072 (£stat.)x 1072 (stat.)x 1072 (stat.)x 1072
1-4 2.40 +0.02 0.37£0.01 2.42 +£0.02 0.51 £0.01
5—38 6.30 + 0.03 0.98 +0.01 5.73 £0.03 1.21+0.02
9—-12 10.31 £0.04 1.60 + 0.02 10.36 £ 0.04 2.18£0.03
13— 16 14.3 £0.05 2.224+0.03 14.35 4+ 0.06 3.03 +0.04
17 — 100 21.60 £ 0.25 3.36 0.6 20.61 £0.31 4.349 +£0.10
Integrated 6.43 £ 0.10 4.74+0.10

Table 3.1: N9 values in pp collisions at /5 = 2.76 TeV.

fo;r’i =bin | < N;:,:” > (max) %(mam) < N;:,:” > (min) %(mm)
(£stat.)x 1072 (Estat.)x 1072 (£stat.)x 1072 (£stat.)x 1072
1-7 3.81 +0.03 0.40 +0.03 3.22 +0.02 0.50 4+ 0.03
8§—12 9.80 4+ 0.03 1.04 +0.10 9.70 £ 0.03 1.50 £0.10
13 —18 15.20 4+ 0.04 1.61 +£0.10 15.03 £0.10 2.32 +0.20
19 — 29 22.90 £0.10 2.43 +0.30 22.30 £0.10 3.43 +0.40
30 — 48 35.20 £ 0.25 3.73 £ 1.00 33.65 £+ 0.50 5.20 £+ 3.00
49 — 100 54.32 +£1.30 5.76 £ 7.75 52.31 £5.10 8.08 +4.10
Integrated 9.43 +0.10 6.47 + 0.10

Table 3.2: N7 values in pp collisions at /s = 5.027€V .

trk

It can be seen from Figure that the corrected tracklets are in exact proportion
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to the charged-particles from MC. Hence,

Ntr x chh/dT/
(Nip) — (dNep/dn)

(3.3)

So relative tracklets can be used in place of relative charged-particle density and
relative yield of J/¢ can be plotted as a function of relative tracklets multiplicity.
However, the relative charged-particle density has to be estimated from MC to take

into account global efficiency corrections.

3.3.2 Charged-particle multiplicity estimation

The number of charged particles are estimated using the MC event generator. The
charged-particles are selected for inelastic > 0 event class i.e./[NEL > 0. The events
selection cuts along with additional conditions mentioned in Section [3.2] are applied
to the MC events. The reconstructed tracklets from MC are corrected in a similar

manner as data, using the data driven method as discussed in the previous section.

Here, the z, equalization is done by taking reference value (N;.(z)) maximum
from data and MC (N;.(z)) distributions or profiles. Thus, four combinations of
profiles are analyzed. It can be observed from Figure that the generated charged-
particle distribution and the mean tracklet distribution agree well with each other.
The distributions of the generated charged-particles N%" (MC-true value), the raw

reconstructed N, and the corrected N/o" tracklets are shown in Figure 3-11]

The correlation of reconstructed tracklets to the generated charged-particles are
shown in Figure[3-12] The charged-particles estimation method is different from what
is used in central ALICE framework. The N, are estimated using three different
methods as described in the following sections. In each method, the global efficiency
was determined from MC by comparing the N with the true N%". But first the

sources of systematic uncertainty will be discussed as they are common in all methods.

103



o

E ; E X E i B
= p X 3 = F =
x MC profile, PYTHIAG 14 profile,

= 4 BV 4 Z ' — N E
c ° pu V e -
v 13; — Nggﬁlégtgd(zv) ~ 13; i N\rack\ets 3
122_ — Nyackiets ) é 12;: ) —_— Nlcr(;rcr;ce\tesd 7;
1 = 0S E
10E- E 105 E
9 S — 3 9 o —_
of- —— T 3 8 e e
6 E 6 E
= E rE. | [ I Ll | | | | =

C 1 1 Loy | I | L | | i
T Y R R %0 8 6 4 -2 0 2 4 6 8 |1

z, (cm) z, (cm)
A 15 L e A B
Zé 145 MC F;\;ggﬂe: PYTHIAS 4 40 Data profile, PYTHIAS |
E — Nep E = E — NG E
Vo1 — Nyaguiars E vV 13 _N E
E S Ncorrecled = = ggﬁ’élcet(esd 3
12| :- tracklets E 1 2 :j tracklets {
"= E 11 3
10F E 105 E
9F P = ~ = 9; _v/’J’B—-_"-. é
8- e 3 8F T R
7 - k 7e T E
60 E 6 3
= | [ | Ll | | | | = E. | [ R R | | | | =
20 8 6 4 2 0 2 4 6 8 10 °0 8 6 4 -2 0 2 4 6 8 1
z, (cm) z, (cm)

Figure 3-10: Generated, raw and corrected reconstructed mean tracklet distribution as a
function of z, for the four combinations of reference values from two sets of MC.

3.3.3 Source of systematic uncertainty

The N%™ is not fully homogeneous with z,. The reconstructed N”" was corrected
and equalized as function of z, but any correction to MC-true values were not applied.
This may give rise to fluctuations on the global efficiency calculations. The segments
of z, are considered to account for this uncertainty. Two sets of MC event genera-
tors were used for both the energies namely PYTHIAS8 (LHC16h8a) and PYTHIAG
(LHC16h8b) at 5.02 TeV and PYTHIA8 (LHC12fla) and PHOJET (LHCI12flb) at
2.76 TeV. The differences in the two event generators were taken into account. Fur-
thermore, as discussed earlier, reconstructed N, were corrected using profile his-
tograms from both data and MC. These reference values are not identical in each

case. This may cause deviation in Vg, estimation. Hence, the following aspects are
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Profile.
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Figure 3-12: Generated particles to corrected reconstructed tracklets correlation. Example
of global o and o fit.

taken as a source of systematic uncertainties in the computation of mean number of

charged-particle, (N).
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e To check the consistency of equalization over z,, the z, interval was divided into
5 segments and the deviation is taken as systematic. —10 < z, < 10
—10< 2z, < =5
<z, < -1
1<z, <1
1<z,<5

D <z, <10
e Dependency on MC generator: PYTHIA6 and PYTHIAS.
e Data and MC Profile for Ny, estimation.
e The uncertainty due to non-linearity.

Combining all the tests a total of 24 tests were performed to calculate charged-particle
density. In the same way event averaged charged-particles in the multiplicity bins were
also computed. The arithmetic mean of N, of all the tests and the average of their
statistical errors were considered. The standard deviation from the mean value is

taken as a systematic uncertainty:.

3.3.4 N, estimation with «

To estimate the charged-particle density, corrected reconstructed tracklets Nyg'™, from
MC have been used to calculate the SPD acceptance efficiency from the Ny, — NG3™
correlation plot as given in Figure . In principle each N2 should have a linear
dependence on Ng,. But in reality we observe a deviation as a function of multiplic-
ity. The mean charged-particles (N ) in the multiplicity bin are calculated by the

definition:

(Nep) = . (N"™) (3-4)

where « is the global SPD acceptance efficiency calculated for the integrated multi-
plicity distribution. The deviation between the Ny, and N¢J" is also given by a. The
An (=2) is the total n acceptance of SPD.
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In the same manner, the SPD acceptance efficiencies (a') are extracted in tracklets

bins to compute (N}, ) in each multiplicity segment as follows :

(NL) = o' (N (3.5)

Quantities o and o' were extracted from Ny, — NS correlation plot by fitting with
four linear fit functions shown in Figure[3-13 (a). The four linear functions were first-
order, second-order polynomial functions and setting the constant of the first order
polynomial to 0 and 1. Then, (N, ) were computed using Equations and . The
results are plotted bin by bin and compared to the MC-true, shown in Figures [3-14]
and A clear deviation from linearity may be noticed in Figure (a). The
second-order polynomial function gives the best x? value in case of global . But this
function can not describe well the Ny, in the multiplicity bins, as shown in Figure

The integrated (dN.,/dn) was estimated using the (N.) computed with « factor
using Equation [3.4] Tt gives higher systematic uncertainty 4.628% shown in Figure
(b). It can be seen from the figure that none of the « fit result gives close value
to the MC-true value of (dN.,/dn).

Relative Nch. syst. results

. 1 A
g %1405 . © [
Z [ «=1.180+000006 ] 5 L ]
120 41242 0.00004 1 % [
C 0=1.148 + 0.00004 ] v [ -
100 = 1.194+ 0.00049 . 6 . 7]
r ] Lo . °
80— - sk ]
F LHC16h8b b 3
60— — <polynomiali1> . [
C — <y=mx> ] 4r 7]
40— — <y=mx+1> - L
C — <polynomial2> ] 3fF b
20 P = L
07‘”\HmH‘\H‘m”m”m”m: oL 1 1 1 |
0 20 40 60 80 100 120 140 polynomial Y=MX Polynomial 12 y=mx+1 Nch TRUE
Corr
NTrk
(a) (b)

Figure 3-13: (a) Extraction of a with different fit functions. (b) Integrated charged
particle density calculated with o extracted from different fit functions.
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Figure 3-15: Comparison of (N}, ) estimated with bin by bin o’ with MC-true.

The (N}, ) were computed using Equations and The source of systematic
uncertainties were the same as mentioned in the previous section. The systematic
uncertainty obtained for @ computation for integrated multiplicity is shown in Figure
[3-16l The charged-particle multiplicity has been estimated using these computed «
values by multiplying them with the NS3" from data for both integrated and differ-
ential multiplicities. The values of « factors and estimated (/Ng,) for corresponding
multiplicity bins are listed in Tables and for both the energies. It is clear
from the table that the « values are not constant against multiplicity. Hence, the

corr

correlation between Ny, — NS3" is not linear. This non-linearity can be measured by

comparing the global o with the bin by bin value.
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+stat. x 1072 £ syst. x 107!

1-7
8§ —12
13 - 18
19 -29
30 — 48
49 — 100

1.324+0.02£0.24
1.24 +£0.02 £ 0.06
1.23 +£0.02 £ 0.06
1.21+£0.02+£0.10
1.17+£0.02 £ 0.17
1.144+0.11 £ 0.26

4.71+£0.08 £0.20
12.10 £0.19 £ 0.52
18.79 £0.28 £ 0.81
28.27 +£0.38 £ 1.22
43.52 £0.92+1.87
67.17+6.12 £ 2.89

5.04 £0.08 £ 0.93
12.16 £0.19 £ 0.63
18.67 £ 0.28 £0.85
27.57+£0.38£2.21
41.34 £0.92£5.84
61.89 £6.12 £ 1.40

Integrated

1.24 +£0.01 £0.05

11.65 +£0.10 £ 0.50

Table 3.3: « and corresponding (N,) values in pp at /s = 5.02 TeV

N bin a [ Nalo—Ji) | (New(@ — JiD)
+stat. x 1072 £ syst. x 107!
1—-4 1.794+0.056+£043 | 3.724+0.06£0.11 | 4.32+0.124+1.04
5—38 1.544+0.04+£0.05 | 9.77+0.13£0.30 | 9.71+£0.244+0.33
9—12 1.494+0.04 £0.11 | 15.99£0.224+0.49 | 1545+ 0.44 £ 1.10
13 —16 1.47+£0.05+£0.18 | 22.18 £ 0.30 £ 0.67 | 21.01 £ 0.75 + 2.64
17 — 100 1.42 +0.05+£0.30 | 33.51 £0.58 +1.02 | 30.79 + 1.11 £+ 6.59
Integrated | 1.55+0.02+0.50 | 9.97£0.18 +0.30 -

Table 3.4: « and corresponding (N,) values in pp at /s = 2.76 TeV
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Deviation of « value between integrated multiplicity (global) and in multiplicity bins is
0.52% (minimum) - 7.85% (maximum) at /s = 5.02 TeV and deviation in (N,) due to
non-linearity is 0.2% to 8.29%. Rest of the control plots for systematic uncertainty are
listed in Appendices|A.2.1{and|A.2.2] Similarly, in pp collisions at /s = 2.76 TeV, the
difference between global and differential « is 0.628% (minimum) - 16% (maximum)

and the difference in (V) due to the non-linearity at 2.76 TeV is 0.67%(minimum)-



8.11%(maximum). Note that, the use of global a factor to compute (NVg,) is strongly
biased and fails to describe the non-linearities coming from tracklet to charged-particle
correlation. The deviation from linearity is higher towards higher multiplicity bins.
The systematic uncertainty obtained by this method is quite large. Next we shall

discuss somewhat more sophisticated method for (N,) estimation.

3.3.5 Ad-hoc-polynomial method

An alternative method to compute (N ) is suggested by Philippe Pillot [9]. This
method takes into account the non-linearity coming from Ny, — N3" correlations.

The average charged-particles are calculated by the formula :

' NZ Ncorr,i
<Nch>l _ Z events >j f( tr )
E Nevents

and NS are the number of events and corrected tracklets in the

(3.6)

where N! .
multiplicity bin taken from the data. Hence, the (Ni ) are re-weighted to match the
data. The N, — N9" correlations fitted using parameterization of f, in the range

0— oo. Hence f is the ad-hoc polynomial function as described below :

f(x) =ax®+b when T <
, (3.7)
flx)=dz® +V when  z>= X

where

a = (ac/c’):)s((f_c,)

(3.8)
V=(a—ac)/d xxi+b

where z is the number of tracklets. The fitting plots of N, — N5 " correlations with
ad-hoc polynomial as well as second-order polynomial functions are shown in the

Appendix The charged-particle pseudo-rapidity densities in the multiplicity
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bins are calculated by:

i <N ch>i
(dNew/dn)" = (3.9)
An
where An is the range of the pseudo-rapidity taken as 2.
Ac 100E T T T T T T 3 /\5 C T T T T T T
% 0 - 3 z ¥ ]
E PYTHIA8 (MC TProfile) E v r
VoaE 3 <
E [N E AoF
g ca ' e =9 121 7]
E [ —%— Ng (adhoc polynomial) E Z B
60 . i g v ooF o 0
E Ng (o-bin) = ) 0
50 o 3 || R GREEE 8------- R8------ L. ALRE io.oo.. 6-—
E [~ N (global ) 0 E 3
40F i 3 - 0 PYTHIAS (MC TProfie)
NE [} 3 08~ = NSNS |
N g 3 I Al |
10 E_ Q Q _E 06 L e <N“ >/<Nﬁe" |
G: v 1 7{0 1 T 1 v 1 = 1 N 1 /\4 3 L /\4 v /\4 1 IVC
Cor o o Cory o Cor, Copy er NCorr Co Curr NG
e~ /,”e /SN BII] I~ Bln I~ B/D I~ B/n B’D Bln [’k /n[e Ik BI[] [ B’f) I~ E/n  ~ BII] Ik B’/? BI[]
grafed N, 8. 15 3. i \9. 29 0. % 99 % Orage N, 8. 1 3. T . -2 ) % 149,
(a) (b)

Figure 3-17: (a) Comparison of (N’,) computed using ad-hoc polynomial function as well
as « factor with MC-true. (b) The comparison of ratio of (N/,) computed using three
method to MC-true.

The (N}, ) was calculated using Equations and |3.5/and Equation |3.6{and compared
to the true MC value. The comparison study helps us to conclude that Ng, calculation
with ad-hoc polynomial fit gives least systematic uncertainty 0.3% at 5.02 TeV. Figure
shows that the value of (Ng,) computed with ad-hoc polynomial are closer to the
true MC value. Hence, it was taken as the central value. The N, calculated with «
factor sums up 3.192% of uncertainty. The fluctuation of true MC in z, bin was also
computed to check the stability of Ny, over z,, which has 0.355% uncertainty. Similar
study has been done for the five z, bins, mentioned in Section [3.3.3] The systematic
uncertainty for integrated (Ng,) is shown in Figure [3-18 Similarly, at 2.76 TeV, (Ng,)
are computed and the systematic uncertainty in each multiplicity bin were obtained
from the previously mentioned twenty-four tests. An overall systematic uncertainty
for (Nep) is 0.86% (minimum)-2.56% (maximum) is obtained.

The (dNg,/dn)" is calculated in the same manner as the integrated (dNy,/dn) using
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Figure 3-18: Integrated charged-particle systematic uncertainty calculated using ad-hoc
polynomial method at /s = 5.02 TeV. The labels of the z-axis represent the various tests
performed to calculate the systematic uncertainty.

Vs = 5.02 TeV Vs = 2.76 TeV
NeoTbin <Na > NeThin | < Ny >
+stat. x 1072 £ syst. x 107!
1-7 5.124+0.04 £ 1.10 1—-4 10.01 £ 0.12 £ 0.60

8§—12 12.13+£0.08 £0.71 5—8 4.46 £0.07+1.14
13 -18 18.66 £ 0.10 + 0.88 9—-12 9.72 £0.09 £ 0.26
19 —29 27.57+£0.14 £ 2.16 13 —16 15.38+0.18 £ 1.32
30 — 48 41.28 £ 0.34 £ 5.88 17—-100 | 21.01 £0.28 £+ 2.83
49 — 100 | 61.60 +£1.51 +13.81 30.67 £ 0.44 £ 7.26
Integrated | 11.75£0.15+£0.59 | Integrated | 10.01 +0.12 +0.59

Table 3.5: The (N,) computed using ad-hoc polynomial in pp collisions at /s = 5.02
and 2.76 TeV.

Equation . The final values obtained from (Ng,) study using the ad-hoc polyno-

mial method have been summarized in Table 3.5l The plots corresponding to the

systematic uncertainties are listed in Appendices [A.2.4] and [A.2.5] The maximum

charged-particle multiplicity is ~31 and ~61 at 2.76 and 5.02 TeV, respectively. It
is also observed that the statistical errors increase consistently with increase of mul-
tiplicity. It can also be concluded from Tables and that the (Ng,) values
computed with the bin by bin « factor and ad-hoc polynomial method, are compara-
ble. This is expected as the ad-hoc polynomial method is an extended version of the

bin by bin a computation using a second-order polynomial.
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3.3.6 Ny estimation with multiplicity class

In this section, we have cross-checked the ALICE central framework results of charged-
particle density in percentile bin using multiplicity class with our present data-driven
method. The SPD tracklets are chosen as estimator in the multiplicity class. The

charged-particles are estimated using multiplicity class in percentile binin — 0.5 < n < 0.5

range.
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Figure 3-19: Event-by-event corrected mean tracklet distribution over z, for MC and Data
sets at 5.02 TeV.

The same data set of LHC15n period has been analyzed. For MC anchored to the
run 244351 with PYTHIAS generator has also been analyzed to compute charged-
particle multiplicity. All the events cut are the same as mentioned in Section [3.2]
The SPD tracklets are corrected employing data driven method using the (Nyqckier)
(z,) reference maximum and minimum in both MC and data sets. This correction
method has been discussed in Section 3.3.1] It can be seen from Figures [3-19] that
the z, equalization of corrected tracklets is flat in case of minimum and maximum
references. In case of MC the corrected mean tracklets distribution are in proportion
to the mean charged-particles as a function of z,. The SPD tracklets were projected in
the percentile bins. The raw and corrected tracklets were distributed in 10 percentile

bins. This is shown in Figures [3-20| and [3-21] respectively. One can easily notice
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that the shape of the distribution remains unchanged after the corrections. The
distribution of tracklets in each of the individual percentile bins are consistent for

data and MC sets.
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Figure 3-21: Corrected tracklets (Ref. minimum) distribution in percentile bins in pp
collisions at 5.02 TeV.

The (Ng,) has been calculated employing the ad-hoc polynomial function and using

Equation In this case N/

L vents and N;""" have been taken in percentile bins from

114



Percentilebin(%) | (dNew/dn)*(Jn| < 0.5)
0-1 25.16 £0.40 — 0.31
1-5 17.86 £0.24 — 0.20
5—10 13.82£0.20 — 0.19

10—-15 11.46 £0.17 — 0.17
15—-20 9.83 £0.16 — 0.15
20 — 30 8.02£0.14 - 0.13
30 —40 6.23£0.12 -0.11
40 — 50 4.84 £0.09 — 0.08
50 — 70 3.34 £ 0.06 — 0.05
70 — 100 1.61 +0.04 — 0.03

Table 3.6: The charged-particle density in percentile bins in pp collisions at /s = 5.02
TeV [8, [10].

data and MC. In this study the computed integrated (dN,/dn) value is 5.61 + 0.053
in pseudo-rapidity range —0.5 < n < 0.5. The obtained results are very close to the
ALICE result with a marginal difference of 0.40%. The results is corrected for min-
imum bias trigger efficiency for INEL > 0 event class [8, [10]. The charged-particle
density in percentile bin provided by central ALICE measurement (MM-group) are
listed in Table [3.6] The (dNg/dn)® are computed in the respective percentile bins

using data-driven method and compared to the results from MM-group.
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Figure 3-22: (dNg,/dn)? comparison between data-driven method using z, profile maxi-
mum, minimum and MM-group [8], 10].

It is observed from the Figure that the difference in charged-particle pseudo-

rapidity density is very small ~ 1% in integrated and in the percentile bins. The
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Figure 3-23: (AN, /dn)* comparison between MC-True and MM-group [8, [10].

first two percentile bins have large differences ~ 7% and ~ 4% in both the cases.
The trend is similar for both maximum and minimum normalization. However, the
results with minimum normalization gives better agreement with MM-group results.
The (dNg,/dn)* has been computed in percentile bin using the MC-true N%™ and
compared to the results of MM-group as shown in Figure The results are in fair

agreement with a little difference of ~ 1% to ~ 2%.

3.4 Efficiency correction

3.4.1 Event selection efficiency

The minimum bias trigger efficiency (€),5) was estimated in order to correct the J /1
yields and tracklets. The efficiency corrections has been done in a similar manner
for the 2.76 and 5.02 TeV data. The definition of MB at both the energies were
different i.e. KINT7 corresponds to VO(AND) at 5.02 TeV and KINT1 corresponds
to VO(OR 1 hit on SPD) at 2.76 TeV. The efficiency corrections will be addressed
at 5.02 TeV. In the present analysis the events are selected for inelastic > 0 event

class (INEL > 0). The €y 5 was computed from the two sets of MC, PYTHIAS and
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PYTHIAG, respectively, and is defined as follows:

NepdistributionwithM B(PS + NoEventcuts) (3.10)
€EMB = :
MB Nepdistributionwithout M B(PS + NoFEventcuts)

where all the events pass the physics selection condition. €;;p may vary with mul-
tiplicity and to check the stability, €5 was also computed in the multiplicity bins
using the following equation:

N, distributionwithM B(PS + NoFEventcuts)

b= — 3.11
R N, distributionwithout M B(PS + NoEventcuts) (3:11)
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Figure 3-24: ¢),p for INEL > 0 as a function of multiplicity for both MC period.

The €, is stable over the entire multiplicity range except for lower multiplicity
region. The values are listed in the Table 3.7 and [3.§ for PYTHIAS and PYTHIAG
MC at pp 5.02 TeV.

The integrated minimum bias trigger efficiency for VO (AND) ie. KINT7 trigger
is very small in both MC generators for INEL> 0 class. The fraction of events
rejected due this selection are 6.26% (PYTHIAS) and 8.10% (PYTHIAG). The Ng,
distribution is plotted for both the MC periods with and without KINT7 trigger as
shown in Figure [3-24] As it can be seen from the Table [3.7] and Figure [3-24] that
the values of €p;p is almost unity in all the multiplicity bins except the first one

having minimum multiplicity. Hence, for higher multiplicity bins €y, is taken as
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MultiplicityBin | EventswithKINTT | EventswithoutKINTT | epp x 1072
Integrated 5.29¢ + 07 5.65¢e + 07 0.94 £0.01
1-7 2.57e + 07 2.77e + 07 0.93 +0.02

8§ —12 6.46¢ + 06 6.46¢ + 06 0.99 + 0.05

13 —-18 4.57e + 06 4.57e + 06 0.99 + 0.07

19 —29 3.73e + 06 3.73e + 06 1.00 +£0.07

30 — 48 0.95¢e + 06 0.96e + 06 1.00 £0.01

49 — 100 0.03e + 06 0.03e + 06 0.997 £ 0.08

Table 3.7: Events with, without MB trigger and INEL > 0 ¢,,5 for PYTHIAS.

MultiplicityBin | EventswithKINTT | Eventswithout KINTT | epp X 102
Integrated 4.95e 4+ 07 5.39e + 07 0.91 £ 0.01
1-7 2.23e + 07 2.44e + 07 0.92 + 0.03

8 —12 5.94¢ + 06 5.96¢ + 06 0.99 + 0.06

13 —-18 4.46e + 06 4.46e + 06 1.00 £ 0.07

19 —29 3.66e + 06 3.66¢ + 06 0.99 + 0.07

30 — 48 0.88e + 06 0.88¢ + 06 0.99 £+ 0.01

49 — 100 0.02 4 06 0.02¢ + 06 1.00 £ 0.09

Table 3.8: Events with, without MB trigger and INEL > 0 €, for PYTHIAG.

1. The ey for first multiplicity bin has to be taken into account. The corrections
to minimum bias trigger efficiency is computed as €;ypr~o = 0.94 (PYTHIAS) and
0.92 (PYTHIAG6) for integrated multiplicity at 5.02 TeV. This is consistent with the
reported value VO(AND) INEL> 0 [§]. Similarly, the ¢;xgr~o computed at 2.76 TeV
is 0.99 for both PYTHIA8 and PHOJET MC events.

3.4.2 Vertex selection efficiency

The fraction of events rejected by the vertex QA selection mentioned in Section

was also taken into account. The efficiency factor in this case (e%fQ ) 1s defined as:

VB Integrated Ny g(withvertexQA)

_ 3.12
Cote,QA Integrated Ny g(withoutvertex@QA) ( )

The G%EQ 4 was also checked for muon events (CMULTY). The ratio of number of MB
events as well as muon (CMUL7) with and without vertex selection cuts are shown
in Figure @ The value of €)%, , was found to be 0.96% in the present analysis for
integrated multiplicity at 5.02 TeV. This value for pp 2.76 TeV was 0.85%. It can be

noted that vertex quality of SPD was poor during RUN-1 data taking as compared

118



to RUN-2. Hence large number of events are rejected due to this selection criteria.
However, vertex quality is consistent for muon trigger events and we obtained 95%

efficiency at both energies due to vertex QA selection.
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Figure 3-25: Distribution of MB and Muon events with and without vertex QA cuts.

3.4.3 Vertex QA efficiency for Ny,

Finally, the vertex QA efficiency has been computed as a ratio of charged-particles

with and without vertex QA cuts for INFEL > 0 events class. It is defined as:

Nevents(With Ny, > 0 + vertexQA)
Nevents(With N, > 0 + withoutvertexQA)

enmoa(MC,INEL > 0) = (3.13)

The eN") . was computed at both the CM energies for their respective MC periods.
QA p

vtz

The results of vertex QA efficiency are listed in Table (3.9

€otz.0AV5=5.02 TeV | €y 0a\/5=2.76 TeV
Nup 0.96 £ 0.01 x 102 0.85 +0.02 x 102
Nemur 0.95+1.10 x 102 0.95+0.05 x 102
Nep(MC1) | 0.9940.02 x 1072 0.97 £0.02 x 1072
Nep(MC2) | 0.9840.02 x 1072 0.96 & 0.02 x 1072

Table 3.9: €, 04 factor for various components.
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Figure 3-26: €y, , as function of multiplicity for both MC generators.

The event selection efficiency for MB will be applied to correct calculated Ng, from
NEerm as well as the relative J/¢ yield. The vertex QA efficiency are taken into ac-
count for integrated multiplicity estimation. Since, the effects of vertex QA efficien-
cies are negligible in individual multiplicity bins and hence, the efficiency correction

factors are considered as unity.

3.4.4 Corrections for INEL =0

In addition the correction due to Ny, = 0 events has been computed to look for
possible contamination due to the events corresponds to INEL = 0. The efficiency
corrections corresponds to Ny, = 0 or the contamination from INEL = 0 events can

be considered in the following way:

Nevents(WithNg, = 0+ kINTT)
Nevents(WithNa, > 0+ kINTT)

(3.14)

The correction factors obtained were 0.047(PYTHIAG) and 0.024(PYTHIAS). The
contamination for INEL = 0 in data was computed as: (1-0.047)/0.96 = 0.992
(PYTHIAG6) and (1-0.024)/0.96 = 1.02 (PYTHIAS) respectively, where ){7, , = 0.96
for the data. The INFEL = 0 contamination at 2.76 TeV is larger and are found to
be 0.122 (PHOJET) and 0.124 (PYTHIAS) and the corresponding contamination in
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data, are (1-0.122)/0.85 = 1.03 in each case. Similarly, the vertex QA correction can

be done for INEL = 0 charged-particles, using the following definition:

Nevents(WithNe, = 0+ KINTT + vtx, QA)
Nevents(WithNe, > 04+ KINTT + vtx, QA)

(3.15)

A negligible contamination is observed in this case i.e. 0.019 (PYTHI6) and 0.009
(PYTHIAS8) at 5.02 TeV. The corrections for charged-particles due to INEL = 0
are (1-0.019)/0.98 = 0.998 (PYTHIAG) and (1-0.009)/0.987 = 1.002 (PYTHIS). The
vertex QA efficiency for INEL = 0 events at 2.76 TeV are 1.02 (PYTHIAS) and 1.02
(PHOJET).

3.4.5 Efficiency corrections for the first bin

The minimum bias trigger efficiency for INEL > 0 for the first bin are 0.902
(PYTHIAS) and 0.874 (PYTHIAG) respectively at 5.02 TeV. The value of €, for
first bin (N = 1-7) is used to correct the relative yield using Equation [3.11] The
(Nu,) is also needed to be corrected in this bin. The correction for (Ng,) can be done

in the following two ways:

o If we use N, = 1, correction for the first bin comes out to be (0.889*5.122 +
0.111*1)/5.122 = 0.91. By assuming that the correction is 1 for events with and
without trigger, we get final value (0.91+1)/2 = 0.95. The corrections (1/0.95)
= 1.05 is to be applied for charged-particle density of the first bin.

e Alternatively, efficiency corrections for (Ny,) in the first bin:

MB (N )(NEerm[1,7) + INEL > 0+ PS(KINTT) + vtzQA + vtzrange)

€INEL>0 = (Nep)(NEerr[1,7] + INEL > 0 + vtzQA + vtzrange) 3.16)
1

The obtained results for PYTHIAG is 1.0628 and for PYTHIAS is 1.0358 respectively.
Final correction for (Ng,) is 1.05, which is consistent with previous method value.

The correction for first bin (1-4) at 2.76 TeV is 1.002 for both the MC estimators.
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3.4.6 Event selection uncertainty

The systematic uncertainty due to the various events selection cuts described in Sec-
tion will be summarized here. There are contributions from vertex selection
and trigger selection for inelastic > 0 events class. The vertex selection efficiency
correction term from data is a contributory factor. The inelastic> 0 events class with
VO(AND) trigger with good vertex events were considered for the present AOD sam-
ple. The corrections regarding z-vertex position i.e. events rejected due to z, < 10 cm
has not been included, since this selection criteria is same for both MB and J/¢ and
the corrections cancel out in the self-normalizing process. The corrections regard-
ing contamination due to events corresponds to N, = 0 has to be considered as
well. Corrections for the first multiplicity bin is also taken into account in both yield

calculation and (Ng,) estimation.

The €35 has been computed for PYTHIAG and PYTHIA8 MC periods at 5.02
TeV and PYTHIAS8 and PHOJET at 2.76 TeV data. The average efficiency value is
used as final value in this analysis. The deviation in the two MC values with respect

to average value are taken as systematic uncertainty due to event selection.

Hence, ¢;npr~o i.e. the number of generated events selected for Ny, > 0 and
after passing of VO(AND) trigger, equal to 0.93 has been used with 1% systematic
uncertainty in pp collisions at /s = 5.02 TeV for integrated multiplicity. The €;xg1>0
correction for first multiplicity bin, which is applied to correct J /1 yield is 0.889 with
1.4% uncertainty. The INFEL > 0 minimum bias trigger efficiency factor to correct
(Ney) is 1.05 with 1.34% uncertainty. Similarly, €;ygr~0 after passing of VO (OR 1
hit on SPD) trigger is 0.99% and 1% systematic uncertainty was assigned due this
selection at 2.76 TeV. It has also been observed that the corrections for the first

multiplicity bin is negligible at 2.76 TeV. Hence, it was taken as unity.

The efficiency corrections due to INEL = 0 is 1.04 with 1% systematic at 5.02
TeV. Similarly, the obtained value for 2.76 TeV is 1.14(1/1-0.122) with 1% systematic
uncertainty. The contamination from INEL = 0 events in the first bin is small

compared to the precision of the measurement. Besides this affects both the yield
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and the (V) in the same way (Equation in the next chapter), so it can be safely
neglected for the first bin at 5.02 TeV. The correction is not applied for the fraction
of events that do not pass the vertex QA in the first bin because of the assumption
that it affects in the same way to events with or without a J/1. But conservatively
this fraction (~ 1%) has been added in the systematic uncertainties on the yield in

the first bin.

3.5 Results

The value obtained for charged-particle pseudo-rapidity density (dNg,/dn) is 5.64 +
0.02(stat.) +0.03(syst.) in pseudo-rapidity range —1 < 1 < 1 in pp collision at /s =
5.02 TeV . The computed result is corrected with vertex QA efficiency. The reported
result of (dNg,/dn) is 5.70 £ 0.06 — 0.08(syst) in —1.0 < n < 1.0 range [10]. Result
obtained in the present study has difference of 1.% from ALICE result [10]. The
integrated value of Ny, reported by this independent analysis is 11.39 +£0.12 — 0.16
[10]. This value was used to compute relative charged-particle densities in multiplic-
ity bins. Similarly, the integrated (dNg,/dn) is extrapolated for INEL > 0 event
class within |n| > 1 from the ALICE results at 2.76 TeV is 4.841 4+ 0.074 — 0.085
[4]. The obtained integrated (dNg,/dn) value for the same event class and 7 range is
4.85 + 0.001(stat.) + 0.03(syst.). We notice that, the corrections have been taken
into account for event selection efficiency for INEL = 0 and the results of the
present analysis are in a good agreement with the results from ALICE central frame-
work. However, to be consistent with all the ALICE results and since (dNg,/dn) is
a global observable, the centralized integrated (dNu,/dn) has been used to compute
self-normalised charged-particle density in multiplicity bins. The (Ng,) values ob-
tained by ad-hoc polynomial method were taken as central results and the deviation
in (Ng,) computed using first and second method are taken as a systematic uncer-

tainty due to non-linearity.

The average (dNg,/dn) for integrated multiplicity and (dN?,)/dn/{dN./dn) in
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/s — 5.02 TeV /s — 2.76 TeV

Ni ™| <dNg, > /dn/{dNen/dn) | Np5"™" | <dNg, > /dn/(dNep/dn)
1-7 0.43 £0.04 — 0.03 1-4 0.46 £ 0.04 — 0.03
8§—12 1.07+0.08 — 0.07 5—8 1.00 £ 0.08 — 0.08
13 —18 1.64+0.12 — 0.11 9—12 1.594+0.13 - 0.13
19— 29 2.42+0.17-0.17 13 —16 2.174+0.18 - 0.18
30 — 48 3.62+0.26 — 0.26 17— 100 3.17+£0.27 - 0.27

49 — 100 5.41 +0.40 — 0.40

Integrated 5.64 +0.02 +0.03 Integrated 4.85 4+ 0.001 £ 0.03

Table 3.10: The differential charged-particle density for both the CM energies. The
statistical error is too small (~ 10™*), hence not shown for the multiplicity bins.

differential case are summarized in the Table B.10 at 5.02 and 2.76 TeV. The relative
multiplicity reaches up to ~6 at 5.02 TeV and ~ 3 at 2.76 TeV. The evolution of rel-
ative J /1 yield will be studied as a function of these estimated (dN?,)/dn/{dN,/dn)

for both energies in the next chapter.
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Chapter 4

J /1 yield measurement

In this chapter, the J/1 yield measurement will be addressed in pp collisions at /s
= 2.76 and 5.02 TeV. The inclusive J/v¢ production measurement in pp collisions has
been performed in ALICE at 2.76 TeV [I] and 5.02 TeV [2]. The aim of the analysis
is to check the consistency of the main observables (e.g. Number of dimuon trigger
events, J /1, luminosity etc,) with the previous analysis and cross-check the results
at 5.02 TeV. Since the same data sample has been used for multiplicity analyses, this
analysis served as ground work for further study of J/v. In this chapter, the evolution
of the relative J /1 production is presented as a function of charged-particles pseudo-
rapidity density. The J/¢ productions have been studied via their dimuon decay
channel at forward rapidity (—4 < y < —2.5) for integrated transverse momentum
(pr). The dimuon events were detected in the MS detector of ALICE. CMULT-
B-NOPF-MUFAST trigger events at /s = 5.02 TeV and CMUS1-B-NOPF-MUON
trigger events have been analysed at /s = 2.76 TeV. The detailed description of
the dimuon trigger events that have been used in this analysis are given in Section
2.5 The events which passed the physics selection criteria and the dimuon trigger
were analysed for J/v production cross-section measurements. The dimuon events
which satisfied the event selection criteria as mentioned in Section [B.2] were used
for multiplicity dependence study. The opposite sign muons were measured as a
function of the corrected tracklet bins. The tracklets were corrected for detector

efficiency of SPD. The study was performed by taking the N;.(2,(0)) reference as
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maximum. However, the choice of reference value minimum has also been checked.
The normalization factor calculations were done to get the equivalent number of
minimum bias (MB) events from muon events in both inclusive J /¢ production study
and multiplicity analysis. Furthermore, the contamination due to pile-up events were

calculated and corrected.

4.1 J/¢ measurement

The muon track reconstruction is described in Section [2.3.7] The following conditions

were applied on the reconstructed muon tracks :

1. The track reconstructed in the tracking chambers must match a trigger track
reconstructed in the trigger system, above the low pr trigger threshold of 0.5
GeV /c. This selection criterion rejects most of the hadrons escaping or produced
in the front absorber and reduce the contribution at low pr from pion and kaon

decays.

2. Each muon track must be in the pseudo-rapidity range - 4 < n < - 2.5. This
selection criterion removes particles induced by beam gas interaction at edge of

the detector and ensures detector’s acceptance.

3. The transverse radius coordinate of the track, at the end of the hadron absorber,
must be in the range 17.6 < R,ps < 89.5 (cm). This condition improves the mass
resolution by rejecting the tracks crossing the high density material around the
beam pipe. This selection criteria helps to reduce events with multiple coulomb

scattering in high z materials of the absorber.
4. The two muons should be oppositely charged.

5. Finally, a cut of rapidity range 2.5 <y < 4.0 on the dimuon pairs was applied

to cope with the spectrometer acceptance.
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4.1.1 Signal extraction

The J /1 signal was extracted by fitting the invariant mass distribution of dimuon pairs
with combination of several signal and background functions. The signal extraction
in pp collisions at /s = 5.02 TeV energy was done using extended crystal ball (CB2)
and NA60 functions as a signal. The variable width Gaussian (VWG) and ratio of
first and second order polynomial functions were used for background estimation. It
has seven parameters. In pp collisions at /s = 2.76 TeV data the crystal ball (CB)
and extended crystal ball (CB2) functions were used for signal extraction. The double
exponential, VWG and ratio of first order polynomial to the second order polynomial
were used for background estimation (Appendix B.1)). The CB2 function consists
of a Gaussian core with two power law tails. The two tail parameters represent
asymmetric tails of the J/1 signal. Similarly, CB consists of a Gaussian core portion
and a power-law tail at low mass defined by the parameters o and n. The low mass
tail originates due to the non Gaussian fluctuations due to energy loss processes. The
NAGO function adopted for charmonia in NA50 and NA60 experiments. It has eight
tail parameters (&, PL, PL, PL o, PE, PE, P[) and two Gaussian parameters (7,
o). During fitting, all the parameters are kept free except the tail parameters. The
fits are executed in the invariant mass ranges (2.0, 5.0) GeV /c? and (1.7, 4.8) GeV /c?.

Mass of 1(2S) is assumed to be connected to the mass of J/1 by the following relation:

mugs) = map + (M5B — mhAe). (4.1)

where, mlj/’i’f and mf;(ng) are the masses of J /v and ¥(2S), respectively, from Particle

Data Group (PDG) [3]. The width of (2S) is fixed to the J/v such as:

My (25)

0'¢(25) = 0'J/¢. (42)

Mg/ '

129



T4(s5)
O'¢(25') = O'J/w.TC. (43)

O
where J%QCS) and O’%i are widths of ¥(2S5) and J /1), respectively, were extracted from
the realistic MC simulation. All the fits were performed within three sigma confidence
limit. The MC simulation which uses the input from the data (here data runs), is

known as the realistic MC simulation.

4.1.2 Tail parameter

To know the energy straggling and the multiple coulomb scattering effects of the front
absorber on the decay muons, the tail parameters of dimuon mass distribution are
needed to be extracted. The tail parameters have been estimated from a realistic
MC simulation anchored to 25 runs for pp collisions at /s = 5.02 TeV. The signal
extraction was done by fitting with CB2 and NA60 functions and all the parameters
were kept free while fitting. The tail parameters determined by this method have

been compared with the tail parameters [2].
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Figure 4-1: Invariant mass spectrum of J/1 from MC simulation fitted with two different
signal functions.
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The results of tail parameters are in good agreement with the ALICE results for both
CB2 and NAGO functions. The values for tail parameters from the present analysis
and from the pp collisions at /s = 5.02 TeV analysis as function of pr at forward
rapidity are listed in Tables [B.1] and as given in Appendix [B.2] The quality of
the fit to the MC shapes for J/¢ with CB2 and NAG60 functions is shown in Figure
On the basis of x? test, NA60 function gives slightly better result than CB2
on simulated spectrum. Both the functions have been used for signal extraction to
calculate systematic uncertainty. Different sets of tail parameters were used to obtain

systematic uncertainty.

4.2 Comparison of inclusive J /1 yield in pp collisions

at /s = 5.02 TeV

The inclusive J /1 yield as a function of pr and rapidity has been calculated for com-
parison and cross-checking of previous analysis. The even and opposite sign dimuons
were selected using the methods described in Section A selection condition of
0 < pr < 12 GeV/c was applied on the dimuon pairs to obtain maximum statistics
of J/1 and remove the fluctuations at the high-pr values. The invariant mass dis-
tributions after passing these selection criteria are shown in Figure [4-2 A typical
example of J/1 signal extraction is illustrated in Figure . The fittings were done
using techniques described in Section Along with the tail parameters obtained
in the present analysis, the tail parameters of 5.02 TeV and 13 TeV were also consid-
ered. The combination of two signal functions, two background functions, three sets
of tail parameters and two sets of invariant mass ranges lead to a total of 20 fits. The
average of these fits is taken as the final result and the root mean square (rms) value

gives the systematic uncertainty.

The total number of J/1 in this analysis are calculated as 8642 £+ 123(stat.) +
265(syst.) which is consistent with analysis of pp collisions at /s = 5.02 TeV, where
number of J /1 reported as 8649 + 123(stat.) £ 297(syst.) [2].
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Figure 4-2: Invariant mass of dimuon in pp collisions at /s = 5.02 TeV.
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Figure 4-3: An example of signal extraction in integrated pr and rapidity bin fitted with
CB2+VWG. The blue points are data points. The red and green lines represent the J/v
and ¥ (25) signals. The yellow line represents the background and the magenta line shows
the total function.

4.2.1 Pile-up correction factor calculation

The pile-up events can be of two types. The in-bunch pile-up which may arise due to

several collisions in the given bunch-crossing. Another type of pile-up is out-of-bunch
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pile-up where tracks from neighbouring bunch-crossings can be attached to current

event. In order to estimate proper MB events, the pile-up events should be removed.

To estimate the in-bunch pile-up rate which rejects the several collisions in a given

bunch crossing, the following formula has been used.

i

1 — expt
where B '
[Izi — _Inl1- 'Fpurizgy X LObZ]WB
D x cholliding X fLHC
where

e ; denotes the run numbers.

D' is the run duration.

Ni

colliding

is number of colliding bunches.

frac = 11.245 kHz is the LHC frequency.

MBi
Fpurity

to the total number of events (section [2.5).

MB,i
Fpurity

s = i, p(ALL)

LOb, 5 is the level 0 minimum bias (MB) trigger scalar input.

for a given minimum bias trigger events can be written as :

(4.5)

minimum bias efficiency calculated as the ratio of physics selected events

(4.6)

where N}, 5(PS) is the number of MB events after physics selection and N}, z(ALL)

denotes the raw number of MB events without physics selection for each run.

The efficiency of CINT7 trigger events was calculated as 97% and COTVX min-

imum bias trigger efficiency is taken as 100%. The run by run pile-up correction

factor for both MB CINT7 and COTVX has been calculated using Equation [4.4] and
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is shown in Figure [{-4] The average pile-up correction factor for both MB is com-

puted as P.UCTVX — 100482 + 0.000684 and P.UCNTT — 1.01148 + 0.000284,

respectively.
CINT7(PS)/CINT(ALL) Pile-Up Correction Factor for MB
> 1; . ) = I O O B
% 2 N Q1055 3
5 0sE - 1.02f- E
W - ++ + - _|_ _|_+++ . ]
0.97F - 1015 —— CINTTBNCPFHUFAST E
0.96 ; ++ E — COTVXBNOPF.CENTNOTRD E
2 101 -
0.95? n - ]
084 4 1,005~ =
o X ]
0'93: Ll ot AT O O O O B e =
?"435343?3435“435?355435"45?44?“44%44?3445“44554453445“44534453445"465446‘53455546%46%465@465?4Seg edh 34x§"43§§4at?z4354%?3344?"44?"44%4é444§§4433445"44554453445"453"4523452546?346%%’3‘%’334693
(a) Minimum Bias efficiency of CINTY7. (b) Plile-Up Correction factor.

Figure 4-4: Run by Run efficiency for CINT7 and pile-up correction factor for both MB
trigger events.

4.2.2 Normalization Factor (Fyymm)

The yield of J/v as well as the relative yield of J/1¢ with respect to the total yield,
the equivalent number of minimum bias events are to be estimated. The equivalent

number of minimum bias events is defined as

N;?B Z norm MUL (47)

run=t
There are several methods to calculate normalization factor. In the present anal-

ysis two methods have been used, which are defined as follows :

Online scalar method

The level 0 scalar inputs of MB triggers and muon trigger events stored in OCDB

and the normalization factor can be defined as

, FMB LOb
Fiealeri = PUY x ity (4.8)
FATL 108,
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where LOb,;; is the level 0 unlike sign muon trigger scalar input and F}f\fgé is the
efficiency of Muon trigger events. The Fi,., estimated as the weighted average over
runs is 4727.72 + 4.23 with CINT7 MB and 1960.16 £ 1.689 with COTVX. The

difference in F%

Norm Detween the two trigger events arises due to the different number

of statistics.

Two step offline method

As the statistics of scaled MB events (CINT7) is very low, this method has been used

by using intermediate triggers expressed as

FOifiinei _ prri o MB' MSL'

norm MB&OMSL: * MSL&OMUL (4.9)

where MSL is the single muon trigger events (CMSL7) passed physics selection con-
dition; MSL&OMU L' is sub-sample of MSL trigger events also containing a OMUL
input; CINT7 with physics selection is taken as MB; M B&0OM SL® is the sub-sample
of MB containing also 0MUL inputs.

The Fyopm varies with runs, In order to get the correct estimation for the whole
period weighted average corresponding to Run-by-Run factor is computed by the

equation:

Nruns O f fline,i ]
FOffline _ Zi:l Fnorm 'NCMUL7 4.10
norm - anuns Nz ( . )
i=1 CMUL7

Finally, F9//line computed by this method using Equation is 4766.07 + 60.69.

norm

4.2.3 J/vy production cross-section

The Fnomm factor calculated with CINT7, COTVX triggers and also with offline and
online methods are shown in Figure 4-5, Run by run CMULT cross-section was

calculated using the different Fiy,., factors estimated by various methods, using the
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Figure 4-5: Run by Run F,,.,, factor calculated by scalar and offline method with both
MB trigger events.

expression :

i _ OvdMm
oMUL T R
Norm

(4.11)

where the value of oy 4y was either VO or TO cross-section measured with Van der
Meer (VdM) scan. The VAM values were given by o1,9,, = 51.17 & 1.18 mb and o1.9,,
= 21.55 4+ 0.45 mb [2].

The CMULT cross sections computed by both online and offline methods are in
good agreement. The Fy,.n, computed by the scalar method with COTVX trigger
has been used for J /1 production calculation. To calculate the cross-section we also
need to compute luminosity for the present data sample which is given by :

Nﬁ%m X Fnorm

Lt = (4.12)
OvdM

where Ni%, = 1168507 is the total number of CMUL7 events (passed only physics

136



0.018

MUL Cross-Section 6, = 6,0,/Fyom

¢ F, Offine(CINT?)

Norm

¢ Fy,Scalar(COTVX)

Norm

e

+

Ratio
¢ CINT7Oﬂne/COTVXScaIar

+_+_+_+ +_+_+_+__+__+_+_+_0_+++—0——¢—
} ;

3 33455 a0 a8 90 0 54 Y4 4 4B 484 05 e 1 a5 s s 6 76 656504605

0 1 9 76 1 0

0.016

S (mb)

0.014

llllllllllllf

0.012

Y

0.01

0.008
0.006

1

1.6
1.4
1.2

T+T11|111|111||T'l|lll|lll|

—

:M”Il”lu“l—nllnllnll”“”l”LP'H'P”lI”l'”l"

.+.
_+_

0.8
0.6

Figure 4-6: Run by Run CMULY cross-section calculated by scalar and offline method
with both MB trigger events.

selection condition) at /s =5.02 TeV. The integrated luminosity computed for the

present data sample with TO and VO cross-section are as follows :

o Li(T0) =106.286 + 0.091(stat.) + 2.258(syst.)nb~! (with F3cer for COTVX)

Norm

o L (V0) = 107.96 + 0.096(stat.)nb~" (with Fieer for CINTT)

Norm

o Liyi(V0) = 108.84 = 0.138(stat.)nb~" ( with Fg//i)

Norm

Finally J /4 production cross-section is given by :

Nyjy

4.13
BRJ/TZJ—WJUF XAX{-:X,C'mt ( )

pp
Tape =
e N, is the number of J/¢ obtained from the signal extraction (Section [£.2));

o Axe =0.243540.0003 is the acceptance and efficiency correction factor of J /1)

taken from the reference [2].
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e BR(¢) — ptp™) is the branching ratio of J/v¢ in dimuon decay channel (J/¢ —
ptp™). For J/v the branching ratio is (5.93 + 0.06)% ;

e L is the integrated luminosity.

The production cross-section computed in this analysis is 0'51/) » = 5.602 £ 0.084 (stat.)
+ 0.282 (syst.) pb . This value is consistent with the results from [2] O'?I/)w = 5.61+
0.08(stat.) + 0.28(syst.) ub (0.14% difference) and with the interpolated cross section
ol = 5.28 £ 0.40(stat.) + 0.11(syst.) ub (5.75% difference).

4.3 Comparison of inclusive J /v yield in pp collisions

at /s = 2.76 TeV

The J/1¢ production cross-section has been calculated and compared with earlier
publication [I]. The total number of CMSU1B events reported were 8.8 million using
reconstructed pass2 — with — SDD data set from AOD in this analysis [1]. We have
analysed the same data set as well as reconstructed pass4d — without — SDD data

from AOD.

10° 6516799407 10 80781 7ex07

pass2_with SDD r pass4_without_SDD

W0 T049794 " 8757515

pp@276 TeV pp@ 2.76 TeV

124448 - 154839

it 2 68680 1°E 85317

! ! I | c ! \ \ !
Events MuonTrigger MuonTrack Dimuons Events MuonTrigger MuonTrack Dimuons

(a) Event counter for pass2. (b) Event counter for pass4.

Figure 4-7: Number of events after passing each track cuts in both pass2 (a) and pass4
(b) reconstructed AOD.
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Figure 4-8: J/1 signal extraction for pass2 (a) and pass4 (b) reconstructed AOD.

The number of events after passing each muon track selection conditions are shown
in Figure A clear discrepancy (19.86%) in CMUS1B events between two passes
(pass2 & passd) can be seen from Figure The run by run analysis of CMUS1B
are also performed. The same trigger events are not reproducible using pass2 re-

constructed data. This may be due to the malfunction of the data storage. This
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difference in trigger counts reflects the J/1¢ counts difference in Figure .

The number of J /9 reported in previous study is N/, = 1364%53 (stat.) [I]. The
number of J /1) was obtained with pass2 (pass4) N/, = 1103448 (stat.) with 19.13%
discrepancy. Ny in pass4 data is consistent with the reported result. The integrated
luminosity (L) for the muon channel at 2.76 TeV is 19.9 nb~!. The J /4 production
cross-section, 032/’ , can be computed using Equation and it is 3.33 ub, which is
within +10 of the reported value [1].

Therefore, the pass4 data-set has been used for multiplicity analysis in pp collisions
at /s = 2.76 TeV. The cross-check analysis of inclusive J/¢ production cross-section
results are in good agreement with the previous results reported by ALICE in pp
collisions at /s = 2.76 and 5.02 TeV. The multiplicity dependence analyses have

been carried out with these two data sets in the following sections.

4.4 Multiplicity dependence study of J /v yield

The muon trigger events were selected by passing through the event selection criteria
for multiplicity study, that are mentioned in Section for the two data sets. The
events were selected for the inelastic event class > 0 or INEL > 0 class. The SPD
tracklets were corrected using data-driven method mentioned in the previous chapter
using reference (Nyx) 2,(0) = maximum. The choice of reference value was same as
charged-particle multiplicity. The multiplicity bins were chosen such that it excludes
the bin Ny, = 0 to avoid the edge effects. The CMUL7Y events were selected including
pile-up rejection (physics selection), and thus, certain number of CMUL7 events were
rejected at 5.02 TeV. The pile-up removal condition within physics selection was
not available during LHC11a period at 2.76 TeV. Hence, the pile-up rejections were
applied within SPD tracklet selection. The contamination due to the pile-up and
the corresponding corrections will be discussed in Section [£.5.1] The selected muon
events pass through the track selection criteria mentioned in Section The only
differences in track selection in pp collisions at /s = 2.76 TeV are at least one muon

track (at /s =5.02 TeV both muon tracks) in the tracking chambers matches with
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trigger tracks above the 0.5 GeV/c pr threshold. The —4 < n < —2.5 condition on
each muon track was also not applied at 2.76 TeV. Other than that similar procedure
was adapted for J /v yield calculation at both the energies. A total of 1003475 CMUL7
and 7342226 CMUSI events were analysed at /s = 5.02 and 2.76 TeV, respectively.
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Figure 4-9: Example of J/¢ signal extractions for integrated multiplicity at (a) /s =
5.02 TeV and (b) /s = 2.76 TeV.

The signal has been extracted for integrated multiplicity and integrated pr. The ex-
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ample of J/v signal extraction as function of integrated pr and multiplicity is shown
in Figure [4-9 The number of J/¢ has been calculated using the fitting methods as
mentioned in Section . J /1 signals were extracted in two invariant mass ranges
of dimuon, (2.0, 5.0) GeV /c? and (1.7, 4.8) GeV/c?. In case of pp collisions at /s =
5.02 TeV, CB2 and NAG60 were used as signal functions and VWG and ratio of poly-
nomial one to polynomial two were used to fit the background. Fitting with Variable
width Gaussian background gives proper shape and the fits are also converged. Log
likelihood method in Root is used in fit procedure. The signal extractions were also
done using tail parameter of 13 TeV. The fit was performed using 13 TeV tail param-
eters with the combination of CB2, VWG and ratio of polynomial one to polynomial
two. A weight factor of 4 was applied while taking average of these fits. Therefore,
we ended up with 12 tests after using two sets of tail parameters, two invariant mass
ranges, two signal and two background functions. The tail parameter used in this
case was taken from the pp 5.02 TeV cross-section analysis [2]. The arithmetic mean
of all these fits and there corresponding statistical errors were taken as a final result
for number of J/1 and it’s statistical error. The rms value of these tests were taken

as systematic uncertainty.
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Figure 4-10: J/4 signal extraction systematic uncertainty at /s = 5.02 TeV.

The integrated numbers of J/4) is calculated as N/, = 7703 & 116(stat.) £ 45(syst.).
After applying the weight for using tail parameters of 13 TeV the average integrated
J /1 which was used to compute the relative yield of J /1 is Ny — 7461 = 112(stat.)
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Figure 4-11: ¢(25) signal extraction systematic uncertainty at /s = 5.02 TeV.

+ 236(syst.). The value of ¥(25) is also extracted for pp /s = 5.02 TeV as a function
of multiplicity. The systematic of signal extraction was performed for ¢ (25). The
total number of integrated (2S5) is obtained as Ny sy = 156 £ 35(stat)+ 19(syst.).

The systematic uncertainties for signal extractions of N,/ and ¢(2S5) are shown in

Figures and [&-11]
The consistency of J /9 results has been checked by taking the ratio of the number

of J/1 to the number of muon events. The calculated ratio (0.76%) is very close to
the ratio that has been computed using inclusive J/v (0.75%) obtained in Section
and with the reported results of the independent J/v analysis (0.74%) [2].

The invariant mass of dimuons distributions were divided into six corrected track-
let bins and signal extraction was done in each multiplicity bin using the same fit
procedure as mentioned above. The mass and width of J/¢ was fixed to that of in-
tegrated value while extracting signal in the multiplicity bins. The example of signal
extraction in corrected tracklets bins is shown in Figure [4-12| The twelve fits for sys-
tematic uncertainty estimation were also applied for the multiplicity bin to estimate
the signal extraction systematic uncertainties.

In a similar manner, the J/¢ signal extraction were performed for /s = 2.76 TeV.
The combination of CB and CB2 as signal function and VWG, double exponential
and ratio of polynomial 1 to polynomial 2 were considered as background functions.

Three sets of tail parameters were used. Two sets were extracted from realistic MC
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Figure 4-12: Example of signal extractions in multiplicity bins in pp collisions at /s =
5.02 TeV.
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Figure 4-13: J/4 signal extraction systematic uncertainty in pp collisions at /s = 2.76

TeV.
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simulation at /s = 2.76 TeV and one set from pp collisions at /s = 5.02 TeV data.
The tail parameters with o = 0.953(1.20531) and n=4.44(3.58635) of CB function

were taken from the reference [IJ.

The fittings were performed using log-likelihood

method in ROOT software. The same fitting technique as mentioned in Section [4.1.1]

was used. A weight of order two has been applied for using tail parameters of 5.02

TeV. Total twelve fits were performed and average value of J/1 as well as systematic

uncertainty were computed for /s = 2.76 TeV. After the systematic uncertainty

calculations of signal extraction the total number of J /v obtained was Nj/, — 1189

+ 46(stat) + 34(syst).

The systematic uncertainty of signal extraction is shown in

Figure for integrated multiplicity, pr and rapidity. The total number of 1(25)

in pp collisions at /s = 2.76 TeV was 20 and after the application of the multiplicity

event selection conditions, the numbers reduced to 14. This count is too small to be

considered in the analysis.
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Figure 4-14: Example of signal extractions at different multiplicity bins at /s = 2.76 TeV.
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The ratio of J/¢ to the number of MUON events (0.0161%) is consistent with pub-
lished results (0.0155%) in the integrated multiplicity, pr and rapidity [1]. After
applying weight for using 5.02 TeV tail parameter the ratio of J/¢ to the number of
MUON remained consistent with the reported value.

The data-set was divided into five multiplicity bins. The fits were performed in
these tracklet bins exactly in the same manner as for the integrated multiplicity. The
multiplicity differential J/¢ signals at 2.76 TeV at five NS%" bins are shown in Figure
4-14

/5 = 5.02 TeV /5 = 276 TeV

Np'k Nisy Nk Nijy

1-7 1697 + 47(stat.) £ 50(syst.) 1-4 229 + 18(stat.) £ 12(syst.)

8 —12 1523 £ 47(stat.) + 50(syst.) 5—38 265 £ 19(stat) + 14(syst.)
13— 18 1629 + 49(stat.) £ 54(syst.) 9—12 261 + 20(stat) + 13(syst.)
10—-29 | 1758 +52(stat.) £59(syst.) | 13—16 | 158 & 15(stat) =+ 6(syst.)
30 — 48 740 + 36(stat.) & 25(syst.) 17 — 100 244 + 20(stat) + 8(syst.)
49 — 100 68 £+ 11(stat.) £ 3(syst.)

Integrated | 7461 £ 112(stat.) £ 236(syst.) | Integrated | 1189 4 46(stat.) & 34(syst.)

Table 4.1: N3/¢ counts in each multiplicity bins at the two CM energies.

The counts of J/¢ in multiplicity bins for both energies are summarised with their
corresponding statistical and systematic uncertainties, in Table 4.1l It can be seen
from the table that the total number of J/¢ obtained by summing up the number
of J/1 in the multiplicity bins is consistent with the integrated count. The use of
the tail parameters of different centre of mass energies for a given set of data has the
largest contribution in the systematic uncertainty. The weight factors increase the
average value and enhance the systematics uncertainty in both the data sets. All the
corresponding plots for systematic uncertainty of J/i due to signal extraction are

listed in the Appendix

4.4.1 Normalization Factor in Multiplicity Bin (Fj

orm)

In this section, normalisation factor calculation as a function of multiplicity is dis-
cussed. In case of multiplicity analysis, the Fy., was measured by offline method as

the level 0 scalar input does not contain tracklet information. The integrated Fnorm
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is re-calculated for multiplicity analysis applying the events selection mentioned in
Section [3.2] using Equation [£.9, The pile-up selection tag was enabled from physics
selection, hence the pile-up factor in Equation [£.9 was omitted to calculate Fypy, fac-
tor. As the whole minimum bias events were analysed instead of CINT7-B-MUFAST
trigger events, there were sufficient statistics to compute Fiy,., using one step of-
fline method. The run by run Fly,., in each corrected tracklet bin is defined by the

following equations :

B B P L L L L L LB L =
<} r ) ] 9 o m
“ S50 Floeoie _ 4515.62 + 31.81 (Integrated) 3 Ty S0F Fort™™™ (ntegrted) = 462271+ 7.77 E
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Figure 4-15: Run by run One-step (a) and two-step (b) F°//lin¢ factors in pp at /s =
5.02 TeV with multiplicity event cuts.

. M B
FstepOffid = — 4.14
norm M B&OMU L (4.14)
. MSLb M B
F2sterOffig — _ _ 4.15
norm MSL&OMULW ~~ MB&OMSLY (4.15)

where i and j denote the multiplicity bin and the run number respectively, as shown

in Figure The average Fj,.,. is calculated by taking the weighted average of

orm

muon events in multiplicity bin using the following definition :

Nruns i,j 27]
Fi i Zi,j Fnorm‘NCMUL7

norm ~ Nruns i,j
Zi,j Némuorr

was tested, which may be called the re-scale

(4.16)

Another method to compute Fj

orm
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Figure 4-16: Ffmm in six corrected tracklet bins calculated using one-step offline method

(Equation (4.14 .
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Figure 4-17: F’ in six corrected tracklet bins calculated using two-step offline method
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(Equation [4.15)).
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Figure 4-18: F! . in six corrected tracklet bins calculated using re-scale method (Equa-

tion . o

method. In this method the single muon trigger events do not come into play. This

Foffline

method uses the run by run Fy; .

, calculated by two-step offline formula and scaled
with minimum bias events and the muon events in each run for every corrected tracklet

bin. The run by run re-scale method is defined as follows:

ZJ J
FRescale,z,] - FOfflzne,] /NMB (4 17)

norm norm
C’MUL?/NCMUL7

Finally, taking sum over all the runs weighted by the muon events, the F,,.,. factor

are computed.

Nruns 9 7 N 7
Rescale,i Z] Fnorm NCMUL?' MB/NMB
Fogrm = I (4.18)
CMULT

Another technique to calculate F!  is by taking the number of respective trigger

events in the corrected tracklet bins integrated over all the runs instead of individual
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run using the methods as follows:

The F!

norm

TeV using the methods described above. The deviation in
method is included in the systematic uncertainty. The F?2strOff

data set was computed as 4522.71 + 7.77554 (Figure 4-15)).

F =

norm

Fi

MSL!

M B’
MB&OMU L

MB®

norm

Fi

norm

summarised in Tables 1.2 and .3l

— FOffline

norm

Nisp/Nus

= MSL&OMUL * MB&OMSL

Néywrr/Nemurr

has been calculated in six multiplicity bins in pp collisions at /s = 5.02

Fi

norm

norm

Negbin | Fiieer7a FEipolid | Pl sooledd
1-7 8630.85 £ 113.67 | 8667.73 £ 27.044 | 8633.46 + 23.56
8§ —12 4062.04 £64.05 | 4114.61 + 15.87 | 4132.62 + 12.45
13 — 18 | 2826.54 £45.65 | 2789.49 + 10.89 | 2808.72 4+ 8.48
19 —29 | 1966.16 4 30.48 1948.85 4+ 7.54 1940.93 4+ 5.76
30 —48 | 1351.02 + 33.86 1329.15 4+ 8.08 1323.85 £ 5.20
49 — 100 | 969.20 £ 92.76 942.97 4+ 21.01 927.36 = 11.34

Table 4.2: The F?

norm

corrected with (Ny,) (z,) reference maximum.

is computed run by run in corrected tracklet bins. Here N;9"

Negbin | Fgrerel T Bl P 5o
1—7 ]8601.01 4&104.74 | 8640.57 + 25.66 | 8609.80 + 18.24
8§ —12 4045.14 £ 58.94 | 4097.85 £ 15.02 | 4121.87 £ 10.18
13 —18 | 2783.87 £40.87 | 2783.47 £10.36 | 2801.47 +£6.94
19 —29 | 1958.04 £28.01 | 194291 £7.13 | 1935.46 & 4.67
30 —48 | 1314.44 £28.56 | 1324.17£7.61 | 1320.41 £4.65
49 — 100 | 932.03 £71.95 936.53 £19.41 | 92296 £ 11.11
Table 4.3: F!  is computed in corrected tracklet bins by taking integrated events.

estimated by each
for this period of

The values of F? are

Fhorm calculated run by run method and with integrated number of events in

multiplicity bins agree well with equivalent minimum bias events in case of Equations
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and [4.21] Tt can be concluded from this observation that F!_.  is stable over the

norm

runs of a different period. The calculated values of F’ .~ with each methods are in

good agreement with each other. The values of !~ computed with one-step offline

method have large statistical errors as the fraction of minimum bias events with muons
are very small. The results from one-step offline and re-scale methods are closer than
that of two-step offline methods. The average F? = and their systematic uncertainty

are computed by taking into account the results from all these studies. These F!

values are listed in Table [4.4]

Nzg"ogrbin Frorm
1—7 | 8630.57 + 22.70(stat.) + 21.60(0.25%) (syst)
812 | 4095.70 + 12.80(stat.) + 31.90(0.77%)(sy3t )
13- 18 | 2798.93 £ 8.80(stat.) £ 15.40(0.54%) (syst.)
19-29 | 1948.72 & 5.97(stat.) £ 10.50(0.53%) (syst.)
30 — 48 1327.17 £+ 5.60(stat.) £ 11.55(0.87%)(syst.)
(stat.) ( )(syst.)

(stat.) ( )(syst.)

49 — 100 038.51 & 14.41(stat.) + 15.13(1.61%)(syst.
Integrated | 4477.46 & 6.23(stat.) £+ 48.14(1.07%) (syst.

Table 4.4: The avergae F' _in corrected tracklet bins.

norm

The F! . study was performed only in pp collisions at 5.02 TeV.

norm

4.4.2 J/vy yield measurement

The J/4 yield in each multiplicity bin was calculated from

szn
AN d bin szn _ I/ i 422
( J/l/)/ y) I/ BR /syt~ X Axex fo}’—; ( |

where N]fjg is the equivalent number of minimum bias events in each multiplicity bin
selected within z-vertex 10 cm. A X € is taken to be the same as the one for inclusive

J /¢ yield.
Relative J /1 yield is defined as,

Ve 20y o oo Mifoox s e (4.23)
Y}/Oltp N}}%P szwrm Nli/[UON €MB 6?]/1/}

where,
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i is the multiplicity bin.
e Ni,;on are the number of muon events in each respective multiplicity bin.

e [! . is normalization factor in a multiplicity bin.

e ¢,/ corresponds to the multiplicity integrated corrections for MB event.

e ¢',p corresponds to the corrections in multiplicity bin i for MB events.

e ¢/, corresponds to the multiplicity integrated corrections for events with a J /1.

o ¢ o 1 corresponds to the corrections in multiplicity bin i for events with a J/v.
Each of these four multiplicity terms have several contributions, namely:

e ¢;nvpL>0 (0orénsp), the minimum bias trigger efficiency for INEL > 0 (or NSD)

events.
® cyarange the efficiency of the vertex range cuts.
® €,z 04 the efficiency of the vertex QA cuts.
e ¢,, the efficiency of the pile-up rejection.

It has already been discussed that the efficiency correction factors in multiplicity bins
are around unity except for the first multiplicity bin. The relative yield of J/¢ was
calculated using minimum bias events, as the systematic uncertainty due to Fiorm
is very small and the yield is almost constant. Hence the relative yield of J/¢ was

computed by the expression:

‘ J/
N €l € 1
1o YMB - GNEL>0 | CetzQA X €py (4.24)

Vi _Nj

tot tot 3 MB
ij’w N T/ Ny €NEL>0  €y1704  EINEL==

The same formula has been used to compute J/v yield at 2.76 TeV.
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4.5 Systematic Uncertainty

4.5.1 Contribution from pile-up

In Section the expected pile-up rate has been computed for two minimum bias
trigger events coming from at least one collision using Poisson distributions. This
pile-up rate is very small for the data period. The expected pile-up rate for the
same minimum bias trigger was also calculated to see the probability of at least two

collisions and average mean number of collisions per bunch crossing.

Trigger | < p > P(n>1) P(n >2)
CINTT7 | 0.023 | 1.005 % 0.006 x 107! | 4.80 x 107* 4 7.66 x 10~°
COTVX | 0.009 |1.011+0.003 x 10! | 8.87 x 1075 +5.87 x 1078

Table 4.5: The expected pile-up rate using Poisson distribution.

The pile-up tag in physics selection was used as the second argument (pileupfromPS).
This removes most of the contamination. The pile-up events are defined by the oc-
currence of two interaction vertices reconstructed with the SPD. The ‘IsPileUpfrom-
SPD’ is defined as events are rejected if the distance along the beam axis between
the two vertices is larger than 0.8 cm, and if both vertices have at least three or
five associated tracklets. The additional pile-up contamination were checked using
tag ‘IsPileUpfromSPD’ with 3 contributors, 5 contributors and ‘IsPileUpfrom SPD’
multi-vertexer. The mean number of corrected tracklets with each pile-up tags were
compared and events were rejected due this contaminations.

The corrected tracklet distribution with pile-up from physics selection tag and ad-
ditional pile-up tests are shown in Figure §-19] The long tail of tracklet is removed
by the pile-up (PU) rejection. This observation shows Pile-up rejection cut from
PS is mandatory. The ratio of pile-up tag from ‘ISPileUpfromSPD’ with 3, 5 and
contributions from multi-vertexer to the ‘pile-up from PS’ is shown in Figure [4-20
for both minimum bias and muon events. It can be seen from the plots that except
the ‘pile-up from PS’ the additional pile-up contaminations are almost removed by

‘ISPileUpfromSPD’ with 3 contributors because of the low multiplicity in pp collisions
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Figure 4-19: Distribution of tracklets with various pile-up tests as a function of multiplicity
for (a) CINT7 and (b) CMUL events.
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Figure 4-20: Ratio of distribution of tracklets with various pile-up tests (a) to ‘pile-up
from PS’' CINT7 and (b) to no pile-up test for CMUL events.

at v/s = 5.02 TeV.

The verifications of these pile-up tags were studied in more details by checking the
variation of mean corrected tracklets run by run (Figure . The 5 Runs 244411-
244421 have large pile-up about 6.34% rejected by ‘PU from PS’ with 0.017% un-
certainty. Additional pile-up contamination for the same runs is 0.38% with 0.001%
uncertainty in case of CINT7. The overall ‘PU from PS’ rejected 1.12% contamination
with 0.013% uncertainty. ‘PS+SPD3’ rejected 0.177% + 0.002% and ‘PS+SPDMV’
rejected 0.025% + 0.080% contamination. ‘PS+SPD5’ did not remove any additional
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Figure 4-21: Run by run various pile-up tests for (a) CINT7 and (b) CMUL events. z-axis
label shows run numbers.

contamination. The similar results were obtained from muon events. In case of
CMUL7, ‘PU from PS’ rejected 1.19% contamination with 0.05% uncertainty. In
addition ‘PS+SPD3’ rejected 0.216% contamination with 0.0211% uncertainty. The
muon events were not checked for ‘ISpileUpfromSPD’ multivertex and also for IsPile-

Upfrom SPD with 5 contributors.

Some runs have higher pile-up rate as compared to others. Thus, the pile-up rate
was not constant. To take into account this deviation in pile-up rate, two sub samples

of high and low rate pile-up runs were compared.

The corrected tracklet distribution with ‘PU from PS’ in high and low PU rate runs
are shown in Figure [£-22] Little fluctuation is observed towards high multiplicity
bins. Overall fluctuation of pile-up rate between high and low PU runs was 0.75% for
CINT7 and 0.27% for CMUL7. The PU contamination after applying PU from PS

cut was negligible for all runs.

The ratio of (Nyy) in each multiplicity bins between high and low PU rate runs are
shown in Figure 4-23] The first bin has maximum deviation 0.44% and 0.33% with
‘PS+SPD’. The ratio of (Ny) to the CINT7 event in each multiplicity bin are shown
in Figure The ratios are almost constant in ‘pile-up from PS’ and also after

‘IsPileUpfromSPD’ correction. The overall fluctuation in this case for minimum bias
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Figure 4-22: The tracklet distribution of high and low pile-up rate runs for (a) CINT7 and
(b) CMUL events. The lower pannel shows the ratio between the two observables.
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Figure 4-23: (a) High vs. low pile-up rate runs distribution in first bin. (b) Ratio of (Vi)
between ‘PU from PS’ and ‘PU from PS+ all SPD tags' in multiplicity bins

NEGbin | Pile — upfraction(%) | Systematic(%)
1-7 0.047 0.311
8—12 0.003 0.067

13 - 18 0.002 0.057

19 — 29 0.008 0.053

30 —49 0.034 0.135

49 — 100 0.067 1.035

Table 4.6: The fraction of pile-up and systematic uncertainty due to pile-up in multiplicity

bins at 5.02 TeV.

events is 0.008% including 0.017% in first and 0.04% in last multiplicity bin. Total

systematic uncertainty due to pile up is 1.8% for CINT7 and 2.65% for CMUL. The
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Figure 4-24: (a) Ratio of (IVy,x) to the CINT7 event in each multiplicity bin for ‘PU from
PS" and ‘PU from PS+ all SPD tags'. (b) Ratio of high and low PU runs for CMUL
events in multiplicity bins.

systematic uncertainty due to contribution from pile-up is summarised in Table [£.6]
From Table[4.6] it can be observed that the pile-up contamination has negligible effect
in multiplicity study after applying the proper pile-up removal criteria selections. In
pp collisions at /s = 2.76 TeV, the detailed pile-up study has not been performed as
the ‘IsPileUpfromSPD’ tag is 99% efficient over all the multiplicity region. Therefore,

the systematic uncertainty of 1% has been assigned due to contribution from pile-up.

4.5.2 Contribution from signal extraction

The main source of systematic uncertainty in J/1 analysis is the uncertainty due to
signal extraction. The signal extraction due to combination of fit functions, varying
dimuon mass range and tail parameters are the sources of systematic uncertainty. In
total 48 combinations were tested by varying background and mass range to estimate
the uncertainty. The ratio of number of J/v¢ in multiplicity bins (Nf, /w) to the inte-
grated number of J /¢ (N}9,) i.e. Ny /N5j, has been plotted by varying background
and invariant mass-ranges are shown in Figure to [4-30}

The results account for this systematic uncertainty are plotted bin by bin. The results

of systematic uncertainty using 12 fits are shown in the Figure M (a). The system-

atic uncertainty for relative J/1 yield was also computed by taking the quadrature of
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Figure 4-27: J/1) yield systematic uncertainty in bin 13-18.
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tion as well as invariant mass ranges were shuffled and weight was applied for 13 TeV
tail parameter in this case. These value were taken as final systematic uncertainty
from signal extraction on J/v yield. It gives results to a minimum of 0.523% and to

a maximum of 2.622% systematic uncertainty in the last bin.
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Figure 4-31: (a) The J/4 yields systematic uncertainty due to signal extraction. (b) Rel-
ative J/v yields systematic uncertainty due to signal extraction and background variation.

4.5.3 Contribution from F,,,,, factor

The self-normalised J /1 yields in multiplicity bins were computed with F,,,,.,, calcu-
lated by several methods and compared with the relative J /1 yields computed only
with MB events. It can be seen from Figure [1-32 (a), that the values of relative J /¢
yield computed with different F),,.,, methods are consistent. Due to small statistics
in the last multiplicity bin there is a fluctuation in F,,.,,. Thus, contribution of F},,,.,
gives rise to very small systematic uncertainty < 1% except for the last multiplicity
bin.

The results of systematic uncertainty due to F,,,., factor are shown in Figure
[4-33l The F,pmm study was carried out independently to check whether it can be
cancelled out in the ratio of the relative yield calculation, and assign a systematic

uncertainty for that. It can be noted that F),,., is largely canceled out with only a
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Figure 4-32: (a) Relative J/1 yields as a function of multiplicity bins calculated with

different F,,,,,, methods.
function of various F),,m.

(b) The values of relative J/t yield in multiplicity bins as

small systematic uncertainty. The relative J/1 yield computed with the ratio of MB

gives almost the same results as for F),,., methods. Therefore, for simplicity, MB

events were used to compute relative yield of J/¢) and systematic uncertainty was

assigned due to F,.., to the final results.
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Figure 4-33: J/1) yield systematic uncertainty due to F,orp,.



4.5.4 Vertex QA efficiency for J /¢

The J/4 signal extracted from events which passes the vertex QA cuts and events
with only Physics selection are cut shown in Figure [4-34l The vertex QA efficiency,
Utz Q 4 for J/1 yield computed by the definition:

g IntegratedN . (withvertexQA)

Entargd = (4.25)
vtz,QA .
@ IntegratedN j,,,(withoutvertex() A
J/e
~ F s f :
E) ™ Integrated (without vertex QA cuts) g - Integrafed (with vertex QA cuts) N, =832 125 y
F A N,,= 8409 £ 127 F n my,=3.0999 +0.001 GeV/c*

2 "8 001 o 2 ,,= 00660+ 0001 GeVic
9 §B,, (36) = 47040402
10 0051 oame PR (%)
210 i 210E $155, 09-T150:08%2
5 F 5 F = 184% %
8 [ 7 3 [ m,= 36899+ 0,001 GeV/c?
Tor = 8.6838.£ 001 eVl A ggvgwe,oo:‘uxzﬂgzz‘c‘
3 0073 00012 GeVie S B, (30)-021¢
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Figure 4-34: J /1) signal without and with vertex QA cuts.

Similarly e;]t/;p o4 has been computed for the first multiplicity bin. The obtained value

for eﬂf oa 18 0.99% independent of multiplicity. The ratio of minimum bias vertex
corrections to the J/i corrections was computed as evm 0A Jeniboa = 1.03 £ 0.02.
The e;]]{f Q 4 at 2.76 is 0.98% independent of the multiplicity, hence, at 2.76 TeV the

value of %m QA/evm 04 is 1.15 + 0.06.

4.5.5 Summary of systematic uncertainties

Systematic uncertainty at both 2.76 and 5.02 TeV energies, due to various sources are
summarised in Table [£.7] Systematic uncertainty due to event selection is described
in the previous chapter. Systematic uncertainty due to acceptance and efficiency,

trigger and tracking matching of muon spectrometer, are not essential for multiplic-
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ity analysis, as these factors will cancel out in the self-normalisation process. It can
be observed from the table that signal extraction gives major contribution in the

systematic uncertainty at both energies for relative yield of J /4.

Source Systematic Uncertainty
Vs =5.02TeV | /s = 2.76 TeV
Signal extraction 0.47% —2.76% | 0.27% — 1.33%
Frorm 0.16% — 1.54% 1%
Pile — up 0.05% — 1.03% 1%
Events selection 1.53% 1%
INEL ==0 1.% 1.%
Nep(various sources) | 0.09% — 1.687% | 0.270% — 3.162%
(Ne) (Integrated)x 1.4% 8%
Ny, non — linearity 0.2% — 8% 0.67% — 8.11%
(Nen)1°bin 1.34% 1%

Table 4.7: The systematic uncertainties due to different sources.

In case of charged-particle multiplicity, the systematic uncertainty due to non-
linearity is highest. In fact, it can be seen from Table the systematic uncertainty
due to non-linearity dominating over all other source of systematic uncertaintyE]. It
can also be concluded from the table that the measurements of relative yield of J /4

as well as charged-particles multiplicity are more precise in pp collisions at /s = 5.02

TeV than in /s = 2.76 TeV.

4.6 Results and Discussions

The evolution of relative J/v yield as a function of relative charged-particle pseudo-
rapidity density was investigated at /s = 2.76 TeV and 5.02 TeV. The integrated
pseudo-rapidity was measured for inelastic > 0 event class at both energies. The
minimum bias efficiency correction factor was taken into account in the dN.,/dn
calculation. The relative charged particle densities were normalised with integrated

pseudo-rapidity taken from the references [4] and [5]. Hence, the value of charged-

11.4% and 8% are taken in this analysis from references [4] and [5].
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particle density was corrected only in the first bin with efficiencies described in the Sec-
tion given that all the corrections were implemented in the integrated dN.,/dn
and it has been observed that the values of the efficiencies are negligible in the higher

multiplicity bins. The multiplicity dependence of the J /4 yield is displayed for pp

3 10— 3 10E L L L R L
Z 9k i1 £ 9k
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z'lz’ 6 PP * i Zlz’efp “PPEEE
T _E : 1 I8 _¢
5F E 5F
4k - 3 4t
3F o 3 3E =
E ol E
2t e E 2F R
1 3 3 e
E-r'..:.I....I....I....I....I....I S NPT RPRPRPRN BT R
00 1 2 3 4 00 1 2 3 4 5
dN /dn ||NEL>O dNCh/dT] INEL>0
<dN /dT]) Inl<1 <chh/d1]> i<t
(a) (b)

Figure 4-35: Relative J/% yield as a function of relative charged-particle density in pp
collisions at /s = 5.02 (a) and 2.76 TeV (b).

collisions at y/s = 5.02 and 2.76 TeV in Figure at forward rapidity. The increase
in J /¢ production with the increase of multiplicity at forward rapidity is observed.
The slope of the plot is fitted with x=y function to check the nature of increment and
it is found to be around 1, and to check for the linear trend of dNy,/dn with relative
J /v yield.

The correlation between multiplicity and J/v¢ is compared to a linear function
with a slope of 1 (y=x). The ratio of the relative J/1 yield to this diagonal as a
function of multiplicity is displayed in the bottom panel of Figure [4-36] The ratio
shows no deviation from unity at forward rapidity. Since we observe similar trend
at both the energies. It is interesting to note that the ratio is consistent with unity
over the full multiplicity range. This, in turn, implies that the production of J /1
scales linearly with the underlying event activity. It can be concluded from this

observation that the evolution of J/¢ production increases linearly with charged-
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Figure 4-36: The relative J/v yield as a function of the relative charged-particle density
measured at forward rapidity in pp collisions at /s = 5.02 and 2.76 TeV. Bottom panel:
ratio of the relative J/v yield to the relative charged-particle density as a function of
multiplicity at both the CM energies.

particle multiplicity. It can also be observed that the multiplicity dependence of J /1)
measurement is independent of the collision energy. To support our statement the

results are compared with available ALICE results at forward and mid-rapidity.

4.6.1 Comparison with other ALICE results

The J /4 yield observed at /s = 5.02 and 2.76 TeV are compared with those reported
for forward and mid-rapidity ALICE measurements in pp collisions at /s = 7 TeV
[6] and 13 TeV [7] and the results are displayed in Figure [4-37] It can be seen from
Figure [4-37) (a), that the similar increasing trend of multiplicity dependence of J/¢
yield is observed as in pp collisions at /s = 7 TeV and 13 TeV at forward rapidity. The
comparison is not straight forward with the results of pp collisions at /s = 7 TeV as
the relative J /1 yield is corrected for inelastic event class rather than INEL>0 event
class. To get better understanding we fit the results for pp collisions at /s = 7 TeV

with first order polynomial function. The slope is 1.11 in case of pp collisions at /s =
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Figure 4-37: (a) Comparison of J/v yield as a function of multiplicity with pp /s = 7 and
13 TeV at forward rapidity. (b) Comparison of multiplicity dependence of J/v production
with pp at /s = 13 TeV results at mid and forward rapidity.

7 TeV. The measurement of self-normalised J /1) yield as a function of multiplicity is
carried out in the same process as mentioned in this thesis. Hence, ample comparison
of results with 13 TeV analysis at forward rapidity is possible. It is evident from the
figure that J/¢ yield estimated for different multiplicity bins are almost independent
of the beam energy in the forward rapidity region.

These results are also compared with the similar ALICE analysis carried out in
the mid-rapidity in pp collisions at 13 TeV [§]. The comparison with mid-rapidity
shows a faster trend as compared to linear increment towards higher multiplicity
region. At the mid-rapidity measurement, both multiplicity and J/¢) were measured
in the same rapidity window ¢.e. no y-gap is provided. There might be a chance of
double count of multiplicity which results in a serial correlation between hard probes
and overall multiplicity measurement. Such a dependence may be attributed to the
presence of auto-correlations between the J/i¢ and the multiplicity measurements
at mid-rapidity, which results in a stronger rather than linear increment at mid-
rapidity. This effect can be reduced by introducing a rapidity gap between the J /1)
and the multiplicity estimator. Thus, the forward rapidity measurements show linear

multiplicity dependence.
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As we know ‘jet’ is a narrow cone of hadrons (it includes J /1 as well) produced via
hadronisation, travels in a forward direction. Here, J/1¢ might decay into other parti-
cles which also add to the total charged-particle multiplicity. This effect is known as
‘jet-bias’ [9]. The effect of jet-bias could be very small unlike auto-correlation but it
can not be removed by introducing a rapidity gap between observables. Hence, there
might be possible contribution of jet-bias on the increase of J/1 yield as a function

of multiplicity at the mid- and forward rapidity.
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Figure 4-38: Comparison of J/v yield as a function of multiplicity in pp collisions at /s
= 5.02 TeV with p-Pb collision results at forward, backward and mid-rapidity regions.

Furthermore, the increasing trend of J /¢ production with multiplicity has also been
investigated for collision systems like pp and p-Pb. The results of relative J/v yield
in pp collisions at /s = 5.02 TeV are compared with the results of p-Pb collisions
at /sy = 5.02 TeV as a function of relative charged-particle pseudo-rapidity den-
sity [10]. The evolution of J/¢ yield as a function of multiplicity is illustrated for
different rapidity regions while the multiplicity is always measured at mid-rapidity. It

can be observed from Figure that the multiplicity dependence of J /4 yield is sim-

167



ilar in pp collisions at forward rapidity and p-Pb collisions at backward rapidity(Pb
going direction) at the same centre of mass energy. The mid-rapidity results show
steeper increment similar to mid-rapidity results in pp collisions at 13 TeV. The sim-
ilar increasing trend with multiplicity is observed in all rapidity regions and collision

systems up to relative d /Ny, /dn ~2,beyond which there are observed deviations.

4.6.2 Comparison with theoretical models

The results are compared with available theoretical model predictions for /s =5.02
TeV at forward rapidity region and shown in Figure -39 The percolation model
given by Ferreiro et. al., based on parton saturation or string interaction. This model
showed deviation from linearity in pp collisions at /s = 7 TeV at forward rapidity
[11]. In pp collisions at /s = 5.02 TeV, the percolation model shows linear behaviour
at forward rapidity up to ~3 multiplicity. The quadratic increase at high multiplicity
is observed similar to pp 7 TeV results. The Higher Fock states model by Kopeliovich
et. al, also shows increment in J/¢ yield with multiplicity [12, 13]. The contribution
of higher number of gluons in this model gives the best estimation of the data in
pp collisions at /s = 5.02 TeV. The calculation from EPOS3 model without the
contribution of hydrodynamic evolution of the system seems to explain the data well
up to the multiplicity ~3 [I4]. The initial condition in this case was based on parton
based ‘Gribov-Regge’ formalism which naturally includes the MPI [15].

Two new approaches based on CGC effective field theory have been used to
explain the data. The CGC along with improved colour evaporation framework
(CGC+ICEM) shows faster than linear increase of J/1 as compared to the minimum
bias events due to rapid growth in fragmentation of color-octet state [16]. Although it
shows similar increasing trend, the multiplicity dependence of J /v shows much faster
increment as compared to the data. The 3-gluon mechanism with CGC framework
also gives linear increment of J/1 yield but over estimates the data at higher mul-
tiplicities [17]. These observations imply that the CGC can be a good approach to
explain the trend.

The comparison with PYTHIAS model predictions are also shown in Figure [4-39|
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The J/v yield is computed with two tunes of PYTHIA8 Monash the default tune
and the 4C tune for inelastic >0 event class (4C tune results are in the Chapter 6).
The hard processes in the MPI, gluon spitting, initial and final state radiation are
the contributory factor in the increase of J/1) yield as a function of multiplicity. The
PYTHIAS results are in good agreement with data at lower multiplicity region, but
towards higher multiplicities it under estimates the data. In Figure [{-40] the com-
parison of available model predictions with pp collisions at /s =2.76 TeV result is
shown. The Higher Fock state model gives good description of the 2.76 TeV data as
well. This model also shows no energy dependence of J /v production with multiplic-
ity. However, the CGC with 3 gluon saturation model largely estimates the data at
Vs = 2.76 TeV and here it can be seen from this model prediction at lower energy

that the increase of relative J /1 yield is enhanced as a function of multiplicity.
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Figure 4-41: Comparison of data with PYTHIAS prediction in pp collisions at /s = 5.02
TeV

The contribution of prompt and non-prompt J/v yields as well as inclusive one are
computed at 5.02 TeV in the same kinematic range [I8]. It can be seen from Figure
that the inclusive and prompt J /1 yields are similar and the same increasing trend

is observed with deviation towards higher multiplicity. The non-prompt J/v¢ yield

170



results over estimate the data and show faster increment. It can be seen from the figure
that the J/v¢ production from beauty feed-down increases faster than the prompt
J/1 yield. Since, all the J/1¢ measurements were performed in the forward rapidity
region, it can be assumed that the auto-correlation effect has very less contribution.

The inclusive, prompt and non-prompt J/v yields are also computed as function of
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Figure 4-42: (a) Comparison of data with J/v yield as a function of VOA multiplicity
estimator in pp collisions at 1/s = 5.02 TeV. (b) A similar comparison with VOC multiplicity
estimator.

VOA and VOC multiplicity estimator at two different rapidity regions. The VOA and
VOC cover the rapidity ranges 2.8 < n < 5.1 and —3.7 < n < —1.7 respectively. It
can be observed from the Figure [4-42] that all the results with VOA estimator show
increase of J /1 similar to where multiplicity estimated from SPD. The J /¢ yield from
non-prompt contribution as a function of VOC multiplicity shows faster than linear
increment in pp collisions at /s = 5.02 TeV. The VOC and the Muon spectrometer
covers almost similar rapidity region which may introduce the auto-correlation effect
which results in enhancement of the J/v yield. The inclusive and prompt J/v¢ yield
also shows linear enhancement as a function of VOC multiplicity. On the other hand
the J/1 yield for three different cases shows similar increasing trend as function of
VOA multiplicity.

It can be concluded from all the theoretical predictions and experimental obser-
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vations that the J/1 yield growing with multiplicity mostly depends on the rapidity
range. The contribution from prompt and non-prompt J/v yield also plays an impor-
tant role. The data is largely dominated with contribution from prompt J/v. The
increasing trend of relative J/1 yield with event activity does not depend on centre
of mass energy or multiplicity estimator. All the models qualitatively describe the

data irrespective of the different physics process involved.
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Chapter 5

Mean transverse momentum of J /¢
as a function of multiplicity

In this chapter, the measurement of average transverse momentum of J /1, <p¥ d’)
as a function of charged-particle pseudo-rapidity density has been discussed. The
first moment, (pr) of any particle, is an important observable which can provide
information whether small systems like pp and p-Pb can exhibit collective behaviour
like heavy-ion collisions. The <pJT/ ¥} is estimated in pp collisions at /s —5.02 TeV at
forward-rapidity. The same data set has been analyzed as the one used for the J/v
yield measurements. The events were selected for inelastic>0 class. All the events
pass through the physics selection as well as multiplicity estimation criteria that were
described in the previous chapters. The analysis procedure is described in references

[1] and [2]. The procedure starts with signal extractions of (p%/ Y from raw dimuon-pr

invariant mass which is defined as follows:

T\ raw 1 o
(o "V == (5.1)
U

" invariant mass bin and pJ. is transverse

J
27

where n; is number of dimuon pairs in i’

momentum of j* dimuon pair contributing to it bin. The (p is extracted by
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fitting Equation [5.1} The fit function is given below:

+ —
Y () = @7 (mye ) x ()
0 () x () (5:2)

+(1 - O‘J/w(m/ﬁu‘) — ¥ (M=) X <p17)£€g>

o’ =83/, /(Ss/y + Sues) + B) (5.3)

and

(%) — S¢(gs)/(SJ/¢ + Sy(2s) + B) (5.4)

where S and B represent signal and background for J /v and (25, respectively. The
signal and background parameters were fixed by fitting invariant mass of dimuon
spectra. The o terms were fixed by these extracted parameters. The parameters

related to (pr) were kept free.
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Figure 5-1: (a) Raw <pJT/¢) invariant mass of dimuon pairs in pp collisions at /s = 5.02
TeV. (b) Raw (pJT/¢) signal at /s = 5.02 TeV.

An example of raw (p%/ w> signal extraction is shown in Figure (b). The sig-
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nal and backgrounds were fitted with combination of CB2 (Signal)+VWG (back-
ground)-+polynomial2 (for (pJT/ ) background). The (p%/ Y was corrected with Muon
Spectrometer’s acceptance and efficiency (A x¢) as transverse momentum strongly de-
pends on A xe of the spectrometer. This can be achieved from realistic MC simulation
of the dimuon triggered events. We use the MC data and input shape of pt and y
distributions that are used in reference [3] for the same data set. The J/v acceptance
efficiency 2D-Map as function of pr and y (Axe(pr,y)) were extracted from MC by
taking the ratio of reconstructed to the generated pr and y. The selected pr limit of
12 GeV/c was to check consistency with the previous ALICE results. The acceptance
efficiency was found to be 0.2443 £ 0.0003, consistent within uncertainty with the
published results [3].

0 2 4 6 8 10 12 0 2 4 6 8 10 12 14
P, (GeVlc b, (GeVle)

(a) (b)

Figure 5-2: J/¢ Axe 2D Map. (a) with pr cut 12 GeV/c. (b) with pr cut 15 GeV/c.

In the present analysis, the same event selection cuts have been used, which were
used for J/v¢ yield analysis. In addition, the upper pr limit has been used to be
consistent with data and MC. The dimuon invariant mass pairs were corrected by

A xe(pr,y) using the expression:

ng

neorT Z Yo p]T,yJ) (5.5)

J=1

In the similar manner the mean-pr invariant mass were corrected by the following
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definition:

Tp~ ecorr.
(o " >;4X = eff Z (5.6)

AXe pT,yJ)

The Axe(pr,y) corrected mean-pr invariant mass was fitted with Equation . The

(p%/ ) was extracted with pr limit 12 GeV/c cut and 15 GeV/c cut. The deviation

J/¢>

was negligible in these two cases. The example of corrected (py'") extractions are

shown in Figure [5-3|

o 3 S e
§ T NIntegrated g 31 Nclntegrated
B R Jh
0] 2.8? <pJ;V>=2,355t0.OBZGeV/c 0 o ;<pTW>:2370t0.OBBGeV/c
@, [ <p»B00= 06630061 g E<p,>BGO=0.65110.084
A e B 0454 £0032 A 26 9 BOI=04TIH0058
=X r A = Fooples
Sk o4l ol>-3259 0847 Gelic Tk O 3,268 +0.683 GeVic
a " Q "7 pindi=063
v O pndi=073 vV -
22 20
2 2
18~ 18]
1'6:0-” | | L | A 1'6!"”‘\HH\H"\HH\HH\HH
2 25 3 35 4 45 25 2 25 3 35 4 45 5
2
My (GeVIET) My, (GevIc)
(a) (b)

Figure 5-3: Axe corrected <pJT/¢) signal (a) with pr cut 12 GeV/c. (b) with py cut 15
GeV/c.

The corrected mean-pt invariant mass has been divided into six multiplicity bins
similar to that of J/¢ yield analysis. The invariant mass binning was chosen as 80
MeV /c? to control the small statistics in the multiplicity bins.

The example of <p¥ w) extraction in multiplicity bins are shown in Figure and
the corresponding A Xxe corrected invariant mass fits are shown in the Appendix [B.4]
The fit in the last multiplicity bins (i.e. N = 49-100) are not significant due
to lack of statistics as seen in the Figures (a) and (b). More investigation

<pT/ w) extraction are done for the last multiplicity bin by fitting with various

signal and background functions and from all the plots it can be concluded that

background shapes of those fits are not reliable (Figure |B-13|). First order polynomial
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Figure 5-4: Corrected (p%/w> in multiplicity bins.

and combination of exponential to second order polynomial functions give different
background shapes (Figure . Hence, the <p¥ w) for the NS¢ = 49-100 bin was

not to be included in the final results.

The (p%/ ¢> extraction has also been done for invariant mass binning count per 40
MeV /c? to check the consistency of the analysis (Figure . It has been observed
that the (p%/ w) value consistently increases as we go from low to high multiplicity
bins. Different multiplicity binning were considered to see if the overall variation of
dimuon-(pr) distribution depends on multiplicity ranges or the invariant mass ranges.
The dimuon-(pr) distributions for different tracklets bin as compared to the present

analysis are shown in Figure [B-16]
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Figure 5-5: (pJT/¢> signal in multiplicity bin 49-100. (a) Fitted with tail parameter of /s
=13 TeV. (b) Fitted with tail parameter of 5.02 TeV.

5.1 Systematic uncertainty

In this section various sources of systematic uncertainty and their effect on <p%/ 1/1)
are discussed in detail. The systematic uncertainty for multiplicity differential <p%/ w)i
and integrated <p¥ w) has been estimated using the same method as has been used to
extract the relative yield of J/4) The absolute (p%/ ¥} and it’s statistical and system-
atic uncertainties are computed using various signal and background functions. Apart
from signal extractions other source of systematic uncertainties are acceptance effi-
ciency, (p%/ w> variation with dimuon invariant mass and MC input mismatch. These
have been studied in detail in following subsections. The systematic uncertainty due

to trigger and event selection and pile-up contribution have already been studied for

relative yield of J/¢ measurement.

5.1.1 <p%/ ¢) signal extraction systematic uncertainty

The (p%/ ¥} was extracted using the following fit combinations:

e CB24+VWG and NA60+VWG signal-background functions are taken to extract

J/¢ from Axe(pr,y) corrected dimuon invariant mass.
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e During invariant mass fit in the multiplicity bin the J/¢ peak and width are
kept fixed to value of the one with the integrated multiplicity.

e First order polynomial, Second order polynomial and product of exponential
times second order polynomial are taken as background to estimate <p¥ w).

e Two sets of tail parameters tuned in pp collisions at /s = 5.02 TeV and at /s
= 13 TeV.

e MC tail from pp collisions at 5.02 TeV and data tail from pp collisions at /s =
13 TeV are used (Appendix [B.2)).

e Two sets of invariant mass range 2.0-5.0 and 1.7-4.8 GeV /2.

e Same fit ranges were applied to extract <p%/ ¢).

o A weight factor is applied to compute the average (p%/ d’) over all the tests for

using the tail parameters of /s = 13 TeV.

Total 18 combinations of tests were performed. The arithmetic mean of these tests

was taken as average (p%/ ¢> and their root mean square (RMS) value was taken

as systematic uncertainty. The average (p%/ w) and it’s systematic uncertainty are
shown in Figure for the integrated multiplicity. The systematic uncertainty due
to the extraction of <p¥ w) using various signal background functions, in different
multiplicity bins are shown in Figures [5-7] to [5-11] It has been observed that weight
factor corresponding to data tail parameter of /s = 13 TeV has insignificant difference
with respect to the one without the weight factor. The weighted values were taken
as a final value for integrated as well as multiplicity differential (p%/ w).

The <pJT/ ¥} for the present analysis has been measured as 2.368 + 0.033(stat.) +
0.009(syst.) GeV /c for integrated multiplicity and pr and y. The integrated <p%/w)
result without weight factor for using tail parameter of /s = 13 TeV has been found
to be 2.367 £ 0.033(stat.) & 0.008(syst.). The systematic uncertainty due to <pJT/w)i
extraction for the absolute measurement was found to be a minimum of 0.6% to a

maximum of 0.97%.
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5.1.2 Relative <ng/ w) signal extraction systematic uncertainty

The estimation of the relative (p%/ w} has been carried out using two approaches similar

to the relative J /1 yield analysis. In first method, the relative (p%/ “Yi were computed
by taking the ratio of absolute <p%/ 1/})1' to the integrated <pi/ w) values. Here statistical
and systematic uncertainties of relative (p%/ ) ((p%/ VB were computed by taking the

quadrature sum of the respective errors.

Alternatively, to take into account the correlation between integrated and differ-

ential values of (p%/ “Y while computing the average (p%/ Yyiy (pJT/ ¥}, the background,

dimuon mass combinations, tail parameters and invariant mass ranges were varied.
J/w>
T

In this method the signal function of integrated and differential (p are taken as

constant with multiplicity. Total 108 combination of tests are performed. The average

(p%/ ¢>i were computed in multiplicity bins using the equation:

<p;/w>3:< ") >: 1 Z( ") ) -
’ J/w int. J/v int. ’
(py ")t Ttests (py ")t j

Jj=1

where i represents the differential <p¥ w) and j index represents the possible combi-
nations of the test. The arithmetic mean and square root of variance are taken as
statistical and systematic uncertainties. The plots for these tests are shown in Fig-
ure for the first multiplicity bin. Rest of the plots are listed in Figure -
. The result of systematic uncertainty due to relative <prJF/ w> extraction is shown
in Figure [5-13| and is found to be within 1% for all the multiplicity bins except the
last one (which is not included in the final results). The systematic uncertainty varies

between 0.56% to 0.967%.

The (p%/ Y and (p%/ “VE values along with their respective uncertainties are listed in
Table The (p%/ ¢>R measurement using the two methods, that are discussed above,
gives consistent results with negligible variation in the statistical and the systematic

uncertainties.
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The systematic uncertainty was computed for different input shapes to the MC sim-

ulation [4]. The study involve the following steps. First, the data was divided in low

(NZerm <20) and high (N >20) multiplicity sample. The J/1 were extracted in
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(")

<plV SE

Neorrbin
1—7
8—12
13 — 18
19 — 29
30 — 48
49 — 100

2.115 £ 0.059 £ 0.009
2.337 £ 0.058 £ 0.006
2.415£0.089 £ 0.012
2.514 £0.074 4 0.008
2.648 £ 0.105 £ 0.024
2.028 £ 0.262 + 0.084

0.893 4= 0.028 £ 0.005
0.987 £ 0.028 £ 0.005
1.019 £ 0.040 £ 0.006
1.062 £ 0.035 £ 0.005
1.118 £ 0.047 £ 0.011
0.857 £ 0.11 £ 0.035

Table 5.1: The <pilr/w> and <pff/w>R values with corresponding statistical and systematic
uncertainties. Here systematic uncertainties are shown only due to signal extractions.

each pr and y bins for 3 sets of data samples, as shown in Figure 5-14] These low and
high multiplicity data sets were fitted using the functions given by Equations [5.8 and
.9 The same procedure was repeated for the integrated multiplicity sample. The
initial input parameters for pr and y functions were taken from reference [3].

fler) =pox ¢ P (5.8)

p1 + Pl )P

fly) =po x (1L +p1 x y?) (5.9)
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Figure 5-14: The J /1 are plotted as a function of pr and y for integrated, high and low
multiplicity data samples.

A weight factor was estimated by normalizing the evaluated value of low and high
multiplicity data samples with the integrated one. The four sets of Axe(pr,y) 2D

maps were created with these weight factors. The (pr) dimuon invariant mass dis-
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tributions were corrected using newly created Axe (pr,y) maps. The <p¥ d’) were
extracted in each case for integral and differential multiplicity. The ratio of these ex-
tracted (pJT/ ¢> per multiplicity bin to the defaults results (computed using Equation
as a function of the multiplicity is shown in Figure . The relative error from

the default (p%/ w) is taken as systematic uncertainty using the following equation:

J/P default < J/w>
A J/p — <pT > pT 1

R<pT > <p‘7]_l/w>default (5 0)

£ 12~ T T T T
© E 3
B 1I5E o e, AR 3
E 11 :_ ® fﬁlgh( T)'ffow(y) ® onw( T)'fsow(Y) —:
2 105 — 1 3
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Figure 5-15: Ratio of <pJT/¢) for each set of Axe with respect to the default one as a
function of relative charged-particle density.

where the systematic uncertainty is assumed to follow the Gaussian distribution and
has been calculated as ¢ = AR/+/12. The per bin systematic uncertainty has been
computed and it is found to vary from a minimum of 0.1% for the lowest multiplicity
bin to a maximum of 2.1% corresponding to the multiplicity bin 49-100. The system-
atic uncertainty due to acceptance efficiency for integrated <p¥ w) is 0.33%. The total
systematic uncertainty due to acceptance efficiency is taken as quadratic sum over all

the multiplicity bins and is evaluated as ~1%.
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5.1.4 Systematic uncertainty due to (pJT/ ¢> variation with in-

variant mass

The (pi}/ Y signal extraction was done by considering <p%/ ¥} as a constant parameter
and independent of invariant mass of J/v. This assumption may not be correct due
the fact that the invariant mass of dimuon resolution depends on accurate estimation
of the muon momentum and angle between the two muons. The mass resolution
can be affected by several factors e.g. the event vertex determination, scatterings
and energy-loss fluctuations in the muon absorber, and the precision of the tracking
chambers etc. These effects may cause <p2]F/ w> variation as the function of dimuon
invariant mass. The pure (p%/ Y signals from MC were studied to take into account
these effects. The same reconstructed MC data was utilized, the one has been used
for the A x e computation. The reconstructed dimuon-(pr) distributions are observed
to have different shapes than that from the A x e corrected data as seen in Figure
. In order to quantify this variation, the dimuon-(pt) distributions from MC was

fitted with a polynomial ‘piece-wise’ function. The polynomial ‘piece-wise’ function

has been defined as follows:

5
h(m,ﬁuf) = Qo + Z ai(m,ﬁw — mJ/w) (511)
i=1
where,
h(2.79) + ag(my+,— — 2.79)  my+,- < 2.79 GeV/c?
) (M) = S By o) 2.79 GeV/c? < My < 3.29 GeV/c?
h(3.29) + az(my+,~ —3.29) my+,- > 3.19 GeV/c?

\

(5.12)

The Equation gives ap =< pé/ ¥ > since the fitting function was evaluated at
Myt~ — My The <p¥ w) extraction was done by fitting in the invariant mass range
2.75 to 3.7 GeV/c? and is found to be 2.368+0.005 GeV /c. The extraction of (p%w)

from signal using ‘piece-wise’ function is shown in Figure [5-16]

188



’Q\ 34 § 34
% 32 N % 32; <piY>=2368:£ 0,005 GeVlc |
g ) <%= 25810004 GeVle g 3;
§Ak2'8 Mol |
% 26 1(\}'\ 2.6 }
24 24
22 ~ M 22
2 2
1.8 1.8
L TN § I R = A I A I ! P A
2 25 3 35 4 45 5 2 25 3 35 4 45 5
M, (GevIc) M, (Gevic)
(a) (b)

Figure 5-16: (a) Pure (p%/w> signal from MC. (b) Axe corrected pure (p%/w> signal. Both
spectra are fitted with the polynomial ‘piece-wise’' function.
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Figure 5-17: The <pJT/¢> signal from data fitted with the polynomial ‘piece-wise’ function
with a linear background at (a) /s =5.02 TeV and (b) /s = 13 TeV

To test the variation of (p%/ w) as function of invariant mass, the data sample was fitted
with the ‘piece-wise’ function along with a first order polynomial function which was
used as the background function. The (p%/ w) parameter in Equation was replaced
by the ‘piece-wise’ function to consider <pJT/ w> as a variable while fitting the data. The
(p%/ ?Y value in this case is found to be 2.37640.033 GeV /c and the corresponding fit is

shown in Figure M(a). This extracted (pi}/ ¥} value is within statistical uncertainty
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with the (p%/ w) while it is considered as constant parameter in MC calculation. It
may be noted that a similar second peak on the right side tail (Figure [5-17|(b)) has
also been reported in references [I] and [5]. The double peak was not observed in
pp collisions at 5.02 TeV unlike in pp collisions at /s = 13 TeV. Thus, the mass

J J
pT/ﬂ) /UJ)

variation effect on (py/ ") can not be confirmed in the present analysis. The (py/

values considering as constant parameter were extracted within one sigma confidence
interval. The systematic uncertainty due to (p%/ d’) mass variation was estimated
as 0.4%. The mass variation effect is negligible in differential case which has been
reported in reference [5]. Hence, in the present analysis the mass variation study is

not done for the differential <pi/ .

5.1.5 Difference from MC input

We can estimate the <p¥ 1/)) value from the input pr shape function using the

definition:

_ prf(pT)
fpr

The value is found to be 2.353. This value is different from (pJT/ ¢> extracted from the

{pr) (5.13)

MC simulation of pure signal. Hence, the difference from MC input is assigned as

systematic uncertainty which is 1.5%.

5.1.6 The (p%/ w) systematic uncertainty summary

The values of multiplicity integrated (pi}/ w> are listed for the four cases in Table .
The (p%/ ¢> as a constant parameter has been assumed to be the default value. A
systematic uncertainty of 0.75%, due to difference with MC input (Table and
mass variation was added to the differential <p%/ w) in the multiplicity bins along with
systematic uncertainty due to signal extraction and acceptance efficiency. The global
uncertainty was computed by taking the statistical error of the multiplicity integrated
(p%/ w) value as 0.033 and MC input mismatch value as 0.015, which were added in

quadrature. The absolute global uncertainty has been estimated to be 3.62% and
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relative global uncertainty is 1.52% for this analysis. The systematic uncertainties

with their respective sources are listed in Table [5.3]

(p7*) Integrated
(p% d)} as constant parameter 2.368 +0.033
(pY¥) with ‘piece-wise’ fit MC |  2.368 + 0.005
(pY") with ‘piece-wise’ fit data | 2.376 + 0.033
(py") MC input 2.353

Table 5.2: The values of multiplicity integrated <pJT/w) calculated with different ap-
proaches.

Source Systematic Uncertainty
Signal extraction 0.56% — 0.97%
A Xe ~ 1%
(pJT/ ¥} variation with mass 0.4%
MC input mismatch 1.5%
Tracking efficiency™ 1.%
Triggering efficiency™* 1.8%
Matching efficiency* 1%

Table 5.3: The systematic uncertainties of (pJT/w> due to different sources.*Systematic
uncertainties are taken from [3].

It can be seen from Table that difference in the MC input to the data has large
contribution in the systematic uncertainty along with the muon trigger efficiency. The
muon trigger, tracking and matching of trigger with muon track efficiency has not

been estimated in this analysis. These values are taken from independent analysis [3].

5.2 Results and discussions

The final results of multiplicity integrated and differential <pZ]F/ ¥} with statistical and
systematic uncertainties are listed in Table [5.4] These values have been plotted in
Figure (a). The data has been fitted with a function of the form y = a— (b/c+x)
in order to understand the pattern of the correlation between the traverse momentum
of J/¢ and the multiplicity. The <pJT/ Y increases towards low multiplicity and shows

saturating trend towards high multiplicity bins.
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N bin (pi]F w> < pé VSR
1-7 2.115+0.059 £ 0.018 | 0.893 4+ 0.025 4 0.008
8 —12 | 2.337 £ 0.058 £ 0.019 | 0.987 + 0.024 £+ 0.009
13— 18 | 2.415 4+ 0.089 £+ 0.022 | 1.019 + 0.038 = 0.010
19 —29 | 2514 £0.074 £ 0.022 | 1.062 4+ 0.031 & 0.010
30 —48 | 2.648 = 0.105 +0.032 | 1.118 £0.044 £ 0.014

| (/%) Tntegrated — 2.368 + 0.033 + 0.018

Table 5.4: The values of (p%w) and (p%/wﬂ with corresponding values of statistical and
systematic uncertainties.
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Figure 5-18: The (pgf/w> (a) and relative <p%/w) (b) as function of multiplicity in pp
collisions at /s =5.02 TeV.

The relative (p%/ w} values have been depicted as a function of charged-particle
pseudo-rapidity density on Figure (b). Tt also shows the similar trend as that
exhibited by <p%/ ¢). The 1.52% global uncertainty on relative <p%/ 1/1) has been shown
around unity. The results of the last multiplicity bin have not been shown here
following the discussion in previous section. It can be seen from the figure that
the power-law function perfectly describes the trend of the <pJT/ w) as a function of
multiplicity. Although the constants a, b and ¢ provide no meaningful information,
but a different form of the power-law function (e.g. C’m(’TF; ) might provide useful
information about the system like energy, temperature, etc [6]. The scaling with

this power-law behaviour will also be helpful to provide statistical description of
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the experimental results. In this connection the evolution of <p¥ 1/)) as function of
underlying events might shed some light regarding the system produced in the collision

irrespective of their initial condition.

5.2.1 Comparison with other analyses

These results have been compared to the similar analysis in pp collisions at /s = 13
TeV at forward rapidity [5]. It can be seen from Figure[5-19| (a) that both results show

the identical behaviour at forward rapidity. The results are fitted with same function,

y=a— Jl: ) and shows increasing trend at low charged-particle density < 2, then a

saturation trend follows towards higher multiplicity. The relative <pT/ Y as function
of charged-particle multiplicity at forward rapidity for both the collision energies is
shown in Figure 5-19) (b). The results at the two CM energies are consistent within
the statistical uncertainties. The global uncertainties for relative (pT/ w) are 1.5% and
0.9%, respectively. Thus, the scaling of relative <pT/ w) with multiplicity has been

observed as a function of \/s.
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Figure 5-19: The comparison of (p%/w> (a) and relative (pT/w> (b) as function of multi-
plicity in pp collisions at /s = 5.02 and 13 TeV at forward rapidity.

The multiplicity dependence of the relative (p I ¢) has been compared with the re-
sults from p-Pb collisions at identical energy /sy = 5.02 TeV. Figure m (a) shows
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Figure 5-20: (a) The comparison of relative <p¥w) as function of charged-particles mul-
tiplicity in pp and p-Pb collisions system at \/syy = 5.02 TeV. (b) The comparison of

relative <pJT/w> between all available ALICE results.
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that the increase of relative (p%/ w) at lower multiplicities up to ~1.5 and a saturating

trend at higher multiplicity region. However, the increase in low multiplicity region
seems to be faster in pp than p-Pb collisions for the same collision energy. Further-
more, a comparison of relative (p%/ ¢> as a function of dNZJ /dn has been illustrated
in Figure [5-20] (b) for pp collisions /s = 13 TeV [5] at forward rapidity and p-Pb
collisions at /syny = 5.02 [I] and 8.16 TeV [4] at forward and backward rapidities,
respectively. The (pi]r/ Y and dNE /dn were computed in p-Pb collisions for the non
single diffractive events while in pp collisions INFEL > 0 event class. The global
uncertainties are shown to be around the unity. These errors are 1.5%, 0.9% for pp
collisions at /s = 5.02 and 13 TeV, respectively and for p-Pb and Pb-p collisions
these are 3.4% and 2.3% at 8.16 TeV. It can be again concluded from the figure that
i)

the rise of (p in pp collisions is faster than that in the p-Pb collisions.

The possible explanation for the observed saturation trend of relative <pJT/ w) to-
wards high multiplicity is as follows: At low multiplicity the number of interacting
particles are less therefore, small number of particles carry most of the pr in a given
pseudo-rapidity range. At high multiplicity, number of particles increases so the J /1

interacts with more number of particles which results in a decrease in (pi/ w) values.

The purpose of normalization with total <p¥ w) is to check scaling behaviour, so that
the observables become independent of the analysis, collision systems and collision

energies.

5.2.2 Comparison with theory

The results of multiplicity dependence of <p%/ 1/1) are compared with PYTHIA8 model
calculation is shown in Figure [5-2I] The PYTHIA8 Monashl13 tune has been used
for the purpose. The model predictions were provided in inelastic >0 event class for
inclusive, prompt and non-prompt J/v at forward rapidity [7]. A trend similar to the
one exhibiting from data is observed for inclusive and prompt <p¥ d)) as a function of
multiplicity. The contribution of <p¥ ¢> coming from beauty feed-down, is higher in

the lower multiplicity region and saturates with increasing dNZ /dn.

The PYTHIAS calculations further extended for VOA and VOC multiplicity esti-
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Figure 5-21: A comparison of <p%/w) as function of multiplicity with PYTHIAS.

mator at forward and backward rapidity region, respectively (Figure . In both
case of VOA and VOC, the inclusive and prompt (pi]r/ w> values show the same pattern
as the one exhibited by data at 5.02 TeV. The non-prompt (p%/ d’} values show fluc-
tuations. The <pJT/ ¢) grows faster in case of non-prompt J/1¢. It can be emphasized
from these observations that the trend is independent of the multiplicity estimator
and rapidity ranges. However, it depends on the nature of the J/v production.
Irrespective of the fluctuations in the multiplicity dependence of non-prompt
(p%/ w> the data seems to be qualitatively described by the PYTHIAS8. The multi-
plicity dependence of (pi]r/ w> is needed to be studied with higher precision. The data
needs extensive theoretical model calculations with various approaches to understand

the multiplicity dependence of <pi}/ ¢>.
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Figure 5-22: A comparison of (pJTw) as a function of different multiplicity estimator.
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Chapter 6

Event shape analysis and
thermodynamic aspect of J /v
production with PYTHIA

The observation of QGP like effects in small systems (pp and p—A collisions)
continues to generate considerable interest in the scientific community. For example,
the discovery of collective-like phenomena [1} 2], strangeness enhancement [3], etc. in
high-multiplicity pp and p—A collisions are a few among them. In this context, an
important question arises whether the QGP-like phenomena involve all the particles
in the system, or it is just the effect of contributions from the processes like resonance
decays, jets, underlying events (UE) etc. Therefore, the small systems need to be re-
investigated thoroughly. To observe similar effects and in particular, the effect of UE
to J/¢ production, ALICE has performed the multiplicity dependence study of J /v
at mid and forward-rapidities |4, [5]. A faster than linear and approximately linear
behavior has been observed at mid and forward-rapidities, respectively [6]. The faster
than linear increase of J/v yield with multiplicity questions the role of phenomena
like collectivity, contribution of higher fock states, percolation, color reconnection
etc., in addition to the multipartonic interaction (MPI) [7, 8, O 10, I1]. It has been
speculated that different kinds of trend for multiplicity dependence of J/v¢ at mid

and forward rapidity might be due to auto-correlation and/or jet biases.

To understand the production dynamics in a better way, a differential analysis

involving tools to separate jetty from isotropic events thus becomes evident. The event
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shape analysis is a promising tool for controlling the jet biases in high multiplicity
pp events. The collisions centrality, as well as the predominant reaction mechanisms
at each centrality, can be inferred from the experimentally measured characteristics
of the particle emission [12) 13, 14, 15, 16]. Therefore, event shapes measure the
geometrical properties of the energy flow in QCD events. In the present work, the
event shape analysis has been performed on the basis of transverse spherocity of mid-
rapidity charged hadrons, applied to events generated with Pythia 8.2. This technique
helps to isolate jetty-like (high-pr jets) and isotropic (low-Q? partonic scatterings)
events [17], which helps in studying the physical observables in jetty-like event and
isotopic events separately. Hence, spherocity can be used to study the possibe soft and
hard-QCD contributions to J/1 production from both kinds of events. In this work,
the spherocity evolution of J /1 production with energy, multiplicity and rapidity has
been investigated. This study may help in understanding the different kinds of trends
for J/1 as a function of multiplicity at mid and forward rapidities, particularly the
jet biases in the J/¢ production. Therefore, the present work aims to explore the
following aspects,

e Rapidity dependence of jet-bias to the multiplicity dependent J /1) production.
e Energy dependence of jet-bias to the multiplicity dependent J /1 production.

e Rapidity and energy dependence of production dynamics of J/1¢ through the

thermodynamic parameters on event shape and event multiplicity.

The analysis has been performed using pp collisions data at /s = 5.02 and 13 TeV
via the di-electron and di-muon decay channels of J /v at mid and forward rapidities,
respectively. As the systems created in pp collisions are not fully thermalized and
are more appropriate for J/¢ which is formed very early in the collisions, the Tsallis
non-extensive statistics is a good approximation to draw inference about the thermo-
dynamics of the small systems. The use of Tsallis distribution in describing particle
spectra is also motivated by the spectral shape of identified particles in hadronic

collisions as observed in RHIC and LHC experiments [18], 19, 20} 21], 22}, 23].
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Transverse spherocity:

For an event, transverse spherocity is defined for a unit vector n(nr,0) which mini-

mizes the ratio given by the expression [15] [16] 17, 24]

7T2 El ﬁT' X N 2
So=——4""]) . 6.1

By restricting it to the transverse plane, it avoids the biases from the boost along the
beam direction. This variable ranges from zero for pencil-like events (di-jet events),
to a maximum of one for circularly symmetric events (isotropic events), which cor-
responds to mainly hard events and soft events, respectively. A typical depiction
of transverse spherocity distribution of a hadronic collision along with its jetty and

isotropic events are shown in Figure [6-1]

Jetty (So— 0)
Isotropic (So— 1)

Figure 6-1: A schematic picture showing transverse spherocity distribution of a hadronic
collision.

Tsallis non-extensive statistics:

The transverse momentum (pr) spectra of final state particles produced in high-energy
collisions has been proposed to follow a thermalized Boltzmann type of distribution

as given by the Equation [25]

203



E_p ~ C'exp <—7?T ) . (6.2)

To account for the high-pr tail, a power-law in pr distribution is proposed [26], 27],
which empirically accounts for the possible QCD contributions. Hagedorn proposed
a combination of both the aspects, which describes the experimental data over a wide

pr range [28] and is given by

Ao ( pT) "
gt - cf(1+Z
d3p Do
exp <—%) for pr — 0,
— " (6.3)
(5—;) for pr — o0,

where C, pg, and n are mathematical parameters. A thermodynamically consistent

non-extensive distribution function is given by [29] 30]

1
mT]—ﬁ

flmr) = Cy [1+ (= D

(6.4)

Here, mr is the transverse mass and ¢ is called the non-extensive parameter: a
measure of degree of deviation from equilibrium Equations [6.3] and [6.4] are related

through the following transformations for large values of pr:

T
d = — .
q—l’an Do q—1 (6.5)

n =

In the limit ¢ — 1, one arrives at the standard Boltzmann-Gibbs thermalized distribu-
tion (Equation from the Tsallis distribution. The transverse momentum spectra
of J/1 is well described by a power-law function, shown in Equation [31, 32]. In
this work, through its thermodynamical connection, as given in Equation [6.5 the
event shape as well as multiplicity dependence study of thermodynamic parameters

of J/1 has been performed using the Tsallis non-extensive statistics.

204



6.1 Event generation and analysis methodology

PYTHIAS is the monte carlo based pQCD inspired event generator. It is an im-

proved version of PYTHIAG6 which includes the implementation of MPI based sce-

nario, where 2 — 2 hard sub-processes can produce heavy quarks like charm (¢) and

beauty (b). Elaborate description of PYTHIAS.2 physics processes can be found in

reference [33]. 4C tuned PYTHIAS8.2 [34] is used in the present study. The same

tune has been used in our previous works [I1}, [35]. Varying impact parameter (Multi-

partonlnteractions:bProfile=3) is included in the present study to allow all incoming

partons to undergo hard and semi-hard interactions. MPI-based scheme of Colour

Reconnection (ColourReconnection:mode(0)) of PYTHIAS.2 is used. More details on

various models of CR included in PYTHIAS.2 and their performances with respect

to experimental data can be found elsewhere [36, [37].
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Figure 6-2: (a) The comparison of ALICE data [4] and PYTHIA8 of J/¢ production
cross-section as a function of transverse momentum for pp collisions at /s = 5.02 TeV.
(b) The comparison of ALICE data [4] and PYTHIAS for of J/1 production cross-section
as a function of rapidity for pp collisions at /s = 5.02 TeV. Bottom panels show the ratio
between ALICE data and PYTHIAS.
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In the present work, inelastic, non-diffractive component of the total cross-section
for all hard QCD processes (HardQCD:all=on) are simulated, which includes the pro-
duction of heavy quarks. A cut on pr = 0.5 GeV /c (using PhaseSpace:pTHatMinDiverge)
is imposed to avoid the divergences of QCD processes in the limit pr — 0. Two decay
channels: (i) J/¢ — eT + e and (i) J/¢ — p* + p~ have been studied and the
yields of the reconstructed J/¢ was measured by defining an external decay mode at
forward and mid-rapidities, respectively. Figure [6-2] shows the comparison of experi-
mental data with PYTHIAS. From these figures, it can be seen that PYTHIAS well
reproduces the ALICE measurements. For further studies of event shape analysis,
these settings in PYTHIAS have been used because of the agreement with experi-

mental results.

0.04

pp, Vs = ls.oz TeVv
0 <N,<10
10 <N,<15
15 < N,;<20
20 < N,;<30
30 < N,;<40
40 <N,<150

0.03—

¥ < % O D> O

/-\O
@D 0.02
a

0.01

Figure 6-3: The spherocity distribution of minimum bias events as a function of charged-
particle multiplicity in pp collisions at /s = 5.02 TeV.

We have generated (6.1x10%, 1.22x10%) and (9.6x10%, 1.14x10%) events for pp col-
lisions at /s = 5.02 and 13 TeV at forward and mid-rapidities, respectively. The
charged-particle multiplicity (/NV.,) is measured at the mid-rapidity and the spheroc-
ity distributions are selected in the pseudo-rapidity range of |n| < 0.8 with a minimum
constraint of 5 charged particles with pr >0.15 GeV/c. The jetty events are those

having 0 < Sy < 0.37 with lowest 20% and the isotropic events are those having
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0.71 < Sp < 1 with highest 20% of the total events. Figure represents the sphe-
rocity distribution in different multiplicity intervals for pp collisions at /s = 5.02.
Here it is observed that high-multiplicity events are more isotropic in nature. The
process of isotropization in a multiparticle final state happens through multiple in-
teractions between the quanta of the system. When the final state multiplicity in an

event is higher, the probability of the event becoming isotropic is also higher.

6.2 Results and discussion

At the LHC energies, MPI is an important process which occurs at a substantial rate
in hadronic collisions and is a very important ingredient in explaining the multiplicity
dependence of various observables. MPI incorporated in PYTHIAS, is able to describe
many of the experimentally observed features, such as multiplicity distribution and
underlying events; light-flavour and heavy-flavor production; together with color-
reconnection, it is able to reproduce flow-like patterns in pp collisions [38, 39, [40],
A1, 42, [43]. Models containing MPI well describe the multiplicity dependence of
J /1 production and thus reveal that MPI is an important mechanism behind the
production of J/v 7, [11]. In a given multiplicity interval, there are events originating
from different number of MPIs, which make them different in nature. As discussed
in the previous section, using the transverse spherocity, we can classify the events
based on their jet content. Quarkonium production in the parton shower, which
is able to explain the lack of observed polarization, predicts that J/i¢ mesons are
rarely produced in isolation in hadronic collisions [44, 45]. Further, the production
cross-section of J/i¢ at mid-rapidity is higher as compared to forward rapidity [32].
This indicates the difference in jet contribution at mid and forward rapidity J/v
production. In this contribution, we have tried to quantify the jet content to the
production of J/v¢ by analyzing their p spectra in different jet environments.

First, we have calculated the relative J/v¢ yield as a function of relative charged-
particle pseudo-rapidity density, AN /dn in pp collisions at /s = 5.02 TeV at forward
rapidity. The multiplicity spherocity differential study of relative J /1 yield is carried
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Figure 6-4: Comparison of multiplicity dependence of the relative J/v yield at inclusive,
jetty and isotropic events with data in pp collisions at 5.02 TeV.

out for three spherocity class events. The results have been compared with the data,
and are illustrated in Figure[6-4] It can be observed from the figure that the PYTHIAS
4C tune well describes the data at lower multiplicity in case of inclusive relative
J/1 yield. At higher multiplicity a slight deviation from the data is observed. The
relative yield computed for jetty and isotropic events under and over estimate the
data, respectively. A stronger than linear increment is observed in case of jetty
events. Figure exhibits the <p2]F/ 7’b> variation as a function of Ny computed at
muon channel forward rapidity and electron channel mid-rapidity at /s = 5.02 TeV
with PYTHIAS. At mid-rapidity the multiplicity and (p%/ w> are computed in the same
rapidity interval. The increase of <pJT/ w> with saturation towards higher multiplicity
similar to the data (as shown in previous chapter) is observed at mid-rapidity for
all the cases. The <p%/ ¢> values for jetty events dominates the one for integrated Sy
events. The muon channel results show that isotropic events dominates the other two
event class results. The jetty and inclusive (pT/ w) shows a similar trend as observed

earlier in most cases, whereas the isotropic events show opposite nature of the jetty

results.
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Figure 6-5: The event shape dependence of (pJTw) as a function of multiplicity at forward
and mid-rapidity.

6.2.1 Event shape dependence of J/¢ production at mid and

forward rapidities

The event shape study is carried out using transverse spherocity in different charged-
particle multiplicity classes (Table [6.1)). Figure [6-6] shows the transverse momentum
spectra of J/v¢ at forward (left panel) and mid-rapidity (right panel) for integrated
multiplicity (minimum bias) at /s = 5.02 TeV for different spherocity classes. The
lower panel of the same figure represents the ratio of pr-spectra for isotropic and
jetty events with respect to spherocity integrated (Sp) events. It can be seen that
the lower pr region is dominated by isotropic events over the jetty events. However,
this scenario reverses as we move towards higher py. At a particular point, termed
as ‘crossing point’, the jetty events dominate over the isotropic events. Therefore,
the study of the ‘crossing point’ is of great interest as far as a feasible boundary for
dominance of the event type and hence the associated particle production mechanisms

are concerned.

From the previous studies of the light-flavor sector, it has been observed that the
‘crossing point’ largely depends on the multiplicity and the isotropic events are pop-

ulated over jetty events as we move from lower to higher-multiplicities [16], 46], 47].
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Figure 6-6: The upper Panel shows pr-spectra of J/v for minimum bias pp collisions
as a function of spherocity. Whereas, the lower panel shows the ratio of pr-spectra for
isotropic and jetty events with respect to Sy integrated events.

These observations tend to suggest that the QGP-like effects seen in high-multiplicity
pp collisions are not because of jet-bias effects rather may be due to a possible system
formation, which should be explored further. In the present work, similar studies re-
veal that the speculation is valid in case of J/1¢ as well. From the double differential
study of J /1, we have found that isotropic events are dominant at high-multiplicities.
A comparison of forward versus mid-rapidity reveals the shift of the ‘crossing point’
towards lower-pr in case of mid-rapidity spherocity dependent J /¢ production. This
means the contribution of jets in J/«¢ production is higher at the mid-rapidity. Mo-
tivated from the recent results of multiplicity dependence of J/¢ production by AL-
ICE [6], the analysis has been extended to look into the double differential study of
rapidity dependence of J/¢ production at mid and forward rapidities. Figure
represents the rapidity and energy dependence of the ‘crossing point’. This signifies

how the contribution of jets to the production of J /¢ vary with rapidity and 4/s. For
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completeness, we have also tabulated the values of transverse momentum in Table[6.1]
after which the jetty events dominate over the isotropic events. From the Figure [6-7]
as well as Table [6.1] one can easily notice the higher dominance of jetty events at
the mid-rapidity compared to forward rapidity, irrespective of the event multiplicity,

revealing the jet dominant contribution of J/v production at the mid-rapidity.
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16: 8-y - e (ly| <0.9) & I - e (ly] <0.9)

T
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Figure 6-7: The rapidity and energy dependence of ‘crossing point’ (jet bias) to the J/1
production as a function of multiplicity.

Furthermore, the dominance of jettiness in low-multiplicity events and isotropiness in
high-multiplicity events in J/v production reveals apparent reduction and softening
of the jet yields at high Ng, values [16] 48]. In QCD inspired models like PYTHIAS,
the prime mechanism to produce high-multiplicity pp events is related to partonic
interactions with large momentum transfer. Therefore, the reduction in jet contri-
bution in the J/¢ production may indicate a reduced production of back-to-back
jets [14]. Recently, in high-multiplicity pp collisions, away-side ridge in two-particle
correlation has been observed, which is an indication of the presence of collectivity in
the system [49].

Our current observations are in fair agreement with the one observed for populated

isotropic events at high-multiplicities. Hence, the contribution of jets to the pro-
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Multiplicity Vs = 5.02 TeV Vs = 13 TeV
N, bin lyl < 0.9 |25<y<4.| |y <0.9 | 2.5<y <4
5-10 0.50+ 0.50 | 6.00£0.57 | 1.50+0.50 | 6.50+0.53
10-15 2.004 0.52 | 6.50+0.57 | 2.50£0.52 | 7.0040.53
15-20 3.50+ 0.52 | 7.50£0.56 | 4.0040.52 | 7.5040.54
20-30 4.00£ 0.52 | 8.50£0.69 | 4.504+0.53 | 9.0040.55
30-40 5.00£ 0.57 | 9.00£0.80 | 5.50£0.58 | 10.50£0.85
40-150 6.50+ 0.82 | 9.50£0.90 | 7.00+0.68 | 10.00£0.69

Table 6.1: The crossing point (pr in GeV/c) of jetty and isotropic events at forward and
mid-rapidity for pp collisions at /s = 5.02 and 13 TeV.

duction of J/1¢ has very little but significant effect at high-multiplicities. But, still
jet contribution in J /1 production is significantly more at mid-rapidity compared to
forward rapidity. High multiplicities are rich with isotropic events which may give
rise to collective-like effects, but the difference in jet bias at both the rapidities might
produce different multiplicity dependent trends in J/t production.

6.2.2 Energy dependence of J /¢ production in different event

shapes

To investigate the possible dependence of jet effects on center-of-mass energy, we have
performed the event activity dependence of double differential studies at /s = 5.02
and 13 TeV. The Figure and Table represent the energy dependent contri-
bution of jetty and isotropic events to the J/¢ production. This observation tends
to show that although there is a large rapidity dependence of jet contribution to
J /1 production, it has very weak dependence on center-of-mass energy. From Ta-
ble[6.1] at a particular center-of-mass energy and rapidity, one can see that the value
of the ‘crossing point’ is the same within the uncertainty limits. This observation
goes inline with the multiplicity dependence of J/v¢ production as reported by AL-
ICE experiment [6], where the J/¢ production as a function of multiplicity is found
to be independent of /s at a given rapidity. Therefore, the ‘crossing point’ depends
on rapidity and is nearly independent of center-of-mass energy. This result supports

the recent observation by ALICE, where no dependence of J /¢ production on /s has
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been observed [6].

6.2.3 Event shape dependence of system thermodynamics

As discussed in the previous sections, the production of J/1 in jetty events are differ-
ent from isotropic ones. When the former involves high-pr phenomena and the latter
is dominated by soft-particles. Tsallis non-extensive statistics is an appropriate model
to describe all the three aspects of the event types, namely, S integrated, jetty and
isotropic events. The non-extensive parameter (¢) gives the information about the
degree of deviation of a system from thermodynamic equilibrium. Tsallis distribution
function contains another parameter, “T", called Tsallis temperature, which gives the
information about the temperature of the system [50]. To study the event shape and
multiplicity dependence of “q" and “T", the transverse momentum spectra have been

fitted in spherocity and multiplicity classes at /s = 5.02 and 13 TeV.

The spectral description of Tsallis distribution function to J/ production as a func-
tion of pr using PYTHIAS are shown in Figure for pp collisions at /s = 5.02
TeV in the mid and forward rapidities for jetty, isotropic and Sp-integrated events.
The data to fit ratio is computed and is shown at the lower panel of Figure [6-8]
which shows that all the points fall around unity except for the high pr bins where
statistical fluctuation is larger. The analysis using Tsallis non-extensive statistics is
repeated for different multiplicity classes and event shapes for pp collisions at +/s
= 5.02 and 13 TeV. The “q" and “T" parameters have been studied as a function
of multiplicity in three different event shape classes. Figures and show the
variation of Tallis-temperature and Tsallis non-extensive g-parameter as a function
of multiplicity, rapidity and center-of-mass energy for three different event classes.

A quantitative discussion of J/¢ production mechanism in non-extensive statistics is
beyond the scope of the present work. We shall, therefore, only discuss about the
difference in the thermodynamics of J /1) production at mid and forward-rapidities in
jetty and isotropic events via their transverse momenta spectra. Followings are the

important observations from the current study:
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Figure 6-8: The J/¢ production cross-section as a function of py for minimum bias
collisions in different event samples (jetty and isotropic) at mid (left panel) and forward
rapidity (right panel). The spectra are described by Tsallis distribution function. The
bottom panels show the data to fit ratios for the respective rapidities.

e Tsallis-temperature for jetty and isotropic events shows an increasing trend with

multiplicity irrespective of the rapidity under investigation
e Tsallis-temperature for J /4 is higher for higher center-of-energy (713 > T5.02)

e At the mid-rapidity, Tsallis-temperature of jetty events is higher than isotropic

events whereas the behavior gets reversed at forward rapidity i.e Tisotropic >

T'jetty

e Tsallis non-extensive g-parameter is consistent around 1.0—1.2, irrespective of

center-of-mass energy, rapidity and multiplicity.
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Figure 6-9: Multiplicity, rapidity and energy dependence of Tsallis temperature for J /1) at
mid and forward rapidity for pp collisions at 1/s = 5.02 and 13 TeV. The upper two panels
represent the rapidity dependence and the lower two panels show its energy dependent
behavior.

As discussed in the introduction, the transverse momenta spectra of thermalized
particles can be described by an exponentially decreasing behavior. But, at the higher
momenta (at higher energies) the experimental data deviate from the usual Boltzmann
function due to the dynamical effect of the system. The slope parameter represents
the particle energy, which has both thermal (random) and collective contributions.
The thermal motion gives the freeze out temperature (7y), the temperature at which
particles cease to interact with each other. In the presence of dynamical effect of a

collective transverse flow, the increase of the slope parameter (T) at large mp (mp =
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Figure 6-10: Multiplicity, rapidity and energy dependence of the non-extensive parameter
(q) of the J/v at mid and forward rapidities for pp collisions at /s = 5.02 and 13 TeV.
The upper two panels represent the rapidity dependence and the lower two panels show
its energy dependence behavior.

\/m? + p2) can be seen. Therefore, in the presence of collective transverse flow,

T =Ty + m{vy)®. (6.6)

where (vr) is the average collective flow velocity and “m" is the mass of the detected
particle [51]. The deviation from the Boltzmann slope at high-pr can be explained
by the presence of non-extensive statistical effects, which incorporate the effect of
a collective flow. The “q" value extracted from the pr spectra of J/v is not unity
(Figure and Table , which reveals that the system contains dynamical effects

and hence the presence of collective behaviour.
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At the mid-rapidity, we can see from the Figure and Table that the “T"
parameter increases with an increase in multiplicity for both jetty and isotropic events.
Further, the value of “T" parameter for jetty events is higher than that of isotropic
events. These observations support the statements that the collective like effects
increase from low to high-multiplicity irrespective of the effect of the event type in
J /1 production. The effect is more prominent for jetty events compared to isotropic
events. The observation is in accord with our prediction from ‘crossing point’ study
that the collective effect dominates towards higher multiplicities. When we look at
the multiplicity dependent trend of ‘T’ parameter at forward rapidity (Figure ,
the values are almost the same for different event multiplicities irrespective of the
event shapes. This states that if collectivity is present in the system, it has almost
equal effect irrespective of the multiplicity under investigation. The higher value of
“T" parameter in isotropic events with respect to the jetty events at forward rapidity

might be due to the dominance of event type.

6.3 Summary

From the study of event shape, multiplicity and rapidity dependences of J /1 produc-

tion, the following important conclusions can be drawn:
Mid-rapidity:

e The jet contribution to the J/v¢ production is more at mid-rapidity compared

to forward rapidity, and is independent of /s.

e The system formed in pp collisions contain dynamical effects, which leads to
collective-like behaviour. The collectivity increases from low to high-multiplicity
at mid-rapidity, irrespective of the dominance of the event type in J/¢ produc-

tion, and is more prominent for jetty events compared to isotropic events.
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Forward rapidity:

e The dominance of isotropic events is found throughout all the multiplicity bins
at forward rapidities with a very little contribution from jetty events, and is

independent of /s.

e From the study of Tsallis “T" parameter at forward rapidity, it is found that the
values are almost consistent with multiplicity for all the event types. Therefore,
if collective effect is present in the system it has almost equal effect irrespective

of the multiplicity under investigation.

The observation of completely different production dynamics of J/¢ with multiplic-
ity at the mid-rapidity and forward rapidity but is independent of collision energy,
supports the experimental results of ALICE.
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Tsallis-q parameter obtained in each multiplicity bin and event shape for /s = 13 TeV
ly| < 0.9 2.5< y <4

Mult-Bin So Jetty Isotropy So Jetty Isotropy
0-10 1.010 +0.013 0.998 £ 0.099 | 0.950 £+ 0.032 | 1.069+ 0.005 1.092+ 0.008 1.033+ 0.019
10 - 15 1.015 £+0.057 1.006 + 0.072 | 0.950 = 0.039 | 1.068=+ 0.004 1.093+ 0.002 1.044+ 0.008
15-20 1.016 4+ 0.065 | 1.040 4+ 0.071 | 0.947 + 0.095 | 1.078=+ 0.007 1.109+ 0.002 1.074+ 0.002
20- 30 1.005 £ 0.052 | 1.023 4+ 0.065 | 0.960 & 0.046 | 1.069=+ 0.003 1.074+£ 0.002 1.061+£ 0.006
30 - 40 1.003 £+ 0.057 | 1.094 4+ 0.096 | 0.980 + 0.048 | 1.081+ 0.004 1.097+ 0.016 1.074+ 0.007
40 - 150 1.011 £ 0.093 | 1.050 & 0.083 | 0.990 & 0.077 | 1.127=£ 0.005 1.159+ 0.015 1.098+ 0.008
Integrated 1.018+ 0.050 1.069+ 0.084 | 0.974+ 0.056 1.089 40.002 1.081£0.005 1.085+0.003

Tsallis-q parameter obtained in each multiplicity bin and event shape for /s = 5.02 TeV
0-10 1.057+0.062 1.062+0.037 1.0194 0.090 1.114 £+0.061 1.102+ 0.080 1.10440.020
10 - 15 1.020£0.064 1.050£0.020 0.988+ 0.051 1.074 £0.042 1.115 + 0.055 | 1.050£0.035
15-20 1.000+0.028 1.060£0.078 1.003+ 0.079 1.061 + 0.046 | 1.111 4+ 0.090 | 1.048=+0.060
20 - 30 1.037+ 0.027 1.080£0.054 0.9694 0.058 1.091+ 0.040 1.137 + 0.063 | 1.080+£0.081
30 - 40 1.008+0.028 1.084+0.042 0.953+ 0.071 1.106 4+0.053 1.133 + 0.053 | 1.104=+ 0.062
40 - 150 1.028+0.027 1.060£0.025 0.987+ 0.028 1.1060.090 1.152 4+ 0.074 | 1.09840.042
Integrated 1.033+ 0.004 1.073+ 0.014 1.020+ 0.001 1.089+ 0.002 1.083+ 0.006 1.097+ 0.004

Table 6.3: The extracted non-extensive parameters (q) from Tsallis distribution fitting (Equation E to the pr spectra of J/v along

with statistical uncertainty in different multiplicity bins for pp collisions at /s = 5.02 and 13 TeV.
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Chapter 7

Correlations and event-by-event
fluctuations in relativistic heavy-ion
collisions

Any physical quantity measured in an experiment is subject to fluctuations. These
fluctuations depend on the property of the system under study and are envisaged
to provide useful information about nature of the system [I, 2, [3]. As regards the
relativistic nucleus-nucleus (AA) collisions, the system so created is a dense and hot
fireball consisting of hadronic and (or) partonic matter [I. [4]. One of the main aims
of such a study is to investigate the existence of partonic matter in the early life
of the fireball. Study involving fluctuations in relativistic AA collisions helps check
the idea that fluctuations of a thermal system are directly related to the various
susceptibilities I}, 2, [, 5] and could usefully serve as an indicator of possible phase
transitions. A key problem in search of dense partonic matter or qurak-gluon plasma
(QGP) is to identify its signatures by studying the experimental observables. Besides
the most likely signals, such as the direct production of dileptons, photons and flavour
contents, correlation and non-statistical fluctuations are believed to be associated with
the critical phenomena in the vicinity of phase transition and lead to local global
differences in the events produced under similar initial conditions. Thus, the large
event-by-event (ebe) fluctuations, if observed, might be a signal for the formation of a
distinct class of events produced via formation of QGP [I} 5] 6, [7, 8], as under extreme

conditions of energy density and temperature, a novel phase of matter, the QGP’ is
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expected to be formed. The search for occurrence of phase transition from hadronic
matter to QGP in the collisions of sufficiently heavy nuclei at relativistic energies
still remains a favorite topic of interest of high energy physicists [9] 10, 111, 12} [13].
Collisions of sufficiently heavier nuclei at extremely high energies are believed to be
the best site to search for such a phase transition [I]. However, even if the conditions
of QGP formation, are achieved, not all the events will be produced through QGP,
because it is not yet known that how large will be the cross-section for QGP formation.
Hence, to search for the QGP formation, one has to look for such special events of

interest on the ebe basis [14].

A major contribution to the observed fluctuations results due to finite number of
particles used to define an observable in a given event. These fluctuations are termed
as the statistical fluctuations and can be evaluated by considering the independent
emission of particles or by event mixing technique [15, 16]. The other fluctuations ,
if present will be of dynamical origin and may be classified into two categories: (i)
fluctuations which do no change on ebe basis, such that, two particle correlations due
to Bose-Einstein statistics or due to decays of resonances and (ii) fluctuations exhibit-
ing variations on ebe basis, generally referred to as the ebe fluctuations. Examples
are: fluctuations in charged to neutral particle multiplicity ratio due to creation of
regions of disoriented chiral condensate (DCC) or creation of jets which contribute
to the high transverse momentum (p;) tail of p; distribution. DCC is a region in
space in which chiral order parameter points in a direction in isospin space, which is
different from what is favoured by the true vacuum [17]. DCC formation may pro-
duce a spectacular event structure within a region of detector dominated by charged
pions and the other by neutral pions. This behaviour may have been observed in
Centauro events [I7, I8, 19, 20]. It may be of interest to know whether there exist
some mechanisms through which DCC creation in high energy AA collisions can be
explained [1].

If these mechanisms involve the occurrence of QGP phase transition in an essential
way, the DCC formation may help draw definite conclusions about the QGP forma-

tion [I,[I7]. Occurrence of ebe fluctuations of dynamical origin have been reported by
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several workers [21) 22] 23], 24], 25] 20, 27]. Various hadronic observables produced in
central Pb-Pb collisions have been found [2, 26, 28] to exhibit qualitative changes in
their energy dependence in the SPS energy range. A comparison of these observables
with the prediction of hadronic transport or(and) statistical model(s) indicates that
the experimental results are quite consistent with the expected signals of the onset
of a phase transition in AA collisions at SPS energies [20, 28, 29]. However, most
of these investigations are based on data collected using the detectors of limited ac-
ceptance. This not only reduces the particle multiplicity but may also distort some
useful event characteristics. Needless to emphasize that experimental data collected
using conventional nuclear emulsion technique has two main advantages over the data
from other detectors : (i) its 47 solid angle coverage and (ii) data are free from biases
due to full phase space coverage [II, [14]. Although the incident energies of the data
used in the present study are not too high, yet it is expected that the findings based
on the various aspects of ebe fluctuations and their comparisons with the theoreti-
cal models and correlation free Monte Carlo (MC) data samples might lead to make
some interesting observations and help identify some baseline contribution to the ebe
fluctuations .

Six samples of events used in the present study are taken from the series of emul-
sion experiments carried out by EMUO1 collaboration [30, 31, 32, 33|, 34, 35]. The

following emulsion stacks were used in these experiments:

3010 NTKFI BR-2 nuclear emulsion pellicles with dimensions 10 x 20 x 0.05
cm?, exposed to 4.5 A GeV °0O beam from SF Dubna.

SONTKFI BR-2 nuclear emulsion pellicles with dimensions 10 x 20 x 0.06 cm?
(10 stacks) or 10 x 10 x 0.06 cm?® (6 stacks) exposed to '°O ion beams at AGS,
BNL at 14.6A GeV and SPS, CERN at 60A and 200A GeV.

SONTKFI 12 BR-2 nuclear emulsion with 30 pellicles with dimensions 10 x 10 x
0.06 cm?® (6 stacks) exposed to 325 ion beams at SPS, CERN at 200A GeV.

A gold foil of 250 um thickness, after 780 pm thick two sheets of polystyrene
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coated with 220 pm thick emulsion layers on both sides, was used for the 32S-

Gold exposures.

In horizontally exposed pellicles, interaction were searched for by along-the-track
scanning method. This method gives a reliable minimum bias event sample because
of its high detection efficiency [16, 33]. Each track was picked up from the entry point
and followed up to 6-7 cm. Interactions occurring within 2-5 ¢m from the edge of
the plates were selected for measurements and analysis. Events found at distances >
5 cm from the front edge were not considered because for such events measurement
were difficult due to background of secondary particles. The tracks of the produced
particles were identified [16], 30}, 31} 36] on the basis of their ionization. The tracks
having ionization, I < 1.4I,, where [ is the minimum ionization produced by a singly
charged relativistic particle, are termed as the shower tracks. These tracks are caused
by newly created particles, mostly pions with a mixture of kaons, etc, and protons
with > 0.7 [37]. The number of such track in an event is denoted by ns. The
tracks with ionization in the range, 1.41y < I < 101, are referred to as the grey tracks
and their number in an event is represented by n,. These are mostly knocked-out
target protons with a mixture of low energy pions 0.3 < f < 0.7 and having energy
between 40-400 MeV. The tracks with ionization I > 101, are called the black tracks
and their number in an event is denoted by n;,. These tracks are produced due to the
evaporation fragments from the target with relative velocity, § < 0.3 and energy <
40 MeV. The grey and the black tracks are collectively called as the heavily ionizing
tracks, and the number of these tracks in an event is denoted by n, = (n, + ny).
Events having their n; value greater than 7 are envisaged to be produced exclusively
due to the interactions with AgBr group of nuclei whereas those having n;, < 7 are
produced due to interaction with H or CNO group of nuclei or due to the peripheral
collisions with AgBr group of nuclei [16], 38, [39]. The spectator projectile fragments
(PFs) of charge z = 1, (protons) are usually produced within a narrow forward cone
of angle § < 0. = 0.2/p. Complying these criteria, the data sample collected and
available in our laboratory, which have been used for the present analysis and are

listed in Table [7.1l
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In order to compare the findings of the present work with the predictions of A
Multi Phase Transport (AMPT ) model, matching number of events equal to the ex-
perimental ones are simulated using the code, ampt-v1.21-v2.21 [40]. The events
are simulated by taking into account the percentage of interactions which occur in
collisions of the projectile with various targets in emulsion [16, [30]. Thus, the inter-
actions with Ag and Br targets were set to occur in the proportion of 30.0 and 25.9,
respectively. The value of impact parameter for each data sample was so set that
the mean multiplicities of the relativistic charged particles, < ny > turn out to be
nearly equal to those obtained for the real data. Furthermore, in order to search for
the evidence of fluctuations of dynamical origin, if any, the results are compared with
those obtained from the analysis of the data free from the dynamical correlations.
The technique of event mixing gives such a reference data sample where dynamical
correlations among the particles are completely destroyed. The mixed event samples
corresponding to the real and AMPT data sets are simulated by adopting the standard
procedure [16], 41], according to which a mixed event with ‘n’ number of particles is
generated by randomly picking up one particle from each of the ‘n’ events selected
randomly from the original sample. Thus, in a mixed event, there will be no two

particles coming from the same event.

Energy (A GeV) | Type of Interaction | Events
i5 160-AgBr 1200
14.5 16S-AgBr 370
60 165-AgBr 422
200 320-AgBr 223
200 320-AgBr 452
200 328 Au 542

Table 7.1: Details of data sets used in the present analysis.
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7.1 Event-by-event fluctuations

7.1.1 Presence of high density phase region

As mentioned earlier, even if the conditions for the QGP formations are achieved,
not all the events would produce QGP. The search for such rare events from a large
sample of events is, therefore, not an easy task and one has to find possible ways to
characterize each event which, in turn, may lead to triggering of various classes of
events and may help identify anomalous feature. A search is, therefore, to be carried
out for the events having high density phase region, where a lot of entropy is confined
within a narrow domain. These high density regions in one dimensional distributions
are usually referred to as the ‘hot regions’ or spikes [I], 14, [42]. A parameter, d;
has been introduced [14] for searching spikes or ‘hot regions’, if present in an event.
d;, measures local deviation from the average particle density in units of statistical

errors. For a given distribution, d;;, for it bin of k' event is defined as [14]:

N,
dik = <n2k — “ N> < Nk >) /Uik (71)
where n;; denotes the relativistic charged-particle multiplicity in i** bin of k*" event,
Ny represents the multiplicity of the k™ event, o, (= v/, ) is the statistical error and

< N > is the mean multiplicity of the sample.

d,;, distributions in the pseudorapidity, 1 , space for 32S-AgBr and 32S-Gold col-
lisions at 200A GeV/c are compared with a reference distributions in Figure .
These two data sets have been chosen from the available sets required for this type of
analysis because of their high multiplicities. For the other data sets frequent occur-
rence of spikes is not expected as the particle multiplicities are not high enough. The
reference distribution corresponding to the two real event samples are obtained by
carrying out parallel analyses of the corresponding mixed events. The n-bin width is

fixed to be 0.2. It may be noted from the figure that the d;; distributions for the real
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Figure 7-1: d;; distributions for the experimental and AMPT events compared with the
mixed events.

data have relatively longer tails in the region of high d;; values. Such a tail is rather
more prominent in the case of 3?S-Gold collisions. This fact is more prominently
reflected in Figure [7-2] where the distributions of the differences of d;;, values of the
real data and mixed events are plotted. This indicates that the real data might have
some events with ‘hot regions’ or spikes in the 7 space. Spikes or ‘hot regions’ are
defined as the regions having relatively larger d;;.. The value of d;;, showing a spike
has been taken as d;; > 2.5 by Cherry et al [14, 42]. The same value of d;; is also
taken in the present study to identify a spike for 32S-Gold collisions at 200 A GeV
while for 32S-AgBr collisions at the same incident energy, this value is taken to be

2.2. The reason for taking a somewhat smaller value of d;; is to have a small percent
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Figure 7-2: The residual distributions of differences between the real to AMPT data and
corresponding mixed event d;; spectra.

of the total events so that this sub-sample of events may have a reasonable statistics
for further analysis. On taking d;; > 2.5 for 32S-AgBr collisions, only a few events
are available and this number is too small to be considered as statistically reliable for
further analysis. It has, however, been ensured before considering d;;, > 2.2 for 32S-
AgBr collisions that the values of various parameters linked with intermittency and
clusterization, to be discussed in the coming section, are found to be almost identical
for d;, = 2.2 and 2.5. This fact is clearly reflected in Figure[7-3], in which InFy values
are plotted against InM values for the two data sets, taking d;; = 2.2 for 32S-AgBr
and 2.5 for 3?S-Gold collisions. It is evident from the figure that the variations of

InFy with inM for the two d;;, cuts are essentially similar [I].
The probability of occurrence of spikes, P(d;; ) and the average sizes of the spikes,
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Figure 7-3: Variations of InF, with InM for 32S-AgBr and 32S-Gold collisions for d;;. cuts
2.2 and 2.5, respectively.

Type of Expt. Mixed
interactions An=0.1 An=0.2 An=0.1 An=0.2
32S-AgBr P(d;) 0.19 0.39 0.15 0.27
<dj > 1241+ 0.18 | 244 £ 0.22 | 2.34 £ 0.16 | 2.36 £ 0.17
328-Gold P(dir) 0.38 1.33 0.02 0.10
<dj > | 279 +0.25 | 2.98 + 0.45 2.91 2.78 £ 0.23
AMPT Mixed
328-AgBr P(d;) 0.11 0.20 0.06 0.08
<dj>|237+0.18 | 245 £ 0.20 | 2.28 £ 0.11 | 2.36 = 0.12
328-Gold P(d;y) 0.06 0.08 0.04 0.06
<dy > ]265+0.11 | 2.76 £ 0.22 | 2.61 £+ 0.08 | 2.65 £ 0.14

Table 7.2: Probability(%) of occurrence and mean values of < d; > for spikes with d;
> 2.5 for 325-Gold and with d;;, > 2.2 for 15S-AgBr interactions

< d;, > with d;; > 2.5 for *2S-Gold and d;; > 2.2 for 32S-AgBr collisions are pre-
sented in Table [7.2) for various 7 bin widths. The distributions of d;; for AMPT and

corresponding mixed events are also shown in Figure [/-1] while the distributions of
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differences of AMPT and mixed events are plotted in Figure[7-2] It may be noted from
the figure that the d;, distributions for the AMPT and the mixed events are almost
identical in shapes, particularly in the regions of larger d;;, , i.e., djz > 2.0. The values
of P(dy, ) and < dy, > for these data sets are also given in Table . The following
useful inferences may be drawn from Figure [7-1] and [7-2] and Table [7.2}

e Occurrence of spikes is rare but their presence can not be ignored, especially in

the case of experimental data.

e For the real data, average sizes of spikes are larger than those obtained for the
mixed events. The difference in the d;; values for the real and mixed events are

rather more visible for larger 7 -bin widths.

e For the AMPT sample, d;; values for the data and the corresponding mixed

events are nearly the same.

Thus, by examining d;; distributions, rare events having spikes may be separated

from those having no ‘hot regions’ for further analysis.

7.1.2 Factorial Moments

The first investigation dealing with intermittent behaviour in multiparticle production
at relativistic energies was based on the single JACEE event analysis [43] 44] in which
unexpectedly large local multiplicity fluctuations were observed. However, it was soon
realized that intermittency analysis can be carried out using events of any multiplicity
provided a proper averaging procedure is adopted [45]. A power law growth of scaled
factorial moments (SFMs), F, , with decreasing phase space bin width, referred to
as intermittency, emerged as a new tool to study the non-linear phenomena in high
energy hadronic and ion-ion collisions [44], 46}, (47, 48], [49].

This method of SFMs has been extensively used [50], 51], 52], 53], 54 [55] 56, 57, 58]
59, 60, [61] to search for the non-linear phenomena in hadron-hadron, hadron-nucleus
and A-A collisions in a wide range of incident energies. Methods of SFMs have also

been used to study various processes at SPS, RHIC [62] and LHC [60, 61] energies

234



with the aim to scan the phase diagram in a systematic search for the QCD critical
point. Data on 2C-12C, 28Si-28Si and °"Pb-2°"Pb collisions at 158A GeV /c have been
analyzed [62] to search for intermittent fluctuations in transverse dimensions. The
investigations have also been carried out for 777~ pairs having invariant mass very
close to two pion threshold [62]. It has been reported that the power-law fluctuations
in freeze out state of 22Si-2%Si collisions approache in size as predicted by critical QCD,
while for larger systems, like 2°“Pb-2"Pb, this method can not be applied without
entering into the invariant mass region with strong coulomb correlations because
in such large systems, high multiplicity of the produced pions combined with the
restrictions imposed by the necessity to exclude the coulomb correlations and the
resolution of the experiment decrease the sensitivity to the sigma fluctuations near
the two pion threshold [I, [62]. The value of intermittency index, ¢, for such case is
found to be vanishingly small. Such a small value of ¢, whether due to the effect
of high multiplicity or to a genuine non-critical nature of the freeze-out state of the
system needs to be looked into. This can not be resolved without penetrating the

coulomb region to cross 2m,.

It has also been pointed out [44], [63], [64) [65, 66, [67] that although there are advan-
tages of the averaging procedure adopted in the intermittency analysis, yet it may
not fully account for all the fluctuations a system may exhibit and there are chances
that some interesting processes may be suppressed which might be present in the
events, e.g., some unique properties due to the presence of QGP would manifest only
in few events [68]. A few spiky events are, therefore separated to study intermittent
fluctuations and compared with those obtained from the non-spiky event analysis.
The distinct difference between the findings from the analyses of spiky and non-spiky
events may lead to test each of the spiky events individually to separate out the events

of interest. The event factorial moment of order q is defined as [1, 14}, [42] 44]

o _ < nn—1)..(n—qg+1) >,

p p— (7.2)

where 'n’ represents particle multiplicity in a particular pseudorapidity bin, q is the
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order of moments, while the quantities within angular brackets with subscript e denote

the event averaged values.

Type of Type of < Mg >ewpt. < MNs >AMPT

interaction events

325_AgBr all events 199.43 + 6.20 | 205.65 + 4.48
(spiky) an=0.2 309.32 £ 17.31 | 276.79 £ 18.75
(non—spiky)An:OAQ 188.76 £ 6.35 204.21 + 4.62

328-Gold all events 363.28 &+ 4.11 | 357.01 &+ 3.51
(spiky) an=0.2 410.36 £ 7.94 | 368.00 & 14.34
(non-spiky)an—o.2 | 350.12 + 4.57 | 346.36 & 3.54

Table 7.3: Values of mean multiplicities of relativistic charged particles for the experimen-
tal and AMPT generated events.

In order to estimate the values of Fy , all the relativistic charged-particles having
their 7 values in the range An (= y.£ 3.0) are considered, y. being center of mass
hadron-nucleon rapidity. This An region is then divided into M cells, each of width
dn such that the number of cells are equal to An/dén. The values Fq(e) for q = 2, for
the real, AMPT and mixed spiky and non-spiky events are calculated. Spiky and non-
spiky events are sorted out by applying d;. cut using Equation Events having
spikes with d;; = 2.2 and 2.5 for 32S-AgBr and 32S-Gold collisions, respectively were
grouped as spiky events, and the remaining ones were taken as non-spiky events. The
values of the mean multiplicities of charged-particles < n, > for the spiky and non-
spiky events are listed in Table It may be noted from the table that the values of
< ng > for the non-spiky events are closer to those obtained for all the events of the
sample. However, for the spiky events, < ng > is found to be higher in comparison to
the one obtained for all the events. This results suggests that spikes or high particle
density regions occur more often in the high multiplicity events. Values of Fy for
various M values, by changing M from 2 to 20 in steps of 2 are compared. The trend
of variations of Fy with M, thus obtained for the real and corresponding mixed events
are displayed in Figure [7-4 The spiky and non-spiky in the mixed events samples
were sorted out by applying the same procedure; first the event mixing was done

for each data set and then the d;; cuts were applied. It may be noted from Figure
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Figure 7-4: (a) Variations of InF; with [nM for the experimental and mixed event samples.
(b) Variations of InFy with InM for the AMPT and corresponding mixed events.

[7-4) that the values of Fy for the spiky events are significantly larger than those for

the non-spiky events. This difference, however, vanishes after mixing the events, i.e.,

the values of Fy against M for the two categories of events become almost equal.

Furthermore, the values of Fy , for the AMPT events, plotted against the cell size, M,

in Figure[7-4], are seen to be larger for the spiky events as compared to those obtained

for the non-spiky ones. However, the difference between the Fy values for the two

types of events is somewhat smaller than those observed for the real events.

As mentioned earlier, intermittent pattern of the multiplicity fluctuations results
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in the power law behaviour of the moments [44, [69] of the form:
<F9>=M%" 0<¢,<q—1 (7.3)

where ¢, characterizes strength of the intermittency signal. Hence, a linear depen-
dence of InF, on InM up to the limit of experimental resolution or the statistical
limit is envisaged [69]. The physical significance of F; is described [44] on the basis
of self similar cascade model. The values of ¢, for various data sets are calculated by

performing linear fits to the data of the form:

where A is some constant. The fits are performed in the linear regions of the plots.
The values of ¢, thus, obtained are listed in Table[7.4] The errors associated with the
parameter are statistical ones, determined from the fitting procedure. It is evident
from the table that the values of ¢, for the spiky events are larger than those for the
non-spiky events. Moreover, the values of ¢, for 32S-AgBr and 32S-Gold collisions are
almost the same for the spiky events. However, values of ¢, for the spiky AMPT events
are somewhat smaller in comparison to those for the real data, this indicates that the
experimental data exhibits larger intermittent fluctuations than those predicted by
the AMPT model. As far the non-spiky events are concerned, the values of ¢, for the
various data sets are essentially the same and match with those estimated from the
mixed event data sets. It may, therefore, be remarked that the method of SFMs seems
to be quite suitable for preliminary identification of a distinct class of events showing
up significant fluctuations and thereafter more advanced triggering, like particle ratio,
enhanced particle multiplicities in certain kinematical regions, etc, may be applied to
the selected data sets. It may be noted that the method of SFMs may be successfully
applied to the RHIC and LHC data because multiplicities of the particles produced
in the central collisions at these energies are quite high, which may allow to apply
suitable p; cut to draw more meaningful conclusions. Also, due to high multiplicities,

this method of SFMs may be applied to individual or small sample of rare events,
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identified after applying d;; cuts. The analysis of such individual high multiplicity
events or smaller sample of events has been argued to be reliable [14, [70, [7I] as the

statistical fluctuations are treated as under control for such multiplicities.

Data 32S-AgBr 328-Gold

type Spiky Non-Spiky Spiky Non-Spiky
Expt. | 0.031 &£ 0.003 | 0.017 £+ 0.002 | 0.030 £ 0.001 | 0.021 &£ 0.002
Mixed | 0.012 £ 0.002 | 0.015 + 0.002 | 0.011 £+ 0.001 | 0.011 £ 0.001
AMPT | 0.027 £ 0.001 | 0.012 £+ 0.001 | 0.019 £ 0.002 | 0.011 &£ 0.002
Mixed | 0.010 £ 0.001 | 0.010 + 0.001 | 0.014 4+ 0.002 | 0.010 £ 0.001

Table 7.4: Values of ¢, for various data sets.

7.1.3 Clusterization

It is evident from the present study, that there are a few events present in the real
data which have high particle density regions and somewhat fewer such events in the
case of AMPT simulated data sets. Such regions of high particle density are envisaged
to arise due to the decay of a heavier cluster or several clusters or jets of relatively
smaller sizes [14], [72]. In order to ensure whether the high particle density regions or
spikes present in the selected events are due to some dynamical reasons, presence of
clusters or jet-like phenomena are looked into by following the algorithm applied to pp
collisions [73]. This algorithm is somewhat different to that adopted by us earlier and
described in references [74] and [75], where formation of clusters and determination of
their sizes were investigated by histogramming the pseudorapidity differences between
the n'* nearest neighbours. The present method of analysis is rather more suitable
for searching the high particle density region in 1 — ¢ space, which provides a clear
separation in the 7 — ¢ metric in the low multiplicity and low particle density final
state [14]. In order to test how the jet algorithm works for high particle density data
and to what degree of clustering in two dimensional space, analysis of the spiky and
non-spiky events must be carried out separately. The method of clustering applied
in the present investigation is envisaged to help estimate the cluster frequencies and

the cluster multiplicities on ebe basis. Since the observables are very sensitive to the
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total event multiplicities, a comparison of the findings from the real and mixed events

(with matching multiplicities) may yield to some interesting results.
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Figure 7-5: (a) Variations of < m > with 72 for the experimental and mixed events. (b)
< ng > vs r? plots for the experimental and mixed events.

In order to check whether a particle of an event belongs to a certain cluster,
we consider a particle i of an event with multiplicity 'n’ and calculate its r;, value
with respect to the next particle k (k # i) using the relation ry = /(0n® + §¢?)),
where, 61 and d¢ respectively denote the differences between the pseudorapidities
and azimuthal angles of i*" and k' particles. This gives a cone of radius r;;, which
contains 1" and k' particles [T], 14} [70, [7T]. Thus, starting from 1% particle, i.e., i=1,
its 7, value is calculated with respect to (i + 1) particle. If this value is less than

a pre-fixed value r, the pair is treated as a cluster of two particles. Once a cluster is
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obtained, another particle is added to it and checked whether it may also be grouped
in the same cluster by calculating r; ;12 value and comparing with the pre-fixed value
r. A cluster is considered to be genuine if it has at least 'm’ particles with m>2.
Once a cluster is obtained, another cluster is searched for grouping the remaining
particles of the event. It is, however ensured that once a particle is assigned to a
particular cluster, it is not again considered while looking for the next cluster. Using

this approach, one may conclude the following for a given value of r:

e Number of clusters in each event with each clusters having at least 'm’ particles.

e Number of particles in a cluster.

It may be mentioned here that for a very small pre-fixed cone value, r, there may be
no or only a few clusters in an event. However, for a very large value of r, almost all
the particles of an event will fall into a single large cluster. The number of clusters in
an event with (m>5) and average number of particles in a cluster are determined for
various data sets. Variations of mean cluster multiplicity < m > and mean number of
clusters < ny > with r? are plotted in Figure (a) and (b) for the real and mixed
events, respectively. Similar plots for the AMPT events are displayed in Figures [7-6|
(a) and (b). The following observations may be made from Figures and [7-6|

1. For mixed events: In Figures (a) and (b), mean cluster multiplicity, < m >
increases from ~ 6 to 10 for 32S-AgBr and 6 to 20 for 32S-Gold collisions. The
data points for spiky and non-spiky events overlap and have the same patterns
of variations. Variations of < ny > with r show almost the same ("quiet")
pattern for the two categories of events, having broader maxima for 72 between
0.2-0.3 and thereafter decreases slowly with increasing r? values. The maximum
values of mean numbers of clusters are found to be 20 and 40 respectively for

the collisions due to AgBr and Gold targets.

2. For real events: values of < m > for the spiky events are much higher than those

for the non-spiky events, indicating that clustering effects dominate in the case
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Figure 7-6: (a) Variation of <m> with 7% for the AMPT and mixed event samples. (b)
< ng > vs r? plots for the AMPT and corresponding mixed events.

of spiky events from < n, > vs r? plots. It is observed that there are relatively
more number of clusters present in spiky events as compared to the one present
in the non-spiky events. This indicates that the dominant clustering effect in
the spiky events is a distinct feature of the data which vanishes after events

mixing.

3. For AMPT events: the trends of variations of < m > and < n. > with 72 are
essentially similar to that observed for the real data but with smaller magnitude.
The finding, thus, suggests that AMPT model also predicts particle production

through formation of clusters and more clusters of larger sizes are being formed
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in the case of spiky events.

On the basis of these observations, it may be remarked that the algorithm used in
the present study for investigating clusters or jet-like phenomena seems to be quite

suitable to sort out the events having ‘hot-regions’ or spikes.

7.2 Search for long-range correlations

Studies involving correlations amongst the produced particles in n windows of vary-
ing widths are widely accepted as a method for searching the occurrence of phase
transition in relativistic heavy-ion collisions [12, [76, 77, [78]. It has been reported
[79, 80l 81| that inclusive two-particle correlations have two components: the short-
range correlations (SRC ) and the long range correlations (LRC ). Presence of both SRC
and LRC have been observed in hadronic and ion-ion collisions at SPS and RHIC ener-
gies [12, [77, 80, 81, 82 83, 84, 85]. These observed correlations have been interpreted
in terms of the concept of clustering [76, [86]; i.e., the particle production occurs via
the formation of some intermediate states, commonly termed as ’clusters’ which in
turn decay isotropically in their centre-of-mass (CM) frame to real physical particles.
Useful information about the properties of clusters, for example, size of clusters, mean
number of clusters produced in an event and the 'width’, i.e., the extent of phase space
occupied etc., may be extracted by adopting the method, discussed in the previous
section and (or) by studying the two-particle angular correlations |12, [87, 88, [89].
The short-range component of the two-particle correlations has been observed to
remain confined within a region, n ~ +1 unit around mid- rapidity, while the LRC ,
which arise due to ebe fluctuations of overall particle multiplicity, extend to a rather
longer range (> 2 units of 7 ) [76, [79,80]. LRC have been observed at relatively higher
beam energies [19] [76} [77, [79, 80, 90]. The magnitude of LRC , for hadron-hadron col-
lisions, has been reported to increase with increasing beam energies as the non-singly
diffractive inelastic cross-section increases with beam energy at /s > 100 GeV [91].
This effect has been successfully explained in terms of multiparton interactions [90].

In the case of AA collisions, the multiparton interactions are expected to give rise to
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LRC , which would extend to relatively longer range as compared to those observed for
hadron-hadron collision at the same beam energy [12, [76], [77), [92], 93]. The color glass
condensate (CGC) picture of particle productions and the multiple scattering model
also predicts the presence of LRC in AA collisions [77, 84, 92 04, 05]. The analysis
of experimental data on °0-AgBr collisions at 14.5A, 60A and 200A GeV reveals
that the correlations present in the data are of short-range in nature and there is no

evidence for the presence of LRC even in '90O-AgBr collisions at 200A GeV /c [76].

After the availability of the data from RHIC and later from LHC , interest in the
investigations on particle correlations increased manifolds: because of the idea that
modifications of the cluster properties and (or) shortening of the correlation length
in the pseudorapidity space, if observed, at these energies would be an indication for
the QGP formation [I6, [76], [78]. Numerous attempts have been made by experimen-
tal and theoretical physicists [0, [77, 8T], [83], 89, [06] @7, [08], @9, 100} 10T, 102 T03] to
study forward-backward (F-B) multiplicity correlations at RHIC and LHC energies. It
is, however, essential to identify some baseline contributions to the experimentally
observed correlations which do not depend on new physics, for example, formation of
some exotic states like DCC or QGP. An attempt is, therefore made to carry out a
systematic study of F-B correlations in °0O-AgBr and *2S-AgBr collisions and com-
paring the findings with those obtained using the other data sets available in our
laboratory [76]. It may be mentioned here that such studies would help understand
the underlying physics at energies from AGS, SPS to RHIC , like dependence of cor-
relation strength and correlation length on beam energy and system size. Once such
dependence is understood, modification in the cluster characteristics or shortening of

correlation length might be looked into to search for some new physics.

7.2.1 Formalism

F-B correlations are generally investigated by examining the linear dependence of
mean charged particle multiplicity in the backward (B) region, < n, > on the mul-

tiplicity of charged-particles emitted in the forward (F) hemisphere, n; of the form
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<Ny >=a-+ bnf (75)

where a is intercept and b measures the slope. For symmetric F and B regions, b is
often referred to as the correlation strength and is expressed in terms of expectation

values [706] [77, [83], 84], [94]:

_<nfnb>—<nb><nf>_D§f

b =
2 2
<ng>—<ny>? D%y

(7.6)

where Dyy and Dy; denote the forward-forward and backward-forward dispersions

respectively.

7.2.2 Results and discussion

Pseudorapidity, n distribution of relativistic charged-particles is divided into two parts
with respect to its centre of symmetry, 7.. The region with n < 7, is referred to as the
backward (B) region while the region having values n > 7. is termed as the forward (F)
region. The number of relativistic charged-particles produced in F and B regions are
counted on event-by-event (ebe) basis and the mean multiplicities in the two regions,
< ny > and < n, > and dispersions Dyy and Dy; are calculated. Dependence of
< ny > on ny for *°O- and *2S-AgBr collisions are displayed in Figure . The
straight lines in the figure are due to the best fits to data obtained using Equation
and the values of slope parameter, b, are presented in Table [7.5] Values of b for
various data sets are also calculated using Equation [7.6] and are listed in the same

table.

It may be noted from the table that the values of parameter b obtained from the
linear fits match with the corresponding values estimated using Equation [7.6] F-B
correlation strength, thus calculated from either way indicates the presence of F-B
correlations in both real and simulated data sets. It may also be noted from Table[7.5]
that the values of correlation strength b for the two data sets considered are nearly

the same. However, the values of this parameter for **O-AgBr collisions at 14.5, 60,
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Energy b (linear fit) b

2
_ Dy

o
(GeV) Expt. AMPT Expt.  AMPT
160-AgBr  1.21+0.06 1.08+0.06 1.20£0.03 1.074+0.05
32S-AgBr 1.194£0.03 1.03+0.02 1.18+£0.02 1.03£0.03
Expt*. HIJING* Expt*. HIJING*
14.5A 1.48 £ 0.08 1.01 £0.03 1.43 +0.05 0.98 + 0.03
60A 1.30 £ 0.05 1.10 £ 0.03 1.33 = 0.03 1.10 + 0.03
200A 1.21 £0.05 1.07 £ 0.05 1.20 £ 0.05 1.12 £ 0.06

Table 7.5: Values of correlation strength, b and x?/ndf for the experimental and AMPT
event samples at different projectile energies. * values are taken from reference [76].

and 200A GeV reported earlier to decrease with increasing beam energy [76]. This
result suggests that correlation strength in the case of AA collisions decreases with
increasing beam energy but remains essentially unchanged with increasing projectile
mass. The large values of b at lower energies observed might be due to the dominance
of uncorrelated production for which F-B correlations depend on the mean multiplicity

and multiplicity fluctuations in the combined F-B regions [12] 76}, [79, 80, [T0T].

/}Q r ® data
< F o AMPT
V 200 {>
L § (%
100/~ 4 %
- %0-AgBr
% 100 200
i
A C
O
C | .
V 200+
100\~
Rtz
% 100 200
N;

Figure 7-7: Variations of < n;, > with ny for 1°0- and **S-AgBr collisions. The straight
lines represent the best fit to the data obtained using Equation .
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Strong F-B correlations are observed when F and B regions are so chosen that there
is no separation gap between the two regions. The reason for considering the F-
B regions adjacent to each other is because of the fact that the clusters produced
around 7. whose decay product would lie in both F- and B-regions, giving rise to
strong SRC . The SRC are envisaged to be confined to a region of +17n units around
ne |76, 79, 80]. In order to reduce the contributions from SRC , a gap of An from
the centre of symmetry is introduced in both F-and B-regions such that the particles
having 7 values 1. < n < 1. + An in F-region and 7. > n > n. — An in B-region are
not considered while evaluating ny and n,. The values of correlation strength b is
then determined by evaluating D]%f and fo using Equation ; the value of An is
taken to be 0.25 and then increased in steps of 0.25 until the region 7.+3.0 and 71.-3.0
is covered in F and B regions respectively. Variations of b, with An thus obtained for

the real and AMPT events are displayed in Figure
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Figure 7-8: Variations of correlation strength b with pseudorapidity window width, An for
160- and 32S-AgBr collisions for real and AMPT events.

247



It is observed that the values of b, for both the data sets remain essentially constant
up to An~1.0 and thereafter gradually decrease to 0 with increasing An. AMPT events
too show almost similar trend of variations of b with An . But the model predicts
somewhat lower values of b in the region of smaller Ap (An < 1.25) and relatively
larger values of b in the region of An > 1.5. The smaller values of b predicted by
AMPT model in the region An < 1.25 might be due to the dominance of uncorrelated
production in the AMPT model; the exact reason for uncorrelated production in the
AMPT model can not be ascertained. Beyond this region, that is, An > 1.5, values of
b are found to be higher for the AMPT data as compared to the real events. Thus, in
the case of AMPT events, F-B correlations are observed to characteristically extend
to longer range as compared to those obtained for experimental data. Moreover,
nearly the same values of b for both O and 32S beams, as is evident from Figure
indicate that the correlation strength is independent of the mass of the colliding
nuclei. This observation is nicely supported by the AMPT model. Some difference in
the b values for 1°0-AgBr and 3?S-AgBr experimental events in the region An ~ 2.0

might be because of the fluctuations arising due to limited statistics.

It has been reported [12], [76] 10T] that multiplicity distributions have different shapes
in different 7 regions and exhibit large fluctuations in wider n-windows. In order
to look for the F-B correlation strength in 1 windows of varying widths, two small
windows of width n,, = 0.25 are placed adjacent to each other with respect to 7.
such that the charged-particles of each event having their n values in the interval
Ne < 1 < 1.+ 1, are counted as ny while those having their 7 values lying in the
range 7, > 1 > 1. — 1), are counted as n;. Using these value of ny and ny, DJ%f and
Dgf and hence correlation strength, b is estimated. The width of the n-windows 7,
is then increased in step of 0.25 until entire 7 region is covered. Dependence of b
and 7, for the real and AMPT events are displayed in Figure [/-9 It may be observed
from the figure that the values of b first increases gradually as the window becomes
wider (up to 7, ~2.0) and thereafter acquire nearly constant values. Similar trends
of variations of b with 7, have also been observed in °0O-AgBr collisions at 14.5A,

60A and 200A GeV/c (from the analysis of the data available in the laboratory). It
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Figure 7-9: (a) Dependence of b on rapidity window, 7,, for 1°0O- and 32S-AgBr collisions.
(b) Dependence of correlation strength, b on separation gap between two symmetric
pseudorapidity windows, 7, for various data sets.

may also be of interest to note in Figure that although AMPT model predicts
the similar trends of variations of b with 7, yet the values of b for any given 7,
are somewhat smaller as compared to those obtained from the real data. However
the values of b for any given 7, are observed to be independent of the mass of the
colliding nuclei. It may be mentioned here that, in the saturation region, i.e., 1, >
1.5 values of b, have been found to decrease with increasing beam energy as long as
the system size remains the same [76]. Such a decrease is might be due to the increase
in the ratio < ny > / < my, > even in the limited phase space; < ny > denotes the
average number of charged particles in the F region and while < ng > is the mean

charged particle multiplicity in the considered phase space.
In order to examine the presence of LRC , if any, contribution from SRC is to be
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eliminated. For this purpose F-B correlations are studied by adopting the method
which has frequently been used, particularly at RHIC and LHC energies [77, 96, 97, 98],
99, 100, 101, 105, 106, 107]. According to this method, n windows of small but equal
widths, n,, are placed in F and B regions in such a way that they are separated by
equal distances (in 7 units), 7y,, with respect to 7.. Thus, all the charged-particles
having their 1 values in the interval 7. + 140p < 1 < 7e + Ngap + Nw are counted as ny
where as those having their 7 values in the range 7. — 1gap < 17 < e — Ngap — Nw are
counted as n,. By varying the value of 7,,, from 0 to 3.0 on each side of 7., ny and
ny, are determined to estimate the values of b. Variations of b with 74, for various
data sets considered are displayed in Figure It may be observed in the figure
that the values of b acquire almost a constant value of ~ 0.7 up to ngq, ~1.25 for
160-beam and thereafter quickly falls to zero with increasing n gap values. However,
for 32S-beam the values of b are found to remain almost the same up to 7y,, ~1.75 and
then decreases to zero. This indicates that with increasing projectile mass the F-B
correlations extend to rather longer range. AMPT data, too, exhibit similar trends of
variations of b with 74,, except that the values of b are somewhat smaller as compared
to the one estimated for the real data. These observed correlation are envisaged to
be due to formation of resonance or clusters in the central rapidity region, the decay
products of which would lie in both F and B regions [19] [79], 80, [86]. This finding is,
however, not conclusive enough to suggest the presence of some LRC but does suggest
that the range of F-B correlations extends with increasing projectile mass. The range
of F-B correlations has also been observed to increase with beam energy in 1°0O-AgBr
collisions in the incident energy range from 14.5A to 200A GeV/c [76]. It has been
argued that the extended range of F-B correlations may be explained from simple
statistical considerations of uncorrelated production of charged-particles [101]. Cor-
relations in this range, if observed at higher energies or with heavier projectile might
arise due to overall multiplicity fluctuations [19] [77, [79, 80, 101]; such fluctuations
in AA collisions may show-up due to the fluctuations in nuclear geometry [101]. It
has also been pointed out [34] that before making any conclusive remark about the

presence of LRC due to dynamical reasons, it should be ascertained that the observed
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F-B correlations are not arising due to overall multiplicity fluctuations by examining
the features of multiplicity distributions and F-B correlations simultaneously in the

same experiment.

7.3 Fluctuations of voids in relativistic ion-ion colli-

sions

A system undergoing a second order phase transition is envisaged to exhibit large
fluctuations and long-range correlations|[13] [108]. If the symmetry of the quark system
created in heavy-ion collisions is such that the quark-hadron phase transition is of
second order then large fluctuations are expected in the multiplicity of hadrons not
only from event-to-event but also from one region to the other in the geometrical space
in which hadrons are emitted [I3][I08]. Such a local hadron density fluctuations would
form spatial patterns in which there would be cluster of hadrons in some regions along
with the regions having no hadrons in between the adjacent clusters [108, [109]. The
occurrence of non-hadronic regions between the regions of clusters, referred to as
the voids, may provide a significant insight into the fluctuations associated with the
critical behavior of QGP phase transition [I09]. Hwa and Zhang [I10] have proposed
a method to study fluctuations of spatial patterns in terms of voids. However, only
a few attempts [109, ITI] have been made to study fluctuations of voids in hadronic
and ion-ion collisions at high energies. It was, therefore, considered worthwhile to
undertake a systematic study of fluctuations of voids by analyzing the experimental
data on nucleus-nucleus collisions at different beam energies. Such study may help

identify some baseline contributions to the fluctuations of voids.

7.3.1 Method of Analysis

In order to study the fluctuations of voids Hwa and Zhang [I10] have proposed a
method, whose details are presented elsewhere [109, [I10]. According to this method

non-flat single particle density distribution in 7 space is to be made flat in terms of
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a cumulative variable, X(n), defined as [50, 112], 113}, [114]:

S pm)d(n)
O T )

Nmin

(7.7)

where, p(n) represents single particle rapidity density, whereas 7, and 7pq, de-
note respectively the minimum and maximum values of n-range considered. The
variable X(n), thus obtained, has a uniform distribution between 0 and 1. This one-

dimensional X(7) space is divided into M bins of equal width, § such that 6(= 1/M).

Lol Jolsfs] [ Jefelafel To [ ]

Figure 7-10: Schematic representation of a typical void pattern in one dimensional space.

The multiplicity of relativistic charged-particles produced in an event will vary
from bin to bin and one may expect bins having a few or more hadrons along with
some empty bins, i.e., bins with no hadrons or ‘voids’. In case there are two or more
empty bins adjacent to each other, then they are cumulatively added and treated as
a single void [109, 114]. However, if there are one or more non-empty bins present
between two empty bins, then these non-empty bins are treated as two different
voids. The size of a void is simply the number of empty bins adjacent to one another
constituting a void. A typical pattern of voids in a configuration generated for M
= 16 is shown in Figure [7-10] The filled squares represent the non-empty bins, i.e.,
bins having hadron(s) while the open squares denotes the empty bins. The diagram
hence show voids; the first, second and fourth voids are constituted only by a single
bin where as each of the third and fifth voids are due to empty bins connected. If V}
is the sum of the empty bins constituting a void then the fraction of bins occupied

by the k™ void is defined as [109, 11T, [114];

For each event, therefore, there is a set S.(= 1,2, 23....) of void fractions that

characterizes the spatial pattern. Since the pattern would vary from event to event, S,
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can not be used for comparing patterns in an efficient way. In order to compare these

patterns, Hwa and Zhang [I110] have proposed a moment g, for each configuration as;

1
99 = EZ ! (7.9)

where, the sum runs over all voids in an event, m is the the total number of voids
and ¢ denotes the order of the moment. The normalized G moments of order q are

written as:

G, =% (7.10)
91

G, thus, depends on q and M both. Hence, from the definition, Gy = G = 1.
It should be mentioned here that G, moments obtained from the above definition
are quite different from those defined for studying the erraticity of rapidity gaps
[50], 110), T13] because zj do not satisfy the sum rule. The G, moments defined above
are also different from those used to investigate multifractal nature of multiparticle
production [115]. G, moment given by Equation is a number for a given set
of q and M obtained on ebe basis. Thus for a fixed M and q, G4 would fluctuate
from event to event and give a distinct probability distribution, P(G,), for a given
set of events, indicating that G, is a measure of the void patterns. By using such a
probability distribution, several moments may be estimated. The two lowest moments

are defined as [110)], T11];

N,
1 ev .
< Gy >= N—Z G (7.11)
U
and
Sq =< Gy lnGy > (7.12)

where, the superscript ‘e’ represents the et event and N, is the total number of
events in the given sample. The moments, < G, > and S, are expected to follow a

power-law behavior as;

< Gy > M (7.13)
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and

Sy o< M°e (7.14)

Such a scaling behaviour, if observed, would indicate that voids of all sizes are formed
at phase transition. As the moments of various orders are highly correlated, the

scaling exponents 7, and o, are visualized to depend on q as follows:

Vg = Co+cq (7.15)

o, = So + ¢ (7.16)

where ¢ and s represent the slopes of slopes and characterize the fluctuations near the

critical point.

7.3.2 Results and Discussion

Pseudorapidity values of the relativistic charged-particles produced in an event and
lying in the n range, An(= n. £ 3.0), are transformed into cumulative variable X (n)
using Equation [7.7} 7. being the centre of symmetry of the 7 distribution. The one
dimensional X (n) space is divided into M bins of equal width, §(= 1/M). The occur-
rence of voids are searched for on ebe basis and the sizes of the voids are estimated
by following the approach as discussed above. The values of void fractions, xj, g,
moments and normalized GG, moments are computed using Equations The
values of G, for q = 2-5 are obtained for various values of M, in the range M = 16 to
96 in steps of 8. Distributions of G, moments for g = 2 and M = 16 & 64 for '°O-
AgBr interactions at 4.5A, 14.5A and 60A GeV /c are shown in Figure Similar
distribution for the AMPT events at three energies are displayed in the same figures.
It is evident from these figures that G, distributions exhibit fluctuation from event to
event and are rather more pronounced for narrower bin width. It may also be noted
from the figures that the shapes of G, distributions are nicely reproduced by those

obtained from the AMPT event samples. It is also evident from these figures that
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mean value of G, and the dispersions of their distributions change with M, for a fixed
q value and also with g, for a fixed M (not shown). These observations, thus, tend to
suggest that in order to look for simple irregularities in the nature of fluctuations of

G, dependence of < G, > on M must be examined for all configuration [110].
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Figure 7-11: (a) G, distributions for ¢ = 2 and M = 16 for the real and AMPT data in
4.5, 145 and 60A GeV/c 32S-AgBr interactions. (b) The same plot for M = 64.

Variations of < G, > with M on log-log scale for the data sets at the three energies
are plotted in Figure (a). Similar plots for corresponding AMPT event samples
are also shown in Figure (b). It may noted from the figures that In < G, >
increases with [nM. The lines in the figures are due to the best fits to the data of
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the form:

In < Gq >=a; + b M+ C1M2 (717)
Energy q ap by c1
(A GeV/c)

2 -1.899 £ 0.073 1.039 £ 0.041 -0.108 £ 0.005

4.5 3 -3.741 £ 0.120 2.109 £ 0.070 -0.209 £ 0.010

4 -5.403 + 0.166 3.144 £+ 0.102 -0.299 4+ 0.015

5 -7.201 £ 0.228 4.298 + 0.142 -0.403 4+ 0.021

2 -3.357 £0.210 1.675+ 0.112 -0.179 4+ 0.014

14.5 3 -4.885 + 0.315 2.486 + 0.181 -0.237 £+ 0.025

4 -6.329 £ 0.425 3.305 £ 0.260 -0.286 £ 0.038

Expt. 5 -7.997 £ 0.569 4.292 £+ 0.362 -0.352 £ 0.055
2 -6.249 £+ 0.310 2.893 £+ 0.158 -0.313 £+ 0.020

60 3 -6.662 £ 0.444 3.0 £0.246 -0.278 £ 0.033

4 -7.235+£0.595 3.234 £0.349 -0.242 + 0.049

5 -8.083 £0.768 3.643 £ 0.468 -0.221 £ 0.068

2 -1.882 £ 0.061 1.027 £ 0.034 -0.109 + 0.004

4.5 3 -4.291 4+ 0.112 2.4 4+ 0.065 -0.253 4+ 0.009

4 -6.395 £ 0.149 3.662 £ 0.092 -0.375 £ 0.013

5 -873£0.196 5.095 £ 0.127 -0.517 £ 0.019

2 -3.781 £0.219 1.851 £ 0.114 -0.201 £+ 0.014

14.5 3 -5.935 £ 0.358 2.945 £ 0.197 -0.297 £+ 0.026

4 -7.232 4+ 0.511 3.637 £ 0.295 -0.334 4+ 0.041

AMPT 5 -8.293 £ 0.703 4.262 + 0.421 -0.357 4+ 0.060
2 -5.543 £ 0.287 2.529 + 0.147 -0.269 £+ 0.018

60 3 -5.727 £0.404 2.574 £ 0.224 -0.233 £+ 0.030

4 -6.326 £ 0.551 2.893 £ 0.324 -0.224 £+ 0.046

5 -7.304 + 0.741 3.477 £ 0.455 -0.245 + 0.067

Table 7.6: Values of a;, by, ¢; appearing in Equation m

Values of constants ay, b1, ¢1, appearing in the above expression are listed in Table[7.6]

It is evident from Figures (a) and (b) that dependence of In < G, > with InM is
quadratic in nature for all data sets (real and simulated) considered. These findings
are somewhat different from those reported earlier [I09], where a linear dependence
of In < G, > with InM has been observed for 350 GeV /c m~-AgBr and 200A GeV/c
32S-AgBr collisions. It has also been suggested [I10] that G, moment should exhibit
a linear dependence if plotted against number of phase space bins, M on log-log
scale. In our case also the variations of In < Gy > and InM displayed in Figure
(a) and (b) show a linear behaviour for the data points corresponding to

M = 32 and onwards. This, therefore, indicate a power-law behaviour expressible
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by Equation The values of indices 7, for various order q are estimated by
performing best fits to the data for M > 32 and are presented in Table[7.3.2] It may
be noted from the table that AMPT predicts slightly smaller values of v, as compared
to those obtained for the corresponding real data. The scaling behaviour observed
in the present study as well as by the other workers earlier may be interpreted as an

indication for occurrence of voids of all sizes [110].
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Figure 7-12: (a) Dependence of In < G, > on InM for the experimental events at the
three incident energies. (b) Variations of in < G, > with InM for the AMPT generated
events at the three incident energies.

As the G, moments of various orders are highly correlated, the scaling exponent +,
is visualized to depend on the order number q in some simple ways. In order to look
for this behaviour, variations of v, with q are plotted in Figure [(-I3] The straight

lines in the figure are obtained using Equation [7.15 The values of coefficient "c"

257



Type of events

Expt.

Energy (A GeV/c)

4.5
0.180 £ 0.006
0.420 £ 0.016
0.689 £ 0.028
0.980 £ 0.042

14.5
0.250 £ 0.013
0.598 £ 0.037
1.006 = 0.071
1.455 + 0.113

60
0.317 £ 0.015
0.754 £ 0.040
1.238 + 0.081
1.734 £ 0.136

AMPT

0.160 £ 0.005
0.368 £ 0.014
0.599 £ 0.027

0.232 £ 0.010
0.569 £ 0.030
0.947 £ 0.062

0.307 £ 0.016
0.666 = 0.038
1.095 + 0.077

q
2
3
4
)
2
3
4
)

0.847 £ 0.043 1.249 £ 0.106 1.486 + 0.132

Table 7.7: Values of slopes 7, appearing in Equation for various data sets at different
energies.

occurring in Equation are listed in Table [7.8] It has been suggested [I10] that
Equation might be regarded as a convenient parameterization of v, which would

permit to regard ‘c’ as a numeric description of the scaling behaviour of voids.

Energy c S
(A GeV/e) Expt. AMPT Expt. AMPT
4.5 0.26£0.01 0.22+0.01 0.234+0.02 0.18£0.02
14.5 0.38£0.02 0.34+0.02 0.324+0.04 0.26£0.04
60 0.46+0.03 0.38£0.03 0.384+0.05 0.29+£0.05

Table 7.8: Values of coefficients c and s estimated using Equation and respec-
tively.

It is evidently clear from the G, distributions, shown in Figures (a) and (b),
that only limited information from the distribution may be obtained. The shape of
distributions, however, allows to characterize the nature of ebe fluctuations in the
distribution. A moment which quantifies the degree of these fluctuations is expressed
as;

N
1
Chy = NZ (G = / dG,G P(G,) (7.18)

e=1
As C 4(=< G4 >) provides no information about the extent of fluctuations but the

derivative of ¢, , at p =1,

(7.19)
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Figure 7-13: (a) Variations of 7, with q for the experimental and AMPT simulated events
at the three incident energies. (b) Variations of inS, with inM for the experimental 4.5,
14.5 and 60A GeV/c 32S-AgBr interactions.

is envisaged to yield maximum information about the ebe fluctuations

Variations of S, with [nM on log-log scale are shown in Figures (a) and (b) for
the experimental and AMPT events at the three beam energies considered. The lines

in the figures are obtained by performing best fits to the data using the equation:

InS, = as + baM + cy M? (7.20)

The values of the coefficients as, by, ¢, obtained are listed in Table[7.9] It is observed
that the trend of variation of InS, with {nM can be nicely reproduced by a 2"? order

polynomial. Linear fits to the data for M > 32 are also performed to examine the
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power-law behaviour given by Equation as has been done in the case of G,. The
values of slopes, o, obtained are given in Table[7.10} It may be noted from the table
that the values of o, predicted by AMPT model are relatively smaller in comparison
to that estimated from the corresponding real data. Dependence of o, on order q is
shown in Figure [{-14] The lines in the figure are due to Equation [7.12] The values
of the "s" are listed in Table[7.§ It may be noted from the table that the values of
"s" are somewhat larger for the real data as compared to those obtained from the
AMPT events. It is can be seen from the table that the values of "c¢" and "s" increase
with increasing beam energy. The values of "c¢" may be noticed to lie in the range,
0.26 - 0.46, while the values of "s" are found to lie in the range 0.23 - 0.38. The
values of "c" and "s" for 200A GeV /c 32S-AgBr interactions have been reported [109]
to be 0.56 & 0.01 and 0.43 £ 0.02 respectively. As a quantitative signature of 2m¢
order quark-hadron phase transition, the values of "c" are predicted [I10] to lie in
the ranges 0.75-0.96, whereas those of "s" to lie in between 0.7 and 0.9. It should
be mentioned here that the values of these two parameters obtained in the present

2" order quark-hadron phase

study are much smaller than those expected for the
transition. This tends to suggest that no such phase transition occurs at the energies

considered in the present study.

The method of voids used in the present study is one of the various approaches
proposed to study ebe fluctuations, e.g., multifractals [113] [115], normalized factorial
moments [42, [44], intermittency [43], erraticity [64, 113], k-order rapidity spacing
[14] and transverse momentum spectra [116], etc. Furthermore, fluctuations in the
conserved quantities like baryon number [117], net charge and net proton number
[118, 119], strangeness, particle ratios, etc., [120, 121] have emerged as new tools to
estimate the degree of equilibration and criticality of the measured systems [1211, 122].
Higher moments like variance, o2, skewness, S, kurtosis, k, etc, of conserved quantities
such as net baryon, net charge and net strangeness multiplicity distributions are
regarded as important tools to search for the QCD critical point at RHIC and LHC
energies [123] (124, [125]. Dynamical development of hadronization of QGP have been

looked into in a simple model envisaging critical fluctuations in the QGP to hadronic
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matter and a first order phase transition in a small finite system [126]. Variations

of skewness and kurtosis as a functions of temperature and volume abundance of

hadronic matter are predicted which can be studied through a beam energy scan

program using the data at RHIC . Dynamical fluctuations of higher order moment

singularities of net proton distributions in Au-Au collisions at beam energies,

SNN

=11.5-200 GeV have been investigated in the framework of PACIAE (parton and

hadron cascade) model [123] 124, 125]. The energy dependence of various moments

of net proton multiplicity distribution have been reported to be in nice agreement

with those obtained from the real pp data analysis at RHIC and LHC energies [123].

Energy q ag bo Co
(A GeV/c)

2 -10.979 £ 0.295 4.910 £ 0.015 -0.545 + 0.021

4.5 3 -11.580 £ 0.355 5.920 +£ 0.920 -0.648 + 0.026

4 -12.346 + 0.415 6.912 4+ 0.235 -0.741 £ 0.032

5 -13.265 £ 0.475 7.871 £ 0.275 -0.825 &+ 0.038

2 -12.574 £ 0.741 5.361 £ 0.396 -0.573 £ 0.052

14.5 3 -13.333 £ 0931 6.510 £ 0.514 -0.689 % 0.070
Expt. 4 -14.367 £ 1.128 7.569 + 0.640 -0.781 £ 0.089
5 -15.382 £ 1.324 8.509 + 0.766 -0.850 =+ 0.108

2 -13.832 £ 0.741 5.465 £ 0.396 -0.536 £ 0.052

60 3 -14.276 £ 1.168 6.306 = 0.641 -0.616 =+ 0.008

4 -15.014 £1.393 7.137 £0.787 -0.612 £ 0.108

5 -15.692 £ 1.601 7.817 +£0.924 -0.695 + 0.129

2 -10.303 £ 0.351 4.910 £ 0.185 -0.493 + 0.029

4.5 3 -11.589 £ 0.502 5.900 & 0.270 -0.650 =+ 0.035

4 -13.751 £0.696 7.611 £ 0.386 -0.841 £ 0.051

5 -16.440 £ 0.928 9.529 £ 0.512 -1.052 =+ 0.069

2 -13.423 £0.794 5.550 &£ 0.414 -0.581 + 0.053

14.5 3 -13.271 £ 1.018 6.172 &£ 0.550 -0.634 + 0.073
AMPT 4 -13.385 £ 1.252 6.738 + 0.698 -0.669 £ 0.095
5 -13.594 £ 1477 7.27 £0.847 -0.691 £ 0.118

2 -1214 £0.859 4.606 + 0.459 -0.448 £ 0.519

60 3 -12.063 £ 1.054 5.270 £ 0.583 -0.507 £ 0.079

4 -12.525 £ 1.283 6.022 £ 0.731 -0.567 = 0.101

5 -13.040 £ 1.516  6.72+£ 0.885  -0.611 + 0.126

Table 7.9: Values of as, by, ¢y appearing in Equation .

As mentioned earlier, experimental data collected using nuclear emulsion technique

have been analysed, where it was not possible to identify the charges of the produced

particles and therefore, the net proton multiplicity distribution study was not possible.

Hence, the method of voids have been opted to investigate the ebe fluctuations .
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Figure 7-14: (a) Variations of (nS, with InM for the AMPT generated 4.5, 14.5 and 60A
GeV/c #2S-AgBr collisions. (b) Variations of o, with q for the experimental and AMPT
events at the three incident energies.

Energy (A GeV/c)

Type of events

4.5

14.5

60

Expt.

0.515 £ 0.021
0.707 £ 0.032
0.950 £ 0.044
1.228 + 0.059

0.744 £ 0.050
1.023 + 0.079
1.392 £ 0.116
1.730 £ 0.158

0.937 £ 0.063
1.314 £+ 0.098
1.682 + 0.147
2.103 £ 0.203

AMPT

q
2
3
4
)
2
3
4
5

0.488 + 0.018
0.637 £ 0.029
0.833 £ 0.044
1.061 + 0.062

0.795 £ 0.045
1.025 + 0.076
1.331 £ 0.118
1.588 + 0.170

0.808 £ 0.062
1.158 £+ 0.098
1.429 £ 0.148
1.754 £ 0.207

Table 7.10: Values of slope o, for the experimental and AMPT events at different energies.

may be argued that this method is quite suitable for studying ebe fluctuations using

the data at relatively lower energies (AGS and SPS) where particle multiplicities at
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these energies are generally low and therefore the possibility of occurrence of voids
are quite high in the phase space range. If the multiplicities of hadrons change
significantly from one to other region, in the geometrical phase space, then having a
detector capable of capturing the maximum phase space becomes important. Nuclear
emulsion technique seems to be the most suited one of this kind of study because of
its full phase space coverage. Thus, the findings based on the present study may help

construct a baseline to the fluctuations arising from non-QGP critical point physics.
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Chapter 8

Summary and Future Direction

In this thesis, the hard probes (J/1 production), the soft probes (correlations, fluc-
tuations and multiplicity) and the hard probes as a function of soft probe have been
studied. The self-normalized J/¢ production and first moment of pr of J/¢ have
been measured as a function of charged-particle multiplicity in pp collisions at /s
= 2.76 and 5.02 TeV using ALICE detector. The J/1¢ were measured at forward
rapidity (2.5 < y < 4.0) through dimuon decay using the Muon Spectrometer and
the charged-particles were detected at mid-rapidity (|n| < 1) by the silicon pixel de-
tector of the ITS of the ALICE. The extensive study of J/¢ production using two
observables, multiplicity and spherocity, were also reported using PYTHIAS simula-
tion. The study of charged-particle correlations and event by event fluctuations have
been carried out in heavy-ions collisions using emulsion data from EMUO1 collabora-
tion. The results obtained in the present work were compared with theoretical model
predictions as well. In this chapter, all the main aspects of the reported analyses are
summarized.

The inclusive J /1 production cross-section was calculated in pp collisions at /s
= 2.76 and 5.02 TeV at forward rapidity using data collected from ALICE detector.
The measurements of inclusive J/1¢ production cross-section was carried out for cross-
checking with the reported values. Various trigger events were checked and finally the
results of inclusive number of muon events as well as J/1¢ count and production cross-

section were found to be in good agreement with the previous study. An extensive
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cross-check of inclusive J/v¢ production cross-section was carried out in pp collisions
at /s =5.02 TeV. The MC study was also performed at /s = 5.02 TeV to estimate
the tail parameters and the acceptance and efficiency corrections of the Muon Spec-
trometer. The obtained results were found to be consistent with the ALICE results

within the statistical and systematic uncertainties.

The evolution of the J/v¢ production as a function of charged-particle multiplicity
was investigated in detail in pp collisions at /s = 2.76 and 5.02 TeV at forward rapid-
ity. A similar approach of analysis has been adopted for both the CM energies. The
measurement of the charged-particle multiplicity has been performed using three dif-
ferent methods. The method which gave lowest systematic uncertainty was adopted
for the final results. The calculation of charged-particle multiplicity using ad-hoc
polynomial technique has been used for the first time for the present work. The esti-
mation of various efficiency correction factors are reported in this research work. The
multiplicity dependence of J/v yield has been measured for inelastic > 0 event class
at forward rapidity. The increase of J/¢ yield with the event multiplicity has been
found to be linear at forward rapidity at both the CM energies. The obtained results
have been compared with similar study performed at ALICE at various collision en-
ergies and rapidity ranges. The multiplicity dependence of J/1 yield is observed to
be independent of the /s. A strong dependence on the choice of rapidity region has
been observed. If both J/v¢ and the charged-particles are chosen in the same phase
space (here the rapidity range) the increment of J/i¢ as a function of multiplicity
enhanced due to auto-correlation effect. Further contribution to the increase of J/1)
production might originate from the jet biases. The effect of auto-correlation can be
removed by introducing a rapidity gap between the J/v yield and charged-particles
pseudo-rapidity density which lead to the linear increment at forward rapidity.

Theoretical model calculations from PYTHIAS, percolation, higher fock state and
EPOS3 have been used to understand the experimental data at /s = 5.02 TeV. The
data is being well explained by the theoretical models at low multiplicity region. The
higher fock state model gives the best description of the data at its lower limit in both

the CM energies. The percolation model overestimate the data at high multiplicity
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while the PYTHIA8 and EPOS3 underestimate the data at the high multiplicity.
Along with that the experimental results have also been compared with two new
model predictions i.e. CGC with three gluon saturation and combination of CGC
with ICEM. The CGC model with three gluon fusion mechanism overestimate the
data at both 2.76 and 5.02 TeV. A good description of the data points are given by

the CGC with ICEM model.

The relative (pi]r/ ¢> as a function of charged-particles pseudo-rapidity density was

also computed in pp collisions at /s = 5.02 TeV at forward rapidity. The first moment
of pr of J/1¢ as well as self-normalized (p%/ ¥} shows increasing trend up to relative
charged-particles density up to ~2, then tends to saturate towards higher multiplicity.
A fit with power-law function describes well the saturating trend of (p%/ ) at high
multiplicity. The obtained results are put into perspective of the other results from
ALICE such as pp collisions at /s = 13 TeV at forward rapidity as well as with
p-Pb collisions at /sxy = 5.02 and 8.16 TeV at the both forward and backward
rapidity regions. The comparison study shows that the multiplicity dependence of
(p%/ Y is independent of the /s at the same rapidity interval. The saturating trend
of (pJT/ w> towards high multiplicity is independent of the collision system although

the saturation is achieved faster in the p-Pb collision system due to large number of

charged-particles.

The J /1 production mechanism was also reported in terms of event shape obeserv-
ables using PYTHIAS at forward and mid-rapidity for /s = 5.02 and 13 TeV. The
multiplicity dependence of J/v yield and (pJT/ Y were studied in two spherocity classes
i.e. for isotropic and jetty events. The thermodynamic properties of J/v¢ production
were also investigated by means of non-extensive Tsallis distribution. It can be con-
cluded from the double differential study of event shape and multiplicity that the
self-normalized J/v¢ production as a function of multiplicity is independent of /s.
The contribution of jet to the J/¢ production is more at mid-rapidity while at for-
ward rapidity, isotropic events dominate. The presence of dynamical effects might be

the results of collective behaviour in pp collisions.

Five data sets, reconstructed in experiments from EMUOQ1 collaboration have been
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analyzed to study the event by event correlation and fluctuations in relativistic heavy-
ion collisions at SPS, RHIC and LHC energies. Experimental finding were compared
with different theoretical models such as AMPT. The study shows that the observed
forward-backward (F-B) multiplicity correlations are mainly of short-range in nature.
The particle density fluctuations, in terms of scaled factorial moments and searched
for dominant cluster or jet-like phenomenon in two dimensional 1 — ¢ space have been
shown. Fluctuations in hadronic matter were also investigated in terms of voids which
reveals scaling exponent estimated from the power-law behavior of the voids. The
investigation of fluctuation voids may be helpful to characterize the various properties
of hadronic phase transition. The results also rule out occurrence of second-order

quark-hadron phase transition at the projectile energies.

8.1 Further directions

The study of the production ratio of 1(2S5)/J/v as a function of charged-particle
multiplicity in small systems will be a promising extension of the present analysis. A
corresponding analysis in pp collisions at /s =13 TeV has been taken up in ALICE
collaboration during the stage of this thesis writing. The computation of nuclear
modification factor in terms of event activity in small systems may lead to the collec-
tivity that are under investigation. The forward rapidity measurements will be more
precise since there will be no auto-correlation effects. It will be interesting to study
theses observable particularly for high and low multiplicity events. The study of ratio
between various quarkonium states and comparison of the results in different kine-
matics such as rapidity, pr, multiplicity and spherocity in small systems may shed
more light in this direction. The multiplicity dependence study of hard-probes in
various phase space (n— ¢) is worth of investigation. The (pr) of J/1 is an important
observable which gives direct link to the temperature of the nuclear medium under
study.

There are many open issues related to quarkonium study at the LHC. There are

various aspects from spectroscopic point of view, to production mechanism, to J/v
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hadron interaction in the medium, and J/v rare decay modes etc which are interest-
ing topics that can be studied. As we know that in pp, p-Pb and Pb-Pb collisions
quarkonium production mechanism is not fully understood and we have mostly stud-
ied inclusive J/1 at forward rapidity, it will be nice to explore the contribution of

prompt, non-prompt J/1¢ at forward rapidity.

At present, ALICE detector is going through upgradation process after LHC Run
phase 2 was completed in November 2018. This major upgradation procedure during
Long Shutdown (LS2) will be continued till 2021. The upgradation of the two main

detectors relevant to this thesis is worth mentioning here.

ITS upgrade : The present ITS is being replaced by a new tracker based on mono-
lithic silicon pixel sensors. The material budget is less due to the use of monolithic
pixel sensors. The accuracy of primary vertex measurement will be improved. The
feed-down contribution from beauty to charm measurements will be estimated di-
rectly from the data with the upgradation of ITS. The precise measurement of the
nuclear modification factor and elliptic flow measurement of J/¢) (D and B mesons),
study of heavy flavour baryons, baryon to meson ratio and low momentum di-electrons

in higher CM energies in p-Pb and Pb-Pb collisions will be possible with I'TS upgrade.

The Muon Forward Tracker (MFT) : The new MFT for the ALICE Muon Arm
is being installed as part of ALICE upgrade. The current muon physics program
suffers from few limitations despite of the remarkable results already obtained from
the MS data. The main draw backs were the multiple scattering induced on the
muon tracks by the forward absorber and limited possibility to prevent muons com-
ing from semi-muonic decays of pions and kaons which are the main source of the
background. The addition of MFT will help to overcome these limitations. In par-
ticular the uncertainties related to ¢(2S) measurements will be improved due to the
enhanced rejection of the combinatorial background. The measurement of the J/1)
production from beauty mesons will be possible with the upgradation of MFT. The

MFT will allow a reliable disentanglement between prompt and non prompt charmo-
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nia production in the forward rapidity. The low mass dimuon measurements will also

benefit from much better mass resolution.
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Appendix A

Additional information related to
charged-particle multiplicity

A.1 Runlist

p-p Vs = 2.76 TeV
Run list : 146860, 146859, 146858, 146856, 146824, 146817, 146807, 146806,
146805, 146804, 146803, 146802, 146801, 146748, 146747, 146746, 146689, 146688
p-pv/s = 5.02 TeV

Run list : 244628, 244627, 244626, 244619, 244617, 244542, 244540, 244531,
244484, 244483, 244482, 244481, 244480, 244453, 244421, 244418, 244416, 244411,
244377, 244364, 244359, 244355, 244351, 244343, 244340
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A.2 Charged-particle multiplicity
A.2.1 Systematics uncertainty for o in pp at /s = 5.02 TeV
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A.2.2 « systematics in pp at /s = 2.76 TeV
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A.2.3 Ad-hoc polynomial method control plots

The N, — Nf9" correlations fitted with ad-hoc polynomial as well second-order poly-

nomial functions.
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A.2.4 Systematic uncertainty using ad-hoc polynomial method

at 5.02 TeV
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Figure A-15: Mean charged-particle systematic for tracklets bin 1-7.
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A.2.5 Systematic uncertainty using ad-hoc polynomial method

at 2.76 TeV
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Figure A-22: Mean charged-particle systematic for tracklets bin 5-8.
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Appendix B

Extras related to J/¢ yield
measurements

B.1 Fit functions

1. Crystal Ball (CB) : It consists of a Gaussian core portion and a power-law tail
at low mass defined by the parameters o and n. The power-law part reproduces

non Gaussian fluctuations due to energy loss processes.

(x—p)? z—p
exp(—-5z2-) for =£ > —a
f(x;p,0,0,n) = N. 207 (B.1)
A(B—=E)™ for ©=F < —a

2. Extended Crystal Ball(CB2) : A Gaussian core convoluted with two power-law
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tails. The function has 7 parameters.

eXp(—(Xz_J’;) ) for o/ > =£ > —a
f(xv W, 0, Qe M, O/a Tl/) = N. A(B — %)—n for m;_,u, S —Q (B2>

B ="~
|af
/ n’ /2
o= () = (-5)
«
n
B_m—|0/|

3. NAGO function : This is a function adopted for charmonia in NA50 and NAG60
experiments. New parameter NA60 function is used. It has eight tail parameters

(oF, PE, PE, PE oL, PE) PE PER) and two Gaussian core ( Z, o ).

f(x) = N.exp (—0.5 <i) 2) with t = X% (B.3)

t() o

(

to =1+ pF(al — t)er—psVer=  for ¢ <ok

to=1 for o <t < off (B.4)

to =1+ pP(af — 1)@ =rEVel=) for > R
\
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Right and left asymmetric tails are allowed. The function has 11 parameters.

NAGO function better describes both right and left sides of the MC spectrum.

4. Double Exponential function : Simple addition of two exponential functions.

This function has 4 parameters.

f(.??) _ e(a-i—b:z:) + e(c-i-da:) (B5)

5. Variable Width Gaussian (VWG) : A Gaussian function with a width (o) which

varies as a function of the mass values has been adopted for background :

o=0+7x((z—-a)la) (B.6)
B B (x —a)?
(@) = Nexp(— 220 (B.7

6. Ratio of the polynomial 1 to the polynomial 2 : This function has 5 parameters.

fx) = f(x1)/ f(22) (B-8)

where

f(z1) = a+bx and f(x2) = ¢+ dx + ex? (B.9)
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B.2 Tail Parameters

Table B.1: Tail parameters for CB2 used in this analysis for pp collisions at /s = 5.02
TeV.

Table B.2: Tail parameters for NA60 used in this analysis for pp collisions /s = 5.02
TeV.

CB2
Parameters | PresentAnalysis | ANA — 3151
ar 0.9757 4 0.0036 | 0.9427 + 0.0028
nr 3.083 £ 0.014 3.151 £ 0.012
QR 2.201 +0.011 2.235 + 0.009
ng 2.585 £ 0.036 3.038 £ 0.037

N A60
Parameters | PresentAnalysis ANA — 3151
ot —0.8498 £+ 0.002 —0.9501 4+ 0.0023
pk 0.002499 + 0.000005 | 0.002695 + 0.000003
pk 0.4247 £+ 0.0003 0.4256 4+ 0.0002
Py 0.2142 £+ 0.0001 0.2177 + 0.0001
a®f 2.014 £ 0.010 2.306 £ 0.007
pi 0.1879 4+ 0.0004 0.1878 4+ 0.00004
Py 1.297 4+ 0.003 1.193 £+ 0.003
p¥ 0.05606 + 0.00085 0.04054 £ 0.00079

296




B.3

2000

NJ/q/

1800

1600

1400

1200

1000

Signal extraction systematic

uncertainty

NCorBin _ 4 . 7

NJ/W = 1697 + 48 (stat) + 56 (syst)

Figure B-1:

2000

NJ/W

1800

1600

1400

1200

1000

Ca; Ca, Ca,
2, Vg o 2, .,,,,/G e 2*"‘04
T2 ~ 7. 7.

OLo R7 o
\72 \?77

Caa, Nag, Nag, Nag,
POL e VG O Y. 0
R

POL
2.7 7-q.

N so

B2, Vi cB&(poL
IS LR2 ;. Po,
~Taing g oA, A

NCorrB\n -8-12

tri
N.J/\y

= 1523 + 47 (stat) + 48 (syst)

Cs2, Vl/l/

82,« VWG s 2”’04
72 21,5,

N4 SO*VW N"IGGH/W NAGG”’OL Nagy,

Po,
L1/p, OL \,?,
2R 0y B2

\/?e Trg

Csz,,

OL 7,
Oz /pOL

Figure B-2: J/v systematic uncertainty in multiplicity bin 8-12 at /s =5.02 TeV.

297



2000

NJ/\|!

1800 [—

1600 P o iccmcmcacam—m———————————— R - [ ..... .} ...... i. ..... *. =
= NG™" = 13 - 18 -
o Ny, = 1629 + 49 (stat) + 51 (syst) -
1200 p=— —
1000 = 1 1 1 1 1 1 1 1 1 1 1 =
Cas, Cao, Cas, Cao Nag, Nago, Nago, Naso Ca2, Cao, Cae2, Cs2
*VWG",R, *VWG\RQ PO, oy POy, Yoy 0. VWG\,;, *"WG\ - “POL o POy 7/po*VWG\R'7 *VWG\ - POy Yoy +PO, veo,
25 ~T74g Ry 2Rz, 74\2»5 SN Rl oy L2 o e Ta/u@ P Tairr 5 Voo B Ty P2 Ty,
~h s ~= ~17qg ~7ag TS 5 3 75
4,

Figure B-3: J/1 systematic uncertainty in multiplicity bin 13-18 at /s =5.02 TeV.
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Figure B-4: J/1 systematic uncertainty in each multiplicity bin 19-29 at /s =5.02 TeV.
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Figure B-5: J/1 systematic uncertainty in multiplicity bin 30-48 at /s =5.02 TeV.
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Figure B-6: J/1 systematic uncertainty in multiplicity bin 49-100 at /s =5.02 TeV.
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Figure B-7: J/v systematic uncertainty in multiplicity bin 1-4 at /s = 2.76 TeV.

= 500
450
400
350
300
250
200
150

100

CorrBin
NCOBIn = 5. 8

N, = 265 + 19 (stat) + 14 (syst)

— l 1 1 l’ l { l

T : f ! bt ' ‘ ’

1 1 1 1
Ca, Ca, Ca, "8, Cs,, Cs. Cs,, Cs, Ca; Cs; Ca:
e 5 P . WG g, WG, by, bl OubL Coubrog, 24w - Vg , PO ey 2+P0, eo,
8 -7, -7-q, ” ~25_tayy =17,
it & & taiss 25 ~ "7ag T2 g RS ol Tty

Figure B-8: J/v systematic uncertainty in multiplicity bin 5-8 at /s = 2.76 TeV.
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Figure B-9: J/1 systematic uncertainty in multiplicity bin 9-12 at /s = 2.76 TeV.
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Figure B-11: J/4 systematic uncertainty in multiplicity bin 17-100 at /s = 2.76 TeV.
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B.4 Control plots for mean tranverse momentum of

J/v at /s = 5.02 TeV
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Appendix C

List of Publication
ALICE collaboartion

More than 100 publications inside ALICE collaboration: Among them primarily con-
tributed to:

1. ALICE Collaboration, "Forward-rapidity J /1) production as a function of charged
particle multiplicity in pp collisions at /s = 5.02 and 13 TeV with ALICE", In

preparation.

2. ALICE Collaboration, "Energy dependence of forward-rapidity J/¢ and )(2S)
production in pp collisions at the LHC", Eur. Phys. J. C 77 (2017) 392.

3. ALICE Collaboration, "J /v suppression at forward rapidity in Pb-Pb collisions
at \/syy = 5.02 TeV", Phys. Lett. B 766 (2017) 212-224.

Other than ALICE collaboration:

1. Anisa Khatun, Dhananjaya Thakur, Suman Deb, Raghunath Sahoo, "J /¢ Pro-

duction Dynamics: Event shape, Multiplicity and Rapidity dependence in Pro-
ton+Proton Collisions at LHC energies using PYTHIAS", J. Phys. G, accepted
manuscript DOIL: 10.1088/1361-6471/ab7a0e, arXiv:1909.03911 [hep-ph].

2. Shakeel Ahmad, M.M. Khan, Shaista Khan, A. Khatun and M. Irfan, "A study
of fluctuations of voids in relativistic ion-ion collisions", Int. J. Mod. Phys.

E24 (2015) 1550074.
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3. Shakeel Ahmad, Anisa Khatun, Shaista Khan, A. Ahmad and M. Irfan, "Search

for long-range correlations in relativistic heavy-ion collisions at SPS energies",

Adv. in High Energy Phys. vol.2015 (2015), 615458.

4. Shakeel Ahmad, M.M. Khan, Shaista Khan, A. Khatun and M. Irfan, "A study
of event-by-event fluctuations in relativistic heavy-ion collisions", Int. J. Mod.

Phys. E23 (2014) 1450065.

Papers Contributed in International /National Sym-
posia/Conferences:

1. Anisa Khatun, Dhananjaya Thakur, Suman Deb, Raghunath Sahoo, "Energy

and rapidity dependence of J /¢ production as function of charged-particle mul-
tiplicity in different event shapes", DAE-BRNS Symposium on Nuclear Physics,
Lucknow, India, Dec. 23-27, 2019.

2. Anisa Khatun (for the ALICE Collaboration), "J/v¢ production as a function

of charged-particle multiplicity in pp collisions at 1/s = 5.02 TeV with ALICE",
Conference Proceeding 23" DAE-HEP 2018 symposium (2018), arXiv:1906.09877.

3. Anisa Khatun (for the ALICE Collaboration), "Measurement of J /1) production

as a function of multiplicity in pp and p-Pb collisions with ALICE", EPJ Web
Conf. Volume 182 (2018) 02064, arXiv:1711.09865.

4. Shakeel Ahmad, Shaista Khan and Anisa Khatun, "Fluctuations of Voids in

pp Collisions at LHC Energies", 6158 DAE Symposium on Nuclear Physics,
Kolkata, Dec. 05-09, 2016.

5. Shakeel Ahmad, A. Khatun, Shaista Khan, T. Ahmad and A. Ahmad, "Entropy
analysis in relativistic ion-ion collisions", DAE Symposium on Nuclear Physics,

Varanasi, Dec. 07-12, 2014.
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Appendix D

List of Abbreviations

e RHIC : Relativistic Heavy Ion Collider

e BNL : Brookhaven National Laboratory

e LHC : Large Hadron Collider

e CERN : Conseil Europeen pour la Recherche Nucleaire
e ATLAS : A Toroidal. AparatuS

e CMS : Compact Muon Solenoid

e ALICE : A Large Ion Collider Experiment

e LHCb : Large Hadron Collider beauty

e STAR : for Solenoidal Tracker at RHIC

e HERA : Hadron-Electron Ring Accelerator

e CDF : Collider Detector at Fermilab

e SPEAR : Stanford Positron Electron Asymmetric Rings

e EMCAL : Electro Magnetic CALorimeter
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