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Abstract

Measurements of ¢* differential cross sections for inclusive Drell-Yan events in the
dielectron and dimuon final states are presented. The kinematic variable ¢*, con-
structed from the lepton angles, is correlated with the transverse momentum of the
vector boson. The data were collected with the CMS experiment at a centre-of-mass
energy of 8 TeV and correspond to an integrated luminosity of 19.7 fb~!. The differ-
ential cross section do/d¢* normalised to the total cross section within the fiducial
volume is measured with a precision of about 1% and is compared with theoretical
predictions. The measured spectrum, for the range ¢* < 0.1, differs from the theoret-
ical predictions by at most 5% (ResBos), 4% (MADGRAPH) and 9% (POWHEG). For
higher values of ¢* the deviations are as high as 9%, 5% and 18% in the three cases
respectively.
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1 Introduction

The neutral current Drell-Yan (DY) process, g — Z /v* — (74—, where / is either an elec-
tron (e) or a muon (u), is one of the best-studied benchmark physics processes at the LHC. The
total cross sections have been measured at several center-of-mass energies and compared to cal-
culations carried out in perturbation theory at next-to-next-to-leading-order (NNLO) in strong
coupling constant a; [1, 2]. Recently the fully differential NNLO calculation has been matched
with higher-order resummation in the O-jettiness resolution variable [3] which underlines the
importance of the process and hence the motivation for studying it using state-of-the-art tech-
niques. The differential cross section do/dM has been measured as a function of the dilepton
invariant mass, M [4-7], and theoretical calculations [8] reproduce the data at the few percent
level over nine orders of magnitude. The large production cross section and the experimentally
clean final state allows for detailed studies of the kinematic distributions for the DY process and
these serve as excellent tests of perturbative calculations. The distribution of the transverse mo-
mentum gt of the Z boson is one of the most interesting among these. Relatively low values
of gt are caused by multiple soft gluon emissions, while high g7 values result from the emission
of one or more hard partons in the initial state. The differential cross sections do/dqr have been
measured by ATLAS and LHCb at 7 TeV [9, 10] and by CMS at both 7 TeV and 8 TeV [11, 12].
Calculations based on fixed-order perturbation theory [13] describe these measurements fairly
well. Recently CMS has extended the study by double-differential measurements in bins of g7
and pseudorapidity [14].

A thorough understanding of the transverse momentum spectra of the vector bosons at hadron
colliders is essential for a future high precision measurement of the mass of the W boson. Fur-
thermore, the theoretical calculation of the transverse momentum distribution for Higgs bosons
produced in gluon-gluon fusion involve Sudakov form factors that are related to those that ap-
pear in the calculations for vector bosons, so measurements of vector boson production at low
gr are important for validating theoretical calculations of Higgs boson production.

A central issue in the measurement of do/dgr is the experimental resolution of g7, which is
dominated by the uncertainty on the magnitudes of the lepton transverse momenta. The lepton
angles, however, are relatively well measured. A new kinematic quantity has been recently
introduced [15-17] that is a function of the lepton angles only. It is defined as,

¢* = tan (%’) sin(0;)

where ¢acop = 7T — AP, AP being the opening angle between the leptons in the plane transverse
to the beam axis. The angle 0, indicates the scattering angle of the leptons in the rest frame
of the dilepton system with respect to the beam axis. The angle 6 can be defined in terms of
the pseudorapidities of the two oppositely charged leptons as: cos(0;) = tanh[(17- —#+)/2].
By construction, ¢* > 0. For a dilepton mass in the vicinity of the nominal Z boson mass, ¢*
correlates well with g7, and the range ¢* < 1 corresponds to g1 up to about 100 GeV. Since ¢*
depends on angular variables only, the resolution of ¢* is significantly better than the resolution
of g, especially at low g7.

The ¢* distributions for the DY process have been measured by the D0 Collaboration at the
Tevatron for pp collisions at /s = 1.96 TeV [18] and at the LHC by the ATLAS Collaboration
for pp collisions at /s = 7 TeV [19]. We present the first measurement of the differential
cross section do/d¢* using di-lepton events produced in pp collisions at /s = 8 TeV, for data
collected by CMS experiment corresponding to an integrated luminosity £ = 19.7 0.5 fb~1.
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2 Event Selection

The events are selected online using single lepton triggers during the 2012 pp collision data
taking period. Due to high instantaneous luminosity, there are multiple soft collisions during
the same bunch crossing, as well as crossings just before and after, leading to event pileup (PU)
in the detector. The average number of PU events per beam crossing is 21.

Electrons and muons are reconstructed and calibrated using the Particle Flow algorithm [20,
21]. Electron candidates are reconstructed as a charged track in the Tracker pointing to a cluster
of energy deposit in the ECAL [22]. Muon candidates are identified as charged tracks in the
Tracker that are compatible with charged-particle tracks in the muon system [23]. Quality
criteria are applied to the lepton candidates. Events with two leptons are selected in which one
lepton, consistent with the trigger, satisfies pt > 30 GeV and |y| < 2.1, while the other lepton
has pr > 20 GeV and |57| < 2.4. The leptons must have the same flavor and originate from
the same primary vertex, defined as the vertex in the event with the largest ) p%, where the
sum runs over all tracks associated with the vertex. For dimuon events, the muons must have
opposite electric charge. Events are retained if the dilepton invariant mass falls in the range
60 < My < 120 GeV.

The leptons produced in the DY process are usually isolated from other activity in the event,
so isolation criteria are applied to reject non-DY events. The isolation of a lepton is calculated
relative to its transverse momentum by summing the transverse momenta of charged hadrons,
neutral hadrons, and photons that fall within a cone of radius AR = \/An? + A¢?. The values
optimized for electrons and muons are AR < 0.3 and AR < 0.4, respectively. The requirement
that the reconstructed tracks originate from a common primary vertex eliminates the pileup
contribution to charged hadrons, but the pileup contributions for neutral hadrons and photons
must be estimated on a statistical basis. The specific formulae are:

IIE)F _ ( pfrharged + MAX [Olzp%eutral + Zp% —p X A&f}) /p%’

the = (LA 4 MaX [0, L pp + L pt - 05 Yot ) /1

where p is the average transverse energy per unit area and A is a parameter tuned to give
the best electron purity. Here 0.5 p*U refers to the contribution by the neutral particles lying
within the isolation cone but not associated with the primary vertex, assuming the contribution
to be half of the charged track contribution. The threshold for isolation for electronis Ipy < 0.15,
while for muon it is I{fF < 0.12.

The efficiencies for the trigger, reconstruction, identification and isolation requirements are
obtained in bins of pr and 7 using tag-and-probe techniques [23, 24]. Correction factors are
applied that scale the efficiencies obtained from the simulation to those obtained from the col-
lision data.

3 Simulated event samples

Simulated samples have been used for the determination of the acceptance and efficiencies
of the signal as well as for estimating some of the background rates. Large signal samples
were generated at next-to-leading order accuracy using the POWHEG generator [25-28] with
the CT10NLO parton distribution function (PDF) [29]. For POWHEG the renormalization and

factorization scales are determined by the value of the variable /M2 + g2. Parton shower
and the hadronization effects are introduced by interfacing with PYTHIA (v. 6.422) [30] using



the Z2star tune [31] determined by studying a sample of minimum bias events analysed by
the CMS experiment at /s = 7TeV [32]. An alternative signal sample corresponding to in-
clusive DY production with up to four hard jets was produced with the MADGRAPH leading-
order matrix-element generator [33] using the CTEQ6L1 PDF [34] and interfaced with PYTHIA
(v. 6.422).

The backgrounds from tt production, DY — 77 and W+jets events were generated using MAD-
GRAPH. Di-boson (WW, WZ and ZZ), the single-top (tW and tW), and the muon-enriched
QCD multijet samples were generated using PYTHIA. The cross sections for the simulated pro-
cesses are normalized with the best available theoretical calculations. For the signal and W+jets
samples, the total cross sections have been normalized to the value obtained from the NNLO
theoretical prediction, given by FEWZ [8]. The tt rate is normalised to the NNLO + next-to-
next-to-leading logarithm (NNLL) predicted cross section from Ref. [35]. The single top-quark
and diboson cross sections have been calculated at NLO accuracy while the rate for QCD mul-
tijets is available only at leading order (LO). The generated events are passed through a CMS
detector simulation based on the GEANT4 [36] package.

Minimum bias events have been superposed on the events in all of the above simulated sam-
ples to account for pileup. The number of superposed PU events follows the measured distri-
butions, which are a function of instantaneous luminosity.

Scale factors are applied to the simulated samples to account for the differences in the efficien-
cies measured with data and simulation. The scale factors for electron trigger, identification
and isolation efficiencies depend on the ranges of pseudorapidity and transverse momentum.
The values range from 0.982 to 1.005 with an uncertainty of 0.1 to 1.2%. For the muon channel
the scale factor for the trigger efficiency varies from 0.97 to 1.01, depending on the transverse
momentum and pseudorapidity of the muon, with a typical uncertainty of 0.2%. For the iden-
tification and isolation efficiencies the combined scale factor ranges from 0.92 to 1.03 with an
uncertainty of about 0.5% per muon. Energy/momentum scale corrections are applied to the
leptons in both data and simulated events.

Applying the full set of selection criteria, the dielectron and dimuon data sample include about
4.5 million and 6.7 million events respectively. The gt spectra in the electron and muon chan-
nels are presented in Fig. 1. The signal Monte Carlo samples are those generated with POWHEG.
The error bars reflect only the statistical uncertainties from the data and the simulated events.
While the data include the effects of multiple partons produced in the final state, the POWHEG
sample is generated for only zero or one final-state parton. Consequently, the observed gt spec-
trum should be harder than that from POWHEG, and discrepancy visible in Fig. 1 is expected.

The ¢* distribution is presented in Fig. 2 in 34 bins of varying width. The prediction based on
POWHEG singals and background processes are also shown. The bulk of the events lie in the
range ¢* < 1.
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Figure 1: The spectrum of dilepton transverse momentum, before unfolding, in electron (left)

and muon (right) channels overlaid with the distributions from POWHEG signal and back-

ground simulations normalized to luminosity. Only statistical uncertainties in data and simu-

lation are indicated.
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Figure 2: The ¢* distributions, before unfolding, in the dielectron (left) and dimuon (right) final
states. POWHEG signal and background simulations, normalized to luminosity, are overlaid.
Only statistical uncertainties in data and simulation are indicated.



4 Background Estimation

The background contributions to the selected event samples amount to only about 0.1% in both
the electron and muon channels. The main component of this background consists of inclusive
production of tt, Z — 1, WW, WZ, ZZ, single-top (tW and Wt), and, to a lesser extent,
W +jets and QCD multijets. The latter two processes can contribute when a jet is misidentified
as a lepton. Large simulated event samples have been used to estimate various background
contributions. The MC prediction for the small background from top quark production has
been validated at the level of 10% in [37] using CMS data.

The QCD multijets contribution in the muon channel is estimated with a muon-enriched sam-
ple of simulated QCD multijet events and is found to be negligible. The background from QCD
multijet events in the electron channel is not negligible, however, because the probability for a
jet to be misidentified as an elecrton is relatively higher. A data-driven method is used to es-
timate this background using a sample where the two electrons are required to have the same
charge in addition to having passed all the selection requirements for the signal. This sample
is dominated by Z events in which the charge of one of the electrons is mismeasured. Subse-
quently, for each bin of ¢* the invariant mass distribution of electron pairs is fitted with the
combination of a Monte Carlo template and an analytic function based on a falling exponential
multiplied by a complementary error function which terminates the exponential at low mass.
The template is the sum of expected signal and background contributions(tt, Z — 77, WW,
WZ, ZZ, single-top (tW and Wt)) times a free parameter which allows for a different fraction
of charge misidentification in data and simulation. The background due to QCD and W+jets
in each ¢* bin for the electron channel is modeled by this analytic function. An uncertainty of
100% is assigned to this estimate. The QCD and W+jet background is estimated to be about 5%
of the total background in the electron channel.

The estimated background is subtracted bin-by-bin before unfolding the spectra.

5 Unfolding the spectra
The differential cross section for the i-th bin of the ¢* spectrum, before unfolding, is

|:d0':| _M_Bi
do*]; L Ag;

where N;, B; and A¢; are the number of events selected in data, the estimated number of back-
ground events and the width of the given bin, respectively. £ is the total integrated luminosity.
The acceptance and efficiency factors are incorporated into the values of N; and B;.

Due to the finite resolution of the detector, measured values of ¢* are not exactly accurate,
and the observed distribution may differ from the true one. In particular, events can migrate
from one bin to the next; this migration amounts to 10% in the electron channel and 3% in the
muon channel. Furthermore, final-state radiation (FSR) causes differences between the ideal
spectrum and the observed one, even in the absence of measurement errors. To correct for these
effects, the observed distributions are unfolded using the “iterative Bayesian” method [38],
as implemented in the RooUnfold package [39]. The resolution model is taken from a large
simulated signal sample generated with POWHEG interfaced to PYTHIA 6. The bias in unfolding
due to the choice of generator, POWHEG vs. MADGRAPH, is not larger than 2%. The unfolded
distributions, defined with respect to the fiducial kinematical region of the leptons, can be
compared with theoretical predictions. The experimental identification of the lepton includes
the photons from FSR lying within a certain cone radius. However the theoretical descriptions
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of g7 used in this analysis are available in terms of leptons before FSR. Since FSR effects have
been removed through unfolding, the unfolded distributions correspond to the Born level and
the two channels can be combined directly.

6 Systematic Uncertainties

The total systematic uncertainty includes those due to luminosity, unfolding, Monte Carlo sta-
tistical uncertainties, pileup, background estimation, energy scale for electron channel, momen-
tum scale and resolution for the muon channel, the efficiencies due to lepton selection (trigger,
identification and isolation), the modeling of final state radiation (FSR) and the PDF uncer-
tianties. The total uncertainty refers to the quadrature sum of the statistical and systematic
components.

e The uncertainty on the measurement of the integrated luminosity, 2.6% [40], is uni-
form across the ¢* bins. This uncertainty vanished for the normalized differential
cross section measurement.

e Choosing a particular event generator over another for unfolding a spectrum intro-
duces a model dependence to the result. Replacing POWHEG by MADGRAPH results
in relatively large statistical bin-to-bin fluctuations. By fitting a smooth analytical
function to the ratio of the POWHEG and MADGRAPH results, the unfolding uncer-
tainties can be assessed as a function of ¢*.

e The limited number of simulated signal events leads to statistical fluctations in the
entries of the response matrix. The impact of these fluctuations is assessed using 500
pseudo-experiments in which the elements of the response matrix are varied within
their statistical uncertainies.

e The uncertainties in the scale factors for the trigger, isolation and identification ef-
ficiencies were taken into account by varying the central value randomly using 500
pseudo-experiments to produce 500 sets of response matrices. The RMS of the dis-
tributions unfolded with these pseudo-experiments is taken as the uncertainty.

e To estimate the uncertainty from pileup, the cross section of the minimum bias
events is varied by £ 5% . The maximum variation of the measured cross sections
with respect to the nominal pileup scenario is taken as the systematic error. For the
absolute cross section this uncertainty is approximately flat as a function of ¢* and
amounts to about 0.4% for both electron and muon channels. For the normalised
cross section the uncertainties remain well below 0.1% for most of the ¢* range but
increase to above 0.2% in the highest ¢* bins for the electron channel.

e For tt background the assumed values of the cross sections are varied by 10% simul-
taneously to evaluate the systematic uncertainties in their contribution. In the elec-
tron channel the QCD and W+jet contribution is assigned a 100% uncertainty. For
the absolute as well as the normalised cross sections in both channels the combined
uncertainty is below 0.05% for ¢* below 0.15 but rises at higher ¢* to a maximum of
0.55% in the highest bin.

e The electron energy scale is known to a precision of 0.1 to 0.2%. The electron mo-
mentum thresholds were varied up and down by a conservative amount of 0.3%
and the difference in the ¢* distribution after unfolding was taken as the systematic
uncertainty. The uncertainty due to the resolution of electron energy is not consid-
ered separately. This uncertainty is approximately flat as a function of ¢* at around
0.15% for absolute cross section measurement and below 0.06% for the normalised



measurement.

e The muon momentum resolution is about 1.3 to 2% for the relevant pr range. The
muon momentum scale is corrected for the misalignments in the detector systems
and the uncertainty in the magnetic field. To evaluate errors due to muon momen-
tum scale mismeasurement the correction factors are varied using Gaussian random
numbers within their uncertainties. The standard deviation in ¢* value resulting
from these variations is assigned as a systematic uncertainty. This uncertainty is
below 0.06% for the absolute and is below 0.04% for the normalised cross section
measurement.

e To account for the uncertainty in QED FSR, the simulation is re-weighted to reflect
the difference between a soft-collinear approach and the exact O(«x) result. The dif-
ference between the measurements with and without re-weighting is assigned as an
uncertainty. This uncertainty per bin is less than 0.08% for the absolute differential
cross section measurement and less than 0.04% for the normalised cross section for
both channels.

e The PDF uncertainty can affect the shape of the spectrum used to unfold the mea-
surement in data. The POWHEG signal sample was produced using the CT1IONLO
PDF. The cross section uncertainty is assessed by generating the spectrum with each
of the 52 eigenvectors of the CTIONLO sets and unfolding the data with each one.
The differences in the unfolded spectrum with each of the up and the down eigen-
vectors taken separately with respect to the nominal PDF are added in quadrature to
obtain the up and the down PDF uncertainties. The larger of the two is taken to be
the PDF uncertianty in that bin. For the absolute cross section this uncertainty is ap-
proximately independent of ¢* around 0.2% (0.05%) for the electron (muon) channel,
with a small decrease in the highest ¢* bins. For the normalised cross section this
uncertainty is smaller than 0.05% for most of the ¢* range in both channels, with an
increase in the highest ¢* bins to about 0.2% (0.1%) in the electron (muon) channel.

The variation of the total systematic uncertainty and its components for the absolute cross
section measurement are presented in Fig. 3. The statistical uncertainty is also presented. The
uncertainty due to unfolding includes the PDF uncertainty, the MC statistical uncertainty, and
the dependence on the event generator. The uncertainties from the background estimation,
pileup, and the electron energy scale or the muon pr resolution are combined under the label
Other. The total uncertainty for the absolute cross section measurement is dominated by the
luminosity uncertainty, followed at low ¢* by the efficiency uncertainties and for ¢* > 1 by the
unfolding uncertainty.

The uncertainties for the normalized cross sections, shown in Fig. 4, are much lower than those
for the absolute cross section due to the absence of a luminosity uncertainty. The variations
due to different sources in electron and muon channels are somewhat different from those for
the absolute cross section measurements, with the unfolding uncertainty generally dominating
over the other uncertainties.

7 Resulis

The absolute differential cross sections do/d¢* are presented in Fig. 5 (left) for the electron and
muon channels. These cross sections are defined by the kinematic selection criteria for the lep-
tons. The normalised differential cross sections (1/¢) do/d¢* are shown in Fig. 5 (right). These
measurements are compared to predictions from POWHEG. These predictions are normalised to
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Figure 3: The variation of statistical and systematic uncertainties, for absolute cross section
measurements, including the main components in electron (left) and muon (right) channels.
The unfolding uncertainty includes those due to PDF, Monte Carlo statistics as well as possible
bias in chosing a MC reference sample. The uncertainties from the background, pile-up and the

electron energy scale or, the muon pr resolution, as the case is, are combined under the label
”Other”.
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Figure 4: The variation of statistical and systematic uncertainties, for normalized cross section
measurements, including the main components in electron (left) and muon (right) channels.
The unfolding uncertainty includes those due to PDF, Monte Carlo statistics as well as possible
bias in chosing a MC reference. The uncertainties from the background estimation, pile-up and

the electron energy scale or, the muon pr resolution, as the case is, are combined under the
label “Other”.



the NNLO value for the total cross section calculated using FEWZ. This normalisation includes
an &, uncertainty and a PDF uncertainty which together amount to 3.3%.
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Figure 5: Absolute differential cross sections (left) and normalised differential cross sec-
tions(right) in the electron and muon channels. The horizontal band corresponds to the total
uncertainty in the theoretical prediction from POWHEG: statistical, scale and PDF for the left
plot and statistical and PDF for the right. The vertical bars correspond to the total uncertainty
in the experimental measurements in electron and muon channels.

The differential cross section measurements in the electron and muon channels have been com-
bined by computing a simple average of the corresponding central values. There are two com-
ponents to the uncertainty. The uncorrelated uncertainties are added in quadrature. These
include the uncertainty due to limited number of simulated events, the efficiency uncertain-
ties, and the energy/momentum scale uncertainties. The fully correlated uncertainties due to
luminosity, unfolding and background estimates, are added linearly. The pileup uncertainty,
which is also correlated between the channels, is calculated by averaging the individual pileup
distributions while the minimum bias cross section is varied by 5%. The maximum relative
difference is taken as the error due to pileup. The three combined uncertainties (uncorrelated,
correlated, and pileup) are added in quadrature to obtain the total uncertainty for the combined
distribution.

The combined absolute and normalized differential cross sections are presented in Fig. 6. Pre-
dictions from three different theoretical calculations, including ResBos [41], MADGRAPH and
POWHEG are also shown. The description by fixed-order perturbation theory diverges at lower
limit of g7, while the resummation techniques accounting for multiple gluon emissions from
the incoming quarks lead to a tame behaviour in this region. The total cross section obtained
from FEWZ has been used for the normalisation of the MADGRAPH and POWHEG predictions.
The uncertainties shown for MADGRAPH indicate PDF and scale uncertainties in FEWZ. The
uncertainty in ResBos is also due to PDF and scale uncertainties but is evaluated independently.

Figure 6 shows that none of the predictions match the measurements perfectly for the entire
range of ¢*. While the maximum discrepancy of MADGRAPH and ResBos with respect to the
data is below 5% (for the range ¢* < 0.1), that of POWHEG is greater than 10%.
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Figure 6: The combined absolute (left) and the normalized (right) cross sections compared to
the predictions from POWHEG, MADGRAPH and ResBos. The horizontal band corresponds to
the uncertainty in the experimental measurement. The vertical bars in the left plot correspond
to the statistical, scale and PDF uncertainties in the theoretical predictions. In the right plot,
the prediction from MADGRAPH has statistical uncertainty, POWHEG has statistical and PDF
uncertainties and ResBos has statistical, scale and PDF uncertainties included.

The POWHEG event generator accounts for only one hard jet in the event. Consequently, the
gt spectrum is relatively soft leading to a smaller event yield and a significant disagreement in
the high ¢* region. For this generator the uncertainty is dominated by the PDF uncertainty for
the absolute and by the statistical uncertainty for the normalised distributions. The prediction
from the MADGRAPH event generator, which produces inclusive DY events of Z production
with up to 4 jets at leading order, matches with the data within about 3% over the whole range
of ¢* considered in this analysis. The uncertainty in the prediction for the absolute distribution
is dominated by the uncertainty on the total cross section computed with FEWZ and, for the
normalised distribution, by the statistical uncertainty of the generated sample.

8 Conclusion

The kinematic variable ¢* is based on measurements of angles and is correlated with dilepton
transverse momentum gt in Drell-Yan events. A measurement of the absolute differential cross
section do/d¢* and the normalized differential cross section (1/0) do/d¢* has been presented
based on 19.7 fb~! of pp collision data recorded by the CMS detector. These measurements,
conducted in both the electron and muon channels, provide a sensitive test for theoretical pre-
dictions. The absolute cross sections are defined with respect to the kinematic requirements set
upon the leptons. The normalized cross sections, for which there is no uncertainty from the
measurement of integrated luminosity, are precise at the level of 1 —2%.

Comparisons to theoretical predictions have been made. In general the prediction from MAD-
GRAPH shows better agreement with the data compared to the predictions from POWHEG and
ResBos. Concerning the normalized differential cross sections, the differences with respect to
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the measurements for ¢* < 0.1 are at most 5% (ResBos), 4% (MADGRAPH) and 9% (POWHEG).
For higher values of ¢* the differences are as high as 9%, 5% and 18% in the three cases respec-
tively. In summary, none of the theoretical calculations succeed in predicting the measurements
perfectly over the entire range of ¢*.
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