
Julian Kahlbow

The low-Z Shore of the Island of Inversion:

Invariant-mass Spectroscopy of the heavy

Fluorine Isotopes 29F∗ & 30F at SAMURAI with

NeuLAND

2019





The low-Z Shore of the Island of Inversion: Invariant-mass Spectroscopy of the heavy

Fluorine Isotopes 29F∗ & 30F at SAMURAI with NeuLAND

Die Grenzen der
”
Insel der Inversion“: Spektroskopie der schweren Fluor-Isotope 29F∗ &

30F an SAMURAI mit NeuLAND

Vom Fachbereich Physik

der Technischen Universität Darmstadt

zur Erlangung des Grades

eines Doktors der Naturwissenschaften (Dr. rer. nat.)

genehmigte Dissertation von

Julian Kahlbow, M.Sc.

Referent

Prof. Dr. Thomas Aumann

Korreferent

Prof. Dr. Thorsten Kröll
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Abstract

The island of inversion is the region in the chart of nuclides at Z ∼ 11 and N ∼ 20 where the

N = 20 shell gap is quenched and intruder configurations are already dominant in the ground-

state wave function. First experimental evidence for shell-structure changes compared to the

naive shell model was found already in the 1970’s. This thesis studies the neutron-rich fluorine

isotopes 30F and 29F that are located just at the predicted lower proton-number boundary of the

island of inversion.

The experiment was carried out in inverse kinematics at the SAMURAI setup at the Radioactive

Ion Beam Factory (RIKEN Nishina Center, Tokyo/Japan). The nuclei of interest are populated in

quasi-free proton- and neutron-knockout reactions at ∼ 250MeV/u on the 15 cm LH2 target of the

MINOS device. The scattered charged nucleons are tracked in the MINOS TPC, while the heavy

charged fragment is analyzed by the large-acceptance dipole magnet SAMURAI. The NeuLAND

demonstrator and the NEBULA neutron detectors measure coincidentally neutrons in forward

direction. The DALI2 array detects γ-rays around the target region.

The NeuLAND demonstrator, part of the R3B experiment at GSI/FAIR (Germany), was added

to the SAMURAI setup for a two-year experimental program. The detector was commissioned

in a particular experiment where the one-neutron detection efficiency is determined at 110MeV

and 250MeV. Therefore, a quasi-monoenergetic neutron beam is produced in the p(7Li,7Be)n

reaction. The one-neutron detection efficiency is determined to be 31.0(13) % and 27.4(10) % (for

∆E > 5MeV) at 110MeV and 250MeV, respectively. The results agree with the simulations.

The SAMURAI setup allows to perform the complete spectroscopy of neutron-unbound nuclei.

The first spectroscopic information for 30F is here obtained in the 31Ne(p, 2p)29F+n reaction.

By applying the invariant-mass method, the relative energy is calculated from the momentum

measurement of the fragment and decay neutron. The ground-state resonance is determined to

be at 583(85) keV with a width of Γ = 730(151) keV. In the single-particle limit for a Breit-Wigner

resonance the value of the width indicates a significant contribution from a valence neutron in

the 2p orbital. This is a signature as found for nuclei in the island of inversion.

Bound and neutron-unbound states are studied for 29F. The excited states are populated in

the 30Ne(p, 2p)29F∗ reaction. A known bound excited state at 1063(7) keV is confirmed in this

experiment and a new one with transition energy of 287 keV is found. Above the separation

threshold 29F decays into 27F+n+n, the relative energy of the three particles is reconstructed and
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analyzed. Five more excited states are identified. The correlation analysis of this three-body decay

in Jacobi coordinates shows that 29F∗ decays dominantly in sequential-decay mode via resonances

in 28F. 28F is also separately investigated in the 29F(p, pn) reaction. The Breit-Wigner line shapes

for sequential decay are introduced to determine the three-body resonance energies. The level

and decay schemes are obtained.

Eventually, the comparison to a shell-model calculation with the SDPF-M interaction and a

ab-initio Self-consistent Green’s function theory using a N2LOsat+N3LO(lnl) interaction is shown.

It is concluded that the N = 20 shell-gap quenching persists at Z = 9 (N ∼ 20) and intruder

configurations are crucial in the description. The studied neutron-rich fluorine isotopes show

characteristics as found in the island of inversion.
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Zusammenfassung

Die sogenannte Insel der Inversion bei Atomkernen mit Z ∼ 11 und N ∼ 20 zeichnet sich durch

eine Verkleinerung des Schalenabstands bei N = 20 sowie durch Intruderkonfigurationen von

höheren Orbitalen in der Wellenfunktion aus. Erste experimentelle Hinweise auf die Veränderung

der Schalenstruktur im Vergleich zum einfachen Schalenmodell gab es bereits in den 1970er Jah-

ren. Diese Arbeit untersucht die Fluor-Isotope 30F und 29F, die sich an der vorhergesagten unteren

Grenze für die Kernladungszahl der Insel der Inversion befinden.

Das Experiment wurde am SAMURAI-Setup der Radioactive Ion Beam Factory (RIKEN Nis-

hina Center, Tokio/Japan) durchgeführt. Die zu untersuchenden Atomkerne werden in quasi-

freien Proton- und Neutron-Knockout-Reaktionen an dem 15 cm langen MINOS LH2-Target bei

∼ 250MeV/u produziert. Die Spuren der gestreuten leichten, geladenen Nukleonen werden in

der MINOS TPC gemessen. Die schweren, geladenen Reaktionsfragmente werden hingegen mit

dem SAMURAI Dipol-Magneten analysiert. Die Neutronendetektoren NeuLAND Demonstrator

und NEBULA messen koinzident Neutronen unter Vorwärtsrichtung. Der DALI2-Detektor misst

γ-Strahlung in der Target-Region.

Der NeuLAND Demonstrator ist ein Detektor am R3B-Experiment bei GSI/FAIR (Deutsch-

land), wurde aber für eine zweijährige Experimentierkampagne am SAMURAI-Setup eingesetzt.

Mit einem separaten Experiment, bei dem die 1-Neutronen-Nachweiseffizienz bei den Energien

110MeV und 250MeV bestimmt werden sollte, wurde der Detektor charakterisiert. Dazu wur-

de ein nahezu monoenergetischer Neutronenstrahl in der p(7Li,7Be)n Reaktion produziert. Die

1-Neutronen-Nachweiseffizienz wurde zu 31.0(13) % bei 110MeV und zu 27.4(10) % bei 250MeV

(für ∆E > 5MeV) bestimmt. Diese Ergebnisse stimmen mit Resultaten aus Simulationen überein.

Das SAMURAI-Setup ermöglicht die vollständige Spektroskopie neutronen-ungebundener

Atomkerne. Erstmalig wird hier 30F analysiert, dafür wird die Reaktion 31Ne(p, 2p)29F+n unter-

sucht. Unter Anwendung der Invarianten-Masse-Methode wird die Relativenergie aus der Impuls-

messung von Fragment und Neutron berechnet. Die Grundzustandsenergie liegt bei 583(85) keV

bei einer Resonanzbreite von Γ = 730(151) keV. Dieses Ergebnis deutet im Einteilchenlimit für die

Breite einer Breit-Wigner-Resonanz auf einen deutlichen Beitrag des Valenzneutrons im 2p-Orbital

hin. Diese Konfiguration entspricht einer typischen Signatur, wie sie bei Kernen in der Insel der

Inversion zu finden ist.

Im Fall von 29F werden gebundene und neutronen-ungebundene Zustände analysiert. Die-
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se angeregten Zustände werden bei der 30Ne(p, 2p)29F∗ Reaktion erzeugt. Die Messung bestätigt

einen bereits bekannten, gebundenen angeregten Zustand bei 1063(7) keV. Außerdem wurde ein

neuer Zustand mit einer Übergangsenergie von 287 keV identifiziert. Überhalb der Separations-

schwelle zerfällt 29F in 27F+n+n, die Relativenergie wird wiederum für die drei Teilchen berech-

net und analysiert. Dabei werden fünf weitere Zustände identifiziert. Die Korrelationsanalyse in

Jacobi-Koordinaten zeigt, dass 29F∗ vorwiegend sequentiell über Resonanzen in 28F zerfällt. 28F

wird auch separat in der Reaktion 29F(p, pn) untersucht. Die Drei-Körper-Resonanzen werden mit

speziellen Breit-Wigner-Distributionen für den sequentiellen Zerfall analysiert.

Die Ergebnisse für 29F werden mit einer Schalenmodell-Rechnung, die die SDPF-M Wechsel-

wirkung verwendet, verglichen, sowie mit der ab-initio Self-consistent Green’s Function Theorie,

die die N2LOsat+N3LO(lnl) Wechselwirkung benutzt. Es wird geschlussfolgert, dass die Verklei-

nerung des Schalenabstands bei N = 20 auch für Z = 9 fortbesteht und Intruderkonfigurationen

für die Beschreibung der Zustände erforderlich sind. Die neutronenreichen Fluor-Isotope zeigen

Charakteristika wie andere Kerne in der Insel der Inversion.
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Chapter 1

Introduction

The atomic nucleus is a quantum-mechanical object of the size of a few femtometer. Its con-

stituents, the neutrons and protons, together called nucleons, interact via the strong interaction.

At the end of the 19th century a new field of physics, namely nuclear physics, emerged with

the discovery of radioactivity by A. Henri Becquerel [2, 3] and with the following studies on nu-

clear decays by Marie Curie and others. In 1911, after his famous gold-foil experiment, Ernest

Rutherford formulated a new model of the atom with a small charged nucleus in its center. To-

gether with the discovery of the proton and neutron, this lay the basis for many experimental

and theoretical developments [4]. Today, approx. 3000 different stable and unstable nuclei are

experimentally found and mapped in the chart of nuclides, see Fig. 1.1.

The basic studies of nuclear abundances and binding energies found discontinuities in the

behavior and led W. M. Elsasser claim the existence of “sous-groupes” (engl.: sub-groups) in nu-

clei in 1934 [5]. Independently, M. Goeppert Mayer [6–8] and O. Haxel, J. H. D. Jensen, and

H. E. Suess [9] developed models to describe the structure found in nuclei. They introduced a

shell-model picture similarly to that for the electronic structure of atoms, where the particular

sub-groups manifest in particular large energy gaps between nuclear shells and they are only re-

produced when a spin-orbit term is considered in their nuclear mean-field potential, see Sec. 2.1.

The closed shells involve 2, 8, (14), 20, 28, 50, 82, and 126 nucleons [7, 9] – called “magic num-

bers”. Patterns in experimentally determined observables such as separation energy, energy of

the first excited state, and angular momentum demonstrate the success of the simple shell-model

picture [10]. Neutrons and protons successively fill the shells, the orbits are labeled according to

their quantum numbers with level n, orbital-angular momentum ~l, spin ~s, total angular momen-

tum ~j = ~l + ~s, and isospin ~τ .

With the advances in experimental techniques during the last 50 years, nuclei with large asym-

metry in the proton-neutron ratio have become accessible like around proton number Z ≈ 10 and

neutron number N ≈ 20. For instance, mass measurements of the sodium isotopes 31,32Na [11]

and the low 2+-state excitation energy of 32Mg (885 keV) [12] show inconsistency with theoretical
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Figure 1.1: Part of the chart of nuclides color-coded according to the one-neutron separation-

energy difference between two neighboring isotopes ∆Sn = [Sn(Z,N + 1)− Sn(Z,N)] /2, data

taken from Ref. [1]. The classical magic numbers are marked with black lines, isotopes marked

with a “#” are based on extrapolated values. Areas with particular stability, i. e. large separation

energy, describe the neutron magic numbers, whereas the magicity seem to vanish for N ≈ 20 at

Z ≈ 10, but a new shell closure at N = 16 appears. Nuclei within the region that is surrounded

by the red line can be considered to belong to the island of inversion (showing fp intruder con-

figurations), the fluorine isotopes are discussed here.
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results using the classical shell model and are the first experimental evidence that shell structure

evolves and residual interactions which cause e. g. deformation are missing in the shell-model.

This region of nuclei later became famous as so-called “island of inversion”. Additional nucleon-

nucleon interactions that become important for nuclei with increasing isospin asymmetry are the

reason for understanding the shell evolution theoretically.

The nuclear-physics community is right in the middle of performing experiments that study

the shell structure of such exotic nuclei with new methods. In addition, large efforts are under-

taken to understand the nuclear structure theoretically over the whole chart of nuclides. Besides

effective shell models, new ab-initio approaches try to describe the nucleus from first principles

with the nucleons as degrees of freedom and nucleon-nucleon forces [13]. Two fundamental

questions that address the limits of nuclear binding and the shell-structure evolution remain the

main motivation in nuclear physics: understand the existence and properties of nuclei and the

underlying fundamental forces.

Radioactive-ion beam facilities such as the GSI Helmholtz Centre for Heavy-Ion Research (GSI)

and the Radioactive Ion Beam Factory (RIBF)/RIKEN or the Isotope Separator On-Line Detector

(ISOLDE) at CERN and others produce such short-lived nuclei with large neutron-proton asymme-

try at the extremes of nuclear binding. The pioneering works to produce Radioactive Isotope (RI)

beams have been done at the Niels Bohr Institute (Copenhagen, Denmark) and with the Bevalac

at the Lawrence Berkeley Laboratory (USA) [14]. Experiments at RI-beam facilities identified

meanwhile several “islands of shell breaking” [15] where shell-structure inversions are found. For

nuclei with large isospin asymmetry around the classical magic neutron numbers N = 8, 20, 28,

and also 40 (subshell) the shell-gap energy quenches. Besides, new phenomena are found in

neutron-rich nuclei such as halo nuclei, di-nucleon correlations, clusters, and for heavier nuclei

neutron skins develop. This thesis work focuses on the neutron-rich site of the chart of nuclides.

Halo effects appear at the drip line where the valence neutrons are loosely bound and their

exponential wave-function tail extends far beyond the typical nuclear radius of a few femtome-

ter [16]. This can be seen as single nucleons orbiting outside a core. The unexpectedly large

interaction cross section of 11Li measured by Tanihata et al. [17] at the Lawrence Berkeley Lab-

oratory led to the interpretation by Hansen and Jonson [18] in terms of halo states. Meanwhile,

several such nuclei have been found where (multiple) weakly bound s- or p-wave neutrons (e. g.
11Be, 6He, 15C, 31Ne, . . . ) or also protons (17Ne) form a halo state [16]. A sensitive probe for

neutron halos are momentum distributions after neutron-knockout reaction, that are especially

narrow [19], or investigations of the electric-dipole response [20]. The latter is also a tool of

choice to investigate excess neutrons that form a neutron skin. A strong low-lying dipole strength

is a signature of a decoupled neutron excitation against an isospin-symmetric core [20].

All these experimental findings show that structure and dynamics of nuclei far from the valley

of β stability change drastically. The stable nuclei are well bound by about 8MeV but adding neu-

trons shifts the Fermi levels. At the neutron drip line, the neutron-separation energy Sn becomes

3
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Figure 1.2: Empirical shell gaps associated with ∆S2n. Except for silicon, a new magic number at

N = 16 appears. Data taken from Ref. [23].

zero but the protons are more deeply bound, the difference can reach 20MeV [20].

In a simplified approach, the neutron drip line [21] could be predicted by calculating the

separation energy

Sn(Z,N) = B(Z,N)−B(Z,N − 1), (1.1)

using semi-empirical mass models [22] or following trends in the experimentally-determined

binding energy B [23]. The larger the neutron-proton asymmetry, the smaller the binding en-

ergy.

Looking to the two-neutron separation energies reveals also other effects. Figure 1.2 shows

the difference between the two-neutron separation energies, ∆S2n = S2n(Z,N) − S2n(Z,N + 2),

which is associated with empirical shell gaps [24], for the (known) oxygen to silicon isotopes

using the data from Ref. [23]. For all the isotopes except for silicon a decrease of ∆S2n at N = 16

indicates a shell closure at the new magic number N = 16 instead of N = 20, giving rise to the

island of inversion. For silicon the pronounced behavior of N = 20 appears where ∆S2n starts

falling. For smaller neutron number α-cluster formation becomes apparent at N = 8, 10, 12 and

14 for a 4, 5, 6, and 7 α-clusters in 16O, 20Ne, 24Mg, and 28Si, respectively. The enhancement of

∆S2n for Z close to N for odd-even isotopes of fluorine and sodium reveals the importance of

neutron-proton pairing.

Besides neutron-proton pairing, also the neutron-neutron interaction can gain binding as ex-

emplarily seen for the fluorine isotopes. In the fluorine isotopic chain a binding staggering is seen

between even and odd isotopes – the odd-odd isotopes 28F and 30F are neutron unbound while 29F

& 31F are particle stable. The last bound fluorine isotope is not known though. Experimentally,
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the neutron drip line is only established up to oxygen, 24O is the last bound in this chain. The

generic mass formula cannot predict precisely the location of the drip line, what becomes obvious

for oxygen. In modern calculations, the drip line is correctly predicted only including residual

interactions. In case of oxygen, this is a question of three-body forces [25].

In order to study neutron-unbound states and get a better understanding why those nuclei are

unbound, new experimental techniques have been developed. The experiment analyzed in this

thesis uses proton- and neutron knockout reactions on neutron-rich beams to populate neutron

unbound states. The invariant-mass technique is used to obtain spectroscopic information. Since

the neutron-unbound states decay immediately into neutron(s) and heavy charged fragment, ex-

perimentally the aim is to measure all reaction particles.

A new-generation setup for measurements in inverse and complete kinematics with high-

energy RI beams is the SAMURAI stage at the RIBF/RIKEN in Japan [26]. This facility uniquely

combines highest-available intensities for RI beams, a high-resolution experimental setup, and a

neutron-detection system with high efficiency. This combination allows in the experiment here

for the first time ever to study the heavy oxygen isotopes 28O & 27O that decay via four- and

three-neutron emission, respectively. The neutrons are coincidentally detected with the NeuLAND

demonstrator and NEBULA neutron detectors.

NeuLAND is the new neutron detector developed and foreseen for experiments at the R3B

experiment at GSI/FAIR (Germany) [27]. After the first part – the so called NeuLAND demonstra-

tor – had been built as GSI, it was shipped to RIKEN in January 2015 and added to the existing

neutron detector at SAMURAI, called NEBULA, to perform experiments there and contribute to

the FAIR-Phase-0 research program. Adding NeuLAND almost doubles the one-neutron detection

efficiency and increases substantially the multi-neutron tracking efficiency what is necessary to

perform the investigation of 28O. This thesis describes in particular an experiment that character-

izes the NeuLAND demonstrator at SAMURAI and quantifies its one-neutron detection efficiency

applying quasi-monoenergetic neutrons at 250MeV and 110MeV as a probe, the details are de-

scribed in Sec. 7.7. NeuLAND could contribute as key detector to several experiments during the

campaign at SAMURAI which ended in summer 2017 before the detector was sent back to GSI.

Another experiment that is mentioned in a bit more detail is the lifetime measurement of the
26O(g. s.) for that a new method has been developed as part of this thesis work, see Sec. 3.7.

The whole campaign with the NeuLAND demonstrator at RIKEN is reviewed in Ref. [28] where in

total twelve experiments were conducted.

The focus of this work is the study the heavy fluorine isotopes 27F to 30F at SAMURAI. This

project is supported by the Collaborative Research Center 1245 “Nuclei: From Fundamental Inter-

actions to Structure and Stars” at TU Darmstadt. The sub-project A06 focuses on the theoretical

and experimental study of “Strong interactions beyond the drip line”, in particular the tetra-

neutron system, and the very neutron-rich oxygen and fluorine isotopes. Several theories predict

that also those fluorine isotopes are effected by the quenching of the sd-fp shell and intruder con-
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tributions have a substantial contribution – thus, showing characteristics as found in the island of

inversion and extending it to lower Z number.

Experimentally, little is known about their shell structure. Here, the focus is put to the com-

plete spectroscopy of 29F and 30F including the bound and neutron-unbound states, populated

in one-proton-knockout reactions on neon isotopes. The SAMURAI setup allows to do the com-

plete and exclusive spectroscopy of those isotopes where γ-ray spectroscopy is applied to measure

bound excited states and the invariant-mass technique to obtain the excitation energy above the

neutron-separation threshold. In addition, the large-acceptance setup allows to measure momen-

tum distributions that can be analyzed in quasi-free scattering theory.

The thesis starts with a chapter (Ch. 2) detailing the shell model and the theory of physics of

neutron-unbound states. In Ch. 3, the current research around this topic is reviewed focusing on

experiments in the island of inversion. Chapters 4 and 5 discuss the experimental and analysis

methods, like RI beam production, reaction physics, (multi-) neutron tracking, and the analysis

of neutron-unbound states, before the experimental setup is introduced. Following, Ch. 6 and 7

show the experimental-data calibration and analysis. In the end, in Ch. 8, the results are presented

for the first spectroscopy of 30F and the Borromean nucleus 29F, where the results are compared

to theory predictions.
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Chapter 2

Theoretical Background

2.1 The Nuclear Many-Body Problem

The atomic nucleus is a strongly-interacting quantum many-body system. In order to study it

theoretically the many-body eigenstate problem needs to be solved:

Ĥ |ψn〉 = En |ψn〉 , (2.1)

Ĥ is the many-body Hamiltonian, |ψn〉 a many-body eigenstate and En the energy eigenvalue. In

the following, it is described how the Hamiltonian and the interaction potential can be formulated

and what methods are available to solve the many-body problem.

As of today, it is only possible to study very light systems (A ≤ 2) in the fundamental the-

ory of Quantum Chromodynamics (QCD) on the lattice. Thus, different phenomenological and

microscopic models have been developed to describe nuclei and observables, through to ab-initio

methods directly based on QCD symmetries.

The many-body Hamiltonian for A nucleons is in general composed of the kinetic-energy

operator T̂ , the two-nucleon V̂NN , and further multi-particle interaction terms,

Ĥ =

A∑

i=1

T̂i +

A∑

i<j

V̂ij + . . . (2.2)

The Schrödinger equation can in this case only be solved exactly for few-nucleon systems (A =

3, 4) [29].

The many-body state must be antisymmetrized according to space |nlml〉, spin |sms〉, and

isospin |tmt〉. A particular state for one nucleon can be formulated as

|φ〉 = |nls(jmj); tmt〉 =
∑

mlms

C

(

l s j

ml ms mj

)

|nlml〉 ⊗ |sms〉 ⊗ |tmt〉 , (2.3)

7



2. Theoretical Background

where all the possible couplings are expanded in Clebsch-Gordan coefficients C. This becomes

already a complex system when only two nucleons couple together with their single-particle quan-

tum numbers and total angular momentum J as |n1l1j1, n2l2j2;JT 〉, whereas symmetry consid-

erations can help to reduce the problem (like Pauli exclusion principle). A typical single-particle

basis are the Harmonic Oscillator (HO) states. An efficient way to formulate the state is to use the

second-quantization formalism. A nucleons are combined in all possible configurations and form

a complete antisymmetrized basis {φi},

|φi〉 = |β1β2...βA〉i , (2.4)

where the Slater determinants are |β1β2...βA〉 = ĉ†β1
ĉ†β2
...ĉ†βA

|0〉 with the creation operator ĉ†β to

create a particle in state β.

2.1.1 The Shell Model

In the mean-field approximation an effective one-body (average) potential U is introduced, rewrit-

ing the Hamiltonian in the two-body interaction case (Eq. 2.2) gives

Ĥ =

[
A∑

i=1

(

T̂i + Ûi

)
]

+





A∑

i<j

V̂ij −
A∑

i=1

Ûi



 = Ĥ0 + Ĥres, (2.5)

that separates the interaction into a mean-field part Ĥ0 and the residual interaction Ĥres that

is assumed to be small. Ĥ0 is the single-particle potential that is assumed to be formed by all

nucleons which are moving independently in that potential. Suitable mean-field potentials U

in this Independent Particle Model (IPM) are typically of harmonic-oscillator or Woods-Saxon

shape. Hartree-Fock theory is also used to derive U starting with an effective two-particle inter-

action [30]. However, the shell structure is only reproduced, including the characteristic energy

gaps, by adding a spin-orbit dependent potential acting on orbital angular momentum and spin,

~l · ~s, and a term proportional to l2. The energy-level structure is shown in Fig. 2.1.

Residual Interactions

In the vicinity of the magic numbers and close to β-stable nuclei, this model works well but in

particular for the region which is subject of this thesis, the residual interactions are crucial and

need to be included. In the picture of an inert core and nucleons above in the valence space,

the interactions between valence nucleons have the largest impact on the shift of the energy

levels [31], while the nucleon-core interaction can be taken with the average potential. The

residual interactions reduces to [31]

Ĥres = V̂ij , (2.6)
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Figure 2.1: Energy levels in single-particle shell model, restricted to four major shells. From left

to right the splitting of the major oscillator shells due to the l2 interaction, and spin-orbit splitting

to the right. The levels are labeled with their quantum numbers nlj. The degeneracy of the levels

is 2j + 1, the classical magic numbers are indicated between the shells. The orbital gaps are not

to scale.

for the interaction of the valence nucleons ij that is not captured by the mean field.

There are microscopic models to derive the residual interactions from the nucleon-nucleon

potential, what is described later, or taking a phenomenological approach. Effective components

of the residual interactions are for instance:

• surface δ interaction

• pairing

• spin-orbit coupling

and others leading to configuration mixing.

In the following, the focus is placed on this Shell Model (SM) approach where residual interac-

tions are considered. The mean-field Ĥ0, that can be modeled by a spherical harmonic oscillator,
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is the only contribution to the inert core nucleons. On top of this core, a few valence nucleons

interact with each other within a defined model space treated in Ĥres. Solving the Schrödinger

equation for Ĥ0 yields the Single Particle Energy (SPE), 〈φi|Ĥ0|φi〉 with the single-nucleon states

|φi〉. The Two-Body Matrix Element (TBME) of the nucleon-nucleon interactions reads in general

〈φiφj |Ĥres|φkφl〉.
Famous representations for the determination of effective, semi-empirical TBMEs within the

sd shell are the USDA/USDB interactions [32, 33], based on the work by Wildenthal [34]. The

empirical TBME is obtained e. g. from a comparison between the energy that is calculated using

Ĥ0 and two non-interacting valence nucleons in a defined state j1j2(J), and the same observable

determined from experiment. Eventually, this leads to a fit parametrization of the interaction

energy [35]. The effective (diagonal) TBME contribution EJ = 〈φiφjTJ |Ĥres|φiφjTJ〉 (with total

angular momentum J) is deduced where the underlying forces are not resolved. The single-

particle states |φi〉 are written in short as ji including all their quantum numbers. Weighting EJ

with the total angular momentum is called the monopole contribution of the TBME

Vj1j2 =

∑

J(2J + 1) · EJ
∑

J(2J + 1)
. (2.7)

The Effective Single Particle Energy (ESPE) is the sum of SPE and TBME and has direct influence

on the energy-level spacing. The energy of k nucleons in the valence shell j2 is for instance

E = E0 + Eres = Espe + k · Vj1j2 , (2.8)

where the residual energy comes from the interaction between the orbits j1 and j2. It is noted

that the J-dependent TBMEs contribute to higher multipole orders.

In the just mentioned SM method the residual two-body interaction is modeled in a semi-

empirical way but there are also microscopic theories available. The aim of recent research is the

understanding of the realistic bare nucleon-nucleon interaction. One approach along this way is

the study of the operator structure of the NN potential VNN . The operators are classified into the

following components, which are also used to expand the above mentioned monopole interaction,

• central (scalar in spin), e. g. ∼ ~̂σ1 · ~̂σ2

• spin-orbit (vector in spin), e. g. ∼ (~̂σ1 + ~̂σ2) · ~̂L

• tensor (tensor in spin), Ŝ12,

where charge symmetry is presumed, the isospin dependence is either isoscalar or isovector (∼
~τ1 · ~τ2). The tensor operator Ŝ12 takes in space-coordinate representation the form

Ŝ12 (~r) =
(

~̂σ1 · ~̂r
)(

~̂σ2 · ~̂r
)

− r2

3
~̂σ1 · ~̂σ2. (2.9)
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The other operators which are composed of ~̂r, ~̂p, and ~̂σi and which are used to built V̂NN can for

example be found in Ref. [30]. Representations for this kind of semi-phenomenological potentials

are e. g. the Argonne v18, CD Bonn 2000, or Nijmegen potentials that use experimental phase-shift

data and ground-state properties to restrict the parameters in the potential description [36] where

some features of three-nucleon forces can already be included. All of them feature a repulsive

core and can be described by one-pion exchange in the long-distant region. Those high-precision

potentials are e. g. used in the G-matrix approach to calculate TBMEs.

A systematic approach to determine VNN is followed in an Effective Field Theory (EFT), the

potential is expanded in powers of (Q/Λb)
ν (ν ≥ 0) with a typical momentum Q and breakdown

scale Λb [37]. Given that low-energy nuclear physics acts on momenta in the region of Q ∼
100MeV/c − 200MeV/c, a separation of scales is immanent. In this region, nucleons and pions

become the effective degrees-of-freedom in a chiral EFT where heavier mesons are not resolved at

breakdown scales of Λb ∼ 500MeV/c. The dominant contribution comes from the leading-order

term O((Q/Λb)
0) that includes contact interactions featuring integrated short-range interactions

and the interactions from one-pion exchange resolve the long-range interaction. An overview

of the hierarchical structure of the nuclear-force diagrams in Weinberg counting can be found

e. g. in Ref. [38]. At next-to-next-to-leading order O((Q/Λb)
3) non-vanishing three-body forces

emerge. Regularization and renormalization issues are not discussed here but are addressed e. g.

in Ref. [39]. Besides the chiral EFT other forms like the pion-less EFT or the chiral+∆ EFT,

including explicitly ∆-excitation degrees-of-freedom, have been developed.

2.1.2 The Many-Body Problem in ab-initio Theory

Above it is discussed how to determine and express the many-body Hamiltonian in a microscopic

approach and in particular the nucleon-nucleon potential. There exist approaches to solve the

eigenstate problem in Eq. 2.1 with realistic interactions. The eigenstates may be expanded as

|ψn〉 =
∑

i

ci |β1β2...βA〉i . (2.10)

In the following, different methods are presented. Ab-initio methods start from realistic nucleon-

nucleon forces (such as derived in chiral EFT) and can be applied to nuclei up to A . 60. The

limit in mass number has been pushed further from A ∼ 12 in the last decade due to new methods

that have been developed. Another approach widely used in the medium-mass region is the

SM. Heavier systems are often studied in energy-density-functional theory but it is not further

reviewed here.

The number of available ab-initio methods show the advances in this field, namely [13]:

• Quantum Monte Carlo (QMC)

• No-Core Shell Model (NCSM)
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2. Theoretical Background

• Coupled Cluster (CC)

• Self-Consistent Green’s Function (SCGF)

• In-Medium Similarity Renormalization Group (IM-SRG)

• Many-Body Perturbation Theory (MBPT) and others.

Two of these methods are chosen to be presented in more detail.

No-Core Shell Model

The ab-initio NCSM [40] is a more complex extension of the SM with realistic nuclear forces. Not

only a few nucleons are interacting in the valence space but instead all nucleons are active in

a truncated model space, therefore there is no inert core. The single-particle basis of choice to

describe the many-body state is typically the HO basis. The eigenstates |ψn〉, cf. Eq. 2.1, are ex-

panded in all the possible configurations the nucleons can occupy within a given truncated model

space (e. g. as Slater determinants to fulfill anti-symmetrization). The Schrödinger equation is

reformulated as matrix eigenvalue problem. The model space is characterized by the maximum

number of accessible HO major shells Nmax~ω, already for ten neutrons and protons distributed

up to the sd-shell the plain number of possible Slater determinants is approx. 3× 1010. This

dimension puts already a computational limit on solving the many-body problem, especially to

have sufficiently large Nmax~ω to reach convergence. Simply speaking, the Hamiltonian with its

mixing matrix elements 〈ψi| Ĥ |ψj〉 needs to be diagonalized to solve Eq. 2.1.

One approach is to restrict oneself to relevant basis states before the diagonalization and reject

others. This idea is followed in the Importance-Truncated No-Core Shell Model (IT-NCSM) where

a weight is put to all basis states by comparison to a reference state from a small model space in

first-order perturbation theory. And only those states are considered further that have a sufficient

overlap with the reference state [13].

Another method that can extend the mass limit A to approx. 60 in ab-initio theory is com-

bining two of these methods, namely the NCSM and IM-SRG. The idea of renormalization is

already applied in the EFT approach by the reduction in resolution establishing a low-energy

nuclear physics theory [41, 42]. The advantage of the renormalization-group technique is to

decouple low from high momentum interactions instead of just truncating the interaction. A

renormalization-group method that allows to handle also three-body interactions is the Similar-

ity Renormalization Group (SRG). Figuratively speaking, in the SRG the Hamiltonian matrix is

evolved towards a band-diagonal form [43] and the off-diagonal elements, i. e. the coupling of

low and high momentum components where multi-particle/multi-hole excitations might be of low

contribution, are reduced. A unitary transformation is applied to the Hamiltonian in infinitesimal
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steps expressed in a flow equation with flow parameter s [41, 43]

d

ds
Ĥ(s) =

[[

Ĝ(s), Ĥ(s)
]

, Ĥ(s)
]

, (2.11)

with the unitary transformed nuclear Hamiltonian Ĥ(s) = Û(s)ĤÛ(s)† (where Û †Û = Û Û † = 1),

where the Hermitian operator Ĝ(s) is chosen to pre-diagonalize Ĥ(s). It is emphasized that the

SRG evolution induces higher many-body forces: starting with nucleon-nucleon interactions also

three-body interactions are present. Eventually, the evolved Hamiltonians are used in a NCSM

calculation to solve the many-body problem in a smaller space, resulting in ground and excited

state energies and their eigenvectors which are used to consistently obtain other observables.

Self-consistent Green’s Function Theory

Another theory to solve the many-body problem is based on Green’s functions that has recently

been applied to nuclear physics and is also capable to address the mass region A ≈ 100 [44].

The idea of SCGF is to calculate excitations from the ground state or similarly add or remove

nucleons to/from it. Therefore, propagators are introduced to move particles. In a basic case, the

propagator (or Green’s function or correlation function) for a free particle with Hamiltonian ĥ –

the time evolution of a particle given by state |ψ(t0)〉 from time t0 to t – is calculated like

|ψ(t)〉 = exp

{

− i

~
ĥ(t− t0)

}

|ψ(t0)〉 . (2.12)

The Green’s function G(~r ′, ~r; t, t0) is defined in space as

〈~r ′|ψ(t)〉 =
∫

〈~r ′| exp
{

− i

~
ĥ(t− t0)

}

|~r〉 〈~r|ψ(t0)〉 d~r

=

∫

G(~r ′, ~r; t, t0) 〈~r|ψ(t0)〉 d~r.
(2.13)

Coming back to the many-body problem using the formulation in Eq. 2.1. The creation and anni-

hilation operators are well suited to describe the propagation of a particle, they add or remove a

particle at time t and position ~r. Instead of evolving the state in time, in the approach by Cipol-

lone et al. [44] as discussed here, the operators are evolved in time what is known as Heisenberg

representation. The creation operator c†α (similar is the annihilation operator cα) is evolved like

c†α(t) = exp

{
i

~
ĥt

}

c†α exp

{

− i

~
ĥt

}

. (2.14)

The one-body propagator,

gαβ(t, t
′) = 〈ψ|T̂

[

cα(t)c
†
β(t

′)
]

|ψ〉 , (2.15)
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2. Theoretical Background

is adding a particle in single-particle state β at time t′ to the system and removes correspondingly a

nucleon from state α at time t, representing i. e. the probability amplitude for a nucleon traveling.

T̂ [. . . ] is the time-ordering operator. The approach can be extended in the same way to define e. g.

the two-particle/two-hole propagator or other one-/two-body operators (including the nucleon-

nucleon potential). Reference [45] makes use of the energy-representation of the propagator, the

Fourier transform from t to ω is

gαβ(ω) = 〈ψ0| cα
1

~ω −
(

Ĥ − EA
0

)

+ iη
c†β |ψ0〉

+ 〈ψ0| c†β
1

~ω +
(

Ĥ − EA
0

)

− iη
cα |ψ0〉

= gpαβ(ω) + ghαβ(ω),

(2.16)

separated into particle and hole propagator, with the ground-state wave function |ψ0〉. Solving

the Dyson equation [44] obtains finally the correlated propagator

gαβ(ω) = g0αβ(ω) + g0αγ(ω)Σ
⋆
γδ(ω)gδβ(ω), (2.17)

where g0αβ(ω) refers to the reference state, e. g. Hartree-Fock-Bogoliubov states. The self-energy

Σ⋆
γδ(ω) is determined in the iterative, self-consistent way together with the propagator itself. For

calculation details it is referred to Refs. [44, 45]. The authors address the computation of the

self energy by applying the third-order algebraic construction scheme or for open-shell nuclei the

Gorkov formalism, including three-body forces.

Another advantage of the SCGF method is that nucleon spectral functions, which give momen-

tum distributions and spectroscopic-strength distributions, can be calculated directly. The particle

spectral functions read

Sp
αβ(~p, ω) =

∑

n

〈ψ0|cα|ψA+1
n 〉 〈ψA+1

n |c†β |ψ0〉 δ
(
~ω −

(
EA+1

n − EA
0

))
, (2.18)

while the spectral function for a hole excitation is inferred the same way. Integration of Sp
αβ(~p, ω)

in momentum results in the spectroscopic strength of a certain state ψn (with eigenenergies En).

Adding a proton to 28O results in the spectrum of 29F as being discussed in Sec. 8.2.7.

Continuum Shell Model

The before-mentioned methods struggle to account for states in the continuum. So far, bound

states are considered but the nucleus is an open quantum system where the coupling to the

continuum causes a residual impact on bound states and lead to resonant states itself, that decay

via particle emission.
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There can occur resonant states but also non-resonant scattering states in the continuum. The

continuum shell model is an approach to account for that, its complex-energy implementation

is called Gamow SM [46]. It makes use of the Berggren single-particle basis which combines

bound, and resonant, and non-resonant states in the complex-energy plane [13]. The challenge

is to isolate the many-body resonant states from scattering eigenstates [46]. The non-resonant

continuum is thus discretized but still the number of Slater determinants grows vastly [13].

One approach to efficiently diagonalize the Hamiltonian matrix and to determine the eigenen-

ergies is the density-matrix renormalization group. This method using the Berggren basis in NCSM

calculations is under development [13].

2.2 Neutron-unbound States

This section lays the basis for the analysis of the neutron-decay states in 29,30F that are experi-

mentally studied in this thesis. As described in the previous section, the solution of the eigen-

wert problem in a simple mean-field potential is known from basic quantum mechanics. In the

fermionic nuclear many-body system the energy levels are filled successively with nucleons start-

ing from strongest binding up to the Fermi level. For β-stable nuclei the nucleons occupy levels

that are strongly bound in the potential well with an average binding energy of 8MeV per nu-

cleon. In particular, the neutron-separation energy becomes smaller and the nuclei are more

weakly bound for large isospin asymmetry [20]. The bound-state structure is e. g. investigated

with scattering experiments, transfer reactions, or nucleon-removal reactions in combination with

γ-ray spectroscopy [16].

These measurements are characterized by a significant increase of cross section around and at

the particular discrete state – called a resonance. Withal, this is a common behavior exploited in

all scattering experiments and in all fields of physics. It is most simple observed for oscillations in

classical mechanics where the oscillation amplitude increases dramatically at the eigenfrequency.

Considering a simple Hamiltonian as in Sec. 2.1.1 with a potential of infinitely high walls

as the harmonic oscillator, all solutions in terms of energy eigenvalues are negative and thus

bound, the spectrum is discrete. On the other hand, in a mean field potential (including residual

interactions) that is now of finite depth the solutions are also states with energies larger zero.

The spectrum of scattering states, where resonances are embedded, is continuous [47]. Espe-

cially, the residual interaction shifts energy levels as outlined before, cf. Sec. 2.1.1, even above

the particle-separation threshold such that single-particle resonances are formed. Furthermore,

bound and continuum states can be mixed. Theoretical calculations are still difficult, even in a

discretized continuum. A recently further developed approach namely the Gamow Shell Model

(GSM) addresses a multiconfigurational SM, it is mentioned in Sec. 2.1.2.

A resonance is described by its energy Er, width Γ (∼ Full Width at Half Maximum (FWHM)),

and the decay with angular momentum (J), and parity (π). The study of resonances is obviously
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2. Theoretical Background

subject of scattering theory where these particular states are populated in a nuclear reaction. The

interacting particles are trapped for a short time by a potential barrier, the decay lifetime τ is

τ =
~

Γ
. (2.19)

The analysis of the scattering matrix allows to determine the resonance energies. The scattering

matrix can be parametrized e. g. in terms of R-matrix or, in a formally equivalent approach [48],

can be calculated in a SM approach.

Experimentally, resonances are characterized by their signature in the excitation function, i. e.

peaks, dips, or interference patterns in the cross-section curve as function of energy. This is also

reflected in the resonance-scattering phase shift δ, that shows a sharp increase at the resonance

energy [49],

δ(E) ∼ arctan

(
Γ/2

Er − E

)

. (2.20)

Coming back to nuclear physics, a striking problem at its time was the analysis of capture

reactions of slow neutrons by a nucleus. Breit and Wigner [50] describe this process for the

first time in detail and find the formal description of the resonance cross section what is today

often referred to as Breit-Wigner line shape. Starting from transition amplitudes, the capture

cross section σc is derived for resonant absorption to an intermediate state and subsequent γ-ray

emission. The result in its original form is [50]

σc =
Λ2

π
S

ΓsΓr

(ν − ν0)2 + Γ2
, (2.21)

with the statistical factor S, the de-Broglie wavelength Λ, and the resonance energy ν0. Γi is the

width that characterizes the channel i: Γs is the entrance channel and Γ is the total width that is

dominated by the width of the capture state Γr.

Generally speaking, the S-matrix derived for a Breit-Wigner type resonance takes the form [49]

S(E) ∼ E − Er − iΓ/2

E − Er + iΓ/2
. (2.22)

The resonance condition is fulfilled at the pole of the denominator, E = Er−iΓ/2, in the complex-

energy plane. Thus, states and in particular resonances can be defined in a mathematically way

by the position of the pole in the complex-energy plane, see Fig. 2.2 [51]:

• Re(E) > 0 & Im(E) < 0: resonance (or unbound state)

• Re(E) < 0 & Im(E) = 0: bound state

• Re(E) > 0 & Im(E) = 0: scattering state
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Figure 2.2: Resonant states, indicated by filled circles, in the complex-energy plane as solution of

the scattering matrix S. Figure adapted from [51].

A special case occurs when there is no angular barrier present for l = 0 neutron scattering

– called virtual state (Γ > 4Er) [52]. It is not a bound state although the pole is found to be

on the negative Re(E) axis but it is located on the negative Im(p) axis in the momentum plane

(Re(p) = 0) other than a bound state. The pole there is at p = i/a with scattering length a.

In the experiment here, a kind of direct reaction namely a removal reaction is used to populate

unbound states. The state of interest is populated through one channel and decays to one of the

open channels. The time scale of the population mechanism is much smaller than the interaction

time in the resonant state, the width of the incoming channel is negligible and the total width is

determined by the decay channel. Thus, a single resonance can here be described by the following

simple single-level Breit-Wigner line shape

dσ

dE
∝ Γ

(E − Er)
2 + Γ2/4

. (2.23)

The corrections, coming e. g. from an energy-dependent width, and assumptions applied in the

derivation for special decay mechanisms are explained in Sec. 4.5. Other theoretical considera-

tions for scattering other than for a neutral spinless particle or the influence of the potential are

described e. g. in Ref. [53].

Additional information can be deduced from the resonance width in terms of the single-

particle character of the resonance, i. e. the spectroscopic factor [54, 55]. The spectroscopic

factor can be defined as in Ref. [56] as the ratio between the formal reduced width (measured)

and the reduced one for a pure single-particle resonance

S = γ2/γ2sp, (2.24)

or equivalently S = Γ/Γsp, Γ itself depends on the angular momentum l. Formally, it is defined

as overlap integral between a single-particle state and the corresponding knockout state (in a re-

moval reaction) [54]. When S approaches unity the fragment-neutron configuration is considered
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2. Theoretical Background

as a “pure” single-particle neutron state. Thus, it also puts an upper limit to the width for different

l and can hint to the angular momentum of the state. However, this limit needs to be treated with

caution because Γsp is model dependent [56]. For the estimation of the single-particle width see

Sec. 4.5.

2.3 Neutron Correlations and Decays

As discussed, particle-unbound states are characterized by their resonance energy and width. The

decay behavior is a field for nuclear-structure studies and may give insight into few-body physics.

In case of a two-body decay, the decay kinematics is determined by energy and momentum

conservation, the energy is shared in a back-to-back emission of the partners. Instead, three-body

decays, as for 29F∗ →27F+n + n, exhibit a wider physics. The relative three-body energy is here

called Efnn for the decay into heavy fragment f and two neutrons n. The following decay types

are distinguished basically based on resonance energy, width, and possible intermediate states

with the one- and two-particle separation thresholds relative to the initial level, Dn and D2n,

respectively, cf. Fig. 2.3:

• genuine three-body decay

• di-neutron (di-proton) decay

• sequential decay

The observables in Jacobi coordinates are sensitive to the different types, cf. Sec. 4.6.

2.3.1 Direct Decay

The direct-decay mechanism is often observed for nuclei beyond the drip lines. One kind is a

phase-space decay where the kinematic variables of the particles uniformly fill the phase space.

It is also characterized by the fact that D2n < 0 and Dn > 0 of the mother nucleus, the decay

particles share their energy without passing an intermediate state, see Fig. 2.3a. The three-body

phase-space integral is [58]

R3 =

∫

δ4



P0 −
3∑

j=1

Pj





3∏

i=1

δ
(
P 2
i −m2

i

)
d4Pi, (2.25)

with the four-momentum vectors of the mother particle P0 and the decay particles Pi and their

rest masses mi. Momentum and energy are conserved by having included kinematical factors

expressed in δ-distributions. Other conditions are either implicitly included by calculating only

known reactions or are left unspecified like restrictions on the angular momentum. The statistical
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A (A–1)+n (A–2)+2n

Efnn

Efn

D2n < 0

Dn > 0

(a)

A (A–1)+n (A–2)+2n

(b)

A (A–1)+n (A–2)+2n

D2n < 0
Dn < 0

(c)

Figure 2.3: Illustration of different two-neutron decay patterns for direct (2.3a, 2.3b) and sequen-

tial (2.3c) decay from the mother nucleus (A) via an intermediate (A− 1) system to the daughter

(A-2) nucleus. Figure (2.3a) Genuine three-body (phase-space) decay, (2.3b) phase-space decay

directly to daughter nucleus or sequentially to daughter nucleus via broad intermediate reso-

nance. The decay path is denoted with black arrows, where Efnn is the three-body and Efn the

two-body intermediate-state energy. The resonance width is shown as gray-shaded area. Dn and

D2n denote the one- and two-neutron separation energies relative to the initial state, respectively.

The di-neutron decay is not explicitly pictured because it features a special phase-space decay.

Figure adapted from Ref. [57].
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factor is also accounted for,

δ
(
P 2
i −m2

i

)
d4Pi =

p2i
Ei

dpi d cos θi dφi, (2.26)

in spherical coordinates with the total three-momentum of the particles pi. This means, the larger

the momentum is, the more states are available to distribute it.

In Jacobi coordinates, the fractional-energy distribution ǫ behaves for a direct decay like [59]

dσ

dǫ
∼
√

ǫ (1− ǫ). (2.27)

However, the decay is usually not free of Final State Interactions (FSI), especially the nn

interaction contributes. Thus, the three-body observables as the fractional-energy distribution

gets disturbed. Reference [60] models this effect in terms of a correlation distance between the

neutrons (including the scattering length), thus claiming a sensitivity to the spatial distribution

of the source nucleus. In the next section this is discussed in terms of the di-neutron decay.

Sometimes, an additional category called “democratic decay” is introduced for the decay via a

broad resonance [57].

2.3.2 Di-neutron Decay

The di-neutron (or di-proton) decay is a special kind of the direct two-particle decay but not yet

studied sufficiently and still debated controversially. However, it is subject of recent efforts in

nuclear-structure and -reaction physics on the experimental and theoretical side. Other than in

a direct three-body break-up, the decay is seen to proceed through the emission of a di-neutron

system that breaks up afterwards [61]. Moreover, the question can be asked whether this di-

neutron configuration is present in the initial nucleus.

The pairing interaction may suggest that the neutrons are also spatially localized but Refs. [62]

and [59] make very clear that the pairing interaction alone is not a sufficient criteria to create the

di-neutron correlation. Again, a di-neutron describes here a compact spatial configuration (e. g.

small relative angle) of two neutrons inside the nucleus, others may define it as momentum

relation instead.

Hagino and Sagawa [62] state that a coupling of single-particle orbits with opposite parity

is essential to form strong di-neutron correlations. This effect is enhanced in weakly-bound or

unbound nuclei due to the coupling to continuum states. Still, this does not mean that a pairing

di-neutron configuration implies a low-energy enhancement in the two-neutron relative-energy

Enn spectrum [59] – it can be mimicked by FSI. According to the uncertainty principle, the short

distance translates into a large relative momentum instead.

The FSI is immanent in the decay kinematics and distorts any di-neutron correlation. The

neutron-neutron scattering length ann = −18.59(40) fm (obtained in D(π−, γ)nn reaction) [63]
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has impact on the correlation and decay width due to its long range. The FSI can be expressed

for nn s-wave interaction as [59]

FFSI(Enn) =
a2

1 + 2µEnna2nn
, (2.28)

and is used in the Migdal-Watson approximation [64, 65] as modification of the low-energy

relative-energy spectra. It factorizes with the phase-space contribution FPS,

dσ

dEnn
∼ FFSI(Enn)FPS(Efnn, Enn). (2.29)

Watson [64] defines the FSI as interaction that modifies the reaction cross section of particles

produced in a nuclear reaction. The FSI acts among particles after the reaction (“primary mecha-

nism”) but as long as they get away from this mutual force.

Grigorenko et al. [59] conclude that a low-energy enhancement in the Enn spectrum is nec-

essary to discuss a di-neutron emission but not sufficient as said above. The three-body decay

needs to be treated in an extensive manner, while the Enn spectrum is sensitive to the structure

and spatial distributions in the internal region of the nucleus and thus physics information can be

extracted from the di-neutron emission.

Well-suited observables for the studies are fractional energy and angular distributions (with

small angle) of binary subsystems in the three-body decay. The system is calculated in Jacobi co-

ordinates, as presented in Sec. 4.6, using the same footing in theory and experiment. Grigorenko

et al. [59] show exemplarily how the fractional energy ǫnn = Enn/Efnn behaves for spatially

correlated neutrons in (s)2, (p)2, or (d)2-wave configuration.

A system that has attracted attention recently is the two-neutron ground-state decay of 26O [59,

62]. This nucleus is suspected to show a di-neutron correlation but has experimentally not been

measured yet, also because of its small ground-state energy of 20 keV. An additional observable

can be the decay lifetime because the width is also affected by the correlations, see Sec. 3.7.

Other approaches that are used to discuss two-neutron decays can, following the above dis-

cussion, called into question. The first observations of the di-neutron emitters 16Be [61] and
13Li [66] apply a theory approach introduced by Volya and Zelevinsky [67]. The advantage is

that this theory explicitly treats the continuum degree-of-freedom. The di-neutron decay is mod-

eled as a two-step process where the neutron pair separates from the initial nucleus (with relative

energy Ef−nn) via a virtual state and immediately afterwards the two neutrons break up (Enn).

In this picture, the transition amplitude A(Ef−nn, Enn) is constructed from two two-body decays

as given in Ref. [66].

Initial position correlations and sub-barrier effects are typically not included. However, di-

neutron decays need to be treated carefully in a comprehensive theory including structure physics

as developed among others in Refs. [59] and [62].
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2.3.3 Sequential Decay

When a two-neutron decay proceeds energetically favored through an intermediate state, as de-

picted in Fig. 2.3c, it is called sequential. It can be seen as a two-step process of two subsequent

one-neutron decays with resonance energy and width from the initial nucleus into the (A − 1)

unbound intermediate-state followed by neutron emission populating the (A− 2) final state.

Studies suggest that a sequential decay does not favorable take place as soon as it is energet-

ically possible and quantum-number selection rules allow. The width of the intermediate state

plays a crucial role. There are no exact criteria known yet, empirical conditions deduced for

proton decay are for instance [68]

Efnn >
1

ǫ0
Er

fn (2.30)

with ǫ0 ∼ 0.3− 0.84, or

Efnn > Er
fn − 1

2
Γfn, (2.31)

or

Efnn > 2Er
fn + Γfn. (2.32)

However, the sequential decay cannot necessarily be treated as two independent processes

although the time scales involved populating the intermediate state and its decay are so different

such that the wave function could be treated undisturbed. The timescale of the intermediate state

is determined by its width τ = ~/Γ (∼ 6× 10−21 s for Γ = 100 keV) where the reaction time is

approx. two orders of magnitude smaller. The width of the initial three-body resonance, the total

width, is not simply described as the sum of the two partial widths when sequential and direct

decay are competing or the decay proceeds through the tail of the resonances [69], as depicted in

Figs. 2.3c and 2.3b.

The description of a resonance line shape looks in the end very familiar like the usual Breit-

Wigner distribution,

dσ

dEfnn
∼ Γtot(E)
(

Er
fnn − Efnn

)2
+ Γ2

tot/4
, (2.33)

where the total width Γtot includes the width parameters of the intermediate resonance. The

detailed description of the line shape and its derivation in R-matrix theory is described in Sec. 4.5.

The correlation between the neutrons is mainly absent but after both neutrons are emitted, the nn

FSI is present due to the large scattering length and might cause an imprint to the nn subsystem.

A possible initial di-neutron correlation is not able to be observed through the decay kinematics.
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Chapter 3

Status of Current Research

3.1 Nuclear-Structure Evolution in the Island of Inversion

As discussed in the theory chapter 2, the nucleus obeys shell structure as any finite Fermi sys-

tem [46]. One shell closure that provides particular stability to the system is at nucleon number

20. Already in the 1970’s, with the advances in experimental production techniques reaching

out to neutron-rich nuclei, the persistence of the neutron magic number N = 20 was ques-

tioned. Thibault et al. [11] measured the masses of the sodium isotopes 26-32Na (Z = 11)

with an on-line mass spectrometer at the Conseil Européen pour la Recherche Nucléaire (CERN).

The determined masses follow smoothly the trend and agree well with their calculations except

for 31Na and 32Na where an abrupt increase is recognized in the two-neutron separation en-

ergy S2n. Those isotopes are even stronger bound than expected. This finding is interpreted

in their conclusion as feature of a region of sudden deformation what is inconsistent with a

shell closure where for the naive shell model filling the valence-shell configuration would be

|31Na(g.s.)〉 = |core〉 ⊗ |π(d5/2)3〉 ⊗ |(ν(d3/2)4〉.
With Hartree-Fock calculations filling freely the negative-parity orbital 1f7/2 and thus causing

deformation, Campi et al. [70] can reproduce the S2n in the sodium-isotopic chain. Also, Wilden-

thal and Chung [71] show that the experimental results cannot be explained with a shell-model

space that is limited to sd-shell interactions.

Another striking result at that time comes from the systematic study of the γ-ray energy of the

first 2+-states in the even magnesium isotopes measured by Détraz et al. [12]. They studied the γ-

decay of the 22-32Mg (Z = 12) isotopes after β decay from sodium isotopes also at ISOLDE/CERN.

A sharp drop is seen in γ-energy from 30Mg to 32Mg, its excitation energy is only 885 keV. That is

in general an indication of a reduced sd− fp shell gap and excitations across. The conclusions of

the authors follow those of Thibault et al. [11] and Campi et al. [70] that a region of deformation

starts at around N = 20 for sodium and neighboring isotopes.

Following, several other experiments concentrated on the study of those isotopes with different
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3. Status of Current Research

methods and confirmed the findings. Motobayashi et al. [72] deduced the reduced transition

strength B(E2) for the 2+ state in 32Mg in a Coulomb-excitation experiment at 49.2MeV/u at the

RIKEN Projectile Fragment Separator (RIPS). The obtained large B(E2) value of 454(78) e2 fm4

can describe a large deformation and indicates the shell quenching.

In a shell-model calculation, first Poves and Retamosa [73] managed to reproduce the binding

for neutron-rich neon, sodium, and magnesium isotopes around N = 20 by extending the valence

space to the 1f7/2 and 2p3/2 orbitals. Because of the gain in correlation energy where 2p2h

excitations are allowed, a transition to deformed nuclear shape takes place.

Warburton et al. [74] coined the term “Island of Inversion” for this region, where intruder

configurations are significant in the ground state. The wave function may be written as

|g.s.〉 = |core〉 ⊗ {α |0p0h〉+ β |2p2h〉+ γ |npnh〉} . (3.1)

The region of question is centered around 32Na although the boundaries were not known at that

time and are still not finally identified. The authors conclude from their shell-model calcula-

tions within the sd − pf model space that the reason for the gain in binding is not primarily the

weakening of the shell gap but the increase in the monopole proton-neutron and neutron-neutron

interaction and in higher order correlation-energy contributions.

3.2 Shell Model and Semi-empirical Residual Interactions

It is obvious that the residual interactions are of utmost importance for understanding the neutron-

rich nuclei. This aspect is discussed in more detail in the following. In Sec. 2.1.1 the IPM is

discussed where the nucleons act in a mean field and single-particle energies for the different or-

bits are deduced. However, additional correlations like pairing or quadrupole interactions cause

shifts to the ESPE, cf. Eq. 2.8. Those NN residual interactions are now discussed only in terms

of effective interactions for TBMEs, in a limited valence space for SM calculations. The TBME is

dominated by monopole interactions which might be split into central, and spin-orbit, and tensor

part (i.e. non-central). The monopole interaction in case of unlike nucleons [30], i. e. changing

the proton occupancy, does shift the two-neutron binding energy. The gap energy can be described

as [30] (e. g. for ν(d)− ν(f) difference when π(d) is filled)

∆ = (2jπ1 + 1)
(
V πν
jπ1jν2 − V πν

jπ1jν1

)
, (3.2)

where V NN
j1j2

is short for the TBME 〈j1j2|V NN |j1j2〉. It turns out that V πν
d3/2d5/2

= −1.88MeV is

strongest for the N = 20 isotones [30]. The monopole strength is especially large compared to

heavier nuclei what leads to more abrupt changes in the shell structure as observed in the island

of inversion. In contrast, the monopole strength weakens more strongly when interactions with

continuum states are involved because the neutron-proton wave functions have smaller overlap –
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Figure 3.1: Schematic shell-model evolution due to monopole interaction at N = 20. Left: fully

occupied proton π1d5/2 shell and neutron ν1d3/2 shell. The strongly attractive V πν
d5/2d3/2

and repul-

sive V πν
d5/2f7/2

& V πν
d5/2p3/2

monopole (mainly) tensor interaction leads to the pronounced shell gap

at N = 20. Right: Removing protons from the π1d5/2 shell, leads to a reduction in the interaction

strength. The ν1d3/2 orbits moves relatively up and the ν1f7/2 comes down. Thus, reducing the

shell gap and a gap at N = 16 emerges. Two neutrons are shown as 2p2h excitations promoted to

the fp shell.

as need to be considered for the study of the fluorine isotopes [30].

A recent experiment at the R3B/LAND setup at GSI addressed this question [75] by investigat-

ing neutron-unbound states in 25F and 26F. The results hint to a weakening by 30%-40% of the

effective proton-neutron interaction πd5/2 − νd3/2. Thus, continuum degrees of freedom need to

be accounted for in the models. The continuum coupling is especially strong in the vicinity of the

drip line for such an open quantum system [46].

In case of same-isospin nucleons, that obey the Pauli exclusion principle, the monopole contri-

bution is usually weaker but still significant for the shell-gap size. And for light neutron-rich nuclei

charge independence is clearly broken, V πν 6= V νν . For instance, the gap between νf7/2 − νp3/2

becomes smaller while adding neutrons from N = 20 to N = 28 what might result in the merging

of the shell gaps for the magnesium isotopes [76]. The proton Z = 8 shell gap remains stable.

3.3 Nuclei in the Island of Inversion

Having presented the basic mechanisms for shell quenching, the consequences for nuclei around

N = 20 in the island of inversion are discussed. The shell gap develops between 2~ω and 3~ω,

between the d3/2 and f7/2 orbitals, it is noted these invoke opposite parities. In the classical shell

model, the fluorine isotopes have a proton-particle state in π(d5/2)
1, above the Z = 8 shell closure,

and the neutrons fill successively the sd shell, with the νd3/2 orbital for the 25F to 29F isotopes, cf.

Fig. 3.1. Heavier fluorine isotopes would cross the f7/2 orbital.

Removing four protons from the stable spherical configuration 40Ca, approaching 36S, the

shell gap weakens only slightly since the energy difference V πν
d3/2f7/2

− V πν
d3/2d3/2

is almost constant.
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Figure 3.2: Neutron effective single-particle energies calculated with VMU interaction as function

of proton number Z for N = 20. The solid lines include central and tensor force while the

dashed line is only the central force. The sd − pf shell gap decreases for low Z and a gap

for N = 16 develops. Reprinted figure with permission from Ref. [78], copyright 2019 by the

American Physical Society.

Removing two more protons, touching the πd5/2 shell, the interactions virtually change with

tensor interaction Vστ where V πν
d5/2f7/2

< V πν
d5/2d3/2

and thus the shell gap reduces to approx. 2MeV.

Formally speaking, the tensor part of the monopole interaction as described by Otsuka et al. [77,

78] can be seen as the origin for this behavior, where spin-flip partners with the same angular

momentum in the πν configuration show an attractive interaction, j1 = l ± 1/2 and j2 = l ∓ 1/2,

whereas the parallel-spin interaction is repulsive, j1 = l ± 1/2 and j2 = l ± 1/2.

Figure 3.2 illustrates the behavior of the different neutron orbitals with increasing filling of

the proton d5/2, s1/2, and d3/2 orbitals (for N = 20). The authors use an effective interaction VMU

(starting from SDPF-M SPE) including central and tensor force [78]. The shift is more monotonic

without tensor interaction and the decrease is slightly stronger for the 1d3/2 than for 1f7/2 due to

larger wave-function overlap as said above. Below Z = 14 the shell gap quenches due to weaker

tensor force, the fp orbits become unbound and even invert. This is similar to what Utsuno et al.

[79] calculated previously in a Monte-Carlo SM approach.

The reduction of the shell gap around fluorine is predicted with the emergence of the newN =

16 magic number. In addition, there is an inversion (or close degeneracy) recognized between the

1f7/2 and 2p3/2 (normal-ordered) orbitals that might provoke consequences for the shell structure

of the heavy fluorine isotopes as 30F what is also subject of this thesis. These findings manifest

in the isotonic chain N = 20. For 34Si, the very attractive πd5/2 − νd3/2 interaction causes the

particular gaps at Z = 14 and N = 20 what makes it a doubly-magic nucleus. Removing protons

from the fully-occupied πd5/2 orbital the νd3/2 orbital becomes less bound what eventually leads

to the new magic number at N = 16 (s1/2 − d3/2), see Fig. 3.1.
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Figure 3.3: Shell model calculations by Caurier et al. [76] with the SDPF-U interactions, compar-

ing effects of interaction energies in the restricted sd valence space or extending it to fp. Left:

Correlation energies as function of proton number Z for N = 20. 2p2h excitations into the fp
shell cause a significant gain in energy. Right: Correlation energy included in the sd − fp gap

energy calculation. Around Z = 9 − 12 the effective gap energy becomes small and intruder

configurations are favorable in the ground state – the island of inversion. Reprinted figures with

permission from Ref. [76], copyright 2019 by the American Physical Society.

Although the shell gap reduces, it still remains and the orbitals are not degenerate as otherwise

e. g. found in 11Be. However, the reason for calling it “inversion” is that the ground-state in this

region contains strong admixtures from negative-parity intruder orbitals from fp shell. These

configurations become energetically favorable when 2p2h (or higher) excitations from sd into

fp shell become easily accessible with a reduced gap. This causes eventually a large gain in

correlation energy and thus the effective gap vanishes. Caurier et al. [76] show in a shell-model

calculation with their developed SDPF-U interaction that the quadrupole-correlation energy can

be as large as 12MeV. In this scheme, quadrupole correlations – usually the second largest

contributions after the monopole interaction – are the breaking point for making the island of

inversion and may resulting in deformation. Figure 3.3 shows the correlation energy that is

strongly changing with proton number Z.

Their calculation predicts the Z = 9 (N = 20) fluorine isotopes just a the boundary to the

island of inversion. Their prediction for 29F is that the 5/2+ g. s. is mixed and 60% are 0p0h

contributions [76]. Purpose of this thesis is to help clarify the situation. The 29F ground state

could be expanded as

|29F(5/2+, g.s.)〉 = |28O(0+)〉 ⊗ |π(1d5/2)1〉
= |24O(0+)〉 ⊗ |π(1d5/2)1〉
⊗
{
α |ν(1d3/2)4〉+ β |ν(1d3/2)2ν(1f7/2)2〉+ γ |ν(1d3/2)2ν(2p3/2)2〉+ . . .

}
,

(3.3)

but many other configurations are possible including higher excitations. The coupling might be
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expanded into Clebsch-Gordan coefficients.

A stringent test of the shell-structure features connected with the island of inversion is the

study of the shape coexisting 0+ state in 32Mg by Wimmer et al. [80]. As described already, due

to excitations across the N = 20 shell gap collective configurations gain energy and become low

lying in energy, or even the ground state itself becomes the deformed configuration, thus having

different nuclear shapes at similar (excitation) energies. 32Mg is a candidate where the spherical

0p0h configuration competes with the 2p2h 0+ configuration which can lead to their coexistence.

In the experiment, 32Mg is produced in the two-neutron transfer reaction with a tritium target

on 30Mg(t, p). The beam at 1.8MeV/u was produced at REX-ISOLDE where the protons from the

reaction were detected with the T-REX setup and for coincident γ-ray detection MINIBALL was

used. The ground state and an excited state at 1058(2) keV, that both are of l = 0 character as

determined from the proton’s angular distribution, are identified and thus both are 0+ states. In

comparison to Monte Carlo SM calculations, using the SDPF-M interaction, the ground-state is the

dominant 2p2h configuration and the excited 0+2 state is instead of predominant sd character, it

hints to a substantial shape mixing. Also, the ν2p3/2 contribution is larger than originally predicted

by the model in both cases. [80]

3.4 Neutron-rich Fluorine Isotopes

The only experimental-available spectroscopic information for 29F comes from an in-beam γ-

measurement at RIBF. Doornenbal et al. [81] measured the excitation-energy spectrum of 29F

bound states that are populated in a proton-removal reaction. A 30Ne beam at 228MeV/u im-

pinged on a carbon target at the Big RIKEN Projectile Fragment Separator (BigRIPS) beam line,

while the fragment 29F is identified in the ZeroDegree Spectrometer (ZDS). The de-excitation γ-

rays are measured with the Detector Array for Low Intensity radiation 2 (DALI2) (see Sec. 5.3.2).

The authors identified a single state at 1080(18) keV, the spin and parity could not be assigned

experimentally.

Comparing the experimental finding to theory shows a striking difference to USDA/B effective

shell-model calculations, cf. Fig. 3.4a. The calculations do not even determine the two-neutron

separation energy correctly, the first excited state would be located at approx. 3.5MeV.

This is a clear indication that the shell gap is too large and interaction energy is missing.

In contrast, the calculation with the SDPF-M effective interaction, extending the valence-space

interaction to include ν(1f7/2) and ν(2p3/2), as introduced in Refs. [79, 81], produces additional

binding and the excitation energy agrees better. In comparison to the calculation the ground state

is assigned to 5/2+ and the excited state to 1/2+. In order to reproduce the experimental result,

the gap energy is as small as 1MeV with 0p0h contributions of only 7.9% and 1.0% for ground

and excited state, respectively. In addition, the authors show a clear correlation to 28O where 29F

can be seen as proton-attached state of 28O. 29F(1/2+) is described as coupling |28O(2+)〉⊗|πd5/2〉
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Figure 3.4: Left: Comparison between experimental results and shell-model calculations of the

bound-state spectroscopy of 27F and 29F from RIBF by Doornenbal et al. [81]. The calculations

including fp shells in the interactions reproduce the experimental results. Right: Correlation

between 29F and 28O as proton-attached calculation for the 0p0h probability (bottom) and ex-

citation energy (top). The experimental result is only reproduced with a substantial amount of

multi-particle/multi-hole excitations, the same is true for 28O given the calculations. Reprinted

figures with permission from Ref. [81], copyright 2019 by the American Physical Society.

and the ground state is the coupling of the 28O(g. s.) and the open-shell proton. The conclusion is

that also 28O is affected by intruder configurations and is not a doubly-magic nucleus in a classical

SM sense. Besides the spectroscopic information, the mass of 29F was determined by Gaudefroy

et al. [82] in a Time-of-Flight (ToF)-based measurement at the Grand Accélérateur National d’Ions

Lourds (GANIL). The deduced two-neutron separation energy is S2n = 1443(436) keV.

When talking about the spectroscopy of the fluorine isotopes from a proton-knockout reaction,

also the initial nucleus need to be addressed, especially because the neutron-rich neon isotopes

themselves are considered to be part of the island of inversion and the spectroscopic strength of

the final states depends strongly on the initial structure. Recently, Liu et al. [83] investigated

first the intruder configurations in 30Ne by neutron knockout on a carbon target at 228MeV/u at

RIBF. The γ-decay of the 29Ne fragment was measured as well as longitudinal-momentum distri-

butions, thus the final states in 29Ne are exclusively tagged. The valence-neutron configuration

in 30Ne is extracted from the momentum distributions and the spectroscopic strength from the

cross sections in comparison to theory. The results show a strong p-wave admixture as well as

d-wave contributions whereas f -wave was not found because the involved states are assumed to

be unbound at larger excitation energy. The comparison to shell-model calculations suggest that

even the ν1f5/2 and 2p1/2 orbitals are of importance and contribute as intruder states.
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Figure 3.5: Decay-energy spectrum of 28F from 29Ne(−p)27F+n measured at NSCL by Christian

et al. [86]. Two resonances are identified, the ground state at 220(50) keV (Γ = 10 keV) and an

excited state at 810 keV (Γ = 100 keV). More structure is not resolved. Reprinted figure with

permission from Ref. [87], copyright 2019 by the American Physical Society.

Another experiment measuring the transition strength of the first-excited 2+ state in 30Ne

obtains a large deformation with quadrupole-deformation parameter β ∼ 0.5 what might be a sig-

nature in the island of inversion [84]. The unbound states are accessible in the experiment here,

spectroscopic information can also be deduced from the momentum distributions, cf. Ref. [85].

It is known that the very neutron-rich fluorine isotopes show a staggering in binding, the

even ones 28,30F are unbound while those with odd mass number 27,29,31F are bound what indi-

cates an energy gain due to neutron pairing and three-body forces. In turn, this means the here

investigated excitations of 29F above threshold decay via two-neutron emission into 27F.

The intermediate isotope 28F has so far only been investigated at the National Superconducting

Cyclotron Laboratory (NSCL) [86, 87]. In a proton-removal reaction on 29Ne at 62MeV/u on a

beryllium target, 28F is populated decaying into 27F+n. Both reaction products are measured,

the neutron is detected in MoNA [87], eventually the invariant mass is determined. The γ-ray

array CAESAR was installed to measure coincidentally the de-excitation from bound states in 27F.

Besides the ground state, an excited state in 28F, although statistics is low, is found in the decay-

energy spectrum, see Fig. 3.5. The location of the ground state is at 220(50) keV with decay width

Γ = 10 keV, the excited state is at 810 keV, the width is given with Γ = 100 keV. No coincident

γ-ray decay is found, but the authors point out explicitly that more resonances could be in the

data but are not resolved. With the ground-state energy relative to 27F, the binding energy of
28F is obtained and compared to USDA/B shell-model calculations. The authors conclude from

good agreement between theory and experiment that the 28F(g. s.) is dominated by a normal

sd-shell configuration. Clearly, more exclusive data are necessary to conclude on the ground-state

configuration. The experiment here allows to investigate 28F in neutron- and proton-knockout
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reactions on 29F and 29Ne, respectively [60], and comes to a different conclusion. The results

show a much richer structure in 28F than has been measured before, as discussed in Sec. 8.2.4.

As in the just-mentioned reaction, and in the 30Ne(p, 2p)27F+2n reaction investigated here, the

possible final states in 27F are of importance to determine the excitation energy. The first direct

indication for bound excited states in 27F comes from an inelastic-excitation reaction 27F(p,p′)

performed at RIPS with the DALI2 array [88]. Two peaks are identified at 504(15) keV and

777(19) keV but with only 2.4σ and 3.0σ confidence level, respectively. The authors interpret

their result as indication for shell-structure apart from sd-shell because only the inclusion of the

pf -shell can produce a low bound excited state close to 1MeV. However, the claimed states are

not seen in a recent experiment discussed above where at the same time the γ-decay of 29F is

investigated [81]. Instead, a state at 919(12) keV is measured that is again best in agreement with

the SDPF-M shell model interaction, cf. Fig. 3.4a.

The discussed configuration mixing can gain additional binding and lead to particle stability

differently than predicted by sd shell models as it often was a first indication for the onset of the

island of inversion. However, only modern accelerators allow to reach out to the drip lines. First,

Sakurai et al. [89] found clear evidence for the particle stability of 31F but instability of 28O. In a

projectile-fragmentation experiment of 40Ar on a natTa target a the RIPS fragment separator the

production rates of neutron-rich nitrogen, oxygen, and fluorine isotopes are investigated where

particle instability is found namely for 24,25N, 27,28O, and 30F. In contrast, 31F is found to be

bound. The results indicate a sudden gain in binding from oxygen to fluorine where adding one

proton (in the 1d5/2 orbital) leads to the binding of at least six more neutrons and may show

the doorway into the island of inversion. However, there are no more experimental information

available about properties of 30F. Here, the first spectroscopy of 30F is performed. Theory models

are still challenged in predicting the neutron drip line. Shell-model calculations with effective

interactions clearly see the influence of intruder states, at least the ν1f7/22p3/2 shells need to be

taken into account [79, 90, 91].

The binding energies are also a good testing ground for ab-initio theories along an isotopic

chain. Hybrid theories like the NCSM combined with the IM-SRG [92] or combined with per-

turbation theory [93] can reproduce the oxygen drip line and fluorine binding at the same time.

Similar studies can be found in Ref. [44, 45] in the SCGF theory, cf. Sec 2.1.2. In the latter

example, the authors address the open-shell nucleus 29F as “particle-attached” calculation of a

proton to 28O. In particular, the Dyson equation is solved in the third-order algebraic diagram-

matic construction or the Gorkov-SCGF formalism [44] where induced chiral three-body forces

are included. A particular advantage of the theory is that the single-particle spectral functions

give the spectroscopic strength of the states. The states can become very fragmented, especially

for higher excitation energies. Recent SCGF calculations need to be compared to results of the

work here.
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3.5 Summary to Island of Inversion

The so-called island of inversion is one of the most tested regions in the chart of nuclei. The

discussed experiments can only give a brief overview of the experimental efforts to reach the

neutron drip line and the techniques like knockout, or transfer, or Coulomb-excitation with γ-

ray detection and others to determine nuclear structure information. Conclusive observables are

B(E2) values to determine the degree of collectivity, first (2+) excitation energies and with the

invariant-mass and missing-mass technique rather complete energy-level schemes. More details

can be found in the reviews Refs. [30] and [94].

However, for the neutron-rich fluorine isotopes experimental information are scarce. In the

island of inversion the normal and intruder configurations (like |π(1d5/2)〉 ⊗ |ν(sd)−2ν(fp)2〉) are

inverted. The reason for competing is vividly the shell quenching and a gain in correlation energy,

may leading to deformed configurations [94]. Continuum effects also contribute to the shell

evolution what is of particular relevance for the isotopes investigated here. The size of the island

of inversion is still an open issue. Following a simple argumentation based on the monopole

interaction π(1d5/2) − ν(1d3/2) it would range from Z = 9 to Z = 14 considering the proton

number. Indeed, the neutron-rich silicon isotopes do not show a significant collectivity [94], and

for the fluorine isotopes more information are needed if those define the onset into the island of

inversion, the neon isotopes are definite members. It is more difficult to determine the neutron

boundary since basically the whole fp shell can become accessible. The low-N boundary seems

to be rather shallow, isotopes with N ∼ 18/19 show already intruder configurations. Instead,

the upper N boundary is not known because the drip lines are not experimentally reachable yet.

The red line in Fig. 1.1 indicates the lower N and upper Z boundary of the island of inversion

deduced from experimental results [94], whereas the boundary is sometimes still under debate.

However, the particular structure and intruder configurations need to be investigated separately

for each nucleus. And it is debatable from what percentage of 2p2h intruder configurations one

calls it island of inversion, ground-state spins might be more conclusive.

Given this survey, it is obvious to look also in other regions of the chart of nuclei for intruder

configurations in neutron-rich nuclei around the other ordinary magic numbers. Indeed, there

is a group of islands of shell-breaking found [15] associated with the (subshell) magic numbers

N = 8, 14, 20, 28, 40. Details about the experimental evidence and theoretical explanations can be

found in Refs. [30], [94], [95], and references therein.

3.6 Borromean Nuclei

Nuclei are named “Borromean” in analogy to Borromean Rings where three parts are connected

and whenever one is disturbed the whole system breaks into the three pieces and no two-body

sub-system survives. This phenomenon occurs for nuclei with large isospin asymmetry, known
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Borromean nuclei are e. g. 8He, 11Li, 14Be [96], or 17Ne [97] on the neutron-deficient site of

the chart of nuclides. This phenomenon might for neutron-rich nuclei be seen as two paired

excess nucleons and is thus connected to a halo-nucleus character, but usually needs further

investigations and different experimental approaches. It could also be seen as a generalized Ikeda

conjecture [98], usually applied to α clusters, where here resonances close to the two-neutron

separation threshold may form di-neutron systems. Coulomb-breakup reactions are a sensitive

tool to reveal spatial structure in terms of a halo-character [20].

However, the Borromean excited states decay in a three-body decay and thus make a close

connection between bound and unbound states and reveal the interactions in an open quantum

system, as described in Sec. 3.1. From the decay kinematics itself one can learn about their

structure, decays can proceed as genuine three-body, sequential, or di-neutron/proton decay, see

Sec. 2.3. It is worth noting, that a di-neutron structure in the initial nucleus is different than in

the decay that is governed by FSI. Revel et al. [99] investigate highly-excited states in 18C that are

found to be dominated by direct two-neutron emission, but 20O shows a competitive sequential-

decay branch. It is the aim of this work to answer such questions also for the Borromean nucleus
29F.

3.7 Lifetime Measurement of the Two-neutron Decay of 26O(g. s.)

Neutron-rich nuclei feature interesting behaviors that are different from the simple shell-model

picture. One effect like intruder configurations is described in detail above. Also the limits of

binding are re-defined, the neutron drip line in the oxygen isotopes is at the doubly-magic 24O

whereas 31F is bound – sometimes referred to as “oxygen anomaly”.

However, 26O is neutron unbound by only 18(5) keV as measured by Kondo et al. [100] at

SAMURAI with the neutron detector NEBULA. It is speculated by Grigorenko et al. [101, 102]

that this low two-neutron separation energy and the presence of 1d3/2 valence neutrons with

l = 2 centrifugal barrier leads to an unusually long lifetime of the ground state that is in the

order of picoseconds (1× 10−12 s) rather than ∼ 1× 10−20 s as typical for neutron decays [102].

In contrast, recent calculations by the same authors [59] predict a lifetime that is five orders

of magnitude smaller than their initial result when introducing their dynamic di-neutron model

which considers a semi-realistic structure of 26O with a nucleon-nucleon interaction that governs

the emission process.

Experimentally, a lifetime of τ = 6.5 ps is reported from a measurement at NSCL by Kohley

et al. [103] which would constitute the first case of a nucleus with radioactive decay via neutron

emission. The radioactive decay via proton emission is already firmly investigated, the presence of

the Coulomb barrier supports the process and even two-proton correlations are investigated [68].

For 26O there is doubt left because the systematic uncertainties account for 4.3 ps and the statistic

ones for 2.2 ps in the first measurement.
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3. Status of Current Research

Part of this thesis work is the development and experimental realization of a new and pre-

cise method to measure the lifetime of a nucleus that decays in flight via neutron emission with

sensitivity in the picosecond regime. The idea is to produce the neutron-unbound nucleus in a

target that at the same time continuously slows down the nucleus and the fragment after (multi-)

neutron emission.

The lifetime can be extracted from the velocity-difference spectrum between decay neutron

and charged fragment where its shape is characteristic for a certain lifetime. Eventually the shape

is compared to simulation studies to extract τ . For decays outside the target, i. e. long lifetimes,

there occurs a peak in the spectrum whereas the distribution is flat and broad if the decay happens

still inside the target (mainly for short lifetimes) representing the slowing-down process of the

fragment but not the decay neutrons.

In order to increase the sensitivity of the method and to have a large energy loss on a short

path length the used target needs to have a high stopping power, namely high atomic number

and density. The simulations indicate a sensitivity limit of 0.2 ps of the method. The work on the

method and experiment is not described further in this thesis but a detailed description of the

method is attached as Ref. [104] to this thesis, App. A.

Meanwhile, the proposed experiment has been carried out at SAMURAI at RIBF for the two-

neutron emitter 26O. The target was actually a stack of six targets (4 W + 2 Pt sheets) with a total

area density of 14.6 g/cm2. That is clearly an usually thick target and not suited for spectroscopic

measurements but optimized for the experimental conditions and a lifetime region down to 0.5 ps.

The arrangement in a stack expands the region of sensitivity such that 0.5 ps can be identified

within 5σ but also longer lifetimes to cover τ = 6.5 ps. The investigated reaction channels are

the proton removal on 27F and 26F at about 220MeV/u, where the latter is intended to serve as

reference channel in the decay of 25O where no substantial decay lifetime is expected. It is made

use of the large acceptance of the SAMURAI setup because the incoming-beam energy spread and

the large energy loss in the target result in a wide range of magnetic rigidities. Additional silicon

detectors were installed around the target to identify the reaction unambiguously. The experiment

was successfully completed in December 2016.
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Chapter 4

Experimental and Analysis Methods

This chapter describes the different experimental and analysis methods that are applied to the

study of the neutron-rich fluorine isotopes. This includes the production of RI beams, the Quasi-

Free Scattering (QFS) reaction mechanism, the invariant-mass technique, and the analysis in

terms of Breit-Wigner resonances and three-body coordinates.

4.1 Production of Radioactive-Isotope Beams

Two different approaches exist to produce radioactive ion-beams, namely the Isotope Separation

On-Line (ISOL) and inflight-separation technique.

Common to the ISOL method is that a high-intense primary beam, often a proton beam, im-

pinges on a thick production target [14]. The extraction of neutron-rich exotic isotopes depends

on the chemical properties of the hot target. The process involves a time scale of at least a few

hundred milliseconds. After the different isotopes diffused out of the target, they are separated

in an isotope separator, and post accelerated to form the secondary beam, usually at a few tens

of MeV only. Facilities making use of this principle exist e. g. at REX-ISOLDE/CERN, at Canada’s

Particle Accelerator Centre (TRIUMF), or at SPIRAL.

On the contrary, the in-flight separation technique produces the high-energy RI beam directly

in nuclear fragmentation or fission reactions to reach out to the drip lines. Accelerator facilities

with a coupled fragment separator exist at GSI, or RIBF, and NSCL with beam energies up to

2GeV/u and approx. 250MeV/u, respectively. The fragmentation-type production can be seen as

two-step process, called abrasion and ablation [105].

First, a high-energy stable primary beam impinges on a light production target. Considering

the typical conditions as available at the RIBF and used to produce neutron-rich fluorine and

neon isotopes, a 48Ca beam at 345MeV/u impinges on a 9Be target. The abrasion phase is a fast

process [105]. Nucleons are ripped off from projectile and target in nucleon-nucleon reactions.

This reaction leaves a highly excited pre-fragment which “cools down” by evaporating nucleons
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4. Experimental and Analysis Methods

until the Coulomb barrier and other forces hinder the evaporation. The evaporation process can

be modeled separately as the ablation phase, the momentum distribution is not much affected

anymore.

The momentum distribution of the pre-fragment in the abrasion phase is described by Gold-

haber [106]. Assuming, it is the aim to produce 30Ne from the 48Ca beam, the Gaussian width of

the momentum distribution of the pre-fragment σpf is estimated using the Goldhaber formula as

following

σ2pf =
p2F
5

· ∆Ap ·Apf

Ap − 1
,

→ σpf ≈

√

(250MeV/c)2

5
· 18 · 30

47
= 380MeV/c,

(4.1)

with an assumed Fermi momentum of pF = 250MeV/c, and the projectile and pre-fragment mass

number Ap and Apf , respectively, and their difference ∆A. The necessary momentum accep-

tance in the laboratory-frame is estimated from the transverse-momentum spread, assumed to be

dominated by abrasion, σ(p⊥) = σpf . The angular spread ∆α can be approximated as

∆α ≈ σ(p⊥)

pp
=

380MeV/c

42.6 × 103 MeV/c
= 9mrad, (4.2)

with the total projectile-momentum pp and transverse momentum p⊥. The fragmentation process

defines the technical parameters for the fragment separators, except for the production by fission.

The detailed setting of BigRIPS for the experiment is given in Sec. 5.2.

4.2 Quasi-free Scattering Reactions

Direct reactions are a tool to study the structure of nuclei, these include knockout or transfer

reactions. Figuratively speaking, single nucleons or configurations are probed and the rest core

acts as spectator. The cross section to populate the configurations of interest depends on the

overlap between the wave functions of initial and final state. Neutron-rich nuclei are often studied

by nucleon-removal reactions, or transfer reactions are also suitable.

Other possible reactions are two-nucleon removals or charge-exchange reactions but typical

cross sections are one order of magnitude lower than for single-nucleon removal reactions [107].

However, these reactions can be the reaction of choice to populate very neutron-rich, neutron-

unbound nuclei if no other reaction channel is available, as for 29Ne(p, 3p)27O. Charge-exchange

reactions favor typically a different selectivity to particular final states.

In the experiment discussed here, proton-removal reactions are applied to access nuclei with

even larger neutron-proton asymmetry than the initial nucleus. In this case, the proton nuclear

configuration is not of primary interest but the populated excited states. However, the proton
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~pcmA−1

~pA

~pcmN ~pp

~p ′(A−1)

~p ′N

~p ′p

θN

Figure 4.1: Schematic drawing of the quasi-free scattering kinematics in inverse kinematics in the

laboratory system (left: before; and right: after the reaction). QFS reaction of nucleus A on a

proton target p and knockout of nucleon N .

knockout can provide additional information on the populated configurations as inferred for neu-

tron knockouts.

Hadronic reactions induced on a pure proton target at energies larger than approximately

200MeV/u are seen as clean probe to study the nuclear structure. It follows a section about the

advantages of quasi-free nucleon-knockout reactions and the spectroscopic information that can

be deduced as addressed in detail in Ref. [108].

The QFS reactions in normal kinematics with proton beams and their connection to nuclear

structure is discussed theoretically since the 1950’s [109] after the shell-model has shown first

success. The first experiments were performed at Berkeley Laboratoy [110]. Uniquely, high-

energy proton and electron scattering allows to penetrate the nucleus and interact with deeply-

bound nucleons. Electron-scattering experiments have famously shown the reduction of single-

particle spectroscopic strength what is today associated with e. g. missing short-range interactions

in the models [111].

High-energy scattering causes a high-momentum transfer making a localized interaction and

emphasizing the single-particle properties. In a qualitative picture, the quasi-free scattering is

a reaction where a nucleon knocks another nucleon out of a nucleus and no further FSI takes

place. Actually, the mean-free path of the incident proton is in the order of the nuclear radius,

the multiple collisions between the reaction particles need to be considered and are theoretically

often described with complex optical potentials [108].

Kinematically, the QFS reaction can approximately be seen as a collision between a proton

and another nucleon where both nucleons are free particles, sketched in Fig. 4.1. The signature

in the non-relativistic case is an opening angle between the two scattered nucleons of θNN = 90◦.

As described, a high-energy single proton-nucleon nuclear interaction favors the kinematics of an
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4. Experimental and Analysis Methods

almost free scattering reaction. In inverse kinematics in a reaction type A(p, pN)A− 1, where the

target proton is at rest (~pp = 0), the momentum relation reads in the laboratory system as

~pA = ~p ′(A−1) + ~p ′N + ~p ′p, (4.3)

with the proton’s and the knocked-out nucleon’s momentum, ~p ′p and ~p ′N , the fragment momentum

~pA−1, and the initial beam momentum ~pA. The momentum transfer Pq = (Eq, ~q) is ~q = ~p ′p (or

~p ′N = ~pN − ~q). The sudden approximation is explicitly applied, where the fragment nucleus

behaves only as a spectator and is not affected by the reaction, it is assumed:

~p ′(A−1) = ~p(A−1). (4.4)

In the sudden approximation, Eq. 4.3 trivially becomes together with the momentum transfer

~pA = ~pA−1 + ~pN , (4.5)

and

~pN = ~p ′p + ~p ′N . (4.6)

Thus, measuring ~p ′A−1 but not ~p ′p and ~p ′N , spectroscopic information of the knocked-out nucleon

~pN is deduced. Spectroscopic information of the knocked-out nucleon in the initial state can be

deduced from the momentum distribution of the spectator [107, 112]. The energy transfer in the

reaction is

Eq = EA −
(
E′

A−1 + E′
p + E′

N

)
. (4.7)

The excitation energy Eex of the fragment (relative to the Fermi level) is the transferred energy,

reduced by the nucleon-separation energy SN which is necessary to remove the nucleon,

Eex = Eq − SN . (4.8)

Similar calculations can be done for the normal-kinematics case, cf. Ref. [113], but there the

(A− 1)-nucleus is not measured.

The reaction kinematics manifests itself in the angular correlation of the light nucleons after

the reaction (p′, N ′) that for large enough momentum transfer leave the target or nucleus. The

ideal (free) two-body p-N scattering conditions are mainly modified by relativistic effects, the fact

that the scattering partner is bound, and FSI like multiple scattering or absorption. The binding

energy reduces the opening angle of the scattered nucleons to less than θ < 90◦ [113], the larger

SN the smaller is the opening angle. The azimuthal angle is φ = 180◦ in the in-plane scattering.
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These two correlations serve as explicit characteristics for the (p, pN) reaction as experimentally

shown in Sec. 7.2.

In reaction theory the problem is often treated in an eikonal and Distorted Wave Impulse Ap-

proximation (DWIA) approach [114], where the interaction time between the scattered nucleons

is small compared to the internal time scale of the moving nucleons – the so called sudden or

adiabatic approximation as applied in Eq. 4.4. A recent theory to analyze QFS experiments in

inverse kinematics is established by Aumann, Bertulani, and Ryckebusch [115].

FSI are not negligible, absorption e. g. hinders penetrating more deeply-bound nucleons espe-

cially for small impact parameters. However, compared to knockout reactions at low energies and

with a compound target, QFS reactions (and (e, e′p)) probe also the interior of the wave functions

and not only the tail region [115]. The theory behind is described in a bit more detail in Sec. 4.3.

4.3 Momentum Distributions

4.3.1 The Four-Momentum Vector

The beam is characterized by its momentum vector ~p and total energy E. These information are

combined in the contravariant four-momentum representation P = (E, ~p)∗. In the laboratory-

frame, as the measurement is performed, the total momentum is calculated as

p = |~p| = βγm = Bρ ·Q, (4.9)

with velocity βc, Lorentz factor γ, and rest mass m of the particle or with magnetic rigidity Bρ

and charge Q. The energy is

E = Ekin +m =
√

p2 +m2, (4.10)

with the kinetic energy Ekin = m(γ − 1).

The single momentum components ~p = (px, py, pz) in a laboratory system are the projection

onto the corresponding coordinate-system axes

px = p · sin (θ) cos (φ) , (4.11)

py = p · sin (θ) sin (φ) , (4.12)

and

pz = p · cos (θ) , (4.13)

∗in natural units, c = 1, throughout the thesis if not mentioned differently
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4. Experimental and Analysis Methods

with the polar θ and the azimuthal angle φ. The transverse-momentum component p⊥ is

p⊥ =
√

p2x + p2y, (4.14)

and the longitudinal component is

p‖ = pz =
√

p2 − p2⊥. (4.15)

The physics to be studied is generated in the radioactive nucleus that is actually moving with

relativistic velocity. This means, the kinematics is boosted into the direction of the velocity vector.

The advantage of this Lorentz boost is that e. g. an isotropic neutron decay in the nucleus’ rest

frame with a relative energy of 1MeV is detected here with full acceptance within an acceptance

of 80mrad.

On the other hand, a Lorentz transformation needs to be applied to observe the physics in the

rest frame of the nucleus. The following form of the transformation converts the four-momentum

P of a system that is moving with velocity βc in z direction back into its rest frame (prime system

P ′),

P ′µ = Λµ
νP

ν =









γ 0 0 −βγ
0 1 0 0

0 0 1 0

−βγ 0 0 γ









·









E

px

py

pz









, (4.16)

where the transverse direction is not affected.

As described in Sec. 4.2, the transverse and longitudinal components of the momentum dis-

tribution of the heavy fragment carry information about the single-particle characteristics of the

knocked-out nucleon.

4.3.2 Theoretical Momentum Distributions in a Knockout Process

As shown in Sec. 4.2, the momentum distribution of the reaction residue carries spectroscopic

information about the knocked-out nucleon, in particular its angular momentum. First theories

that have been developed to quantitatively describe spectroscopy and the momentum distributions

are guided by the experiments at low energies where light compound targets such as 12C or 9Be

were used. The single-particle cross section σsp to a given final state is composed of the “knockout”

and “continuum” cross section, σko and σcont, respectively,

σsp = σko + σcont, (4.17)

where the contribution from Coulomb reaction σC is neglected for such light targets [107, 116].

The knockout component describes the projectile-nucleon scattering off a target nucleon with
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large angle while the target nucleon is not identified. The second term, the “nuclear inelas-

tic scattering into the continuum”, also called “diffractive/elastic breakup” (here: continuum),

describes the nucleon removal as a dissociation process through the interaction between target

nucleus and projectile nucleon. In the nuclear inelastic scattering into the non-resonant or reso-

nant continuum, the nucleon is removed. The removed nucleon is present in forward direction

with nearly beam velocity. This contribution is absent in the experiment here because QFS based

on a proton target is investigated (see below), and additionally the reaction channel is exclusively

identified including the scattered particles, while for low-momentum transfer the proton does not

leave the target.

The longitudinal-momentum distributions for the knockout process can be described in an

eikonal calculation. The elastic-scattering S-matrices are described in the strong-absorption or

“black-disc” model [107]. In the eikonal approximation the single-particle wave function is un-

changed except for the interaction region where the absorption takes place, given by a cylinder

with “black-disc”/cut radius. The momentum distribution is the one-dimensional Wigner trans-

form of the single-particle wave function ψlm of the bound nucleon, along the beam z-axis with

impact parameter b (and transverse distance r⊥) [107, 117],

dσ

dpz
=

1

2l + 1

∑

m

∫ ∞

bmin

dWlm

dpz
d~b, (4.18)

with

dWlm

dpz
=

1

2π

∫∫∫

ψ∗
lm(~r⊥, z

′)ψlm(~r⊥, z) exp
{
ipz(z − z′)

}
d~r⊥dzdz

′. (4.19)

Bertulani and Hansen [118] extended the theory by adding more elaborate S-matrices to describe

the core-target and nucleon-target interaction. The scattering matrices are associated with optical

potentials. The details can be found in Ref. [118]. It was shown that the longitudinal momentum

is well-suited to extract information about the angular momentum, while it differs only slightly

from the simple “black-disc” model.

The shape of the momentum distribution reflects only the part of the wave function that is

sampled. Instead, QFS reactions on a proton target and higher energies, as investigated here,

are more sensitive because the reaction is less surface dominated than knockout reactions on a

compound target and at low energies, and both nucleons are detected. Reference [115] shows

that the quasi-free knockout reactions are more sensitive to the interior of the wave function,

thus the momentum distributions are sampled differently – imagine a node in the wave function

that is probed and is basically reflected as the Fourier transform in the momentum distribution.

Separating the scattering matrix as shown below, the distorted waves are used. Plane waves

in the eikonal approximation are distorted with the scattering matrix. The single-particle wave

function is calculated in a Woods-Saxon potential with central, surface, and spin-orbit part. The
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longitudinal-momentum derived in Ref. [115] reads

dσ

dpz
∼ 1

2j + 1

∑

m

〈
dσpN
dΩ

〉

pz

∫ ∞

0
b |〈S(b)〉|2 db

∣
∣
∣
∣

∫ ∞

−∞
exp {−ipzz}ψjlm(r⊥, b, z) dz

∣
∣
∣
∣

2

, (4.20)

where 〈S(b)〉 is the angle-integrated product of the scattering matrices (survival amplitudes) for

proton–beam, proton–fragment (core), and nucleon–fragment scattering to incorporate that the

particles leave the reaction zone and can be measured,

〈S(b)〉 =
〈
SpcSp′cSNc

〉
. (4.21)

The proton-nucleon cross section σpN is taken from the free-scattering cross section [115].

The analysis of momentum distributions is a well-suited tool to extract spectroscopic informa-

tion of nucleons in a knockout reaction, even if the scattered nucleon is not measured completely

but just the fragment. Several reaction-theory models were presented, the latter describes the QFS

as studied here and is applied in Sec. 8.2.5. The method is as well applicable to neutron unbound

states where the residual momentum is reconstructed from the heavy fragment and the neutron

momenta after the decay. Eventually, the experimental cross section for a particular final state

can be compared to theoretical single-particle cross sections from the above theories, resulting in

spectroscopic factors.

4.4 Invariant-Mass Method

The goal of this thesis is to deduce information about states in the continuum. Experimentally,

these resonances cannot be observed directly but only after the decay has happened. This means,

information can only be deduced from the incoming particles, prior to the reaction, and the

outgoing decay particles after the reaction, while the reaction has just populated the system of

interest.

Two methods, namely the missing-mass and invariant-mass method, can be applied to obtain

the decay energy of continuum states. To determine the missing mass, all the particles before

and those after the reaction that do not compose the system of interest need to be measured with

high precision. The missing-mass technique exploits the conservation of energy and momentum

between the projectiles Pin (beam and target particles) and the particles after the reaction Pf .

The missing-mass energy is deduced from

∑

j

Pµ
in,j =

∑

i

Pµ
f,i. (4.22)

Usually, that is limited to the charged particles only. Here, the incoming beam and the scattered

protons in the (p, 2p) reaction would need to be measured. The momenta of the protons cannot
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be measured with the existing experimental setup.

In contrast, applying the invariant-mass method, all the decay products from the system of

interest need to be measured, including (multiple) neutrons. The explicit detection and tracking

of neutrons is more challenging than detecting only charged particles but, eventually, the decay-

energy resolution is usually better compared to the missing-mass analysis.

Here, the decay energy is inferred from the four-momentum of all the decay particles that

formed the resonance. The energy and momentum conservation holds for the initial state and the

n decay products,

Pµ
in =

n∑

i=1

Pµ
f,i. (4.23)

The decay energy is a quantity of the decaying system, it is described in the rest frame. As known

from special relativity, the rest mass is invariant under any transformation in any reference system,

especially in the laboratory system where the quantities are measured. The squared invariant mass

M2 for a n-body decay reads

M2 =

(
n∑

i=1

Pi,µ

)

·
(

n∑

i=1

Pµ
i

)

. (4.24)

Eventually, the decay or relative energy Erel is

Erel =M −
n∑

i=1

mi, (4.25)

subtracting the rest masses mi of the decay particles. Essentially, the momentum information is

all that is needed. Rewriting the invariant mass leads to

M2 =

(
n∑

i

Ei

)2

−
∣
∣
∣
∣
∣

n∑

i

~pi

∣
∣
∣
∣
∣

2

=
n∑

i

(
E2

i − |~pi|2
)
+ 2

n∑

i<j

(EiEj − ~pi · ~pj) .
(4.26)

Using the scalar product

~pi · ~pj = |~pi| · |~pj | · cos(∢(~pi, ~pj)), (4.27)

together with the mass-energy relation, results in

M2 =

n∑

i

m2
i + 2

n∑

i<j

(EiEj − |~pi||~pj | cos(θij)) , (4.28)
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where mi is the rest mass and θij the opening angle between two vectors of the decay particles.

The total energy and momentum can be further expanded to E = γm and |~p| = βγm, respectively.

This formulation illustrates that the opening angle in the laboratory system is the imprint of the

relative energy.

In case the heavy fragment is populated in an excited bound state that decays via γ-ray emis-

sion with energy Eγ , this energy needs to be considered in addition. The excitation energy is

defined as

Eex = Erel + Eγ + SN , (4.29)

with the particle separation energy SN .

In a three-body decay that is studied for 29F∗, the invariant-mass analysis allows to study

subsystems, in particular neutron-neutron correlations and the decay behavior, as described in

Sec. 4.6.

4.5 Resonance Description in R-Matrix Theory

4.5.1 Basic R-Matrix Theory

This thesis aims to investigate neutron-unbound states. The resonant states that are populated

in a direct reaction decay subsequently into a fragment and at least one neutron. The basic idea

is to treat this two-step process as scattering problem on a potential V̂ . The radial Schrödinger

equation, after separation of the angular part, needs to be solved

(

T̂ + V̂ (r)
)

ψl(r) = Eψl(r), (4.30)

with the scattering solution ψl(r) for partial wave l. The kinetic-energy operator is

T̂ = − ~
2

2µ

(
d2

dr2
− l(l + 1)

r2

)

. (4.31)

The solution needs to satisfy certain boundary conditions, it is ψl(0) = 0 and it is continuous

at r = a the matching radius – also called channel radius. In R-matrix theory, the channel radius

separates the potential into an interior and exterior region. In the exterior region only long-range

effects are kept, where the scattering wave function is related to the scattering matrix. The R-

matrix method in particular takes care of the orthonormalization of the basis states ψln of ψl in the

internal region (r ≤ a) where the resonant states are formed, and fulfill Eq. 4.30 with energy ǫn –

the details of the R-matrix expansion can be found in Ref. [119]. Mathematically, the R matrix is

the inverse of the logarithmic derivative of the wave function at the boundary, while no particular

Hamiltonian is assumed. The (phenomenological) R-matrix approach, proposed by Wigner and
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Eisenbud [120] and further developed in great detail by Lane and Thomas [121], became a

standard method to solve the resonance scattering and which is also applicable to direct-reaction

mechanisms.

Here, the calculable approach for the R matrix is described. The diagonal elements of the R

matrix, where the same particles in incoming channel and exit channel are considered, take the

energy-dependent form (for particular l)

R =

N∑

n=1

γ2n
ǫn − E

, (4.32)

with the squared reduced-width amplitude

γ2n =
~
2

2µa
ψ2
n(a), (4.33)

with the scattering solution ψ(r) (and the basis states ψn), sum over the N poles at resonance

energies ǫn – it is exact for a complete basis. For the complete derivation see Ref. [49]. Dropping

the sum over the different resonances in Eq. 4.32 is the R matrix in one-channel scattering as

originally proposed by Wigner and Eisenbud [120].

R is uniquely connected to the S matrix [119]. In the following, basic quantities to describe a

resonance are introduced, using the basic example of one-channel scattering with one pole. The S

matrix knows only one path from populating the resonance and decaying through one particular

channel. Using the scattering solutions, the S matrix and phase shift can be determined [53, 119].

One identifies quantities with physical meaning. For neutron resonant-scattering, the positive-

energy solutions F and G are the Bessel functions of first and second kind†, respectively, with the

argument ρ = kr [121]. The penetrability,

Pl(E) = ka
1

F 2
l +G2

l

, (4.34)

and the shift function,

Sl(E) = ka
ḞlFl + ĠlGl

F 2
l +G2

l

, (4.35)

are introduced, evaluated at a given scattering energy E with

ρ = ka =

√
2µE

~c
a, (4.36)

its relative momentum k, and the reduced mass µ. The expressions for the partial waves up to

l = 3 are derived in App. B.1. The penetrability is a measure for the transmission through the

†Ḟ = d

dρ
F (ρ)
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centrifugal barrier [53]. In case of resonance scattering the lifetime is long compared to the time

it takes the particle to pass the nucleus.

The S-matrix pole determines the resonance energyES and width Γ. The way the components

of the (one-pole) R matrix R = γ2/(ǫ − E) are related is outlined in Refs. [49, 119, 121]. The

S matrix can be found in Ref. [122], the resonance parameters for one channel are defined as

follows. The partial width is

Γ = 2P (E) · γ2, (4.37)

which reads at the resonance position with the experimentally determined width Γr

Γ(E) = Γr
P (E)

P (Er)
. (4.38)

The resonance energy is shifted energy-dependently from ǫ (= Er), shown for fixed l,

ES = ǫ+∆, (4.39)

where

∆ = γ2 (S(Er)− S(E)) . (4.40)

The first term is fixed at the resonance-pole energy, while for the second term it is made use of

the Thomas approximation and so it is linear in energy. The resonance cross section from the S

matrix is proportional to

dσ

dE
∼ Γ

(Er +∆− E)2 + Γ2/4
, (4.41)

often referred to as single-level energy-dependent Breit-Wigner line shape with the so called “ob-

served” resonance parameters. Close to the threshold the shape becomes asymmetric because the

form tends to zero.

This argumentation holds for the kind of reactions investigated here. The (direct) knockout

reaction populates the resonance which promptly decays. In the R-matrix formalism this is treated

as inelastic scattering from one entrance channel to another exit channel but with one pole.

Therefore, two diagonal elements of the R matrix exist in the symmetric S matrix, the details

can be found in Ref. [122]. Eventually, the entrance and exit channel can be factorized – only

the decay is relevant but not the population mechanism. Under the assumption that the entrance

channel has no structure effect in the decay, the width and shift are dominated by the decay

channel, and the Breit-Wigner line shape reads as Eq. 4.41.
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4.5.2 Single-Particle Width

The width which is sensitive to the angular momentum can be calculated for a pure single-

particle state. The estimate of the single-particle width Γsp that cannot be exceeded is derived

in Ref. [123],

Γsp =
2~2

µa2
· Pl, (4.42)

for l > 0. In case of l = 0 it is Γsp =
(
2~2/(µa2)

)
ρ. Bohr and Mottelson [53] derive the single-

particle limit for scattering of a spinless neutral particle in a spherical square-well potential as

Γsp =
2~2

µa2
2l − 1

2l + 1
· Pl, (4.43)

where the additional angular-momentum weighting causes a problem. The width becomes Γl >

Γk for l > k and large ρ, what is not realistic. Another accepted limit, shown to hold by Teichmann

and Wigner [124], is

Γsp =
3~2

µR2
· Pl, (4.44)

with nuclear radius R.

4.5.3 Breit-Wigner Line Shape for Sequential Decay

The R-matrix method is also applicable to a more complex decay situation, where e. g. more

than one decay channel is open or resonances are close together in energy or sequential decays

occur, see Ref. [121]. The sequential decay, as introduced in Sec. 2.3, is treated as two subsequent

one-neutron decays via an intermediate state.

Following the approach of Kryger et al. [125] and Barker [126] based on the R-matrix theory,

the total width depends directly on the intermediate resonance structure, what becomes apparent

for states of broad width. The second step, the one-neutron decay from the intermediate state with

resonance energy Er
fn, is seen as an ordinary Breit-Wigner decay in a subsystem with available

energy U (U 6 E) or fractional energy ǫ = U/E,

ρ(U) = c
Γ2(U)

(

U − Er
fn

)2
+ Γ2

2(U)/4
, (4.45)

where c is chosen to normalize ρ,

∫ ∞

0
ρ(U) dU = 1, (4.46)
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4. Experimental and Analysis Methods

and Γ2(U) is the width of the intermediate state as introduced in Eq. 4.37. The total width is

modified by the intermediate resonance. The total system with three-body energy E is described

as

Γ1(E,U) = 2γ21P1(E − U) · ρ(U), (4.47)

the total width integrates out

Γtot(E) =

∫ E

0
Γ1(E,U) dU. (4.48)

Eventually, the three-body decay Breit-Wigner line shape for sequential decay, that is applied here

to a two-neutron decay, is [127]

dσ

dE
∼ Γtot(E)
(

Er
fnn − E

)2
+ Γ2

tot(E)/4
. (4.49)

The shift function is not explicitly considered, the treatment is detailed in Ref. [126].

4.6 Neutron-Correlation Observables

As explained in Sec. 2.3, three- and many-body systems can exhibit special correlations and decay

behaviors. Different methods are available to study the three-body kinematics. The analysis in a

Jacobi coordinate system is presented and later applied to 29F∗ →27F+2n. The systems are best

studied in their Center-of-Mass (c. m.) system to eliminate the c. m. motion, an adequate system

are Jacobi coordinates.

The idea is to form pairs of two particles, consider their relative vector and the vector of the

two-body c. m. to a third particle. For more particles, the c. m. of the new binary system is

determined and serves as origin to couple the next particle and so on. In case of a three-body

system including two indistinguishable particles, fragment+neutron+neutron, two particular sys-

tems can be looked at, the so called Y- and T-system. In the Y system the fragment and a neutron

form the incident binary system, in the T system it is the neutron pair. Figure 4.2 shows a geo-

metrical view of the two choices of systems.

In a mathematical way, the transformation into Jacobi coordinates – treated here in momen-

tum space – is performed in the following way [52, 128], using the notation for fragment (f) and

neutron (n) and their momenta pi, as in Fig. 4.2:
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Figure 4.2: The two different systems of Jacobi coordinates for three-body studies in momentum

space. The relative-momentum vectors of the binary systems between fragment (f) and neutrons

(n) are denoted by ~pij.

Y-system:

~pfn = µ31

(
~p3
m3

− ~p1
m1

)

,

~pn−fn = µ2−31

(
~p2
m2

− ~p3 + ~p1
m3 +m1

)

,

(4.50)

with the reduced masses

µ31 =
m3m1

m3 +m1
,

µ2−31 =
m2(m3 +m1)

m3 +m2 +m1
.

(4.51)

T-system:

~pnn = µ12

(
~p1
m1

− ~p2
m2

)

,

~pf−nn = µ3−12

(
~p3
m3

− ~p1 + ~p2
m1 +m2

)

,

(4.52)
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with the reduced masses

µ12 =
m1m2

m1 +m2
,

µ3−12 =
m3(m1 +m2)

m1 +m2 +m3
.

(4.53)

The relative energy, cf. Sec. 4.4, of the subsystems is in the

Y-system

Efn =
p2fn
2µ31

,

En−fn =
p2n−fn

2µ2−31
,

(4.54)

and in the T-system

Enn =
p2nn
2µ12

,

Ef−nn =
p2f−nn

2µ3−12
,

(4.55)

which sum up to the three-body relative energy.

For the study of correlations and decay kinematics, see Sec. 2.3, it is suitable to introduce the

relative angle between the momentum vectors θij , denoted in Fig. 4.2. The fractional energy,

ǫfn =
Efn

Efnn
,

ǫnn =
Enn

Efnn
,

(4.56)

is the ratio between the binary and total three-body relative energyEfnn. The choice of {θij, ǫij} is

made because these variables are based on the Jacobi coordinate system {~pij, ~pk−ij}, which in turn

is often used to parametrize hyperspherical harmonics functions as in three-body physics [128].

For a fixed decay energy Efnn, θij and ǫij are the two degrees-of-freedom that are left in a three-

body system where the c. m. motion and Euler rotations are removed [52]. Hyperspherical har-

monics are the three-body equivalent to the spherical harmonics functions which are usually used

to expand two-body wave functions. In the sequential-decay theory, the fractional energy is de-
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scribed as [127]

P (ǫfn) = C

∫ ∞

0

Γ1(E,U)

(E1 − E)2 + Γ2
tot(E)/4

dE, (4.57)

with ǫfn = U/E and scaling C.
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Chapter 5

Experimental Setup

The experiment has been performed at the experimental stage called SAMURAI at the RIBF. This

10-day-long experiment took place at the end of 2015 and was led by Y. Kondo.

The primary goal of this research is the first spectroscopic measurement of the unbound oxy-

gen isotopes 27O and 28O [129]. One driving question is if 28O behaves like a doubly-magic

nucleus with a closed sd-shell configuration. The results will give insight into the shell-structure,

binding mechanisms, and help clarifying the influence of fp-shell intruder configurations in the

region of the nuclear landscape called the island of inversion.

These very neutron-rich nuclei decay via (multi-) neutron emission. The invariant-mass spec-

troscopy requires the measurement of the momenta of all the decay products, in particular the

reconstruction of the neutron momenta. The latter is in particular challenging because there is no

direct detection of neutrons and the interaction probability is low.

The Superconducting Analyzer for MUlti-particles from RAdioIsotope beams (SAMURAI) setup

uniquely allows to measure reactions in inverse and complete kinematics, while it combines major

improvements in the experimental implementation:

• a high beam intensity,

• an increased luminosity for the secondary reaction,

• an increased neutron-detection efficiency,

• and high resolution detectors,

which allow for the first time the momentum reconstruction of four coincident neutrons.

These aspects as well as the details of the experimental setup are described in the following

sections. The chapter starts with the description of the accelerator facility and the secondary-beam

production. Following this, the SAMURAI setup is detailed with all its main detector components.
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Figure 5.1: Schematic view of the RIKEN Nishina Center. The different accelerators are labeled as

well as other experimental stages. The ions are produced in the ECR source and are accelerated

in the RILAC and a chain of segmented ring cyclotrons. Figure adapted from Ref. [132].

5.1 Accelerator Facility

The experiment has been carried out at the RIBF of the RIKEN Nishina Center in Tokyo (Japan).

The RIBF is the first next-generation radioactive-ion beam facility in the world [130]. The new

and world’s first Superconducting Ring Cyclotron (SRC) was commissioned in late 2006 and the

fragment separator to produce the RI beams in 2007 [131]. This facility opens a new path into

unexplored regions of nuclei with large isospin asymmetry using RI beams of a few hundred

MeV/nucleon.

5.1.1 Primary-Beam Acceleration

The facility can accelerate stable primary beams from deuterons to 238U up to energies of

345MeV/u for heavy ions using the final-stage SRC [133]. The accelerator complex consists

of several different accelerators which are used to accelerate the ion of interest and transport the

beam to the experimental site. The layout of the RIBF complex is schematically shown in Fig. 5.1.

Several ion sources, based on the Electron Cyclotron Resonance (ECR) method, are available to

extract the primary ions for acceleration.
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After the extraction from the source, the ions are pre-accelerated in a 16MV variable-frequency

Linear Accelerator (LINAC) called RILAC. A chain of segmented ring cyclotrons for further acceler-

ation is following which serve as injector to the SRC and provide the beam to other experimental

stages. The available cyclotrons are

• the RIKEN Ring Cyclotron (RRC),

• the Fixed Frequency Ring Cyclotron (fRC),

• the Intermediate-stage Ring Cyclotron (IRC),

• and the SRC.

A step-by-step acceleration in several cyclotrons allows to reach highest kinetic energies and

to adapt to the increasing magnetic rigidity of the beam particles. A key property is the so-called

K-value or bending limit that is defined as follows

Ekin

A
=

e2 (Bρ)2

(γ + 1)mu
·
(
Z

A

)2

= K ·
(
Z

A

)2

, (5.1)

with the kinetic energy Ekin, the mass number A, the nuclear charge Z, and the magnetic rigidity

Bρ of the beam particles.

According to the requirements of the experiment, such as beam species, energy, and final ex-

perimental stage, the particles are accelerated in three different modes. In the following, the

acceleration of a 48Ca beam is described as it was applied in the experiment here. Further infor-

mation and details can be found in Refs. [130] and [131] and the references therein.

5.1.2 48Ca Beam Acceleration

A stable 48Ca primary beam was used to produce the neutron-rich, short-lived nuclei in BigRIPS.

First, 48Ca16+ ions are extracted from the 18GHz ECR source and are pre-accelerated in the

RIKEN LINAC (RILAC) running at a frequency of 36.5MHz, cf. Fig. 5.1. This beam, which has an

energy of 2.675MeV/u after the first stage, passes a first charge stripper and is further accelerated

in the RRC [134].

The RRC is a K540-MeV ring cyclotron with four separated-sector magnets and two Radio

Frequency (RF) resonators. Following a second charge stripper to produce fully-stripped ions

and to moderately increase the magnetic rigidity, the acceleration continues in the IRC. The fRC

(K570-MeV) is by-passed. It is only included for maximum acceleration of ions with larger mag-

netic rigidity like 238U which can be produced at 345MeV/u and highest intensity of 40pnA. Here,

the RRC serves as injector for the IRC.

The IRC also consists of four room-temperature sector magnets. Its K-value is 980MeV, the

maximum magnetic field in one sector is 1.9T and the maximum extraction energy 127MeV/u.

The final acceleration is performed in the SRC.
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The SRC is the first superconducting ring cyclotron of its kind in the world [135]. It provides

an immense bending power with a K-value of 2500MeV. It is built out of six separated-sector

magnets, their maximum field is 3.8T, and four RF cavities.

Finally, the 48Ca20+ beam is almost-continuously extracted with an energy of 345MeV/u at

a cyclotron frequency of 36.5MHz. This acceleration scheme is the so-called variable-energy

acceleration mode. The transmission accounts for more than 80%. In this experiment the intensity

did reach maximum values of approximately 600pnA, which recently could be increased up to

730pnA.

5.2 Secondary-Beam Production

These high-intensity primary beams make it possible to produce “exotic” nuclei far from β stability.

At the RIBF, the in-flight separation technique is applied to produce a high-energy secondary RI

beam. The pioneering work applying this technique has been done at the Lawrence Berkeley

National Laboratory (USA) in the 1980’s [17].

Other facilities like the ISOLDE at CERN apply a technique called ISOL, see Sec. 4.1. There

exist a few facilities presently in the world that provide beams from projectile fragmentation [14],

namely

• RIPS and BigRIPS at RIKEN (Japan),

• the Fragment Separator (FRS) at GSI and the future Superconducting Fragment Separator

(Super-FRS) at the Facility for Antiproton and Ion Research (FAIR) (Germany),

• the A1900 fragment separator at NSCL and the future Facility for Rare Isotope Beams (FRIB)

(USA),

but others are being built.

BigRIPS is designed to produce, transport, and identify not only radioactive-isotope beams

from projectile-fragmentation reactions but also medium- and heavy-mass nuclei from in-flight

fission reactions. The latter requires in particular large-acceptance ion optics due to the reaction-

process and to transmit most-neutron rich nuclei with reasonable statistics. The discovery of

more than 120 new nuclei at BigRIPS, mainly neutron-rich isotopes from projectile-fragmentation

reactions, has been reported in the last five years [136].

5.2.1 BigRIPS Setup

BigRIPS is a two-stage in-flight separator combining the production stage and a large-acceptance

separator with a second separator stage to identify the ions event-wise [137]. The schematic

layout of BigRIPS is shown in Fig. 5.2. The ion-optics of the separator is built out of a series of

56



BigRIPS

SRCIRC

ZeroDegree

SAMURAI

Figure 5.2: Schematic layout of BigRIPS and its beam lines. Focal planes are labeled as F#, dipole

magnets as D# and quadrupole-triplet magnets as STQ#. Figure taken from Ref. [139].

dipole magnets (labeled as D#), superconducting quadrupole-triplet magnets (labeled as STQ#),

degraders, slits, and in-beam detectors as described in detail in an article by Kubo et al. [138].

Mid-focal planes are labeled as F#.

The first stage is considered from the production target (F0) to the focus F2 with a degrader

placed at F1. In between, four of the superconducting quadrupole triplets and two normal-

conducting dipole magnets are equipped. The dipole magnets have a bending angle of 30◦ and a

mean bending radius of 6m.

The selected RI beam is transported through the two quadrupole magnets STQ5 and STQ6 to

the second stage, a four bend achromatic spectrometer with its four dipole magnets D3–D6, from

F3 to F7. Inserting a second degrader at F5 extends the separation stage. The beam is transported

through four more quadrupole triplets to the SAMURAI setup, also called F13. Before, the beam

can be deflected to enter the third part of BigRIPS, the analyzing spectrometer ZeroDegree.

The design of the magnets allow a transportation with ±3% momentum acceptance and an

angular acceptance of ±40mrad horizontally and ±50mrad vertically. The accepted magnetic

rigidity is with 9Tm even larger than that of the SRC accounting for the study of nuclei with

large isospin asymmetry. The total length accounts for 78m from F0 to F7 and another 39.5m

from F7 to the entrance of the SAMURAI area. [138]

57



5. Experimental Setup

5.2.2 In-flight Separation

One magneto-optical setting of BigRIPS was optimized to transport 29F with highest intensity.

However, the purity is reduced by nuclei of similar magnetic rigidity that are mixed in like 30Ne

and 31Ne.

The particular setting of BigRIPS for the production runs of 29F is listed in Table C.1 in

App. C.1. The high-energy and intense 48Ca beam from the SRC bombards the thick 9Be pro-

duction target at the entrance of BigRIPS. In fragmentation reactions lots of different nuclei are

produced with masses smaller than the beam ones, including very rare isotopes but with small

cross section. Due to the reaction mechanism, the reaction products have a rather broad momen-

tum and angular distribution, cf. Sec. 4.1.

Exploiting the advantage of the high beam energy and the large-acceptance devices, most of

the phase space is collected in forward direction. The short-lived ions, such as 29F, 30Ne, and 31Ne

with half lives of T1/2 = 2.67ms, 7.39ms, and 3.40ms [140], respectively, reach the final focal

plane.

Dipole magnets separate the ions according to their magnetic rigidity. This is a general feature

of a dipole magnet that selects according to the momentum. In a magnetic field ~B, the Lorentz

force acts orthogonally to the direction of the velocity ~v of a charged particle with mass m and

charge Q and bends it onto a curved orbit with radius ρ. In the relativistic case this reads as

p

Q
=
βγmc

Q
= Bρ, (5.2)

with momentum p = βγmc. In case of fully stripped ions, Q = Z · e, and similar velocities of

projectile and fragment, this becomes basically a separation according to the mass-over-charge

ratio

Bρ ∝ A

Z
βγ. (5.3)

Thus, a substantial amount of reaction products having a different magnetic rigidity than the

nuclei of interest is dumped into a beam dump. The rest is focused by the quadrupole magnets

onto an aperture, still on the dispersive focus F1, to apply a selection on p/Q.

Also at F1, a simple but important device is used, namely a wedge-shaped achromatic de-

grader. This material is sensitive to the energy loss, thus to charge and velocity – a momentum

achromat. Together with the second dipole magnet, the separation is sensitive to A2γ−1/Z2γ−2

(γ is a material constant of the degrader), other than the first dipole with ∼ A/Z sensitivity. At

the achromatic focus F2 another slit is adjusted to select the isotope cocktail further in the first

Bρ−∆E − Bρ selection. Further details and the formal derivation needed for the isotope sepa-

ration can be found in the fundamental works by Dufour et al. [141] and Schmidt et al. [142].

For further purification purposes of the isotope cocktail another aluminum degrader is inserted

at the focus F5. In a similar way as described above, after having passed the four-bend achromatic
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section, the final shaping is done with an aperture at the achromatic focus F7. There, the 29F ions

have a nominal magnetic rigidity of Bρ0 = 7.6172 Tm.

After the separation in the second Bρ − ∆E − Bρ section (F4 to F6), the second stage from

F5 to F13 is in particular used for the ion identification, see Sec. 7.1. Finally, the ions of interest

reach the experimental area SAMURAI, which is described in the next section.

5.2.3 Parallel-Plate Avalanche Counter

Two different kind of detectors are installed in BigRIPS to identify the beam particles, namely

plastic-scintillator detectors and Parallel Plate Avalanche Counter (PPAC)s. The PPACs are position-

sensitive detectors that are used in BigRIPS for the determination of the particle’s magnetic rigid-

ity [143].

The maximum available detector size at BigRIPS is 240mm(X) × 150mm(Y ). An anode foil

separates vertically and horizontally aligned cathode-electrode wires. A few hundreds of volts per

millimeter are applied between anode and cathode. The pitch between the wires is 2.55mm and

the gap between the electrodes is 4.3mm. Isobutene is used as counter gas with good quenching

properties. The wires are read out in the so called delay-line method, where the multi-strip

cathode measures the induced charge distribution at each wire. The detector can stand rates up

to MHz. [143]

When a heavy ion passes the detector volume, a fast signal is produced by the immediate

Townsend-avalanche ionization. The charge signal of the electrons is collected at the electrodes.

Eventually, the position of the incident ion is obtained from the time difference between the

signals at both ends of the delay-line.

At BigRIPS double PPACs are used. That is simply a combination of two PPACs with x- and

y-layer each and thus increasing the detection efficiency. The position resolution is approximately

0.41mm (Root Mean Square (RMS)) for particles with Z = 12 [143]. Finally, trajectories of the

ions can be measured and their magnetic rigidities be determined, cf. Sec. 7.1.

5.3 SAMURAI Setup

The SAMURAI setup, see Fig. 5.3, is a versatile experimental stage for experiments with RI beams

in inverse kinematics [26, 144]. This large-acceptance multi-particle spectrometer is designed

to perform the invariant-mass spectroscopy. It measures the reactions in complete kinematics.

The different detectors are used to determine the momenta of the incoming RI beam as well as

the momenta of the heavy reaction products and light particles such as neutrons and protons

coincidentally. The heart of the setup is the superconducting dipole magnet also called SAMURAI

with a bending power of 7.1Tm.

As described above, the RIBF provides very exotic nuclei at around 250MeV/u (β = 0.615)

that can be studied at SAMURAI. Main physics goals are nuclear structure studies and the study
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of nuclear systems beyond the drip lines, as recently performed [26, 145]:

• shell-structure study of bound and unbound nuclei by nucleon-knockout reactions, e. g.

quasi-free (p, 2p) scattering on 29F or ANe

• spectroscopy of nuclear systems beyond the neutron drip line and study of neutron correla-

tions, e. g. tetraneutron 4n system

• structure study of neutron-rich light nuclei by heavy-ion induced electromagnetic break-up

reactions, e. g. 31Ne(Pb,X)

• study of collective excitations of heavy-mass nuclei, e. g. the low-lying dipole response of

neutron-rich Ca isotopes

• study of the nuclear Equation of State (EoS), e. g. heavy-ion collisions in the Sπrit Time-

Projection Chamber (TPC)

• study of proton- and neutron-rich nuclei for nuclear astrophysics

This is a selection of the broad physics program that is performed at SAMURAI. The experiments

that were using the New Large-Area Neutron Detector (NeuLAND) at SAMURAI are summarized

in Ref. [28]. The benefit using the R3B neutron detector NeuLAND at SAMURAI is the increased

detection efficiency but also its time resolution. A clear detection of four coincident neutrons

becomes possible for the first time due to the combination of NeuLAND and the NEutron Detection

System for Breakup of Unstable Nuclei with Large Acceptance (NEBULA).

The rigidity resolution of the spectrometer can reach 1/1500 [26], a similar resolution will

be achieved with the Reactions with Relativistic Radioactive Beams (R3B) setup at FAIR but for

particles of much higher rigidities [27]. The invariant-mass resolution is about 30 keV (σ) at only

100 keV above the one-neutron decay threshold, whereas R3B is designed to reach even 15 keV

with NeuLAND [146]. In the following, these aspects and the details of the detectors that are

used in the experiment are described in detail. Run statistics, detector-cabling configurations,

and further experiment-relevant information can be found in Ref. [147].

5.3.1 SAMURAI Dipole Magnet

The SAMURAI superconducting magnet [26] is a classical H-type dipole magnet with two super-

conducting circular coils. The coil has a diameter of 2m and provides a maximum magnetic field

of 3.1T and a field integral of 7.1Tm, respectively. The enclosing iron yoke supports a homoge-

neous magnetic field, besides field clamps are used to minimize the fringe fields in the region of

other close-by detectors.

The feature of the magnet is its large gap, see Fig. 5.4. It covers an acceptance of ±10◦ and

±5◦ (= 80 cm) in horizontal and vertical direction, respectively, for fast neutrons that are being
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Figure 5.3: Drawing of the SAMURAI setup with name labels on the different detectors, in brackets the measured quantities. The

beam is coming from the left and going in +z direction as indicated.
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(a) (b)

Figure 5.4: Drawing of the SAMURAI superconducting dipole magnet, (a) in 3D and (b) as top

view, showing the vacuum chamber and the triangle exit flange for fragments and the neutron

exit window.

detected in NeuLAND and NEBULA at zero degree angle. The charged fragments are deflected

in the field according to their magnetic rigidity and are detected in the charged-particle detectors

behind. The vacuum chamber is extended by a triangle flange that is covered by a large-size

Kevlar-made vacuum window.

The whole yoke is mounted on a rotatable platform to perform experiments with coincident

proton measurements or a TPC inside the gap. In the experiment here, the magnet was rotated by

30◦ for a maximum neutron acceptance and it was operated at 2.9T. Further details, especially

about the behavior of the magnetic field distribution can be found in Refs. [26] and [144].

5.3.2 Detectors

In the following, the detector set to measure charged particles and neutrons is described, address-

ing the different working principles, to measure basic quantities such as energy loss, time and

position, cf. Fig. 5.3.

SBT

At the entrance of the experimental setup in the beam, two 0.5mm thin plastic-scintillator detec-

tors (SBT Start Timer (SBT) 1 and 2) are mounted one after the other in vacuum. The material

is of quadratic shape 120mm× 120mm. Each detector is read out at the left and right edge by

one Photo Multiplier Tube (PMT) which is coupled by a light guide to the scintillator sheet, see
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Figure 5.5: Drawing of the in-beam plastic-scintillator detector SBT.

Fig. 5.5. SBT1 and 2 are spaced by 70mm. The detectors measure the time and energy-loss signal

and serve as redundant measurement of ToF, nuclear charge, and provide the beam-trigger signal.

This organic-scintillator detector is made of BC408 plastic material. This kind of detector is

widely used in particle physics [148, 149]. When a charged particle passes, the molecules are

excited and release their energy as optical photons. The emitted light is converted into electrons

at the coupled photo-cathode. The coupled PMT amplifies the charge signal which is measured

in a Charge-to-Digital Converter (QDC), and the discriminated signal is recorded with a Time-to-

Digital Converter (TDC).

The material itself produces a fast scintillation signal with a rise time . 1 ns and has a high-

rate capability. Together with the high light-yield, a picosecond timing resolution can be achieved.

At BigRIPS, plastic-scintillator detectors are also used as in-beam detectors, basically to measure

the ToF between different focal planes. Their thickness is 3mm.

Multi-Wire Drift Chambers

In order to measure positions and obtain the trajectories of the incoming and reacted heavy par-

ticles, Multi Wire Drift Chamber (MWDC)s in different configurations are equipped, cf. Fig. 5.6.

Basically, MWDCs are gaseous detectors consisting of many anode (and potential wires) and cath-

ode layers between which an electrical field is applied [148, 150].

When a particle is passing the gas, electron-ion pairs are created by ionization according to

the mean energy-loss. On average, one ion is produced per 30 eV energy loss, the rate is reduced

by e. g. recombination processes. In the vicinity of the electrical field electrons and ions are

accelerated towards anode and cathode, respectively. A directed motion with a drift velocity is

forced, it is much higher for the electrons compared to the heavier ions and compared to the

diffusion process. Eventually, an avalanche of charge carriers is created by multiple ionizations.

The spatial information is obtained by measuring the drift time of the electrons between a ref-

erence signal and the wire in common-stop mode. The drift chambers are read out with amplifier-

shaper-discriminator boards and multi-hit TDCs [26]. Primarily, this gives the transverse drift

length from the point of creation to the wire. Using this information, a track through the detector

can be reconstructed.

In order to improve the electrical-field uniformity, the anode wires are surrounded by potential

wires. Particular drift cells are formed in case of the FDC2. Combining many cells and layers with
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wires orientated in different directions, it becomes possible to reconstruct tracks of the incident

particle in three dimensions.

The choice of the gas mixture is a compromise to obtain a good spatial resolution and high-

rate capability by requiring a low working voltage, high gain, and good proportionality. The gas

is He & CH4.

The technical details of the different drift chambers used at SAMURAI are described below

and are summarized in Ref. [26].

Beam Drift Chamber (BDC) BDC1&2 are placed in front of the target and are 1m apart from

each other and can accept rates up to 2MHz as has been proven [145]. From each BDC the x

and y position of the incoming particles is determined, thus allowing to calculate the position

and angular distribution of the beam on the target. The active area is 80mm× 80mm, where the

wires are oriented separately in x and y direction in four layers each. The determined angle from

a single drift chamber is not used because the angular resolution is not sufficient, these detectors

have a small thickness of 60mm. The working voltage in the experiment was 625V. The inclusive

detection and reconstruction efficiency accounts for almost 100%.

Forward Drift Chamber (FDC)1 The FDC1 is located in the beam behind the target but before

the particles enter the SAMURAI magnet. This detector is essential to measure the scattering

angle of the heavy reaction fragments. It is a Walenta-type drift chamber like the BDCs with

similar efficiency. The applied voltage was 725V. It is larger than the BDCs. The size mirrors

the maximum acceptance for neutrons. However, the effective area is limited to a circular area

with diameter of 31.5 cm. The wires are oriented in y direction and +/ − 30◦ (u/v direction)

relative to it. This allows a track reconstruction in three dimensions, giving position and angular

information.

FDC2 The FDC2 is by far the largest drift chamber among them, see Fig. 5.6, and thus requir-

ing a different construction. The active volume is 230 cm× 60 cm × 84 cm. The cell structure is

hexagonal with 1568 readout channels and in total 4788 field wires to keep the uniformity of the

electrical field. The working voltage was 2450V. This drift chamber is placed at the fragment

arm behind the SAMURAI dipole and covers almost the acceptance of the magnet’s exit window.

It is used to determine the track of the particle behind the dipole magnet, and thus helps with the

identification of the reaction products.

MINOS Target and TPC

Quasi-free scattering reactions have recently been studied at the R3B/LAND setup at GSI with

approx. 1 g/cm2 polyethylene targets [112, 152]. A pure Liquid Hydrogen Target (LH2 target) is

installed here.

64



Figure 5.6: Drawing of FDC2 in its frame.

The MagIc Numbers Off Stability (MINOS) device combines a thick LH2 target with a sur-

rounding TPC to restore the vertex resolution for (p, pN) reactions by tracking the charged nucle-

ons, cf. Fig. 5.7. It has been developed by Obertelli et al. [153] and was taken into operation at

the RIBF in 2013. Primarily, it is designed to be combined with DALI2, a γ-ray detector array for

in-beam γ-spectroscopy experiments of rare isotopes at BigRIPS.

The in-beam γ-spectroscopy is performed in a different dedicated program called Shell Evo-

lution And Search for Two-plus energies in neutron-rich nuclei At the RIBF (SEASTAR) [154].

The SEASTAR program pursues the study of shell-structure evolution along isotopic and isotonic

chains by measuring the most neutron-rich candidates and to identify (sub)shell closures. First

shell-structure information can be obtained from the energy of the first excited 2+ state. Key

nuclei to be studied are e. g. 62Ti, 78Ni [155], 110Zr [156], and nuclei around [154].

In the experiment analyzed here, MINOS is operated for the first time at SAMURAI. The LH2

target serves as secondary target and is surrounded by the TPC and DALI2 such that also the

γ-spectroscopy of (prompt) bound-state decays is performed coincidentally. The use of MINOS

comprises important features for the invariant-mass spectroscopy:

• LH2 target as direct probe for nucleon-knockout reactions

• thick (15 cm) target to increase luminosity

• TPC to track the reaction vertex with good position resolution (σz ≈ 3.5mm)

The latter also improves the invariant-mass resolution. Energy-loss, position, and ToF can be

accounted for when the reaction position is precisely known in the target. Often, solid targets like

65



5. Experimental Setup

Figure 5.7: Scheme of the MINOS operation. Figure taken from Ref. [151].

CH2 are used to induce nucleon-knockout reactions in QFS conditions, where the contribution

from reactions on carbon needs to be subtracted. Assuming the same cross section for a proton

knockout on both targets and including the vertex-reconstruction efficiency (80%) and beam loss

due to secondary reactions (20%) for the LH2 target, the CH2 target (0.94 g/cm3) would need to

have the following length:

PLH2

PCH2
=

ρLH2

MLH2

MCH2

ρCH2
ǫ · d

LH2

dCH2
= 1

⇒ dCH2 =
0.0753 g/cm3

2 g/mol

14 g/mol

0.94 g/cm3

2

3 · 0.8 · 0.8 · 15 cm = 8.8 cm.

(5.4)

In this estimation, the CH2 is approx. half as long as the LH2 target target to reach the same

luminosity. Ultimately, this would result in a position resolution with the solid target that is eight

times worse (without vertex reconstruction) compared to the LH2 target with σz ≈ 3.5mm. The

technical details of MINOS are described in the following [151, 153].

LH2 target The used cylindrical target cell, cf. Fig. 5.7, has a length of 150mm and is fabricated

from Mylar. The entrance window has a diameter of 38mm and is 110 µm thick. The cell widens

towards the end, the exit window has a diameter of 52mm and a thickness of 150 µm. The window

is slightly spherically deformed and the effective target-cell length becomes 151(1) mm.

The hydrogen is operated at 15K and at a pressure of 143mbar what corresponds to a density

in the liquid phase of 0.0752 g/cm3. In the reactions considered here, the energy loss of the heavy

66



fragment is as much as ∼ 30MeV/u and the angular straggling is ∼ 1.4mrad (σ) in the LH2 target.

TPC The TPC that surrounds the target, see Fig. 5.7, is designed to measure the tracks in three

dimensions of the proton from the target and the charged nucleon from the projectile like in

(p, pN)∗ or even (p, 3p) nucleon-knockout reactions. The TPC barrel is 300mm long, has an inner

radius of 40mm and an outer radius of 95mm. Due to this configuration, the acceptance and

detection efficiency is reduced for events with small momentum transfer where the beam proton

is not detected in the TPC and the target proton is actually stopped in the target.

As the drift chambers, described in Sec. 5.3.2, the TPC is a gaseous detector where a charged

particle that passes the volume ionizes the gas along its track and the electrons drift in the pres-

ence of an electrical field to a sensitive readout layer. This basic working principle is shown in

Fig. 5.7. The electrons are detected with a Micromegas pad-plane detector in the xy-plane [153]

that has in total 3604 anode-pads of constant size 2mm× 2mm. They are arranged in rings.

The Micromegas is a thin micromesh that separates the field cage volume in a big volume for

ionization and drift and a thin region of 128 µm just before the pads. In this region, a very high

electrical field of maximum 70 kV/cm is applied that causes a high amplification and avalanche.

The detected signals are spatially resolved by the pads. In the TPC, the x and y coordinates

from the proton tracks are obtained from the coordinates of the pads in the Micromegas plane.

Instead, the z position is determined from the drift time of the electrons, the tracking details are

described in Sec. 6.5. The longer the drift time is, the closer to the end of the TPC the electron

was produced. The readout electronics records the full trace of the signals with a sampling rate

of 50MHz and the shaping time is 333 ns. The Data Acquisition (DAQ) can record events with a

rate up to a few kHz. These information are summarized in App. C.2.1.

The TPC gas is a mixture of 82% argon, 15% CF4, and 3% isobutane. The drift velocity is very

sensitive to oxygen and water impurities in the gas as evidently shown in Sec. 6.5.

DALI2 Gamma-ray Detector

MINOS is designed to fit into the γ-ray detector array DALI2 for in-beam γ-spectroscopy experi-

ments of very rare isotopes at the RIBF. DALI2, see Fig. 5.8, is a detector with high efficiency and

good angular resolution [157].

The de-exciting fragment is moving at ∼ 60% speed of light which means that the center-of-

mass Ecm energy of the transition γ-ray is Doppler shifted as

Ecm = γ (1− β cos θlab) ·Elab, (5.5)

with the energy measured in the laboratory frame Elab, its angular direction θlab in the lab. frame,

and the velocity βc of the de-exciting nucleus and the corresponding Lorentz factor γ. So, the

∗the neutron is not measured directly
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(a) (b)

Figure 5.8: Drawing of the DALI2 γ-ray array, (a) side view with the target cell and TPC around,

the beam is coming from the left. (b) Front view.

energy resolution ∆Ecm/Ecm depends on

1. the angular resolution ∆θlab,

2. the velocity uncertainty of the fast-moving nucleus at the point of emission ∆β,

3. and the intrinsic energy resolution ∆Elab.

In a formula this reads

(
∆Ecm

Ecm

)2

=

(
β sin θlab

1− β cos θlab

)2

· (∆θlab)
2+

+

(
βγ2(β − cos θlab)

1− β cos θlab

)2

·
(
∆β

β

)2

+ (5.6)

+

(
∆Elab

Elab

)2

.

The detector array is designed to compromise these aspects by

1. granularity of maximum 186 single detectors where the angular resolution is basically de-

termined by the crystal size, on average ∆θlab = 7◦ (FWHM),

2. use of MINOS to determine the de-excitation point which is the same as the reaction point

for knockout reactions and zero lifetime, ∆β/β ≈ 0.15% (for tracking with MINOS),
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3. use of thallium-doped sodium iodide (NaI(Tl)) inorganic-scintillator detectors with

∆Elab/Elab ≈ 9% (FWHM) at 1MeV, and good detection efficiency (total ≈ 15% at 1MeV

for 120 crystals).

In the experiment discussed here, 140 single detectors are used that has been mounted in 13

layers, which are separated by aluminum plates of 5mm as shown in Fig. 5.8a. The detectors

have a brick-like shape and build a barrel-like structure around the target.

Important is the coverage around the target in forward direction due to the Lorentz boost. At

that position the detectors with best intrinsic resolution are mounted. In particular, three differ-

ent detector types are used with slightly different size, manufactured by Scionix company with

40mm× 80mm× 160mm, and by Saint-Gobain with 45mm× 80mm× 160mm and

61mm× 61mm× 122mm. The single detectors have a thin aluminum housing and are coupled

to a PMT (shielded by Mu-metal).

The γ-rays interact with the electrons in the material by the photoelectric effect, the Compton

effect, or pair creation – the light yield is about 1 photon produced by 100 eV deposited energy.

The signal from the PMT is fed through a shaping amplifier with two different time constants

(3 µs and 100 ns). The split signal is analyzed in an Analog-to-Digital Converter (ADC) to ob-

tain the energy information and in a TDC, after having passed a Constant-Fraction Discriminator

(CFD), to determine the hit time although the time resolution is not of foremost importance. The

array is internally triggered by an OR trigger from the CFD signals and externally in an AND logic

together with the beam trigger or others. The readout is synchronized with MINOS.

Hodoscope for Fragment-24 (HODF24)

The HODF24 [26], see Fig. 5.9, is placed at the end of the fragment arm behind the FDC2. The

detector is segmented and built out of 24 vertically aligned plastic-scintillator paddles, wrapped

in light-tight foil. The detection principle is introduced in Sec. 5.3.2. Each paddle is 120 cm long,

10 cm wide, and has a thickness of 1 cm in beam direction. This makes a total width of 240 cm

to cover the FDC2. The scintillation light is read out by one PMT on each end of a paddle. The

PMTs are coupled by light guides to the effective area. HODF24 is used to determine the nuclear

charge of the heavy fragments from their energy loss in the material and it creates the stop signal

to determine the particle’s ToF through the setup.

Neutron Time-of-Flight Spectrometers

The main advantage of the SAMURAI setup for this particular experiment is the coincident mea-

surement of fast neutrons. The neutron measurement requires special techniques because the

particle is neutral. A detection is only possible by detecting secondary particles.

Two large-area neutron ToF-detectors, called NeuLAND demonstrator (Fig. 5.10) and NEBULA

(Fig. 5.11), are placed at zero degrees with a maximum distance of 15m to the target.
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Figure 5.9: Drawing of HODF24.

Both are fully-active detectors which are built completely out of plastic-scintillator paddles.

Since the neutron is an electrical neutral particle, it interacts via elastic and inelastic scattering

with the carbon and proton of the detector material or in nuclear reactions with the carbon. The

secondary particles such as recoil protons or γ-rays then interact, as described already, with the

scintillator material. This response is measured and by using dedicated algorithms, the initial

neutron interaction and eventually the neutron momentum is reconstructed . Thus, the detectors

need a high detection efficiency, especially to detect up to four coincident neutrons, and a good

position and ToF resolution.

The NeuLAND demonstrator is only a part of the full NeuLAND. NeuLAND is originally de-

signed and built for the R3B experiment at GSI and the future FAIR. However, when there was

a shutdown planned at GSI, the first part of NeuLAND that had been built by 2014 was sent to

Japan and was integrated into the SAMURAI setup. The existing NEBULA would not have been

sufficient in terms of tracking efficiency to perform the spectroscopy of 28O with a reasonable

amount of beam time. The total efficiency for the reconstruction of four neutrons is 0.3% [158].

Adding NeuLAND also improves the invariant-mass resolution. The “NeuLAND demonstrator” is

often abbreviated in this thesis as “NeuLAND”, but the demonstrator is meant with its reduced

number of scintillator paddles.

As stated above, both detectors are based on the same working principle. Plastic-scintillator

paddles are arranged as big volume to allow particle tracking. The detectors are equipped with

veto detectors in-front that are 1 cm thin plastic-scintillator paddles with a length of 190 cm and

width of 32 cm. The secondary particles lose energy in the material and thus create scintillation
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Figure 5.10: Drawing of the NeuLAND demonstrator with veto detector in front.

photons which travel through the material and are collected at the PMTs. In detail, the response

of such organic scintillator-materials is not linear to the ionization density [149]. The effective

light yield is described by Birks’ law. These effects as well as the attenuation and PMT saturation

need to be considered in the analysis of the data.

The position information x of the signal can be obtained from the time difference of both PMT

measurements t1 and t2 of one paddle of length L as derived in the following,

t1 =
L− x

2v
+ t0,

t2 =
L+ x

2v
+ t0,

(5.7)

∆t = t2 − t1 =
x

v
, (5.8)

x = v ·∆t, (5.9)

with the effective speed-of-light v of the scintillation photons and a general time offset t0. It is

worth mentioning that also the energy signal can be used to calculate the hit position. The next

paragraphs discuss particular differences between both detectors.

NeuLAND demonstrator The NeuLAND demonstrator, see Fig. 5.10, is built out of 400 scin-

tillator paddles (BC408 equivalent) with a cross section of 5 cm× 5 cm and length of 250 cm

each [146]. 50 paddles are arranged horizontally, in the same frame the next layer has 50 ver-

tically aligned paddles, what together is called a double plane. Four double planes are packed

together at SAMURAI creating a 40 cm thick detector volume of high granularity with 800 readout
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channels. One paddle is read out at the two ends by a PMT, the supply high-voltage is typically in

a range of 1000V − 1100V.

The PMTs are read out with the so called TacQuila electronics, a GSI development [159]. The

boards combine a QDC and TDC and for communication a multiplexer unit coupled to a front-end

board. The cards, each providing sixteen channels, are connected with each other. The signals are

processed in a chain but the trigger or pulser signals are distributed in a tree-like scheme [160].

The time measurement is performed relative to the so called channel 17 that serves as a ref-

erence on each board, whereas the 17th intrinsic channel is aligned to the trigger. The time

difference between channel 17 and a signal channel is counted in cycles ccl of a reference clock

with a frequency of fcl = 40MHz. The time measurement of an incoming signal within one clock

cycle is the so called tac value, measured relative to the trailing edge. The time of one channel ti

is calculated in the following way:

ti = t(taci)− t(tac17) +
ccl

fcl

. (5.10)

In the end, channel 17 is measured relative to the trigger in the same way. The master-start signal

is additionally measured in one channel of NeuLAND to correct for time jitter intrinsically. The

electronics and DAQ system of NeuLAND are described in great detail in the thesis of C. Caesar

[161].

The time resolution of the detector is ideally ∼ 150 ps [146]. Thus, the position resolution is

in all directions σ ≈ 1.5 cm.

In addition to the detector volume itself, NeuLAND is equipped with a veto detector in front,

see Fig. 5.10. That are eight slats of 1 cm thickness and 190 cm length of plastic scintillator ma-

terial. It is used to veto signals caused by charged background particles. The same veto detector

and its readout are used for NEBULA.

NEBULA NEBULA is a less granular neutron detector compared to NeuLAND. It consists of only

vertical paddles (BC408 material) which have a size of 12 cm × 12 cm× 180 cm [26]. 120 paddles

are arranged in four layers of 30 paddles each, the horizontal extent is 360 cm. This covers an

angular acceptance of ±130mrad vertically and ±65mrad horizontally in this experiment (con-

sidering only the detector size). The four layers are divided into two walls with a distance of

85 cm, see Fig. 5.11. Together with NeuLAND this makes three walls which can be used for a

particular neutron crosstalk-rejection analysis, see Sec. 7.6. Each wall is equipped with the same

veto detector as it is used for NeuLAND but in total 24 slats are used to cover the full detector.

Each scintillator paddle is read out at both ends. The position in x direction can only be obtained

from the paddle position but this is sufficient in terms of angular resolution since the detector is

placed that far from the target. The signals from the PMTs (same for veto) are processed in a

conventional way by using ADCs, leading-edge discriminators, and TDCs.
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Figure 5.11: Drawing of the NEBULA walls (the veto detector is not shown for the first wall).

5.3.3 Photogrammetry

The absolute positions of the detectors in the experimental hall are obtained by a photogrammet-

ric measurement. The whole experimental setup is analyzed from photographs with a commercial

software called V-STARS [162]. The geodetic system allows to determine precisely the space coor-

dinates of each detector frame. The point of reference is here the center of the SAMURAI magnet.

The measurement, that has been carried out before and after the experiment, was analyzed by

T. Ozaki [163]. The floor plan with the detector positions can be found in App. C.2.3. The RMS

of the standard deviation of all measured points is for the x coordinate 120 µm, 92 µm for y, and

104 µm for z [163].

The photogrammetry measurement is applied to the housing of the detectors so that the ac-

tive area has to be deduced from additional information like technical drawings. The position

information is important for the tracking of the particles through the setup. The final position cal-

ibration is performed using experimental data, for example extrapolated positions from different

detectors have to match each other at a common focus as outlined in Sec. 7.3.

5.3.4 Data Acquisition

The DAQ system at the RIBF provides a hierarchical event building structure and a parallel readout

of several sub-systems [164]. As described in this section, there are several detector systems used

at SAMURAI. Their data readout is handled by their own DAQ sub-systems that are waiting for a
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Table 5.1: Experiment triggers.

Trigger input Condition

0 Beam

1 Beam × NEBULA (× HODF24)

2 Beam × NeuLAND (× HODF24)

3 Beam × DALI2

4 Beam × NEBULA (γ)†

5 Beam × NeuLAND (γ)

7 Miscellaneous (during calibration only)

common master trigger. The sub-systems at SAMURAI are the beam-line scintillation detectors,

BDCs, FDC1, FDC2 (separated into two readouts), HODF24, NEBULA, NeuLAND, DALI2, and

BigRIPS. DALI2 and MINOS are handled separately.

The detectors are directly read out by e. g. TDC, ADC, or other modules. Following, these

data are buffered by a Front End Computer (FEC), that works also as control unit of the DAQ

sub-system. The data blocks are processed in the slave event-builder. The event builders, as the

name implies, construct the event-data structure with proper event number and other relevant

overhead.

The raw-data format is called “ridf”, the software package is called “babirl”. The single

slave event-builders “babild” are controlled by one master event-builder which manifests in the

hierarchical event-building structure. The comprised data blocks are sent to the global storage sys-

tem and the online analysis-server “babian” which allows to check the data from stream already

during the experiment. [165]

All readouts rely on the same master trigger and a common dead-time handling. The data are

collected event-wise. The DAQ readout rate is limited by the dead time of the sub systems, which

is here dominated by the BDC readout with 250 µs. NeuLAND has a deadtime of 90 µs.

When a certain detector generates a signal, it can create a trigger signal. The available triggers

in the experiment are listed in Table 5.1, these are logical combinations of single triggers. Single

triggers are the logical signals originating from the coincidences in the different detectors. The

single trigger “Beam” stands for a coincidence in the SBT. In case of NEBULA, at least two PMTs

have to be fired to make a coincident trigger signal. In case of NeuLAND it was four. In the

production runs of the 29F setting, the reaction trigger was set to the non-downscaled Beam trigger

and no other condition was requested additionally. Due to the low intensity of the secondary beam

(∼ 400 pps) every event that has triggered the SBTs was written to tape with regard to the dead

time of ∼ 10%.

The main DAQ in the master branch collects the information from the sub-systems and op-

erates which data are recorded. In order to handle the dead-time locking and to ensure that

†trigger on particular fast and low energy signal, used in calibration runs

74



Trigger

Selector

GTO

Coincidence

Strobe

Busy

Hand.

GTO

Anti-

Coincidence

Veto

Beam

Trigger

Input

0

1

7

EoB

Master

to

all

DAQ

Branches

Figure 5.12: Scheme for creation of the master trigger.

no following event is recorded as long as the previous event has not been processed, two Field-

Programmable Gate Array (FPGA)-based logic modules are used, namely the Logic Unit for Pro-

grammable Operation (LUPO) and the Generic Trigger Operator (GTO) [166]. Every detector

provides an end-of-busy signal when its own data processing is finished. The signal is handled

by the LUPO modules. The signal to take data is instead the accepted trigger which releases the

signal to read and build an event from the data (and generate accordingly gate signals). The

(accepted) main trigger is produced from the GTO module.

One GTO is in particular working as trigger selector and the second one as busy handler. The

trigger working scheme is depicted in Fig. 5.12. The seven trigger signals listed in Table 5.1

are the input to the first GTO, the selector GTO. It multiplexes (and scales down) the inputs

and checks if the reaction-trigger condition is matched. From there, the selected trigger makes

again a coincidence with the beam trigger to the so called strobe signal such that the beam signal

determines the timing. The other GTO has the end-of-busy (EoB) signals as input and as such can

veto the strobe signal. If the strobe survives the veto the common master trigger is sent out to all

DAQ branches and data are recorded again.

DALI2 and MINOS run their own DAQ systems so that it can be run in standalone mode also,

but are connected via the common dead time handling. NeuLAND can also run in standalone

mode using the Multi Branch System (MBS) DAQ from GSI. The cabling documentation can be

accessed online, Ref. [147].
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Chapter 6

Data Calibration

This chapter describes in detail the calibration steps and algorithms to obtain calibration param-

eters for the different detectors. The aim is to convert raw data to physical values and in the end

to quantities as e. g. particle momenta, what is described in the analysis Ch. 7. In the previous

Ch. 5, the detectors and their readout were described. The commonly used modules as TDC and

ADC measure the time and charge, respectively, in units of channels – the so called raw data. The

purpose of the calibration is to convert these values into physical values as times given in nanosec-

onds (ns), positions in millimeter (mm) and energies in megaelectron volt (MeV). Furthermore,

the consistency of quantities from different measurements is checked and partly already analyzed

in this chapter.

6.1 Analysis Framework

The whole analysis is performed in the programming languages C/C++ using the object-oriented

frameworks ROOT [167] and ANAROOT [165]. ANAROOT is the toolkit developed at RIBF that is based

on ROOT and tailored for the analysis of the RIBF experiments. Within this framework, libraries

to decode, reconstruct, and analyze the data exist but others are added. The TClonesArray class

provides the underlying data structure.

As mentioned in Sec. 5.3.4, the raw data are listed in ridf files as hexadecimal values. In

the first step, these data blocks are decoded from the written event into measured integer values

for each detector readout and channel – the raw data in units of channels. The next step is the

analysis to determine calibration parameters for the different detectors and to apply them, which

is described in the following sections.

77



6. Data Calibration

tSBT (ns)
-1 -0.5 0 0.5 1

C
o
u

n
ts

1

10

102

103

104

Figure 6.1: Start time measured with the two SBT in-beam plastic-scintillator detectors (blue

dots), fitted with a Gaussian function (cyan line).

6.2 In-Beam Plastic-Scintillator Detectors

The in-beam plastic-scintillation detectors are used to measure time and energy-loss from which

ToF, nuclear charge Z, and in case of the detector at the BigRIPS focal plane F5 also the x position

is deduced. Five in-beam plastic-scintillation detectors with two channels each are used. That are

namely the detectors at F3, F5, F7, and the two start counters at SAMURAI (SBT1 and 2).

6.2.1 Time Calibration

The time signal is measured with a TDC relative to the strobe signal. In a first step, the calibration

from TDC channels to time in nanoseconds tTDC is done. Therefore, dedicated calibration data

are taken where a time calibrator sends a sharp pulse to the TDC channels of plastic-scintillator

detectors precisely every 10 ns.

Knowing the frequency of the signals, the calibration relation between time in channels chTDC

and in nanoseconds is a simple linear function. The slope parameter α of the linear function is

the conversion factor,

tTDC = α · chTDC. (6.1)

The start time tSBT, see Fig. 6.1, is defined as mean of the time measurements of the two SBT

counters,

tSBT =
1

4
(tSBT1,0 + tSBT1,1 + tSBT2,0 + tSBT2,1) . (6.2)

78



The time resolution of a SBT is deduced from the time difference between the two SBT mea-

surements, σ(t) = σ(tSBT2 − tSBT1)/2, where the time walk is corrected for and it is assumed

that all the PMTs show the same time resolution. The SBT detectors reach a time resolution of

σ(t) = 40 ps.

6.2.2 Energy-Loss Calibration

The Bethe-Bloch formula describes the energy loss dE/dx of a particle with charge Z passing

matter along a path. Although the plastic-scintillation detectors have a poor energy resolution,

the beam is a mix of light ions where the energy-loss difference between different Z is large, as

the energy loss ∆E scales with Z2 and 1/β2. Thus, the calibration step from the charge measured

with a QDC to energy loss in MeV and the attenuation correction are skipped. A direct calibration

from the raw signal ∆Q to Z is done,

Z ∝ ∆Q =
√

Q0 ·Q1,

with the signals Q0 and Q1, that are attenuated after traveling to the PMT, measured at PMT0&1

of the detector. The velocity dependence of Z is approximated in a linear relation as function of

the ToF between the foci.

The pedestal values are subtracted beforehand. Intrinsically, the QDC measures always a small

charge although no input signal is applied. A capacitor-integrated current is measured as offset

when a gate is applied. The value of the pedestal is obtained from the same calibration data as

for the time calibration where only a gate signal is sent to the QDCs.

6.2.3 Position Measurement

As shown in Eq. 5.9, the time difference between the two PMTs of a scintillator detector allows

to deduce the x position of the hit. The x-position information at the dispersive focus F5 is later

used to calculate the beam magnetic-rigidity.

The plastic-scintillation detector is calibrated on absolute scale using the PPAC, that is mounted

infront. The PPAC is once operated together, while only used for calibration.

The relation between the position measured by the PPAC xPPAC and the time difference of the

plastic-scintillator detector ∆t01 is shown in Fig. 6.2. The second PPAC at F5 has an experimentally

determined efficiency of 83%. The other PPAC at F5 is not working properly, it shows a small

efficiency, and is thus not used. The relation xSci = f(∆t01) is modeled with a polynomial function

of 9th order. The result of the calibration is shown in Fig. 6.3, where the difference between the

PPAC position and the position calculated from the time difference is shown as function of the

measured PPAC x-position. The width of the y-projection is σ = 3.4mm.
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Figure 6.2: Relation between x-position measured with the PPAC at F5 and the time difference of

the plastic-scintillator detector ∆t01. This relation is fit with a 9th order polynomial and used to

calibrate the position of the scintillation detector.
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Figure 6.3: Result of the position calibration of the plastic-scintillator detector at F5 using the

PPAC. The position difference between measured and calibrated position xPPAC −xSci is shown vs.

the measured position.
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Figure 6.4: Raw TDC spectrum of BDC1 for incoming charge Z = 10 and one layer.

6.3 Multi-Wire Drift Chambers

The working principle of a multi-wire drift chamber is described in Sec. 5.3.2. First, the drift time

is converted into a drift length. Second, the track of the heavy particle is reconstructed from the

single interactions in each layer.

The maximum drift length between anode and potential wire is known: 2.5mm, 5.0mm, or

10.0mm for BDC, FDC1, and FDC2, respectively. This drift length corresponds to the maximum

drift time td measured. For each drift chamber, layer, and nuclear charge of interest a charac-

teristic drift-time spectrum exist. An example for BDC1 and Z = 10 is shown in Fig. 6.4. This

spectrum does not correspond to a linear relation between drift time and drift length. Due to field

ambiguities and insensitivity directly at the wires it is not of box shape.

The basic assumption for the calibration is that the N beam particles illuminate the cell of size

x uniformly,

dN

dx
= const., (6.3)

which is well fulfilled regarding the beam profile and detector construction. Hence, the position

relative to the wire is obtained by integration,

x(td) = C

∫ t1

t0

dN

dt
dt, (6.4)

with the constant C. The integration boundaries [t0, t1] are chosen to correspond maximal to the

difference between anode and potential signal, e. g. the difference between TDC channel ∼ 800
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Figure 6.5: FDC1 drift-length correction for one layer. (a) Correlation between drift length l and

residual rDC before the correction. The residual is the difference between measured drift length

and drift length deduced from the track. The mean values of each drift length (blue dots) are fit

with a correction function of 8th order (cyan line). (b) Correlation after three correction steps.

The width of the residual is remarkably reduced.

and ∼ 900 in Fig. 6.4 corresponds to a drift length of 2.5mm. This spectrum is used to determine

the drift-time td to drift length l = x(td) relation in a step-wise integration, varying t between t0

and t1. This provides the input for the reconstruction of the particle’s track. The drift velocity is

not explicitly determined.

From the single interactions {u, v} from each layer k the best linear fit is determined. The

single interactions are the wire positions plus drift length. Applying the tracking algorithm [165],

which is not described any further here, the position of the passing heavy ion {x, y, z} is deter-

mined relative to the center of the detector. The positions along the track are

xtrackk = (αzk + x0) · cos (θk) + (βzk + y0) · sin (θk) , (6.5)

with the wire angle cos (θk) and the parameters α and β (cf. Eq. D.9).

The quality of the tracking result is monitored by the residual value rDC that is defined as

the difference between measured input drift-length and the drift length as it corresponds to the

reconstructed track. The latter is the orthogonal distance from the reconstructed track to the

wire. The residual versus the measured drift length shows a dependence that is corrected for on

the input stage, see Fig. 6.5a. This dependence is modeled with a polynomial of 8th order f(l)

where the center at zero and the maximum drift length lm are fixed as zero of the function,

f(l) = l · (l − lm) · (l + lm) · (a+ bl2 + cl4 + dl6 + el8). (6.6)
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Table 6.1: Performance of the multi-wire drift chambers (MWDC) evaluated for Z = 10 and

Ekin ≈ 258MeV/u, and Z = 9 and Ekin ≈ 220MeV/u for the BDCs and FDCs, respectively. In

case of the BDCs, the efficiency is evaluated relative to the SBT start counter. For the FDCs it is

obtained relative to the HODF24. The position resolution is calculated according to App. D.1

.

MWDC Total Residual (µm) Resolution (µm) Efficiency ǫ (%)

(before corr.) (σ)

BDC1 111 121 155 93
BDC2 117 127 161 91
FDC1 181 276 206 92
FDC2 207 388 240 86

An iterative two- or three-step correction is often applied, depending on the quality of the correc-

tion. The result is shown in Fig. 6.5b. The total residuals for all layers together and the different

drift chambers are summarized in Table 6.1 before and after the correction. In addition, the po-

sition resolution is evaluated. The method is described in App. D.1. The average values for all

layers for the position resolution are also given in Table 6.1.

6.3.1 BDC

The position of the beam particles determined in the beam drift chambers BDC1&2 is used to

extrapolate the position and angle of the incoming beam onto the target. The calibration is

performed for incoming Z = 10 particles. The target spot and the angular distribution are shown

in Fig. 6.6. It is calculated for the x (and y) direction as

αx = arctan

(
xBDC2 − xBDC1

dBDC2−BDC1

)

, (6.7)

x = tan(αx) · dBDC2−Tgt + xBDC2, (6.8)

dBDC2−BDC1 is the z-distance between the BDCs and dBDC2−Tgt is the distance between BDC2 and

the target-cell entrance. The size of the target entrance-window is indicated with a solid line in

Fig. 6.6a. The quadrupole-triplet magnet at the entrance of the SAMURAI area was steered to

focus the beam onto the target.

The efficiency ǫBDC including detection and tracking efficiency is determined relative to the

combined measurement with both SBTs. The tracks are selected according to a good χ2 in the

reconstruction to compromise high efficiency and good resolution. The efficiency values for the

two BDCs are only slightly different with ǫBDC1 = 93% and ǫBDC2 = 91% for BDC1 and BDC2,

respectively.
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Figure 6.6: Position distribution of the incoming beam on the target, extrapolated from BDC

positions. (a) x-y-position distribution on the target entrance window, the circle indicates the

target-cell cross section. (b) Angular distribution of the incoming beam in x and y direction.
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Figure 6.7: FDC1 time-over-threshold correction shown for the tracked y-position depending on

the TDC time for one wire in x direction. (a) Correlation before the correction, a dip is seen for

large TDC times and center positions. (b) Correlation after the correction.

6.3.2 Forward Drift Chambers

The same procedure as for the BDCs is applied to the forward drift chambers FDC1 & FDC2. Due

to the different cell size and structure also the drift-time spectra look different. The drift length

correction is applied in the same way but for Z = 9 ions, for the reaction products of interest.

It is found that the reconstructed position depends on the drift time of an orthogonal (or

crossed u, v) wire as shown in Fig. 6.7a. Shown is the dependence of the reconstructed y-position

on the TDC time of a wire in x direction. The reason for the dependence is the signal height,

i. e. the Time-over-Threshold (ToT) of the measured signal, which manifests in a kink at small

positions. The ToT dependence is corrected with a linear function on raw-level data before any

other calibration,

t′TDC = (−0.11 · ToT + 27.5) + tTDC. (6.9)

The same correction function is applied globally for all wires, the resulting distribution after the

correction is shown in Fig. 6.7b. This behavior emerges also for the BDCs but not for the FDC2.

In case of the BDCs it is not corrected since the effect is negligible on the resulting position

distributions.

The performance of the MWDCs is summarized in Table 6.1 including their position resolution

and efficiency. The efficiency is evaluated relative to the HODF24 that is placed behind the magnet

and thus accounts for acceptance losses compared to the SBTs. The χ2 cut reduces the efficiency

most.
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6.4 Hodoscope for Fragments-24

The hodoscope for fragment-24 (HODF24) is used for identification of the nuclear charge Z,

and therefore the reaction channel, and for the ToF measurement of the heavy fragments. In

conjunction with the magnetic rigidity, see also Sec. 7.2 for calculation, the mass-over-charge

ratio A/Z is obtained.

6.4.1 Charge Z Calibration

A direct calibration from the measured charge with the QDC to Z is performed. The energy-loss

signal is measured at both ends of each paddle and is converted to Z = f(
√
Q0 ·Q1), where Q0

and Q1 are the pedestal-subtracted charges.

A so-called sweep run is the starting point, where the magnetic field is tuned to move the

beam over the complete x acceptance of the HODF24. Since the gain is different for every paddle

and channel, the energy loss is aligned according to the x position first.

Furthermore, the y-position dependence for each paddle is corrected, whereas the x-position

dependence within one paddle is omitted. In the final step, experimental data showing reaction

products from Z = 10 to Z = 6 are exploited to map the measured charge to Z for each paddle

separately. The raw spectra are fitted with a sum of multiple Gaussian functions. The charge Z is

obtained from a linear function

Z = a ·
√

Q0 ·Q1 + b, (6.10)

with the parameters a and b. The velocity dependence of the energy loss, especially in case of the

thick LH2 target, is approximated by a quadratic function of the ToF and corrected with the offset

∆Z = Zfix − g(ToF).

The charge resolution after this calibration procedure amounts to σ(Z)/Z = 1.4%. This is

obviously sufficient to separate the charge of interest from Z = 10 and 9.

6.4.2 Time-of-Flight Calibration

In order to deduce theA/Z ratio or to determine the momentum of the charged reaction fragment,

a ToF measurement is needed.

The ToF is measured between SBT and HODF24, tToF = tHODF − tSBT. The HODF24 time is

calculated as the mean

tHODF =
1

2
(t0 + t1), (6.11)

with the times t0 and t1 measured at the two PMTs of a paddle. The tToF is corrected for the time-

walk effect by looking in particular to events with multiplicity 2 in the HODF24. The dependence
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Figure 6.8: Time synchronization for HODF24 where all paddles are aligned in ToF. The ToF dif-

ference between measurement and simulation, ∆ttof = texp − tsim, versus the HODF24 x-position

is shown after synchronization. The loci, which correspond to increasing A/Z, are continuous in

x. They are labeled for unreacted beam.

of the time measurement on the height of the charge signal for a fixed charge threshold is called

walk effect.

The paddles need to be synchronized in time. Therefore, the sweep run can be used again but

the final alignment is optimized using the experimental runs. This final alignment is done after

the time calibration from channel to ns has been performed for every TDC channel, as described

in Sec. 6.2.1.

When a particle hits in a very narrow x region between two paddles, the ToF is the same

for all the particles in this region within the time resolution. This overlap region is selected by

looking to events in the HODF24 with multiplicity 2. These are events where one particle passes

two neighboring paddles but not in their full depth, corresponding to the paddle spacing in the

x-position distribution which is 500 µm (σ). The x position is extrapolated from the FDC2.

With the assumption just explained, the single paddles are aligned in time to each other, one by

one. The result is shown in Fig. 6.8 for experimental data. The ToF difference between measure-

ment and simulation, ∆ttof = texp − tsim is plotted against the HODF24 x-position. The simulated

ToF is calculated for unreacted 30Ne only, the simulation is described in detail in Sec. 7.4. This

corresponds to the locus for the unreacted beam at ∆ttof = 0 which looks flat. The other separated

distributions in this plot correspond to different A/Z and are also continuous and synchronized

over the different paddles (each is of 100mm width).

Finally, the 30Ne distribution is adjusted to ∆t = 0. The final adjustment is performed by

checking the momentum matching, cf Sec.7.3. The ToF resolution is obtained from an empty-

target run to be 107 ps (σ), or σ(ttof)/ttof = 0.21%.
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Figure 6.9: Typical tpad spectrum from MINOS TPC. The width (∼ 1µs to 8 µs) corresponds to the

TPC length.

6.5 MINOS

The MINOS TPC is used to track protons from the quasi-free scattering reactions. The x and y

position are obtained from the absolute positions of the pads as described in Sec. 5.3.2. The z

position is obtained from the time-resolved drift of the electrons. The calibration needed for the

particle tracking and the tracking itself is described in the following.

6.5.1 Drift Time

The readout samples the signal trace for each pad. From the trace the arrival time relative to the

trigger time, the tpad, is determined which is the start of the leading edge of the signal. The signal

shape as a function of drift time t is described by the following function, cf. Ref. [153],

f(t) ∝ qpad · exp
(

−3
t− tpad

τ

)

sin

(
t− tpad

τ

)(
t− tpad

τ

)3

+ qb, (6.12)

with the shaping time τ and qpad defined as the maximum signal height. A typical tpad spectrum is

shown in Fig. 6.9. With tpad and the drift velocity the initial z-position of the created electron-ion

pair is calculated.

However, fitting each signal and determining tpad is computationally costly and time consum-

ing. The leading edge of the signal, which is of importance to extract tpad, is generically described

by a Gaussian shape. The characteristic standard deviation σ is simply obtained from the FWHM,
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Figure 6.10: Difference between the tpad that is determined with the full fit using Eq. 6.12 and

tpad from the phenomenological approach (Eq. 6.13) versus the maximum charge qpad is shown.

The difference is well aligned close to zero, thus the heuristic approach is used in the analysis.

FWHM = 2
√
2 ln 2 · σ. Instead, tpad is then defined as difference from the maximum,

tpad = t(qpad)− 2.5σ. (6.13)

The validity and quality of this approach is examined in Fig. 6.10. The difference between

the tpad value that is determined with the full fit using Eq. 6.12 and the tpad obtained with the

phenomenological approach versus the maximum charge qpad is shown. The distribution is flat

and centers around −1.5 µs with a systematic offset, the width accounts for 1.25 µs. Instead of

using the “full” approach, this convincing result allows to use the “simple” approach to determine

tpad throughout the analysis.

6.5.2 Drift Velocity

Looking to the tpad spectrum, its range corresponds to the length of the TPC, lTPC = 300mm.

Thus, the drift velocity vdrift is calculated by

vdrift =
lTPC

(

tmax
pad − tmin

pad

)

· 20 ns
, (6.14)
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Figure 6.11: Behavior of the drift velocity vdrift in the MINOS TPC as function of time (run num-

ber). Gas-flow changes are indicated by dashed lines (if not stated differently). The error bars

are statistical uncertainties originating from the fit, the cyan-colored band depicts the estimated

systematic uncertainties of 1%.

with tmax
pad and tmin

pad being the maximum and minimum tpad in channels, respectively, cf. Fig. 6.9.

While tmin
pad is the hardware-wise fixed offset, tmax

pad is determined by a fit of a Fermi function,

f(tpad) =
A

exp
[

(tpad − tmax
pad )/a

]

+ 1
+B, (6.15)

to the trailing edge of the spectrum. A is the amplitude, B the baseline, and a describes the

diffuseness. Using vdrift the z position of the hits in the x-y-plane along the track is calculated,

z = vdrift · tpad. (6.16)

The behavior of vdrift over the time of the experiment is shown in Fig. 6.11. Variations of more

than 5% are measured. The changes can mainly be addressed to increasing impurities in the drift

gas e. g. by water diffusion. A regulation of the gas flow helps to stabilize the drift velocity. The

drift velocity vdrift is determined for each experimental run separately.

6.5.3 Track Finding

Knowing the coordinates from each interaction in the TPC, the tracks can be reconstructed. Here,

the procedure proposed by C. Santamaria [151] is followed. The procedure is superficially de-

scribed as:
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Figure 6.12: MINOS track calibration. (a) Difference between the vertex position (x, y) obtained

with BDCs and MINOS, ∆x(y) = x(y)BDC
vtx − x(y)MINOS

vtx . (b) Difference in azimuthal angle φ as

function of φ obtained with BDC information.

1. Apply 2D Hough transform∗ performed on the (x, y) pads to obtain 2D tracks.

2. Determine the z position from q(t) signal and tpad.

3. Apply 3D Hough transform to filter noise tracks caused by e. g. δ electrons; for (p,2p)

reactions there should be max. two tracks.

4. Fit tracks in 3D, obtaining linear parametrizations.

5. Calculate the vertex point (x, y, z) from a minimum-distance approach for two tracks.

The absolute vertex position in (x, y) is calibrated using the BDC information extrapolated

onto the target. The position and the azimuthal angle φ are adjusted after comparison with the

BDC information. The result is shown in Fig. 6.12, the widths (σ) of the position differences are

∆x = 2.5mm and ∆y = 2.4mm, in angle it is ∆φ = 0.25 rad without particular conditions on the

track quality.

In case only one track has been reconstructed, e. g. due to inefficiency or in a (p, pn) reaction,

the incoming-beam information is used to determine the vertex. The target vertex is calculated

from the minimum-distance approach between the beam track, that is determined by the BDCs,

and the single track in the TPC.

The efficiency for at least one track being reconstructed amounts to 79.8(23) % as extracted

from experimental data. In case no track is reconstructed, the center of the target is considered to

be the z position of the vertex, and together with the extrapolated BDC position the reaction point

∗Technique to identify shapes in an object space.
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Figure 6.13: Vertex position in z direction obtained with MINOS in an empty-target run. Scatter-

ing happens in the thin entrance and exit windows. The peak width corresponds to the z-position

resolution of 8.2mm (FWHM). The distance is the calibrated target-cell length of 151mm.

is set. For low-momentum transfer scattering, the beam proton moves more or less unperturbed

into beam direction and is not in the acceptance of the TPC and the second proton is also not

tracked because it is of low energy and is stopped in the target.

The actual position resolution in z direction is determined from empty-target data when the

target cell was not filled with LH2. Reactions happen at the thin entrance and exit Mylar-windows

of the target cell. After having selected two proton tracks with their minimum distance smaller

than 10mm, the z position is shown in Fig. 6.13. Clearly, two peaks are seen which stem from the

mentioned reactions with the target-cell material. Their distance of l = 151mm corresponds to

the target-cell length and incidentally confirms a good calibration of vdrift.

The width of each peak gives the z-position resolution which is 8.2mm (FWHM). In terms

of ToF resolution this gives an uncertainty of only 15 ps, considering the minor difference in

energy-loss in LH2 on this small distance. The energy-loss straggling (approx. 150 keV/u) would

contribute the same order of magnitude.

In total, the beam experiences a significant energy loss of ∼ 12% of its kinetic energy while

passing the LH2 target as well as an angular straggling of 1.4mrad in the target material. Together

with the straggling in material in the beam line, this is larger than the resolution of the MWDCs.

6.6 DALI2

DALI2 is the NaI detector to measure γ-rays around the target. In the deployed configuration it

consists of 140 single detector crystals which are readout separately as described in Sec. 5.3.2.

Both, energy and time are calibrated as explained in the following.
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Figure 6.14: DALI2 result of the energy calibration with different γ-ray sources shown for each

detector crystal separately. Bad crystals are already excluded (particularly ID<20). (a) Relative

energy difference between source energy and calibrated experimental energy. (b) Energy resolu-

tion of the full-energy peak.

6.6.1 Energy Calibration

Three different stationary γ-calibration sources are used to calibrate the single detectors. The

three sources, namely 137Cs, 60Co, and 88Y, provide five different γ-ray energies between 661 keV

and 1836 keV. Further details about the sources can be found in App. D.2.

Each raw-data γ-spectrum is fit simultaneously with one (or two) Gaussian function(s) and

an exponential function, which describes the background, to determine the mean value of the γ-

peaks. The maximum five data points from the three sources are fit with a linear function where

the slope depicts the calibration parameter for channels ch to keV and the offset fixes the absolute

energy,

Eγ = a · Ech + b. (6.17)

The result for all crystals after having applied the calibration is shown in Fig. 6.14a as relative

difference between the source energy and the deduced energy after calibration. The distribution

is centered around zero and has a width (σ) of 0.3%. Several crystals are rejected due to either

bad resolution or efficiency. The latter is critical for crystals with number 1 to 20. The source

had been shadowed by the MINOS TPC such that not sufficient calibration data are acquired for

these crystals which means they cannot be used for the further analysis. A common energy cut on

200 keV laboratory energy is applied later.

The other excluded crystals were either not working properly or their energy resolution is sig-
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Figure 6.15: Comparison between 88Y γ-source measurement (cyan) and simulation (blue) with

DALI2. The integrals are normalized to each other.

nificantly worse compared to the other detectors. Crystals that are excluded from the analysis are

listed in App. D.2. The energy resolution for each crystal and source energy is shown in Fig. 6.14b

in percent (FWHM). Those crystals with best resolution are installed in forward direction. The

resolution of each detector is described by

σ(Eγ) = r ·
√

Eγ , (6.18)

with parameter r.

6.6.2 Efficiency Determination

The efficiency of the array is obtained by normalizing the integral of the full-energy peak to the

number of emitted γ-rays. The integral of the full-energy peak is, again, determined by fitting a

Gaussian function plus an exponential function to the spectrum. The background coming from

natural sources or activation processes that take place during experimental runs is subtracted

beforehand. Therefore, a measurement with γ-ray source is performed and normalized to the

measurement time.

The number of emitted γ rays is calculated from the source activity A as listed in Table D.2.

Considering the measurement time t, the downscale factor DS, and the lifetime LT of the DAQ,

the efficiency ǫγ per transition energy is calculated as ratio of detected and emitted γ-rays,

ǫγ =
N(γdet)

N(γsource)
, (6.19)
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Table 6.2: Efficiency of the DALI2 detector array evaluated with γ-ray sources and compared to

simulation results.

Source γ energy (keV) ǫγ (%)

experiment simulation

137Cs 661.657 17.5 19.9
60Co 1173.228 13.8 15.7

1332.501 12.0 12.8
88Y 898.042 13.7 15.8

1836.063 8.5 9.9

with

N(γsource) =
A · t

DS · LT . (6.20)

The results are listed in Table 6.2.

More importantly, these results are compared to simulation data. A comparison between

experimental and simulated energy spectrum for 88Y is shown in Fig. 6.15. The level schemes for

the decay radiation as input to the simulation are taken from the National Nuclear Data Center

(NNDC) [140], the energy resolution is incorporated according to Eq. 6.18. The normalized

spectra agree well, the efficiencies are listed in Table 6.2. The efficiency values obtained with the

simulation are systematically larger by about 1.7%. One reason for this can be the source position

that is not known precisely enough.

6.6.3 Time Calibration

The time resolution of that detector type is not good enough to e. g. discriminate signals from

γ-rays from proton or neutron signals. However, the time information can be used to discriminate

decay γ-rays from uncorrelated background.

It is sufficient to synchronize the time signals for all the single detectors. This has been done

after the conversion of the TDC signal to nanoseconds. The single time spectra follow a Landau

distribution, cf. Ref. [151].

6.7 Neutron Detectors

Both, NeuLAND and NEBULA are large-size granular plastic-scintillator detectors read out with

PMTs whereas NeuLAND is equipped with TacQuila Electronics (TacQuila) electronics and NEBULA

with conventional ADCs and TDCs. The calibration steps are similar though, including the time

and position calibration as well as the synchronization of all detector segments.
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6.7.1 NeuLAND Demonstrator

The basic calibration parameters were determined in multiple steps by I. Gasparic [168]. The

procedure is described in the following.

Time and Position Calibration

The time calibration starts with the conversion from the time measurement in channels to ns using

pulser data. Based on the TacQuila electronics, the time measurement of one interval covers a

range of 25 ns with a time resolution of the electronics of 10 ps where either a simple linear relation

can be applied between channels and ns or, as done here, a look-up table is created that accounts

for nonlinearities.

In the time calibration three parameters are determined TDiff, TSync, and TWalk. The cali-

brated PMT times are

t0 = tt0 −
1

2
TDiff− TSync+ TWalk0,

t1 = tt1 +
1

2
TDiff− TSync+ TWalk1,

(6.21)

xi = vscint · (t1 − t0) , (6.22)

with the measured ones tti.

First, the time-walk correction is applied. It is determined by the electronics and is phe-

nomenologically modeled as

TWalki = α · eeβi − α · 400β , (6.23)

where α = 1500 and β = 0.000 75, and eei is the energy at one PMT.

The time-difference calibration is performed to synchronize the time measurement between

the two PMTs, t0 and t1, of one scintillator bar by using cosmic data. The result is shown in

Fig. 6.16a [168]. The obtained calibration parameter is called TDiff. The time difference tdiff =

t1 − t0 = 0 needs to be calibrated since the hit coordinate along a bar is deduced from the time-

difference measurement, cf. Eq. 5.7. The remaining two coordinates are fixed by the bar position.

The time difference tdiff = 0 corresponds to the bar-center position and the maximum difference

corresponds to the length of the bar. Complete tracks through the detector from cosmic particles

are used to linearly relate the expected hit position xc of one bar and its time difference. The

slope of xc = (t2 − t1) · vscint gives the effective speed of light in the material vscint.

The next step is to synchronize different bars and planes with respect to each other. This is

obtained by determining the synchronization parameter TSync from the tracks of cosmic muons.

Starting with the synchronization within one plane, time differences between the time of a hit in

any bar Ti and the time of a hit in a reference bar Tr are considered where T = 1
2(t1+t0). The time
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Figure 6.16: Calibrated time spectra for NeuLAND with cosmic data [168]. (a) Time difference

between the two PMTs of one bar shown for all bars IDs, aligned around zero. (b) Calibrated time

difference of a hit in a bar and a hit in the bar 225 vs. bar number. A typical correlation pattern

between different horizontal and vertical bars to a horizontal bar in the middle of the detector is

apparent.

difference must equal the expected ToF of the particle between those two hits, Ti − Tr − l/c = 0

with the flight path l. In a multi-step process the times of the reference bars are aligned, separately

for horizontal and vertical bars first, and finally the time of the horizontal and vertical center bars

are aligned to each other such that the whole detector is synchronized in time and aligned in

position. The result is shown in Fig. 6.16b [168].

The obtained time calibration is fine-tuned with experimental data where γ-rays from a re-

action at the target are used to verify the ToF calibration. This approach is limited by statistics

because only few γ-rays are produced on the LH2 target. However, it is absolutely necessary to

use the experimental data in addition because misalignment is seen when applying the calibration

parameters from cosmic data to experimental data. And the validity of the calibration needs to be

monitored over the course of the experiment. The disadvantage of this approach is a decreasing

total ToF resolution when bars cannot be properly aligned due to low statistics. The ToF resolu-

tion from this approach is deduced from the width of the prompt γ-ray peak. The projection for

NeuLAND and NEBULA together is shown in Fig. 6.17. The width amounts to σ = 259(4) ps (the

resolution of the start counter is removed). It is worse than the resolution of the individual bars

and is mainly addressed to difficulties when aligning the bars to an absolute ToF and small light

yield. Eventually, individual runs are corrected, as discussed in Sec. 6.9.3.

The final calibration for the relative-energy determination is done with experimental data.

The difference in the momentum components between fragment and neutron for every layer must
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Figure 6.17: NeuLAND and NEBULA ToF resolution. Prompt γ-ray peak projected for all bars

together from experimental data with LH2 target (blue) and fit with a Gaussian function (cyan).

The width of the peak is σ = 259(4) ps.

peak at zero. Differences are treated as ToF offsets for the time alignment of the neutron detectors.

In addition, the velocity difference must be independent of the reaction-vertex position. Before,

the position alignment between layers is tested with secondary-proton scattering. Also there it is

true that the x, y-position difference between neighboring layers must be zero.

One way to evaluate the ToF resolution of individual bars is to analyze the width of the γ-ray

peak in each bar from experimental data, where the ToF is corrected for the length of the flight

path and an energy-loss cut of 6MeV is applied. The mean value for all bars is 〈σtof〉 = 182(32) ps.

An analysis with high-energy γ-rays produced in a thick aluminum target results in a slightly

better resolution of 149(17) ps [169]. However, the uncertainty of the interaction point needs to

be subtracted,

∆ttof =
∆x

c

1√
12

=
5 cm

30 cm/ns

1√
12

= 48 ps, (6.24)

〈σtof〉 = 176(32) ps. (6.25)

The factor 1/
√
12 accounts for the standard deviation of a uniform distribution, like the lateral size

of one bar. The value of 〈σtof〉 = 180 ps (×
√
2 per PMT) is later used in the simulation assuming

that the same time resolution holds for massive particles. The ambiguities are then treated as

systematic uncertainties.

The time resolution of single bars can be determined in a different way. Proton-scattering

events that are the first interaction of a neutron in the detector between two bars are used. Here,
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Figure 6.18: NeuLAND time resolution (σ) determined from secondary-proton scattering for in-

dividual bars (with sufficient statistics).

pairs among three bars σi (i = {1, 2, 3}) are taken to remove the resolution of the reference bar,

σ2I = σ21 + σ22 ,

σ2II = σ21 + σ23 ,

σ2III = σ22 + σ23 ,

(6.26)

where

σi = σ

(
1

2
[t0,i + t1,i]

)

, (6.27)

this gives e. g.

σ22 =
1

2

(
σ2I − σ2II + σ2III

)
. (6.28)

The results for the time resolution from this method are presented in Fig. 6.18 for center bars

where sufficient statistics is available. It shows that bars with relatively poor resolution are in-

stalled in the planes in the back. In general, the obtained resolution values meet the design values

for NeuLAND of 150 ps [146]. Very small resolution values might arise from systematic influence

of the reference bar.

Energy Calibration

For the energy calibration, first pedestal values are obtained with pulser data and subtracted.

The energy-difference calibration is very similar to the time-difference calibration but calculat-
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Figure 6.19: Calibrated energy spectra for NeuLAND with cosmic data [168]. (a) Energy loss

∆E =
√
e0e1. (b) Energy-difference calibration for each bar Ediff = log(e1/e0).

ing log(e1/e0) which is essentially proportional to a position measurement. The calibrated energy

is given for the two PMTs as

e0 = ee0 · EDiff · ESync,
e1 = ee1/EDiff · ESync,

(6.29)

with the energy measurements ee0 and ee1 at each end of a single bar. The result after calibration

is shown in Fig. 6.19b [168]. EDiff is the energy-difference calibration parameter, and ESync the

one for the synchronization. Besides, the attenuation coefficient can be calculated.

The synchronization of the energy-loss measurement for the bars to each other is done using

the mean energy-loss of cosmic particles in scintillator material. Minimum-ionizing particles leave

approx. 2MeV cm2/g, thus 11MeV in a 5 cm thick bar. The calibration parameter is ESync, the

result is shown in Fig. 6.19a [168].

6.7.2 NEBULA

In order to calibrate NEBULA, the same description as for NeuLAND formulated in Eqs. 6.21

and 6.29 is applied.

The general time calibration from channels to ns is again performed as for any conventional

TDC measurement described in Sec. 6.2.1. Time difference and speed of light in the material are

also determined for the maximum time difference that needs to match the bar size. The time

synchronization is basically done by using γ-rays from a dedicated experimental run with a 20F

beam onto a thick aluminum target to produce high-energy γ-rays, the calibration is adjusted
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afterwards with experimental data as described for NeuLAND.

The correction for time walk is obtained using cosmic tracks. The time difference between one

PMT time t0,i and another one of another bar t0,j , corrected for the path length, is evaluated as

function of the energy loss. The functional behavior to describe the dependence is

t0,i − t0,j =
a

√
e0,i

+ b, (6.30)

with parameters a and b. Since the reference time t0,j is also affected by walk, very strict condi-

tions are put to its energy-loss to eliminate this effect in the calibration.

Finally, experimental data can be applied to check the overall synchronization between the

detectors NeuLAND and NEBULA in time and position. The absolute ToF between target and

neutron detector, necessary for a precise momentum analysis, is calibrated analyzing particles

that are traveling with the speed of light, see Fig. 6.17. The ToF resolution determined from the

γ-ray peak as done for NeuLAND, cf. Eqs. 6.24 and 6.25, is 〈σtof〉 = 171(63) ps with ∆ttof = 115 ps.

The uncertainty is again large because of ambiguities in using the LH2 target.

Besides the use of cosmic data, a source measurement with 241AmBe was performed to cal-

ibrate the energy loss. The mean energy loss of cosmics is 30MeV and that of the high-energy

γ-ray from the source is 4.2MeV as evaluated in Ref. [170].

6.8 Beam-Line Energy-Loss

Three detectors are used in the analysis to determine the ToF of the charged particles, the in-beam

plastic-scintillator detector equipped at F7, the combined SBTs, and the HODF24. However, this

measurement is only an average value, as the ions are slowed down step by step in each material

in the beam-line.

In order to e. g. obtain the projectile energy at the reaction vertex or the energy of the frag-

ment, it is important to take the energy loss into account. This allows to characterize the reaction,

determine the momenta, and to apply the proper Doppler correction in the γ-ray analysis. Further-

more, the ToF from SBT to the reaction vertex is needed to define the start time of the fragment

from the vertex.

The energy loss ∆E of a heavy particle passing matter is described by the Bethe-Bloch formula.

A more elaborated theory has been developed by Lindhard and Sørensen [171] which calculates

the electronic stopping power for any ion at relativistic energy. Together with further corrections,

detailed in Ref. [172], the energy loss is calculated in the ATIMA code [172].

Here, the energy-loss determination is based on the relation between stopping power dE/dx
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Figure 6.20: Method to determine the energy loss ∆E from an energy-range curve in one exem-

plary material. Starting with initial energy E0 and range P (E0), the passed material thickness ∆x
is subtracted, and the energy is re-evaluated.

and mean range P ,

∆x =

∫ E0

E0−∆E

(
dE

dx

)−1

dE

= P (E0)− P (E0 −∆E) .

(6.31)

Consider a heavy ion with initial kinetic energy E0 and range P (E0). When it enters the material,

it is continuously slowed down. Leaving the material after length ∆x, it lost the energy ∆E and

its maximum range is reduced. Thus, the energy loss is determined by evaluating the relation

between range and energy at P (E0) and P (E0 −∆E).

The relation between P and energy E is specifically determined with JavaATIMA for a large

range of energies and all the different materials used. The curve is the interpolation between

the calculated points at different energies. The energy-loss ∆E is obtained by evaluating the

created graph at the initial energy, and the range associated with the passed material thickness is

subtracted from the obtained initial range, cf. Fig. 6.20. The graph is re-evaluated at the reduced

range to obtain the outgoing energy. The workflow follows E0 → P (E0) → P (E0) − ∆x →
E(P −∆x). Finally, a relation between initial energy and energy after having passed a series of

materials, e. g. from SBT to the target, is used to evaluate the energy-loss for each isotope and

event separately. At the same time, the ToF is calculated considering the reduced kinetic energy

after having passed each material. This is repeated for the other flight paths from target to the

magnet. The energy-loss in the LH2 target is treated separately according to the reaction vertex

position and the nuclear charge before and after the reaction.
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The material budget is listed in Table C.3 in the appendix. The validation of this approach and

the matching of energies is discussed in Sec. 7.3.

6.9 Time-dependent Calibration

The experiment was running for 10 days in total, seven days were dedicated to the 29F beam

setting. The stability of the detector response and calibration parameters is investigated in the

following for all detectors, their energy and time signals. PMT gains change and other signals

drift due to the load on the detectors or other influences. The MWDCs and DALI2 are not affected

but the electronics of the plastic-scintillator detectors (except NEBULA) are. In these cases, drifts

are corrected run-wise such that the resolution is maintained over the whole experiment.

6.9.1 In-Beam Plastic-Scintillator Detectors

The plastic-scintillator detectors at the entrance of the SAMURAI area determine the beam trigger

and thus the start signal for the time measurement. A drift of the time signal would drastically

effect the ToF determination.

A rather strong change of max. 150 ps is observed for the SBT time signal tstart(= tSBT). The

signal is shown as function of run number in Fig. 6.21 for the 29F beam setting. The reason for

this behavior is not obvious. The changes do not coincide with changes in the gain of the energy

signal. In order to correct this behavior, the start time tstart is corrected with a run-wise offset

tcorr,

t′start = tstart + tcorr. (6.32)

The start time after correction is shown in Fig. 6.21b. The width (σ) of tstart reduces by 12 ps.

Drifts of the time signals are also seen for the other in-beam plastic-scintillator detectors in Bi-

gRIPS that are used to perform ToF measurements. This behavior is corrected for in a similar

way.

The energy-loss signals do not drift that strongly. Nevertheless, the run dependence is cor-

rected. The average energy-loss signals of the two SBTs, QSBT1,2, are considered separately. The

change in gain is corrected as

Q′
SBT,i = QSBT,i/Qcorr,i. (6.33)

6.9.2 HODF24

In case of the HODF24, drifts in time and charge are observed which are even different for the

different paddles. The same approaches as described above in Sec. 6.9.1 are applied for correc-

tion. For the paddles on the high-rigidity site, namely 1 to 6, no correction is applied because not
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Figure 6.21: Example of the run dependence for the time measurement tstart. (a) Time before the

run-wise correction. The lower pad shows the fluctuation of the mean value. (b) Time after the

correction, the mean value scatters within the resolution (lower pad).
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Figure 6.22: Run-dependent correction for NeuLAND, exemplarily shown for the ToF measure-

ment for one bar relative to the ToF in the following plane. (a) Before the correction, jumps are

seen around the run numbers 350 and 380. (b) After the correction.

enough statistics is acquired. This is not critical since no reaction channel of interest is measured

with these paddles.

6.9.3 Neutron Detectors

For NEBULA no drifts are seen that need to be corrected. In case of NeuLAND it is different, indeed

gradual changes or even jumps are seen for some channels in the time and energy measurement

that are addressed to threshold drifts in the TacQuila electronics. This threshold drift of one chan-

nel affects its energy measurement, the time measurement, and thus the position measurement.

The signature of a shift is shown in Fig. 6.22a for one bar and needs to be investigated for each

of the 800 channels and approx. 350 runs separately. The ToF difference is plotted between the

bar of interest and one bar of the following plane. The difference in ToF should be constant as

function of run number/time of the experiment, but it is not. At around run 350 a shift begins and

at around run 380 a jump is seen. Another indication can be the position measurement that can

be reduced to a time-difference, or the energy measurement. In addition, it needs to be identified

which PMT causes the problem. Eventually, run-correction parameters are determined. The data

after correction are shown in Fig. 6.22b, the distribution is flat.
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Chapter 7

Data Analysis

After having calibrated the detectors, the data are combined to extract physics results. In this

chapter, the reaction channel is selected by identifying the incoming and outgoing particles and

their momenta are determined. In addition, the γ-ray spectra are obtained and the neutron

tracking is performed.

7.1 Incoming-Beam Identification

As described in Sec. 5.2, the RI beam is produced and separated in BigRIPS. The event-wise

identification of the beam particles takes place in the second stage of BigRIPS using the in-beam

plastic scintillator detectors at the foci F5, F7, and F13. The particles are identified in the so-called

Bρ− ToF−∆E method.

Equation 5.3 shows the relation between A/Z and Bρ and the velocity β of the particles.

Thus, to obtain the mass A, the velocity and Z need to be determined. The magnetic rigidity is

measured at the dispersive focus F5.

The nominal magnetic rigidity Bρ0 for the reference trajectory is known by the setting of the

magnet. The deviation from this, determined with the position measurement xF5 at F5, deter-

mines the relative magnetic rigidity. A first-order ion-optical approach leads to the simplified

magnetic rigidity

Bρ = Bρ0 ·
(

1 +
xF5
(x|δ)

)

, (7.1)

with the dispersion matrix element (x|δ). The first-order approach is sufficient due to good resolu-

tion for these light ions. In the analysis, (x|δ) is adjusted to a value of 29mm/% which eventually

reduces the A/Z dependence on the kinetic energy. The magnetic-rigidity spectrum as measured

at F5 is shown in Fig. 7.1a.

To determine the velocity βc, tToF and flightpath S need to be known. The measurements
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Figure 7.1: Incoming beam properties. (a) Magnetic rigidity Bρ of the 29F beam setting measured

at BigRIPS focus F5. (b) Incoming kinetic-energy Ekin determined at the entrance-window of the

target cell, the beam-line energy-loss is considered.

between F5 and F7 for identification, and between F7 and F13 for the determination of the kinetic

energy are considered. The following approach describes how both, ToF and S, can be calibrated

on absolute scale at the same time. Starting from

β =
S

tToF · c , (7.2)

where the tToF needs to be the time-of-flight that is adjusted with a correct offset toff compared

to the pure time-of-flight ∆t that is just the difference between e. g. the time measurement at F7

and F13. The offset originates from e. g. the different cable lengths for the readout. This is an

effect of the experimental apparatus and is fixed for the duration of the experiment. Equation 7.2

can be rewritten as

β =
S

(∆t− toff) · c

⇒β ·∆t = S

c
+ β · toff .

(7.3)

This is a linear function where the intercept with the y axis defines the flightpath S and the slope

defines the absolute time offset toff .

The different BigRIPS settings allow to extract βset · ∆t for several different known velocities

βset. Since there were no runs with primary beam in BigRIPS available, βset · ∆t is determined

for secondary beams with a well-defined beam energy, i. e. with a narrow setting of the slit at
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Figure 7.2: Determination of ToF and flight length offset for BigRIPS measurement. Shown is a

linear fit (cyan line) to experimental data points to calibrate the measurement between F7 and

F13 in BigRIPS. For well-defined beam velocities, βset ·∆t is determined, the intercept with the y
axis relates to the flightpath S and the slope gives the time offset toff .

F1, traveling at the central trajectory. In these cases, the beam-energy is known from the dipole-

magnet settings in BigRIPS.

For the measurement between F7 and F13, the data points and the linear fit are shown in

Fig. 7.2. The resulting offset is toff = 233.00 ns (toff = 41.90 ns for F5 to F7) and the deduced

flightpath is S713 = 36193mm (S57 = 23088mm). The advantage of this method is that it delivers

both, time offset and flight path, using experimental data.

Having determined the magnetic rigidity Bρ and the kinetic energy of the particles in BigRIPS,

cf. Fig. 7.1, the A/Z can be calculated to identify the particles,

A

Z
= C · Bρ

βγ
, (7.4)

with the constant C = 3.107 13/(Tm). Together with the nuclear charge Z that is determined

at F13 as described in Sec. 6.2.2, the incoming-beam particles are unambiguously identified as

shown in Fig. 7.3.

In order to clean up the incoming-beam identification, the multiplicity on the start detector is

restricted to one and the time profile of the beam is limited to the main sequence. Also, the charge

measurement is restricted by gating on the correlation between the measurement at F7 and F13.

The intensity of the different isotopes and the fraction in the beam are listed in Table 7.1.

The experimental values are compared to a simulation with the LISE++ software [173]. There,

BigRIPS is implemented as set up during the experiment and the EPAX2.15 parametrization is used

for calculating the cross section in fragmentation processes. Furthermore, an average intensity of
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Figure 7.3: Incoming-particle identification of the 29F beam setting. The isotope admixtures are

labeled.

Table 7.1: Isotopes in the secondary beam of the BigRIPS setting which is optimized for 29F. Given

are the intensities, corrected for DAQ lifetime, and the admixture ratio. The results are compared

to a simulation with LISE++.

Isotope Intensity (cps) Fraction (%)

sim. exp. exp.

29F 120.40 94.80 26.57
31Ne 36.40 1.71 0.48
30Ne 298.40 259.83 72.84
29Ne 0.01 0.08 0.02
32Na 0.03 0.28 0.08
31Na 0 0.03 0.01

500 e nA is used for the primary-beam intensity. The magnetic field settings differ by less than

0.5% compared to the experiment to obtain the optimum transmission in the simulation. The

simulation reproduces the experimental isotope fractions reasonably well. As expected, no charge

states are seen, since it is not very likely for such light beams.

7.2 Reaction-Channel Identification

The SAMURAI setup allows to unambiguously identify the reaction channel of interest – the pro-

jectile, the heavy fragment, and scattered nucleons are identified. The previous sections described

how the incoming beam and the nucleons from the quasi-free scattering are identified. In the

following, the identification of the heavy reaction product using the SAMURAI spectrometer is
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described. The reactions of interest are:

• 29F(p, pn)27F+n

• 30Ne(p, 2p)27F+2n

• 31Ne(p, 2p)29F+n

The SAMURAI spectrometer deflects the charged particles, which move with nearly beam

velocity, according to their momentum-over-charge ratio p/Q,

Bρ =
p

Q
=
βγm

Q
. (7.5)

By determining the nuclear charge and in addition the velocity, the momentum and mass can be

identified when the magnetic rigidity Bρ is known.

First, the measurement of the fragment’s magnetic rigidity is described. The trajectory of the

particle through the magnetic field of SAMURAI is governed by the momentum and charge, as

mentioned, and by the position and angle under which the particle enters the field. Incoming po-

sition and angle are determined with FDC1, the deviation from a reference trajectory is measured

with FDC2.

In order to determine Bρ, there exist different standard methods, for instance one based on

the matrix optics or a dedicated particle tracking using the Runge-Kutta method. Here, the way of

finding a parametrization which relatesBρ and the trajectories is followed as it became a standard

method in high-energy physics but is now applied to a large-acceptance spectrometer. A function

Bρ = f(X) is determined that uses a n-tuple X of measured observables and results in a new

observable, namely the magnetic rigidity at the center of the SAMURAI magnet.

This function is determined from simulation data, where all Bρ and X are known from the

outset. The n-tuple of observables X = {x1, y1, αx1
, αy1 , x2, αx2

} comprises

• x1 and y1 position measured with FDC1,

• angle in x and y direction, αx1
and αy1 , measured with FDC1,

• x2 position and angle αx2
measured with FDC2,

which uniquely relates the trajectory and the magnetic rigidity. The full phase space that is cov-

ered by the spectrometer is used as input to the simulation. In detail, 27F particles (A/Z = 3)

with the following properties are simulated starting at the target position:

• 5.0Tm < Bρ < 8.5Tm

• |xtarget| < 40mm and |ytarget| < 40mm

• |αx,target| < 50mrad and |αy,target| < 50mrad.
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Figure 7.4: Result of the multi-dimensional fit approach for particle tracking. The obtained fit

function is applied to the simulation-input data, f(Xin). (a) Magnetic rigidity, ∆Bρ = Bρin −
Bρ(Xin). (b) Flight length, ∆FL = FLin − FL(Xin).

For each of these particles the position and angle at FDC1 and at FDC2 are extracted knowing

their Bρ. A multi-dimensional fit [167] is performed on the training sample to derive the relation

Bρ = f(X) =

N∑

n=1

cnFn(X), (7.6)

with

Fn(X) =
6∏

m=1

Mn,m(xm), (7.7)

where Mn,m are chosen to be monomials for the six input variables. The fit routine determines

the number of terms N , the coefficients cn, and the functions Mn,m in a least-squares approach.

The obtained function is evaluated with the same simulation-data set that has been used to

create the function itself to evaluate the quality of f(X). The result is shown in Fig. 7.4. The

maximum deviation for Bρ is 0.1%, which is in the order of the design value of the spectrometer

∆Bρ/Bρ = ∆p/p = 0.14% [26]. This procedure is repeated using the same training sample X to

determine a function for the trajectory length, FL = g(X). Together with the measured ToF and

the velocity, the A/Z of the heavy reaction products is calculated eventually. The absolute ToF

offset is determined from matching the energies at the reaction vertex as described in Sec. 7.3.

Combining the A/Z and charge measurement, as described in Sec. 6.4.1, the reaction products

can be identified as shown in Fig. 7.5. Many reaction channels can be identified due to the large

112



A/Z
2 2.2 2.4 2.6 2.8 3 3.2 3.4

Z

6

7

8

9

10

11

12

13

1

10

102

103

Figure 7.5: Outgoing-particle identification of the 29F beam setting after reactions on the LH2

target, with the condition of at least one track in MINOS. A/Z = 3 and Z = 9 are indicated by

the dashed vertical and horizontal line, respectively.

acceptance of the setup. The Z number shows a slight A/Z dependence originating from the

x-position dependence of the Z measurement.

In order to identify a QFS reaction and to e. g. exclude excitation reactions into the continuum,

information from MINOS is used in addition. In a (p, 2p) reaction two protons need to be identified

in the MINOS TPC where the kinematic conditions as explained in Sec. 4.2 should be recognized.

These include an opening angle between the two protons of approx. 80◦ and a coplanar scattering

where the azimuthal angle is 180◦. Figures 7.6 & 7.7 show the polar angles θ1,2 of the two

protons measured relative to the beam axis and the azimuthal angles φ1,2 in the x-y plane for the
30Ne(p, 2p)29F reaction – a clear QFS characteristic. As expected, the polar angles show a strong

correlation, where the opening angle peaks at 77.4◦, cf. Fig. 7.7a. The opening angle θpp is

calculated as

cos(θpp) = sin(θ1) sin(θ2) cos(φ2 − φ1) + cos(θ1) cos(θ2). (7.8)

A value of less than 80◦ is expected for nuclei with a proton-separation energy larger 20MeV as

calculated in Ref. [113]. The azimuthal scattering clearly shows coplanar kinematics where the

relative angle ∆φ peaks at 180◦, cf. Fig. 7.7b, ∆φ = φ2−φ1 (∆φ = 360◦−∆φ for ∆φ > 180◦). The

use of MINOS and the TPC allows for the selection of QFS reactions by their kinematics signature.

However, the energy of the emerging protons is not measured and thus the missing-mass analysis

of the reaction product is not possible.
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Figure 7.6: Experimental proton correlations in the QFS reaction 30Ne(p, 2p). (a) Correlation

of the polar angles θ1,2 of the two scattered protons. The dashed line represents a 90◦ opening

angle. (b) Correlation of the azimuthal angles φ1,2. The dashed lines show the x-y-coplanar

relative angle of 180◦.
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Figure 7.7: Experimental signature of the QFS reaction 30Ne(p, 2p). (a) Opening angle between

the two scattered protons, the mean value is at 77◦. (b) Coplanar angle between the two protons

∆φ = φ2 − φ1, peaking at 180◦.
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7.3 Momentum Distributions

7.3.1 Energy matching

There are two independent measurements of the beam energy available – for the incoming and

the outgoing beam. For consistency, the kinetic energy from these measurements has to match

e. g. at the center of the LH2 target for unreacted beam.

The way the energy loss is calculated for the upstream part is described in Sec. 6.8. For the

determination of the downstream energy, two different methods are available, namely using the

measured ToF or the magnetic rigidity. In the latter case, the obtained magnetic rigidity is the

value at the center of the SAMURAI dipole magnet. This means the energy loss before needs to

be considered.

This is done in the same way as described in Sec. 6.8 for the in-beam materials. The absolute

ToF is fine-tuned in comparison to simulation to match the incoming energy after evaluating

the energy loss. Momentum and energy are eventually determined from the magnetic-rigidity

calculation since it shows a better resolution than using the ToF measurement as described in the

next section.

7.3.2 Momentum Resolution

A sensitive way to prove the consistency of the particle tracking is the analysis of the momentum

distribution. The total momentum is calculated from the magnetic rigidity

p = Bρ ·Q, (7.9)

where the particle identification has been performed as described in Sec. 7.2. Thus, the momen-

tum resolution is governed by the magnetic-rigidity resolution ∆Bρ,

∆p

p
=

∆Bρ

Bρ
. (7.10)

First, the resolution is determined by investigating the momentum distributions of unreacted

beam particles. The momentum of 29F measured with the fragment arm is examined in the pro-

jectile rest-frame. The momentum is transformed into the center-of-mass system of the incoming
29F beam as derived in Eq. 4.16 with direction of the incoming beam. So, the width of the longi-

tudinal momentum in the projectile frame is only sensitive to the resolution of the apparatus, the

tracking procedure, and the Coulomb-multiple scattering. The scattering angle of the outgoing

particles is obtained from the FDC1 measurement and the incoming angle from the BDCs. The

longitudinal, transverse, and single-component momentum distributions are shown in Fig. 7.8 &

Fig. 7.9. The experimental resolution values determined from unreacted beam are summarized in

Table 7.2. The width of the longitudinal momentum accounts for 31.2MeV/c or 0.16% relative to
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Figure 7.8: Longitudinal-momentum distribution of the unreacted 29F beam. (a) Longitudinal

component in projectile rest frame and (b) longitudinal component in lab. system with 0.5MeV
gate in incoming energy, fit with a Gaussian function (cyan line).

Table 7.2: Momentum resolution (σ) determined from a Gaussian fit (range ±80MeV/c) to the

distributions for unreacted 29F beam.

Momentum σ (MeV/c)

px 39.6
py 37.9
p‖ 31.2

p‖(c.m.) 27.2

the total momentum. After the calibration, it also proves the alignment of detectors and matching

of kinetic-energy calculations. The transverse components are a bit wider than the longitudinal

part. Those are mainly affected by the position resolution.

Eventually, a possible remaining reaction-vertex dependence of the momentum is corrected.

The velocity difference between fragment and neutron that is crucial for the relative-energy re-

construction is corrected for the vertex z-position, the result is shown in Fig. 7.10.

As stated before, the momentum can be calculated from the ToF measurement, p = βγmc.

The resolution becomes

∆p

p
= γ2

∆β

β
≈ γ2

∆ToF

ToF
. (7.11)

The ToF resolution is also determined from unreacted beam particles that are measured between

SBT and HODF24. The resolution is ∆ToF/ToF = 2.03 × 10−3 which is enhanced by γ2 = 1.524
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Figure 7.9: Transverse-momentum distribution of the unreacted 29F beam (in projectile frame).

(a) Total transverse momentum. (b) X-component (in projectile frame) and (c) y-component fit

with a Gaussian function (cyan line).
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Figure 7.10: Corrected remaining velocity dependence of the MINOS vertex z-position. Shown is

the velocity difference between fragment and neutron for the reaction 30Ne→27F+1n.

(for β = 0.586). Thus, the momentum resolution based on the ToF measurement is worse, it is

decreased by the boost γ2 although the ToF resolution itself is comparable to the Bρ resolution.

To complement the picture, the mass resolution depends on both, ∆Bρ and ∆β, it is

∆A

A
=

√
(
∆Bρ

Bρ

)2

+

(

γ2
∆β

β

)2

+

(
∆Z

Z

)2

. (7.12)

The calculated resolution of 0.35% agrees well with the experimentally deduced one (∆Z = 0).

Light ions are well separated with this resolution as shown before, but for experiments with

heavier systems this becomes critical.

7.4 Simulation Framework

Simulation studies are an integral part of the analysis. It is exploited to determine particle tra-

jectories in the presence of the SAMURAI magnetic field as described in Sec. 7.2, or to determine

the response of the γ-ray and neutron detectors. The detector details are discussed separately in

Sec. 7.5 and 7.6.

The simulations are performed in the SAMURAISimulator framework [174] which is based on

the GEANT4 simulation toolkit [175, 176] and models the downstream part of the setup including

DALI2, the FDC tracking detectors, and the HODF24, as well as the neutron detectors NeuLAND

and NEBULA and the SAMURAI magnet. Importantly, the data format of simulation and experi-

mental analysis is the same on the level of calibrated data such that the same analysis software is

used and it is ensured the data are treated in the same way.
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Figure 7.11: Comparison of fragment tracking between experiment and simulation for unreacted
29F beam on FDC2, fit with a Gaussian function. (a) Difference of x angle measured with FDC2.

(b) Experimental position distribution. (c) Position distribution from simulation.

The simulation starts from the reaction products that are tracked through the setup. The

initial four-momenta P of the particles are determined for instance in ordinary c. m. phase-space

decays. However, the knockout reaction on the LH2 target is not explicitly treated since the recoil

momentum is small compared to the total momentum. The incoming energy distribution as well

as experimental position and angular distributions of the beam spot are used to sample starting

conditions for the simulation. In case of the thick LH2 target for a (p,2p) reaction, a possible vertex

position is randomized according to the experimental conditions and the energy loss is calculated
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for the initial nucleus before a decay happens. The simulation then treats only the decay products.

The particle transport is modeled using the QGSP_INCLXX_XS physics list [174, 175]. This in-

cludes for intermediate-energy scattering of protons and neutrons with nuclei the

INCL++ model [177], covering approx. 20MeV/u to 15GeV/u. Low-energy interactions are mod-

eled using adapted NeutronHP evaluated-data libraries that are especially suited for low-energy

neutron elastic and inelastic scattering, high-energy reactions would be covered in the Quark-

Gluon-String (QGS) model.

One check for the goodness of the simulation is the analysis of the tracking of the heavy frag-

ment. Figure 7.11 shows the comparison between experimental and simulation data. That is

unreacted 29F beam, which is tracked through the setup. The energy and target-position infor-

mation are used as input to the simulation to check the position distribution of the downstream

fragment detectors. The simulation data agree well with the experiment, e. g. the difference

in the x angle between experimental and simulation for FDC2 peaks at −1.2mrad as shown in

Fig. 7.11a. The positions of the tracking detectors are aligned to each other similarly as shown in

Sec. 6.5.3.

The quality of the simulation is further discussed in detail in the detector sections below.

It is worth noting how the detector resolutions are included. The resolution for the fragment

detectors is inclusively incorporated in the data-analysis step by smearing the momenta with a

Gaussian distribution based on the experimental resolution as extracted in Sec. 7.3.2. The total

fragment-neutron resolution P (f + n) is dominated by the fragment’s resolution, whereas the

invariant-mass resolution is critically affected by the neutron-momentum resolution, in particular

the ToF resolution that dominates the longitudinal-momentum resolution.

In case of the neutron detectors, the time resolution at each PMT is ∆t =
√
2 · ∆ttof , where

∆ttof is the ToF resolution as determined in Sec. 6.7.1 under the well-fulfilled assumption that the

resolution is very similar for γ-rays and heavy particles. For the DALI2 detectors the resolution

is also taken as experimentally obtained, see Sec. 6.6.1. Individually for every single detector

crystal, the resolution is taken as of Gaussian form with the width from the naive parametrization

σ(Eγ) = A ·
√
Eγ . This approach reproduces the source measurement well.

7.5 Gamma Spectroscopy

The DALI2 detector is installed for the prompt γ-ray detection around the target. It covers a

large solid angle with high segmentation using 140 NaI detectors. The kinematic conditions in

the experiment require a Doppler correction of the detected γ-ray energy according to Eq. 5.5.

The velocity at the reaction vertex βc is derived from the MINOS information and the energy loss

in the LH2 target. The scattering angle corresponds to the position relative to the center of the

detector segment in which the γ-ray is detected.
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Figure 7.12: DALI2 first interaction points for improvement of the Doppler correction. Shown is

the difference between the first interaction in a crystal ~xfi from simulation and its actual geomet-

rical position ~x, ∆~xfi = ~xfi − ~x, for each crystal. (a) x-position, (b) z-position.

Since the whole detector is built in a nested structure, cf. Fig. 5.8, the center of a single

detector is not necessarily the most probable point of the first interaction for a γ-ray. But knowing

this point can improve the resolution because the point of interaction is statistically known more

precisely in this case. In order to determine those points, simulations are performed for the

given geometry and experiment conditions that result in a heat map showing the most probable

first interaction in each detector segment. The difference between the geometrical center of the

detector and the deduced point of first interaction is shown in Fig. 7.12, the difference can be as

large as ∼ 20mm. Thus, the point of first interaction is used to determine the scattering angle θlab

for the Doppler correction. The improvement on the resolution is 3% (or 15 keV) at Eγ = 1MeV.

Besides the first interaction, a γ-ray can interact several times in a crystal and does not neces-

sarily deposit all its energy in a single crystal. Instead, scattering into neighboring ones happen

and energy is deposit there. To reduce misidentifications, an algorithm is developed to find the

interactions that belong to one initial γ-ray. This so-called addback algorithm starts from an

energy-sorted list of hits and builds clusters. A hit is considered to be part of one cluster if the

detector is less than 20 cm apart from the initial hit in the cluster. When all hits are iterated, the

laboratory energies in each cluster are summed up and the Doppler correction is applied to the

cluster taking the position of the first detector in the cluster as interaction point. The effect on the

background reduction is shown in Fig. 7.13, in a comparison between γ energies with and without

addback for simulation data of a 950 keV state. The addback algorithm finds proper clusters, thus

reduces the background region and increases the intensity of the full-energy peak. However, the

resolution does not improve significantly.
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Figure 7.13: Addback algorithm for DALI2. Comparison between γ-ray energy spectrum with

(cyan line) and without (blue) addback and using the most probable first-interaction point, ap-

plied to simulation data for a 950 keV decay. The addback improves the photo-peak efficiency.

Later, full simulations for γ-ray decays are performed to compare to the experimental spectra

and determine the decay energies. The simulations include the DALI2 geometry as well as the

materials that surround the target like the MINOS TPC. The experimental beam distribution in

position, energy, and reaction channel are used as input to the simulation where a γ-ray is emitted

isotropically in the c. m. frame. If not specified differently, the decay is modeled as a prompt

and direct decay without branching. The simulated data are analyzed in the same way as the

experimental data. This includes that the energy threshold in the laboratory frame is commonly

set to 200 keV which corresponds to the maximum hardware threshold among all crystals.

Other background reactions are not included in the simulation. A reaction channel where

no γ-ray decay is expected is well suited to describe the experimental background contribution.

The proton knockout reaction on 29F(p, 2p) populates 28O that decays directly into 24O and four

neutrons. As 24O has no bound excited state, the DALI2 response to a (p, 2p) reaction without

γ-rays can be studied. The two protons in this QFS reaction are of high energy and also interact

with the DALI2 crystals. They are charged and the energy loss is usually so large that the signals

cause an overflow in the ADC. However, the protons may also scatter and leave less energy in

the detectors. The background stemming from this as well as γ-rays are measured in coincidence

with the 24O reaction. The obtained spectrum is later used as background description in the fit of

the experimental γ-ray spectra.
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7.6 Neutron Tracking

A major task is to identify initial neutron hits from multiple secondary interactions. In the kind

of experiment performed here, where the reaction channel is unambiguously identified and the

incoming beam and the heavy reaction fragment are measured as well as target-like particles, the

number of expected neutrons that decay in-flight is known. In the reaction 30Ne(p, 2p)27F two

neutrons need to be identified. Considering the geometrical acceptance of the detector and setup,

as well as the interaction probability, only a fraction of the decay neutrons is detected.

Often, plastic-scintillator detectors are used to detect fast neutrons, as in this experiment,

where kinetic energies between ∼100MeV/u and 300MeV/u are covered. The neutron can in-

teract via elastic and inelastic scattering with the protons and carbon nuclei in the material.

Charged secondary particles cause good signals in the detectors. In Ref. [178], the reactions are

investigated in detail from simulation and the reaction products are grouped by impact studying

NeuLAND as example. Neutrons are the most common reaction products, followed by protons,

α-particles, heavier fragments, deuterons, and uncharged particles like γ-rays [178].

These particles are likely to interact in various secondary reactions and deposit energy in

the detector that eventually leave many signals in a segmented detector such as NeuLAND. That

means, one initial neutron causes several signals in the detector – called crosstalk – and in the

analysis steps the first interaction of this neutron needs to be identified to eventually determine

its momentum. This becomes more challenging the more initial neutrons are expected from the

reaction channel. The algorithm to perform the neutron reconstruction and find the crosstalk hits,

where neutron misidentification needs to be kept small, is presented in this section, based on the

method presented in Ref. [179].

7.6.1 Neutron Identification

In case of a one-neutron event, the crosstalk causes a hit multiplicity larger than one but it is

assumed that the first interaction, in a list of hits sorted according to their ToF, is the initial-

neutron interaction. In addition, a certain energy-loss threshold, usually set to a few MeV to

mainly discriminate low-energy γ-rays decaying from 12C∗, is applied. Using the ToF and the

position of this hit, the neutron momentum is calculated.

In case of multiple incident neutrons, the first two detected hits in a fully active detector often

do not correspond to the initial interactions of two different neutrons. It is the designated task of

a crosstalk algorithm to identify the actual initial two neutron hits. There are several approaches

established like cluster-building methods, or techniques that focus only on a class of particles like

scattered protons that leave clearly recognizable tracks to backtrace the initial neutron-scatter

point.

This work makes use of a cluster approach and the geometry of the neutron-detector walls

based on the method described in Ref. [179]. Two different classes of events are discussed, the so
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Figure 7.14: Schematic representation of the neutron crosstalk analysis, scenario for two initial

neutrons n1 and n2. (a) Same-wall events are depicted, two clusters are formed, c1 and c2,
where different-wall events are not explicitly shown here. (b) Different-wall events are shown,

the relative velocity β12 is a criterion to cluster the hits 1 and 2.

called

• same-wall events and

• different-wall events.

The neutron-detection system, shown in Fig. 5.3, is physically divided into three detection mod-

ules, namely the NeuLAND demonstrator labeled as “wall1” and the two parts of NEBULA (“wall2”

& “wall3”). Hits that are within one wall are called same-wall events and hits involving two walls

are called different-wall events, cf. Fig. 7.14.

The neutron-identification algorithm starts from a list including all hits that are sorted accord-

ing to their ToF in ascending order. Each hit (hiti) is compared to all other hits and assigned to

common clusters based on certain conditions that are discussed in the following.

Same-Wall Events

Practically, hit2 is compared to hit1. If both hits originate from neutron interactions within the

same detector wall, their distance in space and time looks like in Fig. 7.15, exemplarily shown

for NeuLAND and the one-neutron decay from 29F(p, pn)28F→27F+n. All the hits shown in this

plot are actually crosstalk hits because one-neutron events are studied. One can identify the most
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Figure 7.15: NeuLAND same-wall crosstalk for an experimental one-neutron channel. The dis-

tance in space ∆r and time ∆t between all hits is shown. Events within the blue ellipse are

associated with proton crosstalk, the rest originates mainly from scattered neutrons and γ-rays.

important secondary particles in this plot, namely scattered protons which have a short mean free

path compared to slow neutrons that are also visible. Gamma-rays travel farthest in the shortest

amount of time.

The first condition to decide whether these two hits stem from the same neutron and get as-

signed to the same cluster is determined from this correlation plot. Those hits caused by scattered

protons in a region indicated in Fig. 7.15 are clustered as same-wall events. An elliptic causality

condition is applied according to the interdistance in space ∆r = |~r2 −~r1| and time ∆t = |t2 − t1|,
√
(
∆r −∆r0

R

)2

+

(
∆t−∆t0

T

)2

< 1, (7.13)

with the offsets ∆r0 and ∆t0, and the size of the gate R and T , that are different for NeuLAND

and NEBULA.

Secondly, γ-rays and slow neutrons are assigned to a cluster according to the relative velocity

between hits, β12c = |~x2 − ~x1|/(t2 − t1). Figure 7.16 shows the inverse of the relative velocity

for remaining events after proton-crosstalk rejection. Negative velocities mean that the second hit

has a smaller z position than the first hit, z2 < z1. The energy-loss ∆E2 is that of the second hit.

One can identify γ-rays with |1/β12| ∼ 1 and a moderate energy-loss. Those events are assigned

to a cluster if they are within the blue-colored box as depicted in Fig. 7.16. In addition, a cut

around |1/β12| ∼ 1 is set where events with smaller velocity are considered crosstalk. However,

this cut needs to be optimized for the particular multi-neutron channel, but Ref. [158] shows that

crosstalk events peak at |1/β12| > 1 in the two-neutron case.
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Figure 7.16: NeuLAND same-wall crosstalk for experimental one-neutron channel where the pro-

ton crosstalk is removed. Shown is the inverse of the relative velocity 1/β12 between pairs of

all hits with the energy loss of the second hit ∆E2. Events marked in the blue box come from

γ-rays with |1/β12| ∼ 1 and events beyond the dashed line |1/β12| > 1 are also considered as main

crosstalk sources in a multi-neutron scenario.

If hit2 does not belong to any of the mentioned gates, it becomes the first hit of a new cluster.

All the other hits are then compared to the previously assigned clusters and the hits therein in the

same way as long as it is assigned to any cluster.

Different-Wall Events

The secondary particles are not necessarily stopped within one wall in a few interactions but can

scatter from one wall into another one. The conditions how such different-wall hits are identified

as crosstalk are discussed in the following. Assume a situation as in Fig. 7.14b, where two hits

(~xi, ti) are measured in two different walls. Either these are two initial hits from two different

neutrons, or scattered events from the same initial neutron, or scattered events from two different

neutrons. In order to relate the hits, the velocity between the target point and the first hit β01,

β01c = |~x1 − ~x0|/t1, (7.14)

and the relative velocity β12 between the two detected hits, defined as

β12c = |~x2 − ~x1|/(t2 − t1), (7.15)

is used, where the velocity is defined negative if z2 < z1, i. e. the particle is back scattering.

Particles share energy in a scattering process, thus the velocity ratio becomes |β01/β12| > 1 and
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Figure 7.17: Different-wall crosstalk between NeuLAND and NEBULA for the experimental one-

neutron channel where the proton scattering from the veto detector is removed. Shown is the

velocity ratio between the initial hit β01 and the relative velocity β12 between pairs of all hits and

with the energy loss of the second hit ∆E2. Events beyond the dashed line |β01/β12| & 1 are

considered as main crosstalk source in a multi-neutron scenario.

it is concluded that the two hits are crosstalk and related in one cluster. Those events are mainly

caused by slow neutrons. The condition is tuned according to the distribution shown in Fig. 7.17

for the same one-neutron channel as discussed before, where proton scattering is removed already

with the intermediate veto walls. All events to the right of the blue dashed line are considered as

crosstalk as well as the back-scattered events between (|β01/β12| & 1).

In addition, γ-ray events can be identified. In order to discriminate those, the inverse of the

relative velocity 1/β12 is considered. Again, secondary γ-rays have β = 1 but do not deposit

high energies in the detectors. Neutron-cluster multiplicities larger one are almost completely

eliminated under those conditions, having a remaining contribution of only 1% in the studied

one-neutron channel.

The applied crosstalk conditions are different for NeuLAND and NEBULA and are optimized

with the aim to reduce misidentification by employing simulations and experimental one-neutron

data, as discussed above and described in the following Sec. 7.7.

The advantage of separating the detector into separate walls is a gain of efficiency for multiple-

neutron events with a small relative energy. Those neutrons come close in space under the given

experimental conditions. In the c. m. of the decaying system the neutron and fragment momenta

balance each other but due to the much larger mass of the fragment, the opening angle is domi-

nated by the neutron angle. The relative energy can be seen geometrically as

Erel ≈
Ekin

A
θ2n, (7.16)
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with incident-beam energy per nucleon Ekin/A and the dominating neutron angle θn. This means,

the angular acceptance of the setup and the detector size limit the maximum measurable relative

energy with highest efficiency, in this case Erel ≈ 1.7MeV, in accordance with the full acceptance

of NeuLAND. A larger beam energy would increase that value due to a larger Lorentz boost.

Instead, multiple neutrons with very small relative energies have a small cone and impinge closer

on the detector. In same-wall events it is more difficult to differentiate those events from crosstalk

and the efficiency decreases strongly to zero for small relative energies. In the extreme case of

different-wall events at the same x-y-position they can be differentiated in the different walls,

considering the ToF resolution.

7.6.2 Neutron Simulation

In the simulation the neutron detectors are built from plastic-scintillator bars that are arranged as

in the experiment together with the other fragment detectors and the magnet.

Basic quantities such as the simulated energy-loss behavior, ToF, and multiplicity distributions

need to agree with experimental data to reliably describe the detector response. The experimental

one-neutron decay channel 29F(p, pn)27F+n is used as reference channel to study the neutron-

detector response. The input to the simulation are events that decay into a neutron and 27F

with a relative energy that is similar to the experimental relative-energy spectrum. The ToF

and multiplicity spectra after the above discussed crosstalk rejection are compared for NeuLAND

in Fig. 7.18, the spectra are normalized to each other to be more independent of the absolute

efficiency. The distributions agree well.

The light transport for NeuLAND is modeled as described in the following. The simulation

models the path of particles in steps through the materials, the energy deposit is obtained from

the energy loss along the path. The transformation from energy loss Q0,i to scintillation light Qi

is modeled according to an empirical relation found in Ref. [180]. The produced light propagates

in the next step to the end of the bar while undergoing attenuation processes,

Q′
i = Qi · exp(−l/λ), (7.17)

with the attenuation length λ and l as the path length between hit and end of the bar. The light is

collected from all interactions in a bar at the PMTs. Depending on the way the experimental data

are calibrated, the saturation effect of the PMTs needs to be included. It is described by

Q′′ =
Q′

1 + κQ′
, (7.18)

with a saturation coefficient κ = 0.018 for NeuLAND. At the same time the energy resolution is

incorporated with 5%. The total energy loss is the energy at the position in the bar that is assigned

to the first interaction point.
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Figure 7.18: Basic neutron quantities measured with NeuLAND compared between experiment

(blue) and simulation (cyan line) in a one-neutron channel after crosstalk rejection. (a) Time-of-

flight. (b) Reconstructed neutron multiplicity. (c) Energy loss.
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Figure 7.19: Comparison between experiment (blue dots) and simulation (cyan) for proton-

crosstalk rejection in NeuLAND same-wall events for one-neutron channel, projections of

Fig. 7.15. (a) Spatial distance between pairs of all same-wall hits. (b) Time difference.
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Figure 7.20: Comparison of one-neutron simulation and experiment for same- and different-

wall events. (a) Inverse velocity ratio for same-wall events in NeuLAND after proton-crosstalk

rejection, cf. Fig. 7.16, for experiment (blue dots) and simulation (cyan). (b) Velocity ratio for

different-wall events to reject crosstalk in simulation. Hits with |β01/β12| & 1 are considered as

crosstalk in the multi-neutron analysis.
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The collected light is then reversely attenuated, the energy deposit is

Q0 = Q′′ · exp(L/2 · λ−1), (7.19)

with paddle length L. The comparison between experimental and simulated data is shown in

Fig. 7.18c. The peak arising from proton scattering is well reproduced as well as the shape for

high energy losses. Eventually, the simulation is used to describe the detector response and to

study the multi-neutron tracking.

The Figs. 7.19 and 7.20 show the comparison between simulation and experiment for the

neutron crosstalk analysis as discussed in the above Sec. 7.6.1. The same-wall crosstalk analysis

for NeuLAND dedicated for secondary-proton rejection, Fig. 7.19, agrees well (cf. Fig. 7.15). The

inverse relative velocity 1/β12 after proton-crosstalk rejection agrees similarly well, Fig. 7.20a,

although the used physics list in the simulation seems to overproduce γ-rays. The different-wall

events for NeuLAND and NEBULA are shown in Fig. 7.20b, and the experimental data in Fig. 7.17.

Response Matrix

In order to extract observables like cross sections or resonance parameters the detector response

as resolution, geometrical acceptance and efficiency needs to be considered. For the analysis of

the relative-energy spectra, the model, namely the Breit-Wigner line shape, is folded with the

experimental response and fit to the experimental spectrum such that resolution and acceptance

effects are included as coming from the experimental data. A response matrix is simulated that

relates the input relative-energy to the reconstructed relative energy with resolution, acceptance,

and efficiency, as well as neutron-reconstruction effects. Simulation and experimental data are

analyzed in the same way.

For the one-neutron decay channel, a decay into fragment and neutron for a given relative

energy is calculated and used as input for the simulation together with input from experimental

data like beam-spot and energy distributions, cf. Sec. 7.4. The reconstructed relative-energy

spectrum for the decay of a sharp peak at 0.1MeV, 1.0MeV, and 2.0MeV for 28F→27F+n is

presented in Fig. 7.21 where the neutron is only detected with NeuLAND. In the same figure, the

response for the two-neutron decay of 29F∗ →27F+n+n is shown where the neutrons are detected

together with NeuLAND and NEBULA. The resonances are well reproduced what shows that the

neutron simulation, tracking, and identification work well. The simulations are repeated for an

input energy-range up to 10MeV. The behavior of the relative-energy resolution could fairly be

described for the 2n case by σ(Efnn) = a · (Efnn/keV)b (with a = 2.35 keV and b = 0.56), but

here the complete response matrix is used instead.

The response matrix that relates the original relative energy Ein
rel with the reconstructed one

Erec
rel over the range of 10MeV is shown in Fig. 7.22, where one and two neutrons decay and

exactly one and two neutrons are reconstructed, respectively. Figure 7.23 shows the combined
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Figure 7.21: Neutron-detector response function determined from simulation with input reso-

nance energies at 0.1MeV, 1.0MeV, 2.0MeV (blue, light blue, cyan). (a) One-neutron decay

channel of 28F reconstructed with NeuLAND. (b) Two-neutron decay channel of 29F reconstructed

with NeuLAND and NEBULA.
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Figure 7.22: Neutron-detector response matrix determined from simulation relating the initial

relative energy Ein
rel, in a range up to 10.0MeV, with the reconstructed relative-energy Erec

rel re-

sponse. The dashed line represents the identity between initial and reconstructed energy. (a)

One-neutron decay channel of 28F reconstructed with NeuLAND. (b) Two-neutron decay channel

of 29F reconstructed with NeuLAND and NEBULA.
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Figure 7.23: Neutron-detector efficiency and acceptance curve determined from simulation up to

10.0MeV relative energy. (a) One-neutron decay channel of 28F reconstructed with NeuLAND and

NEBULA in blue, and only NeuLAND in cyan. (b) Two-neutron decay channel of 29F reconstructed

with NeuLAND and NEBULA.

efficiency and acceptance curve as function of the relative energy for NeuLAND only and combined

with NEBULA. The number of reconstructed neutron events is normalized to the total number

of simulated events. At around 1.5MeV the 1n-curve drops, which is related to the horizontal

acceptance of the neutron exit window of the SAMURAI magnet.

In case of a two-neutron decay the response is similar to the one-neutron channel, cf. Fig. 7.21,

but the multi-neutron identification is critical here. The stronger tails in the response arise from

misidentification, which is already optimized and reduced by the neutron tracking. However,

the efficiency is very different between the one- and two-neutron channels including not only

the detection but also the neutron-reconstruction efficiency. For relative energies below 1MeV

the efficiency decreases strongly as the two neutrons are spatially close (see discussion above,

Eq. 7.16). The accuracy of the simulation to result in the correct absolute efficiency is discussed

in the following section, Sec. 7.7, where a dedicated experiment was performed to investigate this

point.
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7.7 One-Neutron Detection Efficiency of the NeuLAND Demonstrator

7.7.1 Motivation

In this particular experiment, the NeuLAND demonstrator is used at SAMURAI for the first time to

study physics questions. In general, it is essential to know the interaction, detection, or tracking

efficiency of the detector to determine absolute cross sections. For the investigated neutron-

reaction channels, the neutron-detection efficiency is of particular interest.

In order to evaluate the one-neutron detection efficiency and to characterize the detector, a

distinct experiment using a neutron beam at two energies, 110MeV and 250MeV, was carried

out. The results provide an explicit data point for the one-neutron detection efficiency at a de-

fined energy for the NeuLAND demonstrator that is also used as benchmark value to validate the

simulations in several aspects. Detector calibrations and resolutions are also tested on the basis

of this commissioning experiment.

There exist different established techniques to determine the efficiency, for example by mea-

suring the efficiency relative to a characterized detector of known efficiency or calculating the

detection efficiency where the beam flux is known. Here, the latter is the method of choice. In

the same way, NEBULA has been studied before at 200MeV, when the SAMURAI setup was com-

missioned [158]. In the charge-exchange reaction p
(

7Li, 7Be
)

an almost monoenergetic neutron

field of known flux is produced.

7.7.2 Method and Reaction Cross Sections

In order to determine the one-neutron detection efficiency ǫ1n the following experiment is carried

out. The probe, a neutron beam of well-defined energy and known intensity nin, needs to be

produced and the number of interacted and detected neutrons ndet needs to be determined. The

ratio ǫ1n = ndet/nin is the basic definition of the efficiency.

The charge-exchange reaction p
(

7Li, 7Be(g.s. + 430 keV)
)
n of a proton beam on lithium is a

standard method to produce a quasi-monoenergetic neutron beam. It is often applied in high-

energy neutron research [181]. Such studies address basic radiation-physics questions as the

study of the neutron-energy spectra at different incident energies and under different scattering

angles. Furthermore, there are experiments to explicitly deduce the reaction cross section for

p
(

7Li, 7Be
)
, which is the necessary input for the calibration experiment here to determine nin.

Neutron ToF facilities like at TRIUMF (Canada), iThemba Laboratory for Accelerator-Based

Sciences (iThemba LABS) (South Africa) or in Japan (Rikagaku Kenkyūjyo, Designated National

Research and Development Institute (RIKEN), Takasaki Ion Accelerators for Advanced Radiation

Application (TIARA), or Research Center for Nuclear Physics (RCNP)), or the Los Alamos Meson

Physics Facility (LAMPF) (USA), and others provide high-intense proton beams up to a few hun-

dred MeV and a neutron-energy resolution of 2MeV and better [181]. At the RCNP, experiments
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Figure 7.24: Neutron energy spectra for Li(p, xn) reactions at zero degrees, measured at RCNP

for different proton energies. Reprinted figure with permission from Ref. [181], copyright 2019

by Elsevier.

with proton beams between 80MeV and 400MeV [181] are performed, Taddeucci et al. [182]

report experiments using 800MeV.

At the RCNP, the proton beam impinges onto the Li target producing the neutrons that are

detected in a liquid-scintillation detector. In a tunnel with a flightpath of up to 100m the ToF is

measured precisely for different scattering angles for that the kinetic-energy spectrum is deduced.

In Fig. 7.24 characteristic neutron spectra taken at RCNP [181] for zero-degree scattering are

shown.

All the spectra commonly show a strong peak close to the incident proton energy and a

tail region below. The peak intensity makes roughly 50% of the total spectrum, these quasi-

monoenergetic neutrons originate mainly from the p
(

7Li, 7Be
)

reaction populating the ground

and the excited state at 430 keV in 7Be, where the excited state decays via γ-ray emission. The

smaller peaks at ∼10MeV and 30MeV below the main peak are associated with the population of

highly excited states in 7Be, where broader contributions from the quasi-free scattering on a neu-

tron and collective excitations play a role [183]. At even lower energies, less than ∼ 100MeV be-

low the main peak, the main contribution comes from the three-body break-up p
(

7Li, α
)

3He+n.

Evaporation processes produce the lowest-energy neutrons.

For the studies here, the peak neutrons with a sharp energy are of foremost interest to charac-

terize the detector. The (p, n) charge-exchange reaction on 7Li populates the ground state in 7Be

as well as its low-lying excited state at 430 keV and thus produces almost monoenergetic neutrons.

The Q-value of this reaction is −1.644MeV. The cross section is largest at 0◦ forward scattering

because the reaction proceeds primarily through an angular-momentum transfer of l = 0 [182].
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As mentioned before, one basic quantity needed in the analysis is the cross section for the

charge-exchange reaction. This has been measured at different n-ToF facilities [181, 182, 184]

and differential cross-section distributions are extracted from integrating the peak intensity for

different laboratory scattering angles (but often the error estimates are unclear). Here, the zero-

momentum transfer center-of-mass cross section determined by Taddeucci et al. [182] is used.

The cross sections are σc.m.
0 = 26.1(9) mb/sr and σc.m.

0 = 25.6(7) mb/sr at Ep = 120MeV and

200MeV, respectively. There, the total laboratory cross section for normalization of the angular

differential cross section is taken from a parametrization based on the momentum-transfer inte-

gral∗ and the activation-method total cross section. It is assumed that the c. m. cross section is

constant as function of the proton energy, which is well satisfied above 100MeV as the authors

show [182].

Taddeucci et al. [182] found a parametrization for the low-momentum transfer qc.m. region of

the differential cross section σc.m. in the c. m.

σc.m.(qc.m.) = σc.m.
0 exp

[

− (qc.m.)2
〈
r2
〉

3

]

, (7.20)

with the zero-momentum transfer c. m. cross section σc.m.
0 in mb/sr and the mean-square ra-

dius
〈
r2
〉

which is associated with an effective interaction, and charge and magnetization den-

sity [182].

For the experimental analysis, this distribution is transformed into laboratory coordinates and

integrated over the covered scattering range. First, the differential cross section in the labora-

tory frame as function of the scattering angle σ(θ) is calculated from σc.m.(qc.m.) applying the

transformation derived in Ref. [185],

(
dσ

dΩ

)

lab

=

(
dσ

dΩ

)

c.m.

d cos(θc.m.)

d cos(θlab)
. (7.21)

The transformation factor becomes

(
dσ

dΩ

)

lab

= σc.m.(qc.m.) ·

[

γ2
(
α+ cos2 (θc.m.)

)2
+ sin2 (θc.m.)

]3/2

γ (1 + α · cos (θc.m.))
(7.22)

with

α = β
Ec.m.

n

pc.m.
n

, (7.23)

β and γ are the kinematic factors of the incident proton and the c. m. quantities describe the

following scattering process. The reaction can be treated kinematically as two-body scattering

using Lorentz transformations to connect the center-of-mass and laboratory systems. Here, the

∗referred to as method (b). Method (a) uses a more simple parametrization with a slightly worse χ2.
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Figure 7.25: Differential cross section for p(7Li,7Be)n according to Eq. 7.22 for (a) 110MeV and

(b) 250MeV proton energy.

two-body relativistic kinematics code RELKIN [186] is used to determine the energies and c. m.

scattering angles of neutron and 7Be as function of the scattering angle and the reaction energy.

The momentum transfer qc.m. is

qc.m. =

√
(
pc.m.
p

)2
+ (pc.m.

n )2 − pc.m.
p pc.m.

n · cos (θc.m.). (7.24)

The differential cross section in the laboratory system for the p
(

7Li, 7Be(g.s.+ 430 keV)
)
n

scattering at 110MeV and 250MeV incident proton energy is shown in Fig. 7.25. The mean-

square radius
〈
r2
〉

is estimated from Ref. [182] to be
〈
r2
〉
= 15.75 fm2.

Finally, the distribution is integrated in spherical coordinates in the low-momentum region up

to the angle θlab = 40mrad. The total cross section is σn = 0.1659(58) mb and 0.1625(45) mb for

110MeV and 250MeV, respectively.

7.7.3 Experimental Details

The experiment was performed in the same campaign as the 28O experiment at SAMURAI. The

secondary proton beam with an intensity of about 1MHz is produced from a 48Ca primary beam

in BigRIPS and transported to the SAMURAI setup. The last defining dipole magnet in the two

BigRIPS settings has a magnetic rigidity set-value of BρD7 = 1.5913 Tm and 2.4628 Tm for the

“110MeV” and “250MeV” runs, respectively. The resulting proton kinetic energy at the center of

the target is 109.1MeV and 252.7MeV.
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7. Data Analysis

Although the energy-loss in the beamline is included in the energy value, it cannot be eval-

uated event-wise. The reason is that the BigRIPS in-beam detectors were not active during the

production runs because of the high beam intensity which exceeded 1MHz in BigRIPS at early

foci. However, the spread of the beam-momentum, evaluated with LISE++ [173], is as small as

7MeV/c (FWHM) so that this information is not of importance and in the end only the separate

neutron ToF measurement is needed.

Due to the high beam intensity, the gaseous drift chambers were also not powered up. The

used in-beam and high-intensity stable detectors at SAMURAI are the SBTs, which deliver the

reference start time, and two veto detectors in-front of the target. The veto detectors are 1 cm

thick plastic-scintillation detectors with a hole diameter of 3 cm and as such replace the beam

tracking. The detectors are readout on the left and right end by a PMT. The holes of the detector

are constructed to limit the spatial distribution of the beam on the target. When the veto detector

creates a signal, the event is rejected because the proton does not match the acceptance. The

position of the veto detectors and of the solid target are labeled in Fig. C.1, the target-NeuLAND

distance is 10 935mm.

The target is made out of four sheets of natural lithium that are packed in an aluminized plastic

bag in argon atmosphere to prevent them from oxidization. The natural lithium has an admixture

of 7.6% of 6Li besides 7Li. The area density is determined from mass and size measurement to

1.046(14) g/cm2.

The unreacted protons are strongly bent in the SAMURAI dipole magnet under a magnetic

field of B = 1.75T and 2.9T that correspond to typical experimental conditions. This means on

the other hand, the protons do not leave the exit window of SAMURAI but are dumped in the

yoke and partly hit the NINJA detector that is mounted in the vacuum chamber of the magnet and

was commissioned in this experiment.

The neutrons are detected in NeuLAND and NEBULA where the reaction trigger to read out

the data combines: Beam & BxNeuLAND & BxNEBULA. In order to increase the lifetime of the DAQ

the single beam trigger is downscaled by a factor of 2000. Only every 2000th event, counting

independently of deadtime locking, that produces a beam-trigger signal releases a downscaled-

beam trigger signal that as a result can trigger the event readout.

7.7.4 Analysis

The analysis method of extracting the number of detected neutrons is discussed in the following.

First, the beam conditions are evaluated where only events are considered that do not cause

pile-up in the SBTs and do not trigger the beam-veto detector. The pile-up events are caused by

the high beam intensity but are rejected by checking the time and energy-loss signal in the SBTs.

The SBTs are readout with a multi-hit capable TDC so that only events with a single recorded time

signal are considered. In addition, the energy-loss signal is used to discriminate pile-up events

when two or more protons arrive in the same beam bunch that cause a signal twice as large. In the
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Figure 7.26: NeuLAND raw data from efficiency measurement in 250MeV case. (a) Time-of-

flight spectrum without any condition. The data with target in blue and without target in cyan,

normalized to the incoming proton number. The peak at around 65 ns corresponds to the response

of quasi-monoenergetic neutrons, the rest is background. The strong peak at around 55 ns is

background and arises from dumped protons. (b) The time-of-flight spectrum vs. energy loss for

the measurement with target. The background peak causes only a small energy loss.

same way, beam impurities with higher nuclear charge would be eliminated although the beam

was expected to be pure.

The neutron response is detected in NeuLAND and NEBULA where a single neutron usually

causes multiple hits – called crosstalk. For each hit the ToF and energy-loss is measured and ana-

lyzed. A raw experimental spectrum is shown in Fig. 7.26. A strong contribution from background

events is recognized due to the high-beam intensity and the long readout-time window of 1µs for

NeuLAND but also due to the dumped unreacted protons. The latter causes also a particular

γ-peak in the ToF spectrum that appears a few nanoseconds earlier.

It is assumed that the first hit in terms of ToF that in addition crosses a certain energy-loss

threshold determines the neutron properties. Events with an interaction in the NeuLAND veto are

rejected from the beginning. The so called “first hit” is the interaction with the shortest ToF in

a list of all hits. When a hit happens first in NEBULA it is not counted. The ToF is determined

from the target to the measured interaction point in the detector. Knowing the position and the

ToF, the kinetic energy of the neutron is determined where neutrons are rejected whose scattering

angle is larger than 40mrad.

The background contributions are determined in a separate measurement, which is performed

and analyzed under the same conditions, but without a lithium target. At the target position only

the plastic bag, in which the target was placed before, is inserted for the measurement. The
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7. Data Analysis

spectra without natLi target, cf. Fig. 7.26a, need to be normalized and subtracted from the one

with target inserted. The different trigger patterns are counted for the normalization purpose.

The following single triggers are of relevance in the analysis

• Beam DS (Trig 0),

• Beam×NeuLAND (Trig 4),

• and the coincidence: Beam(DS) & Beam×NeuLAND.

Those events including the Beam DS trigger are counted multiple according to the downscaling

factor.

The following paragraph describes the difficulties that are encountered during the analysis

concerning the DAQ and the downscaling. The downscaling is applied in the trigger-selector

GTO. Independently of the lifetime, the beam trigger that is the coincidence from the SBT signals

is incremented and when a multiple of the downscaling factor is reached, the Beam DS trigger is

sent out.

The applied downscale factor is checked from recorded scaler data. The ratio of the raw

beam triggers to the downscaled-beam triggers must equal the downscaling factor but deviations

of up to 3% from the set value are found. It was ensured that the scaler itself worked properly.

Eventually, an effective downscaling factor DSeff is introduced for the normalization. The effective

downscale factor is determined for each run separately from the scaler values.

It is worth noting that the lifetime of the DAQ does not need to be considered no matter

downscaling is applied or not. For the normalization, the number of protons that hit the target

within the active lifetime gate of the DAQ is the number of interest. The downscaled beam trigger

is produced independently of the deadtime locking but this trigger needs to lie within the active

gate to trigger the data readout. This means, every single beam-trigger has the same probability

as the downscaled beam-trigger to be recorded as the incoming proton (given that the lifetime

does not change). In other words, for all the different triggers that cause the same lifetime, all the

protons have the same probability to produce a neutron and thus just the recorded events must

be counted and in case be multiplied with the downscale factor.

However, it is found that depending on which trigger causes the readout, the lifetime is slightly

different. For events with Beam×NeuLAND the deadtime is larger, possibly because the data

size transmitted might become larger. The lifetime of the single triggers is calculated from the

particular triggers that are produced in the GTO relative to those triggers counted in the recorded

experimental data where, of course, no conditions are applied. The lifetime difference between

Beam(DS) and Beam×NeuLAND is in the order of 7%. This effect is corrected for with the factor

LTcorr, otherwise a bias for events without a signal in NeuLAND would be introduced in the
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Figure 7.27: NeuLAND neutron kinetic-energy spectrum in the efficiency measurement after back-

ground subtraction and acceptance cut. The spectrum is fit with a Gaussian function for the quasi-

monoenergetic neutron peak (blue line), with the data from Y. Iwamoto [181] for the tail region,

and with the contribution for target impurities (dashed lines). (a) Quasi-monoenergetic neutrons

at 107.5MeV, and (b) 251.0MeV.

normalization. Finally, the number of protons is calculated based on the number of triggers as

nin = n(Trig0) · DSeff
LTcorr

+ n(Trig0&Trig4) ·DSeff

+ n(Trig4).

(7.25)

This is done for the target and empty-target runs where the spectrum for the empty-target run is

scaled with ntgtin /n
notgt
in and subtracted from the spectrum taken with target.

The resulting kinetic-energy spectra of one-neutron events are shown in Fig. 7.27. The same

characteristics as in the spectra measured at RCNP, cf. Fig. 7.24, but with worse resolution are

seen – a strong peak representing the quasi-monoenergetic neutrons and a tail region. In addition,

the γ-ray spectrum in coincidence with the monoenergetic neutrons is measured, see Fig. 7.28,

confirming the population of the excited state in 7Be with experimentally Eγ = 424(7) keV. Next,

the number of the quasi-monoenergetic neutrons ndet is determined from the peak-events.

These peak neutrons overlap with the neutron-background region. In order to disentangle

both contributions, the RCNP data at zero-degree scattering for 100MeV and 246MeV, which

are provided by Y. Iwamoto [187], are adduced, but below 40MeV and 100MeV, respectively,

the agreement is poor. These high-statistic data with better resolution are taken for excitation

energies larger than 3.5MeV (0◦ scattering in c. m.), smeared out with the experimental resolution
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Figure 7.28: Coincident γ-ray spectrum of 7Be with the quasi-monoenegetic neutrons showing

the population of the excited state at Eγ = 424(7) keV.

at SAMURAI and used in a fit to the data. The energy resolution is simply determined from the

standard deviation of the monoenergetic neutron peak, 2.5MeV and 3.5MeV respectively, but

considering the incoming-beam momentum width.

Another contribution to the spectrum is the charge-exchange reaction on 6Be which is an

admixture in the natLi target. The reaction Q value of p
(

6Li, 6Be
)
n is −5.071MeV. Knowing the

Q value and the relative contribution of 6Li in the target, while assuming the same reaction cross

section as for 7Li, all parameters to determine the neutron peak from 6Li are fixed relative to 7Li.

Three contributions are fit simultaneously to the experimental spectrum, see Fig. 7.27: two

Gaussian functions for the monoenergetic neutron peak mainly from the p + 7Li reaction, and

relative to this from p+ 6Li, while the tail region is described by the RCNP data. In addition, the

fit region is limited to not less than 30MeV from the neutron-peak energy to cope with different

energy-loss thresholds. The integral of the Gaussian function determines ndet.

7.7.5 Results

With the results from the previous section the one-neutron detection efficiency ǫ1n = ndet/nin

is calculated for the NeuLAND demonstrator from the zero-degree scattering p
(

7Li, 7Be
)
n at

107.5MeV and 251.0MeV neutron kinetic energy. The resulting efficiency is ǫ1n = 29.8(12) %

(107MeV) and 26.9(9) % (251MeV) for an energy-loss threshold of 7MeV. It is noted that the

largest contribution to the uncertainty originates from the systematic uncertainty of the zero-

degree cross section.

Next, ǫ1n is studied as function of the energy-loss threshold ∆E, the behavior is shown in

Fig. 7.29. It is noted that the experimental data are not corrected for PMT saturation but the sim-
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Figure 7.29: One-neutron detection efficiency ǫ1n of the NeuLAND demonstrator at 110MeV and

250MeV comparing experiment and simulation as function of the energy-loss threshold ∆E.

ulation includes this effect. The interaction probability per centimeter is 9.9× 10−3 and 8.2 × 10−3

for 110MeV and 250MeV, respectively, at ∆E > 3MeV according to

ǫ = 1− (1− p)n. (7.26)

Scaling ǫ1n of the NeuLAND demonstrator to the thickness of NEBULA (48 cm thick plastic scintilla-

tor) with the interaction probability results in ǫ1n = 31.8(11) % for 250MeV (and ∆E ≥ 6MeV).

This value is within the uncertainty comparable to the result of ǫ1n = 32.5(9) % obtained for

NEBULA at 200MeV [158]. For increasing ∆E, the efficiency ǫ1n decreases as expected, espe-

cially for a threshold value close to the “proton peak” the efficiency decreases even stronger. The

“proton peak” refers to the energy-loss of protons from neutron-proton (forward) elastic scattering

in the neutron detector with large momentum transfer.

The absolute values and the behavior along ∆E are compared to simulations for both settings.

In the simulation, only a monoenergetic neutron beam is produced at the target position with an

angular parametrization as in Eq. 7.22. The hits detected in NeuLAND and NEBULA are analyzed

in the same way as the experimental data. The results for 110MeV and 250MeV are shown

together with the experimental values in Fig. 7.29.

In both cases, the behavior of ǫ1n depending on ∆E is reproduced by the simulation, except for

a large energy loss compared to the neutron energy of 110MeV. The absolute values agree within

the uncertainty for the 250MeV setting but in case of 110MeV the results from the simulation lie

consistently above the experimental data. This result supports the quality of the simulation†, as

applied and discussed for a physics case in Sec. 7.6.2. The results are summarized in Table 7.3.

†Ref. [178] compares different physics lists, but to preliminary exp. data
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Table 7.3: Results from the one-neutron detection-efficiency experiment for the NeuLAND demon-

strator at two different energies.

Setting

110MeV 250MeV

BρD7 (Tm) 1.5913 2.4628

p kin. energy (MeV) 109.1 252.7

σlab0 (mb/sr) 35.04(123) 35.45(97)

ǫ1n (∆E > 5MeV) (%) 31.0(13) 27.4(10)

ǫ1n (sim.) (%) 31.9 27.3

In addition, this experiment can be used to investigate and determine conditions for the neu-

tron clustering and crosstalk analysis because it provides true one-neutron events. However, due

to strong background, another experimental one-neutron channel is presented above in Sec. 7.6.

The p
(

7Li, 7Be
)

measurement shows similar results, see also Refs. [158, 179].

In summary, the one-neutron detection efficiency has been determined experimentally for

the NeuLAND demonstrator at two particular energies. Eventually, absolute cross sections can

be obtained for other experiments that have been performed at SAMURAI using the NeuLAND

demonstrator . The simulations and used physics list agree with the experimental results in the

particular energy regime. This does not mean that it also applies as good at higher energies like

600MeV or 1000MeV that are available at GSI/FAIR where NeuLAND will be used in the future. It

will be necessary to perform a particular calibration experiment at higher energies there. Another

suitable reaction is the 2H breakup on a proton target to produce neutrons, where the charged

particles are tracked.
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Chapter 8

Results and Discussion

This chapter discusses the results of the spectroscopy of 30F & 29F. First, the one-neutron decay

channel of 30F is analyzed and discussed in terms of shell structure. The analysis of 29F follows, in

particular its two-neutron unbound states and the decay kinematics which is analyzed in Jacobi

coordinates. Together with that, 28F is investigated. The resulting decay scheme is compared to

theory calculations in the end.

8.1 Spectroscopy of 30F

As described in Sec. 3.4, little is known about 30F. The results presented here provide the first

spectroscopic information about 30F. The proton-knockout reaction 31Ne(p, 2p) is used (Sp ≈
24.22MeV) to populate 30F that itself is neutron unbound (Sn < 0) and decays into 29F+n. Those

two reaction products are measured together with the knockout protons.

8.1.1 Relative-Energy Analysis

Eventually, the invariant mass, cf. Sec. 4.4, is reconstructed from the measured neutron and frag-

ment momenta, while the relative energy Efn is calculated using the masses from Ref. [23]. The

relative-energy spectrum is shown in Fig. 8.1, on the left-hand side NeuLAND and NEBULA data

are combined where one neutron is reconstructed, see Sec. 7.6, and no explicit condition on the

number of reconstructed tracks in MINOS is applied. The statistics is in general limited because

of the low 31Ne incoming-beam intensity. The right-hand side spectrum in Fig. 8.1 includes only

NeuLAND data and two reconstructed tracks in MINOS from the (p, 2p) reaction, the track’s min-

imum distance at the vertex is smaller 45mm. Figure 8.2 shows the same data but with a broader

binning.

One resonance structure at ∼ 500 keV can be identified. It can be described with the following

approach. In the naive shell-model picture, the neutron ground-state configuration corresponds
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Figure 8.1: Relative-energy spectrum for 30F from 31Ne(p, 2p)29F+n, obtained with different con-

ditions. Left: NeuLAND and NEBULA data combined and no condition on the track reconstruction

in MINOS. Right: Only NeuLAND data and two tracks reconstructed in MINOS for the (p, 2p) re-

action.
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Figure 8.2: Same as Fig. 8.1 but with broader binning of 160 keV.
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Figure 8.3: Single-particle width Γsp for 30F and different angular momenta l, calculated with

Eq. 4.42. The experimentally obtained resonance position and width is depicted by the blue

marker, particularly with Er
fn = 0.583(85)MeV and Γr = 0.731(151) MeV.

to a 1f7/2 neutron above a closed sd shell. The resonance is described by the single-level energy-

dependent Breit-Wigner distribution as discussed in Sec. 4.5. It reads

dσ

dEfn
∼ Γl (Efn)
(

Er
fn +∆l (Efn)− Efn

)2
+ (Γl (Efn) /2)

2
, (8.1)

with the partial width

Γl(Efn) = Γr ·
Pl(Efn)

Pl(E
r
fn)

, (8.2)

and the shift

∆l (Efn) = Γr ·
Sl(E

r
fn)− Sl(Efn)

2Pl(E
r
fn)

, (8.3)

where variables annotated with r correspond to the value at the resonance position.

Referring to the single-particle picture, see Sec. 4.5, the resonance width Γr cannot be larger

than the single-particle width Γsp, which depends on the angular momentum l of the decay neu-

tron. Figure 8.3 shows Γsp as function of the relative energy Efn for angular momenta l = 1, 2,

and 3. The single-particle width is calculated according to Dover et al. [123] using Eq. 4.42. The

critical input is the value of the channel radius a. This quantity is extracted from comparison to

shell-model calculations. The Γsp is compared to calculations by Fortune et al. [188, 189]. For

their calculated width for 15Be [189], the channel radius must be a = 3.24 fm to reach agreement
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Figure 8.4: Fit result of Efn for 30F. (a) One Breit-Wigner resonance for l = 1 (∆l (Efn) = 0). The

data are corrected for the neutron efficiency and acceptance, energy bins in 0.1MeV. The data

include NeuLAND and NEBULA, the fit result is Er
fn = 583(37) keV and Γr = 730(151) keV. (b) Fit

result with one Breit-Wigner resonance (solid blue line) and a non-resonant background (dashed

line). The data include only NeuLAND, the fit result is Er
fn = 461(25) keV and Γr = 136(56) keV.

with the Γsp calculation in Eq. 4.42. It is assumed that it scales according to a = a0A
1/3 where

a0 is extracted from the previous result to be 1.345 fm. Using this value gives agreement with

the results for other nuclei in Refs. [188, 189]. Thus, the calculated channel radius for 30F is

a = 4.13 fm. A phenomenological way to estimate the channel radius is to use

a = 1.4 fm ·
(

A1/3 +B1/3
)

, (8.4)

with A and B the mass number of the partners that form the resonance. This results in a =

5.70 fm. The nuclear radius compared to this is R ≈ 1.2 fm(A + B)1/3 = 3.73 fm, and it is used

with Eq. 4.44.

First, the relative-energy spectrum is fit with a single energy-dependent Breit-Wigner function

for l = 3 but without shift function, ∆l (Efn) = 0, and with channel radius a = 4.13 fm. The

resulting width exceeds the expected Γsp multiple times. This implies, if there is only one reso-

nance, that the f wave is not dominant. Next, a l = 1 dependent Breit-Wigner is used. The p wave

is the next most likely contribution for an island-of-inversion nucleus. The fit result is shown in

Fig. 8.4a.

The fit minimization follows the procedure described in App. B.2, which is especially suited

for low-statistics data where the uncertainties are taken from the fitted curve. In a least-squares

approach the trial distributions are fit simultaneously to the experimental spectrum until conver-

gence is reached. In each minimization step, position, width, and amplitude of the Breit-Wigner
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resonance are varied and convoluted with the experimental response of the detectors using the

response matrix from Sec. 7.6.2. After the fit process, the spectrum is corrected for efficiency

and acceptance according to the curves as shown in Fig. 7.23a but calculated for the particular

experimental and analysis conditions. The integral of the resonances is proportional to the cross

section given that the detection efficiency for reacted and unreacted beam is the same.

The fit results are Er
fn = 583(37) keV and Γr = 730(151) keV for NeuLAND and NEBULA data

together (Fig. 8.4a). Taking only NeuLAND data into account results in Er
fn = 575(50) keV and

Γr = 768(216) keV. Both results agree well. The fit region goes from 0.2MeV to 4.5MeV and

the reduced chi-square values are χ2
red = 0.88 and χ2

red = 0.84, respectively. The fit is repeated

including ∆l. The resonance energy becomes Er
fn = 540(113) keV (Γr = 1013(587) keV) and

Er
fn = 527(39) keV (Γr = 1122(429) keV) for the two data sets. The results of the two line shapes

agree within uncertainty, whereas the first provides smaller uncertainties. Thus, the systematic

uncertainty might be quoted as difference in resonance energy to be 48 keV.

It cannot be ruled out that there exist unresolved resonances in the Efn spectrum. In order to

capture those contributions, an additional background is fit to the spectrum for test purposes. A

shape like dσ/dEfn = erf(a · Efn) · exp (−b ·Efn) is used to model non-resonant contributions,

as applied in Ref. [190]. The choice of the distribution is discussed in more detail in the next

section. The fit results for only NeuLAND data is shown in Fig. 8.4b, the values for a l = 1

resonance are Er
fn = 461(25) keV with Γr = 136(56) keV, whereas it is Er

fn = 457(26) keV with

Γr = 148(255) keV for the combined NeuLAND and NEBULA data. The width is larger than the

pure detector response. The goodness of the fit is χ2
red = 0.89 and χ2

red = 0.85, respectively.

8.1.2 Gamma-ray coincident Decay

In addition, possible coincident γ-ray decays in 29F with the 30F resonance are analyzed to de-

termine the excitation energy, cf. Eq. 4.29. Figure 8.5 shows the coincident γ-energy spectrum,

independent of the population mechanism. The background level is shown in the same plot nor-

malized to the number of reactions. It is deduced from an experimental (p, 2p)-reaction channel

where no coincident γ-ray is expected, namely 29F(p, 2p)24O+n. There is no significant peak

(larger 3σ) found in the spectrum, in particular not at Eγ ∼ 1080 keV for the known state. There

exist also no particular relative-energy value that is statistically favored when investigating gates

on different γ-ray energy regions. In summary, there is no significant coincident γ-ray decay

branch found and the resonance energy seems to correspond to the ground-state energy of 30F.

8.1.3 Conclusions

Independently of a prediction from theory, the obtained experimental spectrum gives no reason

to describe it with more than a single resonance. In this case, 30F is unbound relative to 29F by

583 ± 37(stat) ± 48(sys) keV. Thus, using the masses from Ref. [23] the nuclear binding energy
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Figure 8.5: Gamma-ray spectrum in coincidence with 30F. The background level is obtained from
29F(p, 2p)24O+n, depicted in cyan line. No significant peak is found.

of 30F is BE(9, 21) = −186.294(532) MeV.

The behavior of the one-neutron separation energy Sn along the fluorine isotopic chain is

shown in Fig. 8.6, where the result obtained for 30F is inserted, the values for 27F and 28F are also

determined in this experiment, obtained in Ref. [60]. The results agree within uncertainty with

the prediction of the atomic-mass evaluation 2016∗ [23]. A definite answer on the binding limit

of the fluorine isotopes cannot be extracted. Information for 31F is essential to make predictions

whether 33F is bound or not, whereas the fact that 32F is unbound is simply derived from the

trend and expected neutron-neutron pairing. A comparison to sodium or neon at N = 24 is

also not possible because experimental data are not available. In the two-neutron separation

energy, Fig. 8.6b, a plateau develops around N = 20. This differs from the signature of a shell

closure, where typically a sharp decrease is seen, and thus hints to the characteristic of an island-

of-inversion nucleus. A comparison to theory is needed to discuss the shell-gap energy.

The deduced experimental resonance width Γr = 730(151) keV is now compared to the single-

particle width Γsp derived using Eq. 4.42 by Dover et al. [123], as shown in Fig. 8.3. The ex-

perimental value for the single-resonance case without background contribution, Fig. 8.4a, can

be seen as upper limit. The width is only in agreement with l = 1. Following an argumentation

that can be found e. g. in Ref. [189], the spectroscopic factor S for a particular state of the decay

neutron is the ratio between experimental and single-particle width,

S =
Γr

Γsp(l = 1)
=

730 keV

1084 keV
= 0.67, (8.5)

∗The evaluation predicts 30F to be bound although it is known that the ground state is unbound.
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Figure 8.6: Trend of the neutron-separation energies for fluorine (Z = 9) and sodium (Z = 11)

as function of neutron number, including the values obtained in this experiment, compared to

the atomic-mass evaluation data (AME16) [23]. (a) One-neutron separation energy Sn, the open

symbols correspond to systematic values. (b) Two-neutron separation energy S2n. The values

from “this exp.” include two AME values for the calculation.

with channel radius a = 4.13 fm. Using the maximum difference in energy and width, the spec-

troscopic factor is S = 0.67+0.31
−0.14 (and S = 0.93 for Γr = 1013 keV). As the discussion from above

shows, Γsp and thus S depend on the choice of the channel radius and are model dependent

quantities. When using the classical approximation for the channel radius from Eq. 8.4, the result

is S = 0.63. Applying Eq. 4.44 with the nuclear radius gives S = 0.37. However, in all the calcu-

lations the width for l = 2 is not larger 160 keV, Γsp is even more than two orders of magnitude

lower for l = 3. For a l = 3 resonance, the width would be completely dominated by the ex-

perimental response. The results imply that the valence-neutron configuration shows substantial

l = 1 character. The ground-state could be expanded in a simple way like

|30F(g.s.)〉 = |29F(g.s.)〉 ⊗
{

α |
(
ν2p3/2

)1〉+ β |
(
ν1f7/2

)1〉+ . . .
}

, (8.6)

with α2 + β2 ≤ 1. When considering the width of Γr = 148 keV (obtained in a fit with resonance

and background) the spectroscopic factor is S(ν2p) = 0.18 with Γsp = 808 keV at Efn = 457 keV.

The results show that the neutron p-wave contribution is present. This implies that the 1f7/2

and 2p3/2 orbitals are close in energy, as predicted in Fig. 3.2, and the occupancy of the valence

neutron in the p orbital must cause a gain in correlation energy. This makes the ground state a

negative-parity state |π(1d3/2)1〉 ⊗ |ν(2p3/2)1〉. Following this argumentation, it also seems that

there is a significant overlap between the structure of 31Ne and 30F, while both nuclei have a

substantial p-wave contribution. 31Ne is seen as a deformed neutron p-wave halo [191] in the
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8. Results and Discussion

island of inversion.

Summarizing the analysis of 30F, position and width of the ground-state resonance indicate

that the shell structure is different from the simple shell-model picture and p-wave contributions

cannot be ignored.

8.2 Spectroscopy of 29F

In this section, the complete spectroscopy of 29F in a proton-knockout reaction on 30Ne is dis-

cussed. The SAMURAI setup allows to study bound but also unbound states. The resonances de-

cay via two-neutron emission, 29F∗ →27F+2n, because 28F itself is particle unstable in its ground

state. The three-body decay is investigated in terms of Jacobi coordinates, and in this context also

the spectroscopy of 28F is presented. Eventually, the decay scheme is constructed and compared

to theory.

8.2.1 Bound-excited States

In the decay of 30F no significant decay to bound excited states is found as discussed above in

Sec. 8.1. However, a previous in-beam γ-ray spectroscopy experiment found a state at 1080(18) keV

in 29F, cf. Sec. 3.4.

Here, a quasi-free proton-knockout reaction on the LH2 target is used to populate excited

states in 29F, instead of a proton removal on a carbon target as in Ref. [81]. The coincident γ-ray

spectrum measured with DALI2 from 30Ne(p, 2p)29F is shown in Fig. 8.7a. It shows the Doppler-

corrected γ-ray spectrum where the addback algorithm is applied, cf. Sec. 6.6 & 7.5, and all

cluster multiplicities are included. Clearly, a peak is identified at around 1050 keV but there is

also additional strength at approx. 300 keV. This becomes more clear under the condition when

additionally only single clusters with a single hit are allowed, only the forward hemisphere of

DALI2 is considered, and a time cut is applied to suppress background, as shown in Fig. 8.7b.

In order to obtain the γ-decay energy, the spectra are fit with simulated γ-ray spectra for

different energies. The simulation includes the experimental conditions, cf. Sec. 7.4, and is per-

formed for prompt single γ-decays. The background contribution is extracted from experimental

data in the same way as the channel of interest but from a reaction where no γ-decay is present,

namely 29F(p, 2p)24O. 24O with Sn = 4.19MeV has no bound excited state. It is of advantage to

use the experimental data because the response is the same, in particular residual effects from the

nucleons that scatter from the QFS reaction into DALI2 are included which are not covered in the

simulation.

The smallest χ2 value is achieved for the γ-energies Eγ = 1063(7) keV and Eγ = 287(4) keV

where the fit region is limited to 250 keV < Eγ < 1500 keV, see Fig. 8.8. The strength below

. 250 keV is not described by the contributions from the two γ-decays and the background. This

could only be described with the onset of an additional background contribution at low energies
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Figure 8.7: Doppler corrected γ-ray spectrum of 29F from the 30Ne(p, 2p) reaction. Peaks at

∼ 1.1MeV and ∼ 0.3MeV can be identified. (a) All cluster multiplicities after addback are filled

in the spectrum. (b) Spectrum taking only events with multiplicity one, additional time condition,

and detectors in forward direction.

Eγ (MeV)
0 0.5 1 1.5 2

C
o
u

n
ts

/
20

ke
V

0

200

400

600

800

0.2 0.4 0.6
0

200

400

600

(a)

Eγ (MeV)
0 0.2 0.4 0.6 0.8 1 1.2 1.4

C
o
u

n
ts

/
20

ke
V

0

50

100

150

200

(b)

Figure 8.8: Fit to Doppler-corrected γ-ray spectrum of 29F in the 30Ne(p, 2p) reaction with the

following contributions: Eγ = 1063 keV (dark blue line), 287 keV (blue line), 250 keV and

T1/2 = 200 ps (dashed dark-blue line), and experimental background obtained from 29F(p, 2p)24O

(dashed blue line). The total fit is shown by the cyan line, the blue dots are the experimental

data. (a) Taking only the first reconstructed γ-cluster, the inset shows the zoom up to 650 keV,

the fit goodness is χ2
red = 1.67. (b) Plot with the results as obtained on the left, cf. the spectrum

in Fig. 8.7b.
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8. Results and Discussion

or an additional γ-decay. Since the peak looks rather broad, it could only originate from a state

with a comparably long lifetime. The resulting fit to the spectrum is shown in Fig. 8.8 with

an additional decay energy of Eγ = 250(20) keV and a half-life of T1/2 = 200(100) ps where

the uncertainties are of systematic character and need further studies. On the other hand, it

cannot be excluded that the missing strength is only background. A small contribution could

come from the charge difference between beam and 29F reference beam resulting in a different

bremsstrahlung spectrum [156]. A description with an exponential-background shape results in a

similar conclusion where the strength is missing. It is also not a question of the threshold settings

for the energy measurement. Those are set to maximum 200 keV in the laboratory system.

The γγ-coincidence analysis does not result in a significant branching between the 1063 keV

state via 287 keV, the γ-ray tracking-efficiency is ∼ 16% as obtained in the simulation. The sum-

energy spectrum also does not show a peak above 1063 keV which means there is a state lower in

energy.

In summary, the γ-spectroscopy of 29F in the reaction 30Ne(p, 2p)29F confirms the state at

1063(7) keV that was previously measured at 1080(18) keV by Doornenbal et al. [81], but also

finds a new transition with energy Eγ = 287(4) keV. So far, there is no experimental argument

for distinguishing either a state at only 287 keV after direct population or just observing the decay

energy 287 keV = 1063 keV−776 keV. In the latter case, the 776 keV state could be long-lived and

it is thus not detected in DALI2. This discussion is continued in Sec. 8.2.7 in comparison to theory.

Further analysis is necessary to understand the origin of the missing strength for Eγ . 250 keV.

The inelastic scattering 29F(p, p′) reaction can give complementary information.

8.2.2 Resonances in the Continuum

The neutron-decay channel opens at higher excitation energies and the excited states in 29F∗

decay via two-neutron emission, 30Ne(p, 2p)29F∗ →27F+2n (Sp = 24160 keV). The two-neutron

separation energy is S2n(
29F) = 1443(436) keV [82].

In order to obtain the excitation energy, the invariant-mass technique, cf. Sec. 4.4, is applied.

The reaction channel is unambiguously identified, the incoming beam 30Ne is identified together

with the scattered protons in the QFS reaction, as well as the heavy reaction fragment 27F and

two neutrons are tracked, cf. Sec. 7.6.

The obtained three-body relative-energy spectrum for 27F+n+ n is shown in Fig. 8.9a, where

exactly two reconstructed neutrons are requested in NeuLAND and NEBULA as well as two pro-

ton tracks in MINOS. Two clear resonance structures can be identified at approx. 300 keV and

1400 keV. Figure 8.9b shows the separate contributions from same-wall and different-wall neu-

trons, the different-wall events show indeed a larger efficiency at small relative energies, cf.

Eq. 7.16.

First, the possible coincidence with a prompt γ-ray decay of 27F is analyzed. The final nucleus
27F cannot only be populated in its ground state but also in an excited state. There is one bound
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Figure 8.9: (a) Three-body relative-energy spectrum for 29F∗ in the 30Ne(p, 2p)27F+n+n reaction

with NeuLAND and NEBULA. (b) Showing the separate contributions from same-wall (blue) and

different-wall neutrons (cyan). The spectra are normalized to the blue curve.
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Figure 8.10: Three-body relative-energy spectrum for 29F∗ in the 30Ne(p, 2p)27F∗ +n+n reaction

in coincidence with the γ-ray at 919 keV in 27F. The spectrum is fit with a Breit-Wigner line shape.

The resonance parameters are Er
fnn = 1253(51) keV & Γr = 1111(240) keV.
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8. Results and Discussion

excited state known in 27F at Eγ = 919(4) keV that has been measured before by Doornenbal et al.

[81], cf. Sec. 3.4, and is confirmed in the experiment here, further details are given in Sec. 8.2.4.

Excitations above the neutron-separation threshold in 27F, i. e. the three-neutron decay channel,

are not considered. The 29F relative-energy spectrum that is in coincidence with the γ-ray in 27F

is shown in Fig. 8.10.

This Efnn spectrum is obtained by analyzing the γ-spectrum for separate energy regions in the

relative-energy spectrum. The relative-energy spectrum is binned in 0.5MeV steps and for each

segment, the coincident γ-ray spectrum is similarly analyzed as described in Sec. 8.2.1 but for the

fit with a 919 keV state and background. The intensity of the 27F∗ full-energy peak becomes the

bin content in Efnn.

The resulting Efnn resonance is fit with a sequential Breit-Wigner distribution as introduced

in Eq. 4.49 where angular momentum l = 1 is assumed, without a particular physical meaning

at the moment. The obtained resonance position is Er
fnn = 1253(51) keV and the width Γr =

1111(240) keV with a goodness of χ2
red = 2.10 of the fit.

In summary, one three-body resonance is extracted in the decay of 29F∗ →27F∗ + 2n that

populates 27F∗ in its bound excited state. Thus, the excitation energy of the found resonance is

E∗
fnn = 2172 keV = 1253 keV + 919 keV. The resonance is later fixed in shape and intensity in the

fit of the full Efnn spectrum.

8.2.3 Two-Neutron Correlation

The three-body decay opens more degrees-of-freedom, see Sec. 2.3. The decay-kinematics is

investigated in Jacobi coordinates in the Y-system (cf. Sec. 4.6) in terms of the fractional energy

of the two-body subsystem between 27F−n with its relative energy Efn. For different energy

ranges in the 29F three-body relative-energy spectrum the fractional energy ǫfn = Efn/Efnn

is calculated, exemplary spectra are shown in Fig. 8.11 for 1.2MeV < Efnn < 1.5MeV and

1.5MeV < Efnn < 1.8MeV, further spectra can be found in App. E.2.

All the spectra show peak structures, what is different from a phase-space or di-neutron decay,

cf. Ref. [60]. The peaks are symmetric because ǫfn is normalized to Efnn and a random neutron

out of the two neutrons is picked for the calculation. The peak structure implies that a resonance

in the decay subsystem 27F+n is formed. In this sequential-decay scenario, the three-body reso-

nance decays via one-neutron emission to 28F, which subsequently decays again via one-neutron

emission into 27F+n as depicted in Fig. 2.3c. The position and width of the peaks in the fractional-

energy spectrum correspond also to the resonance properties in the intermediate system. The fits

are performed by L. Chulkov using Eq. 4.57 [127, 192]. The extracted resonance parameters are

listed in Table 8.1. The goodness of the fits is χ2
red = 1.04 and 1.23 for the two energy regions

(〈Efnn〉 = 1.35MeV and 1.65MeV), respectively.

The resolution that is used to unfold the resonance parameters from the response in the

fractional-energy spectrum is obtained from simulations, similarly to Sec. 7.6.2. A sequential
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Figure 8.11: Fractional-energy spectra ǫfn of 29F in Y-system for two different energy regions

in Efnn. Peak structures are seen in both spectra that are a signature for sequential decay via

the subsystem 28F. The data (blue dots) are fit with a theory for sequential decay, the total fit is

depicted as cyan line. (a) Fractional energy for 1.2MeV < Efnn < 1.5MeV. Two contributions

are fit, resulting in two intermediate resonances at Er
fn = 243(2) keV (blue line) and Er

fn =
477(50) keV (dashed blue line). (b) For 1.5MeV < Efnn < 1.8MeV with intermediate resonances

at Er
fn = 243(2) keV (blue line) and Er

fn = 1027(41) keV (dashed blue line).

Table 8.1: Resonance parameters (position Er
fn and width Γr) of the intermediate 28F resonances

in a sequential-decay scenario as obtained from the fractional-energy spectrum ǫfn for different

three-body energy regions Efnn in 29F. The uncertainties are statistical only.

Efnn (MeV) Er
fn (keV) Γr (keV)

(1.2, 1.5] 243(2) 59(8)
477(9) <50

(1.5, 1.8] 243(fix) 59(fix)

1027(41) 247(161)
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8. Results and Discussion

decay, modeled as two subsequent one-neutron phase-space decays, is simulated for a fixed three-

body energyEfnn = 1.3MeV and several different intermediate-resonance energies, i. e. different

ǫfn. The data are analyzed in the same way as the experimental data. The width of the peaks in

the reconstructed fractional energy determines the resolution. The ǫfn resolution (σ) is described

by

σ(ǫfn) = a · (ǫfn)b · (1− ǫfn)
b, (8.7)

with the parameters a = 0.146 and b = 0.612. Here it is assumed that σ(ǫfn) is independent of

Efnn.

In summary, it is found that the 29F three-body decay proceeds dominantly as sequential decay

through different intermediate resonances in 28F for 0.9MeV . Efnn . 2.5MeV. For lower

relative energies no definite conclusion can be made about the intermediate resonances due to

low statistics. However, strong FSI between fragment and neutron are also dominate in the low-

energy region. For Efnn & 2.5MeV, a contribution from phase-space decay needs to be included

to describe the ǫfn spectra, see Fig. E.1 in the appendix.

8.2.4 Spectroscopy of 28F

The analysis in the previous section shows a sequential decay via 28F. Resonances are identified

at ∼ 230 keV, ∼ 440 keV, and ∼ 1000 keV.

An independent way to study resonances in 28F, that are may also populated in the three-body

decay, is to use a direct reaction. A neutron-knockout reaction on 29F(p, pn)28F→27F+n is used to

study 28F in the same experiment. The relative-energy spectrum Efn for the one-neutron decay

channel is shown in Fig. 8.14 using only NeuLAND data. Three clear resonances are visible.

Before continuing with the relative-energy analysis, the bound excited states in 27F are studied

because the same (p, pn) reaction is suitable to do the γ-ray spectroscopy. The Doppler-corrected

γ-ray spectrum, shown in Fig. 8.12, is measured in the 29F(p, pn)27F reaction, where one track in

MINOS from the scattered proton is requested. The reaction vertex is reconstructed with the track

information and the incoming-beam tracking. The spectrum shows events with cluster multiplicity

of one after addback. Additional peaks besides the prominent one at 919 keV are neither found in

the spectrum including all multiplicities nor in the sum-energy spectrum or single-hit spectrum.

The γ-ray energy is determined in a χ2-minimization approach. The experimental spectrum

is fit simultaneously with a prompt-decay spectrum obtained in the simulation and a background

contribution that is determined from experimental data in the reaction 29F(p, 2p)24O, as described

in Sec. 8.2.1. The fit is repeated for several different γ-ray energies, thus the decay energy is

obtained from the minimum of the χ2 curve as well as the uncertainty (σ) that is inferred at χ2±1.

The result is shown in Fig. 8.12, the bound excited state in 27F has an energy of Eγ = 919(4) keV.

This measurement confirms the result by Doornenbal et al. [81] of Eγ = 915(12) keV.
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Figure 8.12: Doppler-corrected γ-ray spectrum of 27F in the 29F(p, pn)27F reaction, taking only

cluster multiplicity of one. The decay energy is determined to be 919(4) keV (blue line), and fit

together with experimental background (dashed blue line) to the experimental data (blue points),

the total fit is shown as cyan line.
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Figure 8.13: Relative-energy spectrum for 28F in the 29F(p, pn)27F+n reaction in coincidence with

the γ-ray at 919 keV in 27F. The spectrum is corrected for the γ-ray detection efficiency of 15.1%
and fit with a Breit-Wigner line shape (blue line) and a background contribution (dashed blue

line). The resonance parameters are Er
fn = 433(3) keV and Γr = 139(12) keV.
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Figure 8.14: Relative-energy spectrum of 28F in the 29F(p, pn)27F+n reaction. The experimental

data (blue points) are binned in steps of 20 keV. The spectrum, considering only NeuLAND data,

is fit with five Breit-Wigner resonances, the total fit is shown by the cyan line with χ2
red = 1.18.

The spectrum is corrected for efficiency and acceptance of the neutron detection. The resonance

parameters are listed in Table 8.2. (a) Zoom up to Efn = 2.5MeV. (b) Logarithmic representa-

tion.

This analysis supports also the conclusions that are made for the study of the excited states in
29F, see. Sec. 8.2.1 – the background describes the experimental spectrum sufficiently well. There

is no significant strength missing in the energy region below ∼ 300 keV as discussed for 29F∗. The

differences at low energies can be attributed to the scattered neutron that also interacts in DALI2

but shows a different response than a proton from 30Ne(p, 2p).

Now, the γ-coincident decay in the fragment 27F with a resonance in 28F (27F+n) is inves-

tigated, as done in Sec. 8.2.2. One resonance up to 3MeV is identified in Fig. 8.13, it is fit

with a Breit-Wigner distribution as given in Eq. 8.1. The parameters are Er
fn = 433(3) keV and

Γr = 139(12) keV, angular momentum l = 1 is assumed. Thus, the excitation energy of the

resonance in 28F is 1352 keV.

Finally, the one-neutron relative-energy spectrum of 27F+n is fit with the energy-dependent

Breit-Wigner line shapes as given in Eq. 8.1 (channel radius a = 4 fm). Five resonances are fit

simultaneously to the spectrum in a least squares approach as described in App. B.2. The integral,

resonance position, and width are free parameters – except for the resonance at 433 keV that is

coincident with the γ-ray which is fixed. For now, all resonances are assumed to have an angular

momentum of l = 1. The resulting fit to the spectrum using only NeuLAND data is shown in

Fig. 8.14, the goodness of the fit is χ2
red = 1.18. The statistics is high and NeuLAND shows a better

relative-energy resolution than NEBULA. The presented spectrum is corrected for the efficiency
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Table 8.2: Resonance parameters (position Er
fn and width Γr) of 28F resonances in the

29F(p, pn)27F+n reaction, cf. Fig. 8.14. The second part of the table lists the results that are

found in Ref. [60] from the 29Ne(p, 2p)27F+n reaction in the same experiment. Those resonances

that are labeled with a “∗#” are considered to be the same in 28F according to the resonance

energy.

Resonance Er
fn (keV) ± (stat) ± (syst) Γr (keV) ± (stat) ± (syst)

1 205 ± 1 ± 11 151 ± 4 ± 22
2 433† ± 3 ± 33 139 ± 12 ± 4
3 990 ± 2 ± 10 159 ± 5 ± 14
4 1875 ± 3 ± 30 < 1 ± - ± -

5 3756 ± 38 ± 4 822 ± 124 ± 204

∗1 204 ± 16 180 ± 140
(∗2) 363† ± 17 110 ± 70

940 ± 20 150 ± 50
1280 ± 30 170 ± 90

∗4 1840 ± 30 170 ± 90
∗5 2810† ± 360 470 ± 610
∗5 3660 ± 100 660 ± 260

and acceptance of the neutron detection using the curve determined in Sec. 7.6.2. The combined

data and analysis can be found in Ref. [60]. The obtained resonance parameters are given in

Table 8.2, see also the level scheme Fig. 8.20. The systematic uncertainties are evaluated by

using a response matrix that is calculated using a better neutron-ToF resolution of 150 ps in the

simulation. The contribution in the spectrum from nuclear excitation into the continuum, a (p, p′)

reaction, is negligible. In both cases, the scattered proton and one neutron in forward direction

would be measured but the momentum transfer in the inelastic scattering is so small that it will

rarely leave the target and is tagged.

The state in 28F that is associated with the coincident γ-ray decay could also decay directly

(Efn = 1352 keV = 433 keV + 919 keV) but is not explicitly included in the shown spectrum

because it gets suppressed strongly in the fit and eventually does not improve the goodness of the

fit. Since this is the only way the branching of a 1352 keV state can be determined, the conclusion

is that this state decays dominantly via the bound excited state in 27F. This decay path accounts

for > 92%. Coincident γ-decays are also seen at higher relative energies but are not connected to

a particular resonance. The two states claimed at 3180(260) keV and 3980(260) keV in Ref. [60]

are treated here as a single resonance, resulting in 3756(38) keV. Compared to Table 8.1, the

resonance at 243 keV could be different than that at 205 keV – this discussion is continued in

Sec. 8.2.7.

†in coincidence with γ-ray decay in 27F at 919 keV
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The fit of the relative-energy spectrum shows small sensitivity to different angular momenta

for the Breit-Wigner line shape. However, the best fit result with smallest χ2
red is achieved with

l = 1. The neutron-knockout reaction is a selective tool to study the ground-state mixing of 29F.

Particular single-particle levels are probed in the QFS reaction, resulting in different states in 28F.

The result shows already that the 29F ground state is strongly mixed.

The work by A. Revel [60] find additional resonances in 28F from the same experiment but in a

different beam setting and reaction channel, namely the proton-knockout reaction
29Ne(p, 2p)28F→27F+n that is sensitive to different configurations. The results are listed together

in Table 8.2. The resonances at 363 keV, which can be assumed to be the same as 433 keV, and

2810 keV are found to decay in coincidence with the γ-ray in 27F, the assigned excitation ener-

gies are 1280 keV and 3740 keV, respectively. In the work here, the low-energy γ-ray coincident

resonance is placed at 433(33) keV that is determined in a different approach, namely explicitly

by studying the γ-ray coincident relative-energy spectrum Efn as described above. Assuming that

the 1280(30) keV state is the same as the 433(33) keV + 919(4) keV = 1352 keV state, the found

branching ratio to the ground state in 27F of 41% [60] would be much larger than that in the
29F(p, pn) reaction what might indicate that the states are actually different.

In summary, the ground-state energy of 28F is obtained to be 205(11) keV, it is the first precise

measurement of the neutron-separation energy of 28F. In addition, many different excited states

are found as depicted in Fig. 8.20.

8.2.5 Momentum Distributions of 28F in QFS Theory

As described in Sec. 4.2, the neutron-knockout reaction is a tool to obtain spectroscopic infor-

mation about the neutron configuration. The shape of the momentum distribution of the heavy

fragment is sensitive to the angular momentum of the knocked-out neutron in the sudden ap-

proximation. The momentum profile is shown in Fig. 8.15 for 28F from 29F(p, pn). It is the

momentum width as function of the relative energy Efn, the technique is described in Ref. [96].

The total momentum is reconstructed from the decay, ~p(28F) = ~p(27F)+ ~p(n). Figure 8.15a shows

the x-component where the width is the standard deviation (σ) from a Gaussian fit to the distri-

bution between ±175MeV/c. The profile for the longitudinal-momentum distribution is shown

in Fig. 8.15b. The fit region is limited between −150 and 100MeV/c because the distribution is

asymmetric.

Apart from the general dependence of the width to increasing relative energy, strong differ-

ences in the width indicate that different angular momenta are involved. Narrow distributions

are expected for s wave, while the width increases for p and d wave. The resonance region at

Efn ∼ 200 keV, 990 keV, 1800 keV, and 3100 keV show such a difference. That are in particular

those resonances that have been identified in the relative-energy spectrum of 28F, see Fig. 8.14.

The profile indicates that there might be indeed an additional resonance at ∼ 3100 keV that was

not in particular considered in the analysis above. In order to learn about the angular momentum
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Figure 8.15: Momentum profile of 28F from 29F(p, pn)27F+n, using the standard deviation σ of

the momentum component for different relative energies Efn. (a) x-component of the transverse

momentum. (b) Longitudinal momentum.

the momentum width needs to be compared to theory.

The calculation of the momentum distribution in QFS theory is provided by C. Bertulani [193],

based on the formalism in Ref. [115] (see also Sec. 4.3). The eikonal distorted waves are calcu-

lated for states at Efn = 215 keV and 999 keV (Sn = 1440 keV) for both l = 1 (νp3/2) and l = 2

(νd3/2). The theoretical distributions are convoluted with the experimental resolution, namely

the distributions in Figs. 7.8 and 7.9, and are compared to the experimental data. Both, the l = 1

and l = 2 spectra are fit simultaneously to the py and p‖ distribution where the ratio between

l = 1 and 2 is kept the same for both distributions. The fit regions are ±250MeV/c and −200

to 100MeV/c, respectively. The results are shown in Fig. 8.16 for the associated ground state at

205 keV (100 keV < Efn < 300 keV) and the excited state at 990 keV (900 keV < Efn < 1100 keV).

For both Efn regions, the l = 1 is dominant with 86% and 66% with statistical uncertainty of

±1%, respectively. When there are different angular momenta involved, this means that different

decay branches are involved. In the region of the ground state there might be another resonance

close in energy which is not resolved in the Efn spectrum. The resonance at ∼ 990 keV also does

not seem to be a single one. Except for the l = 1 contribution coming from the ground-state

resonance tail, there are other angular momenta involved (other than l = 1, 2 are not tested so

far).

In the naive shell model, the 29F ground-state has a valence-neutron pair in the 1d3/2 (l = 2)

orbital but the momentum and relative-energy analysis shows that different angular momenta

contribute and the ground state is mixed as the reaction leads to different final states. Resonances

at larger relative energies might be produced in a knockout from stronger bound neutron shells.

163



8. Results and Discussion

py (MeV/c)
-400 -200 0 200 400

d
σ
/d
p
y

(a
rb

.
u

n
it

s)

0

0.5

1

1.5

2

l = 1

l = 2

(a)

p‖ (MeV/c)
-400 -200 0 200 400

d
σ
/d
p
‖

(a
rb

.
u

n
it

s)

0

0.5

1

1.5

2

l = 1

l = 2

(b)

py (MeV/c)
-400 -200 0 200 400

d
σ
/d
p
y

(a
rb

.
u

n
it

s)

0

2

4

6

8 l = 1

l = 2

(c)

p‖ (MeV/c)
-400 -200 0 200 400

d
σ
/d
p
‖

(a
rb

.
u

n
it

s)

0

2

4

6

8 l = 1

l = 2

(d)

Figure 8.16: Momentum distributions of 28F from the 29F(p, pn)27F+n reaction, fit with theoret-

ical predictions in QFS theory involving l = 1 and l = 2 angular momenta [193]. Transverse

momentum y component (a) and longitudinal momentum distribution (b) for 100 keV < Efn <
300 keV, with 86(1) % for l = 1. (c) y component and (d) longitudinal momentum distribution for

900 keV < Efn < 1100 keV, 66(1)% for l = 1.
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The 29F valence neutrons are expected to be paired (even number of neutrons), thus the 28F va-

lence neutron would also reside partially in the 2p3/2 orbital instead of 1d3/2. Other contributions

like an excited 27F core are also possible. In both cases, 29F and 28F, a significant contribution

from 2p-orbital neutrons is found contrary to the naive shell model but confirming a signature of

the island of inversion.

8.2.6 Decay Scheme of 29F

In the previous sections it was found that the three-body decay of 29F proceeds dominantly

as sequential decay via intermediate resonances in 28F. Those resonances are identified in the

fractional-energy spectra of the two-neutron decay and in the relative-energy spectrum of 28F,

where the latter allows a more precise analysis due to higher statistics and better resolution.

The intermediate resonances found at ∼ 230 keV, ∼ 440 keV, and ∼ 1000 keV are mapped to

the resonances at 205 keV, 433 keV, and 990 keV in 28F. The ground-state resonance at 205(11) keV

is 38 keV smaller than the intermediate resonance found in the region Efnn ∼ 1.5MeV what may

hint to two different states close in energy at ∼ 230 keV. Maybe not the 28F ground state is

populated in the sequential decay but a slightly higher state. This possibility is further discussed

in Sec. 8.2.7, a clear distinction from the fractional-energy analysis only is not possible.

The resonance at 433 keV in 28F is associated with the coincident γ-ray decay in 27F, a similar

resonance is found in the fractional energy. The question is, if this resonance is also associated

with the excited state in 27F and thus is the three-body resonance with γ-coincidence as found in

Sec. 8.2.2. Therefore, the Efnn region between 0.8MeV and 1.6MeV is studied for two different

regions of the intermediate resonances Efn1 as depicted in Fig. 8.17a. Efn1 is the relative energy

that is associated with the fragment and the neutron that has particularly lower energy than the

second neutron in the decay. The condition in box 1 selects the Efn region around 450 keV in 28F,

where gate 2 is sensitive to Efn ∼ 250 keV. In Fig. 8.17b the coincident γ-ray spectrum is shown

for the previously mentioned relative-energy regions. It is found that the coincident 919 keV-decay

is only observed for Efn1 ∼ 450 keV at Efnn ∼ 1200 keV but not for Efn1 ∼ 250 keV. The intensity

of the γ-peak in Fig. 8.17b agrees reasonably with the total intensity of the Efn1 ∼ 440 keV

resonance in the fractional-energy spectrum. The conclusion is that the only three-body resonance

at Efnn = 1253(51) keV that populates the bound-excited state at 919 keV in 27F decays via the

Efn = 1352 keV state in 28F, that was found before to dominantly decay via 27F∗. The three-

body excitation energy associated with this decay is E∗
fnn = 2172 keV = 1253 keV + 919 keV =

433 keV + 872 keV + 919 keV = 1352 keV + 872 keV, cf. Fig. 8.20.

Given the results from the γ-ray analysis and the three-body analysis for the fractional energy,

including resonance positions, widths and branching ratios, the Efnn spectrum is eventually fit

with line shapes from Breit-Wigner theory for the sequential decay as introduced in Sec. 4.5

(with ∆l = 0 for simplification, a = 4 fm). The intermediate resonances are taken as given in

‡for γ-ray coincident resonance at 1253 keV only, fixed
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Figure 8.17: Correlation between Efnn and Efn1 for 29F, where Efn1 is the relative energy be-

tween 27F and the neutron with explicitly smaller energy than the second neutron. (a) For the

different Efnn, the intermediate resonances become visible as Efn1. The indicated boxes 1 and 2
correspond to gates for the same Efnn but Efn(28F) at ∼ 250 keV and ∼ 450 keV. The coincident

γ-ray spectrum is shown in Fig. (b) for region 1 (blue) and region 2 (cyan). Region 2 is normal-

ized to 1 (stat. uncertainties are not indicated). Only region 1 shows the γ-ray coincidence with
27F at 919 keV. The Efnn resonance at 1253 keV decays with Efn = 433 keV and thus through the

1352 keV state in 28F. The excitation energy is E∗
fnn = 2172 keV.

Table 8.3: Decay branches of 29F for different Efnn regions with the 28F intermediate resonances

for sequential decay. The width for Efn can be found in Table 8.2.

Efnn (keV) Efn (keV) Branching (%)

0−500 phase space -

500−900 205 -

900−1200 205 88
433‡

1200−1500 205 79
433

1500−1800 205 63
990 37

1800−2300 205 49
990 51

2300−3000 205 33
990 25

phase space 42
3000−4000 205 19

990 6
phase space 75
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Figure 8.18: Sequential Breit-Wigner line shape for Efnn = 1330 keV, (a) and Γ = 375 keV, and

Efn = 205 keV with Γ = 151 keV for different angular momenta l of the three-body resonance.

(b) The l = 1 resonance (Γ = 300 keV) for three different intermediate-resonance energies. The

larger Efn is, the more the three-body resonance gets confined.

Table 8.3 for the different Efnn regions. It looks like that the sequential-decay mode opens from

Efnn & 2Efn comparing to the conditions given in Eqs. 2.30-2.32. For the fit, it is assumed

that the sequential decay proceeds only through known resonances in 28F that are determined in

the neutron- or proton-knockout reaction on 29F or 29Ne, respectively. The effect on the Breit-

Wigner line shape is negligible if those resonances are slightly different to those in the fractional-

energy analysis – the energy is still well separated from the three-body resonance energy. The

fit procedure works as described before (App. B.2) but using the 2n response matrix for the

convolution. Neutron misidentification, like only one neutron has hit the detector and two are

reconstructed, is small but is included.

Figure 8.18 shows the behavior of the Breit-Wigner line shape for sequential decay for different

angular momenta of the three-body resonance and it shows the impact of different intermediate

resonances. The different angular momenta have only a small impact (as well as the channel

radius). For intermediate resonances that are closer to the three-body resonance, the leading

edge falls stronger because the intermediate resonance suppresses this edge.

The final fit result is shown in Fig. 8.19, the obtained three-body resonance energies and the

partial widths are given in Table 8.4, see also Fig. 8.20. The resonance width cannot be extracted

in most of the cases because it is dominated by the experimental resolution. Five resonances are

included, the goodness of the fit is χ2
red = 1.23.

The residual between fit and experimental data shows a slight excess betweenEfnn ∼ 2.6MeV

§for γ-ray coincident resonance with decay energies 433 keV + 820 keV + 919 keV(γ)
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Figure 8.19: Relative-energy spectrum of 29F∗ (blue dots, 40 keV bins) fit with five sequential

Breit-Wigner line shapes, based on Table 8.3. (a) The total fit is shown as cyan line, the back-

ground as dashed line. (b) In logarithmic scale.

Table 8.4: Three-body resonance parameters (position Er
fnn and width Γr) of 29F∗ resonances

in the 30Ne(p, 2p)27F+2n reaction, cf. Fig. 8.19, for the sequential decay. The dominant decay

branch that is considered is also given.

Resonance Er
fnn (keV)± (stat.)± (syst.) Γr (keV)± (stat.)± (syst.) Decay Efn (keV)

1 300 ± 4 ± 33 < 1 ± - ± - phase space

5 1253§ ± 51 ± - 1111 ± 240 ± - 1352
3 1337 ± 6 ± 21 360 ± 16 ± 33 205
4 2030 ± 9 ± 20 < 1 ± - ± - 205, 990
5 4670 ± 19 ± 140 < 1 ± - ± - phase space
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and ∼ 3.6MeV. Several different distribution to describe the background have been studied. Ex-

perimental background is absolutely suppressed by the exclusive selection criteria of the reaction

mechanism. It is emphasized that the “non-resonant” background is dominated by FSI between
27F and neutron, as it becomes obvious in the fractional-energy spectra where phase-space con-

tributions become significant only for Efnn & 2MeV. The best fit result is obtained with the

background description in the shape of

dσ

dEfnn
∼ erf(a · Efnn) · exp {−b · Efnn} , (8.8)

with the error function erf(), and fit parameters a and b, as it is proposed in Ref. [190]. Another

distribution that was tested is of Maxwellian shape for beam-like neutrons with a temperature

parameter a, applied for instance in Refs. [87, 194],

dσ

dEfnn
∼
√

Efnn/a3 · exp {−Efnn/a} . (8.9)

The event-mixing technique was also investigated but it always leaves spurious signatures of the

three-body correlations and is thus not used. Ambiguity is left by the shape of the “non-resonant”

background description, and thus not more than the five resonances are considered. In App. E.3

a fit to the spectrum with an additional resonance at Efnn ∼ 800 keV can be found to account for

strength that appears, however, not to be significant.

8.2.7 The 29F Level Scheme and Discussion

In the previous sections, a complementary analysis of the neutron-rich fluorine isotopes has been

performed to determine the level and decay schemes. The proposed scheme is shown in Fig. 8.20.

For the first time, excited states above the neutron-separation threshold are studied for 29F.

Those decay dominantly by sequential decay through resonances in 28F, which have been studied

with unprecedented precision in this experiment at SAMURAI too.

Before comparing the results to theory, an open aspect is discussed. The correlations in the

Jacobi systems are sensitive to the involved angular momenta. An analysis in hyperspherical

harmonics shows that the hypermomentum K depends on the angular momentum of the decay

neutrons K ∝ l1+ l2, for details see Ref. [52]. The analysis of the fractional-energy spectra shows

a significant decay via a state at Efn ∼ 230 keV. So far, it was assumed that it corresponds to

the 28F ground state at 205 keV. From the fractional-energy analysis itself it cannot be concluded

whether there exist an additional resonance slightly above 205 keV (cf. beginning of Sec. 8.2.6).

Figure 8.21 shows the angular correlation in the Y-system for 1.2MeV < Efnn < 1.5MeV with the

additional conditions 0.1 < ǫfn < 0.2 or 0.2 < ǫfn < 0.3 for the fractional energy in the Y-system.

One distribution is increasing towards cos(θn−fn) = ±1 and the other one is decreasing. The left

figure can be described with odd angular momentum l = 1 for both neutrons but the right one
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Figure 8.20: Proposed decay scheme of 29F. The level energies of the intermediate and final nuclei,
28F and 27F, are also given in keV. Decay paths are depicted as gray line. The second γ-decay in
29F is tentatively placed at Eγ = 287 keV.
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Figure 8.21: Angular correlation of 29F in Y-system between fragment and neutrons, θn−fn, for

1.2MeV < Efnn < 1.5MeV. Left: With additional condition on the fractional energy in Y-

system, 0.1 < ǫfn < 0.2, fitted with correlation including hyperspherical harmonics with angular

momentum l = 1 for the two neutrons (cyan line). Right: Condition 0.2 < ǫfn < 0.3, fitted with

l = 2.

with l = 2 [192] using Eq. 5 from Ref. [127]. If this difference is confirmed to be significant, it

means that there exist indeed an additional state close to 205 keV and the three-body resonance

at 1337 keV can be separated into two. The momentum analysis in Fig. 8.16a may supports this

argumentation but deeper conclusions are not possible because of low statistics.

The main result of this thesis work is the proposed level scheme of 29F. From the neutron-

knockout reaction on 29F(p, pn)28F it is concluded that the neutron configuration of the ground-

state is strongly mixed involving different angular momenta. The excited states in the continuum

are probed by proton knockout on 30Ne, where the strength of those states depends also on

the ground-state configuration of 30Ne. Comparing the momentum distribution of 29F to theory

calculations can give insight into the proton configuration of 30Ne and the parities of the 29F

states. In the QFS reaction it is likely that not only the valence d5/2 proton is knocked out but also

deeper bound orbitals like the p-shell are probed. An analysis in QFS reaction theory is intended.

Finally, the level scheme is compared to theory predictions from a shell-model calculation

using effective interactions and from an ab-initio theory in the SCGF framework. The comparison

is shown in Fig. 8.22. Another prediction by Macchiavelli et al. [195] in a particle-rotor model

associated with deformed Nilsson orbits is not in good agreement.

The shell-model calculation (left column Fig. 8.22) is provided by P. Doornenbal [81], it uses

the SDPF-M interaction [79, 196] with an exact diagonalization calculation and shows states

calculated up to ∼ 4MeV. The valence space includes the full sd-shell and the f7/2p3/2 orbitals on

top of a 16O core. The effective SDPF-M interaction combines the USD interaction for the sd-shell
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part, the Kuo-Brown interaction for the fp-shell part, and a modified Millener-Kurath interaction

for the cross-shell part, where the strength of the d3/2 − f7/2 TBMEs (T = 0, 1) is adjusted [79].

This kind of interaction is known to be applicable to the island-of-inversion nuclei because it

reproduces the impact of the tensor force in the monopole part. However, the USD monopole part

is adjusted to reproduce the neutron drip line of the oxygen isotopes.

27F has one excited bound state, 28F is unbound, but the ground state of 29F is bound again

and bound excited states exist. This implies that binding energy is gained by adding two more

neutrons to 27F although there is no energy gain by the valence-neutron interaction in the 0p0h

configuration itself. In Ref. [81] it is argued that only the SDPF-M compared to USDA/B SM

calculations (residual interaction limited to sd shell) produces a realistic result for S2n = 1028 keV

and thus the ground state of 29F is already substantially influenced by neutron fp-contributions

what is basically confirmed by the experiment in the 29F(p, pn) reaction. Their calculation predicts

a shell gap of . 2.4MeV. The authors conclude that the structure of 29F is correlated with that

of 28O. The bound-excited state might be formed as |29F(1/2+)〉 = |28O(2+)〉 ⊗ |π1d5/2〉, thus

involving mainly the same-parity neutron fp-levels. In an earlier calculation by the same authors

in Ref. [197] the underlying mechanism is investigated in a bit more detail. Due to the narrowing

of the sd − fp shell gap, 2p2h and even 4p4h become accessible. Additional energy is gained by

the cross-shell but also fp-shell interactions in the T = 1 channel. Another conclusion is that 29F

is only modestly deformed in its ground state.

The experimental work done here can for the first time compare the higher excited states

to theory. The excited states in the theory up to ∼ 2.5MeV are of positive parity and are the

multiplet from the just-mentioned coupling. Given that the two-neutron separation energy is

experimentally known only by ±436 keV, the experimental state at 1743 keV may correspond to

the 9/2+ state at 1525 keV, and the state at 2780 keV is in the energy region of the other positive-

parity states. However, only one bound-excited state is predicted. Higher excited states seem

to correspond to the negative-parity states that would originate from proton knockout from the

p-shell with smaller cross section. It is also possible that additional binding is missing so that the

9/2+ state becomes bound and the spectrum is shifted, an uncertainty of a few hundred keV must

be considered.

The second theory that is compared to is the ab-initio SCGF theory, cf. Sec. 2.1.2, provided

by C. Barbieri [198]. It is performed as particle-attached calculation of a proton to 28O applying

the third-order algebraic diagrammatic construction (ADC(3)) scheme and the N2LOsat chiral

interaction together with the N3LO(lnl) interaction (local and nonlocal regulators) [199]. This

particular interaction includes two- and three-nucleon interactions up to next-to-next-to leading

order and reproduces empirical nuclear saturation properties like radius and binding energy of
16O [200]. The N3LO(lnl) interaction is added on top and produces additional binding such

that the first three excited states are bound below 1MeV. Although the low-lying spectrum with

and without N3LO(lnl) predicts the same states, the difference in energy reflects the ambiguity
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Figure 8.22: Experimental level scheme of 29F compared to a shell-model calculation using the

effective SDPF-M interaction [81] and to an ab-initio self-consistent Green’s function theory cal-

culation using the N2LOsat+N3LO(lnl) interaction [198].
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Table 8.5: Weisskopf transition rate for possible γ-decays in 29F, the transition character is as-

signed in comparison to theory.

Transition Eγ (keV) Weisskopf Rate λ λ (1/s) Lifetime τ

E1 1063 1.0× 1014 · A2/3E3
γ 1.134 × 1015 0.9 fs

E2 776 7.3× 107 ·A4/3E5
γ 1.830 × 109 0.5 ns

E1 287 1.0× 1014 · A2/3E3
γ 2.231 × 1013 44.8 ps

in the knowledge of the nuclear forces of ∼ 1MeV. Only the spectrum with the two combined

interactions (and for comparably large spectroscopic factor) is shown because it is supposed to

agree better with experimental spectra for neutron-rich nuclei. The ab-initio calculation does not

show satisfactory agreement with the experiment although the states at ∼ 3MeV and ∼ 5.5MeV

seem to be rather stable while changing the interactions. In both theories, explicit continuum

degrees of freedom are missing what is one factor leading to energy shifts.

The SCGF calculation predicts three bound excited states in 29F while in this experiment at

least one additional state is found compared to a previous experiment. Following the discussion

in Sec. 8.2.1, experimentally there is no argument that the found decay energy of 287 keV either

corresponds to a state at that energy or to a decay branch from 1063 keV via 776 keV. However,

the predicted spin-parity assignment is studied and whether the the given order can support the

experimental results. Considering the first three states, there is the E1 transition from 7/2− to

5/2+ with assumed 1063 keV, the possible E2 transition is between 7/2− and 3/2−, and another

E1 transition for 3/2− to 5/2+. The transition rates for these three decays are calculated in

Table 8.5 according to the Weisskopf single-particle transition rates, whereas all transitions would

be short lived and thus the decay chain cannot explain the observed experimental spectrum. The

287 keV transition energy is tentatively placed as separate low-lying state, although the 776 keV

decay is not seen. Maybe, only the direct population is observed but the decay chain is too long

lived.

The striking difference to the SM calculation is that the SCGF calculation predicts the negative-

parity states first instead of the positive-parity states. The positive parity states in the SM calcu-

lation come from the 2p2h excitations that are coupled to the π1d5/2 or π2s1/2 proton. The

negative-parity states in the SCGF theory would probably correspond to excitations involving the

1p shell also. Exclusive cross sections are not calculated, spectroscopic factors could be compared

for proton-removal reactions on 30Ne, where the 30Ne structure is dominated by neutron pairs in

the p and d (and f) orbitals [83].

The spectroscopy of 29F and 28F shows for both nuclei a rich excitation-energy spectrum. 29F

has two excited bound states, the additional binding can theoretically only be explained with a

quenching of the sd − fp shell gap and excitations across this spherical N = 20 shell closure.

In the shell-model picture, many-particle many-hole excitations (even 4p4h) become significant
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admixtures to describe the level scheme (even in ground state) – intruder configurations are

important. Similar is true for 28F as demonstrated in the combined momentum analysis. It is

concluded that 28F, 29F, and also 30F show the characteristics that define the island of inversion.

Thus, the island of inversion is extended including the neutron-rich Z = 9 isotopes, describing a

shallow low-Z shore.
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Chapter 9

Summary

The thesis focuses on the spectroscopy of the neutron-rich fluorine isotopes 30F and 29F that are

found to show characteristics as particularly seen for nuclei in the island of inversion.

In order to perform the complete spectroscopy, the experiment was carried out at the SAMU-

RAI setup at the RIBF (RIKEN, Tokyo). The secondary beam, produced from a 48Ca beam, is

provided by the BigRIPS fragment separator. Proton- and neutron-knockout reactions on a LH2

target in inverse kinematics at beam energies of ∼ 220MeV/u are employed to populate excited

bound and neutron-unbound states in the nuclei of interest. The reactions under QFS conditions

are tagged with the MINOS TPC. Prompt γ-decays are coincidentally measured with the detector

array DALI2. Besides the incoming beam, and the charged scattered nucleons from the reaction,

the heavy reaction fragment and its momentum is measured using the large-acceptance spectrom-

eter SAMURAI to unambiguously identify the reaction channel. In addition, fast neutrons from

decays flying in forward direction are measured with the NeuLAND demonstrator and NEBULA.

NeuLAND is the neutron ToF spectrometer of the R3B experiment at GSI/FAIR (Germany). A

part of the detector, the so-called NeuLAND demonstrator, was used for a two-year long campaign

at SAMURAI. Another experiment during this campaign was the lifetime measurement of the two-

neutron decay of the 26O(g.s.). Therefore, a new experimental method has been developed and

applied as part of this thesis work. The NeuLAND detector itself was commissioned in a particular

experiment where the one-neutron detection efficiency was determined. The experiment and

characterization of the detector is also discussed in this thesis. Quasi-monoenergetic neutrons are

produced in the p(7Li,7Be)n reaction at 110MeV and 250MeV and measured in NeuLAND. With

the known cross section for this reaction, the one-neutron detection efficiency is determined to

be 31.0(13) % and 27.4(10) % (for ∆E > 5MeV), respectively. The results agree well with the

simulations.

The full capability of the setup is exploited in the spectroscopy of 30F and 29F. The neutron-

unbound 30F is investigated in the 31Ne(p, 2p)30F→29F+n reaction, where all particles are mea-

sured coincidentally. By measuring the neutron and fragment momenta, and applying the invariant-
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9. Summary

mass method, the relative-energy spectrum is obtained. The first spectroscopic measurement done

here identifies the 30F ground state at 583(85) keV. The resonance width is 730(151) keV, although

ambiguity is left due to low statistics. Following experiments with higher incoming-beam intensity

can help to confirm the ground- and also excited-state properties. It is argued in the single-particle

limit of the resonance width that the neutron 2p-orbital configuration plays a significant role in

the ground-state description. The intruder configuration, that is energetically favored compared

to the 1f orbital, is a signature of the island of inversion.

The spectroscopy of 29F is more complex, while bound and neutron-unbound states are inves-

tigated. The neutron decay is a three-body decay because 28F is itself ground-state unbound. The

excited states are populated in the 30Ne(p, 2p)29F∗ reaction. A bound excited state at 1063(7) keV

is confirmed in this experiment and a new one with a transition energy of 287(4) keV is found.

Above the threshold, 29F decays into 27F+n + n. This channel is also measured and five other

excited states are found. The Breit-Wigner line shapes for sequential decay are introduced for the

neutron decay to determine the resonance properties. The correlation analysis of this three-body

decay in Jacobi coordinates shows that 29F∗ decays dominantly in sequential mode via resonances

in 28F. The nucleus 28F is also investigated separately in the 29F(p, pn)27F+n reaction in order

to identify possible intermediate resonances in the two-neutron decay. The analysis of the 28F

momentum distributions after neutron knockout indicate that the ground state of 29F also has a

significant neutron 2p-orbital contribution.

Eventually, the comparison to a shell-model calculation with the SDPF-M interaction and to an

ab-initio Self-consistent Green’s function theory using a N2LOsat+N3LO(lnl) interaction is made.

Both theories encounter difficulties to describe the spectrum, even though continuum degrees of

freedom are difficult to capture. The shell-model calculation reproduces only one bound excited

state. Bound excited states are also found in the ab-initio calculation but involve large uncertain-

ties. The conclusion is that the N = 20 shell-gap quenching persists at the low-Z shore of the

island of inversion and multi-particle multi-hole admixtures are crucial in the description. The

island of inversion seem to exhibit a shallow low-Z boundary where the neutron-rich fluorine

isotopes are included. Partial cross sections can help to determine the strength of the admixtures.

In a complementary experiment, namely the exclusive measurement of the Coulomb breakup

reaction of 29F, the B(E1)-strength distribution could be extracted and compared to models in

order to obtain information about the ground-state configuration and the halo character of the

Borromean nucleus 29F.
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a b s t r a c t

A new technique to measure the lifetime � of a neutron-radioactive nucleus that decays in-flight via neutron
emission is presented and demonstrated utilizing MonteCarlo simulations. The method is based on the production
of the neutron-unbound nucleus in a target, which at the same time slows down the produced nucleus and
the residual nucleus after (multi-) neutron emission. The spectrum of the velocity difference of neutron(s)
and the residual nucleus has a characteristic shape, that allows to extract the lifetime. If the decay happens
outside the target there will be a peak in the spectrum, while events where the decay is in the target show a
broad flat distribution due to the continuous slowing down of the residual nucleus. The method itself and the
analysis procedure are discussed in detail for the specific candidate 26O. A stack of targets with decreasing target
thicknesses can expand the measurable lifetime range and improve the sensitivity by increasing the ratio between
decays outside and inside the target. The simulations indicate a lower limit of measurable lifetime � ∼ 0.2ps for
the given conditions.
© 2017 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license

(http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

The access to exotic nuclei opens the possibility to study new kinds
of radioactive decays at the limits of nuclear stability (recent reviews,
e. g., [1,2]). While for proton-unbound nuclei several cases of ‘‘proton
radioactivity’’ have already been measured, no radioactive decay via
neutron emission has been observed experimentally yet. This is mainly
because the lifetime for proton-unbound nuclei can be rather long (∼ms)
due to the presence of the large Coulomb barrier. For nuclei beyond the
neutron drip line, which are candidates for neutron radioactivity, the
predicted lifetimes are considerably shorter due to the missing Coulomb
barrier. The lifetime is governed mainly by the decay energy and
depends strongly on the angular momentum of the decay particles [3],
thus reducing the number of possible candidates.

Several definitions of radioactivity are existing, giving different
lower limits on the lifetime �, whichmarks the boundary between the ex-
istence of a nucleus and a ground-state resonance in the continuum, see
e. g. [1,4]. Here, � > 10−14 s will be used as definition of radioactivity,
following the guidelines for the discovery of a chemical element from
the International Union of Pure and Applied Chemistry (IUPAC) [5].

* Corresponding authors.

E-mail addresses: jkahlbow@ikp.tu-darmstadt.de (J. Kahlbow), c.caesar@gsi.de (C.Caesar), t.aumann@gsi.de (T. Aumann).
1 Present address: Department of Physics, University of York, Heslington, York, YO10 5DD, United Kingdom.

Fig. 1 shows the different lifetime regimes for radioactivity and
resonant phenomena. The new method fills a gap to measure directly
lifetimes in the regime of neutron radioactive nuclei.

For the neutron-unbound nuclei with Z ≤ 10, which can be investi-
gated nowadays, 26O is the most promising candidate. 26O will serve in
the following as illustrative example to describe the method. It has been
speculated according to the estimates of Grigorenko et al. [3,8], that a
very low-lying ground-state resonance of 26O might be rather long-lived
representing a case of neutron radioactivity.

Invariant mass measurements of the 26O ground state via proton-
removal reaction from 27F have been reported recently by NSCL [9],
GSI [6], and RIBF [10] groups. The NSCL and GSI experiments could
only deduce upper limits for the energy of the ground state. The
experiment performed at RIBF determined the position of the ground-
state resonance at 18 ± 3(stat) ± 4(syst) keV above neutron-separation
threshold, see Fig. 2.

From the GSI data an upper limit of � ≤ 5.7ns (95% c. l.) for the
26O ground-state lifetime was deduced by the time-of-flight between
the target and the spectrometer magnet. The 26O ground-state half-life
value of T1∕2 = 4.5+1.1

−1.5
(stat) ± 3(sys)ps (corresponding to � = 6.5ps)

has been reported from an analysis of the NSCL measurement [7],

http://dx.doi.org/10.1016/j.nima.2017.06.002
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0168-9002/© 2017 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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Fig. 1. (Colour online) Characteristic decay widths � and corresponding lifetime � scales
are shown. The regimes of radioactive and resonant phenomena are indicated as well as
selected experimental techniques that are applicable to measure lifetimes for decays via
neutron emission.

Fig. 2. Excitation energy spectrum of26O relative to the24O g. s. in non-linear scale. The
values are taken from [10], uncertainty intervals are shown as grey shaded areas. The
ground-state decay of26O via the intermediate25O resonance is energetically forbidden,
the26O g. s. decays via 2n emission to the24O ground-state.

which, if corroborated, would constitute the first discovery of neutron
radioactivity.2

Recent theoretical calculations predict that the 26O ground state is
dominated by two d3∕2 valence neutrons [12,13]. Grigorenko et al. [3]
state that the influence of pairing and n-n final state interactions and
core recoil actually increases the decay width while migrating to lower
angular momenta. A precise method to measure lifetimes of neutron-
radioactive decays will also help to conclude on the two experimental
findings and the theoretical prediction for the 26O ground state, in
particular:

∙ The position of the ground-state resonance [10]; precisely mea-
sured to 18 ± 5 keV.

∙ The experimental lifetime of the ground state [7]; � ≤ 11.1ps.
∙ The theoretical relation between the decay energy and the
lifetime [3,8], depending on used model interactions.

A direct measurement of the width of the state is impossible because
it is much smaller than achievable energy resolutions, which typically
are in ∼ 10 keV region (cf. Fig. 1), while the width predicted by
Grigorenko et al. [3] would only be ≲ 10−1 keV, based on the
energy of the experimental ground-state resonance as obtained by
Kondo et al. [10].

The technique used by Kohley et al. at NSCL [7,14] is based on a life-
time measurement extracted from the velocity difference measurement
of neutrons and the 24O fragment. This velocity difference depends on
the energy loss of the charged fragment in the target, causing a shift
of the mean velocity difference for finite lifetimes. The method relies

2 Kryger et al. [11] investigated already in 1996 the one-neutron radioactivity of 16B
and obtained an upper limit of 191 ps (68% c. l.)

on absolute calibrations of the velocity measurements, which is rather
difficult and thus introducing a large systematic uncertainty.

We propose a complementary method, which does not depend on an
absolute calibration and is more sensitive. Thus, the method will be able
to provide a more precise measurement.

2. Lifetime measurement method

Our method adapts the basic principle of the well known Doppler
Shift Attenuation Method (DSAM). In the DSAM [15] nuclear lifetimes
of nuclei are measured. The nucleus is formed in an excited state in-
flight and slowed down in the target material. While being stopped
in the target, the nucleus may emit a 
-ray. The 
-ray energy carries
information on the velocity of the emitting nucleus due to the Doppler
effect. Taking the stopping power into account allows to extract the
decay time of the nucleus.

The new technique presented here to measure lifetimes of possible
neutron-radioactive nuclei is based on this idea. The nucleus of interest
is produced in-flight at point xr with reaction cross section �r in the
reaction target of thickness d, see Fig. 3. The energy loss, which the
charged fragment undergoes in the target, depends on the point of
decay, which in turn depends on the lifetime of the populated system.
The lifetime � of the nucleus under investigation defines the decay curve:

N (t) = N0 ⋅ e
−t∕(
�) , (1)

where N(t) is the number of residual nuclei after time t, and N0 −N(t)

the number of products which have decayed already. The time t in the
laboratory frame is a function of the travelled straight pathlength xt and
the exponent becomes

xt

�
c�
, (2)

let � be

� = �
c� (3)

the decay length with Lorentz factor 
 and velocity �c where the velocity
is assumed to be constant along the target thickness for the moment.
Decays will occur inside and outside the target with amount Di and Do,
respectively. Considering first the amount of decays inside the target:
at the reaction point an amount of initial nuclei dN0 is produced. The
number that decays from there until the end of the target on path d −xr
is, cf. Fig. 3,

dD̃i = dN0

[

1 − e−(d−xr)∕�
]

. (4)

Taking into account all the reactions points in the target with cross
section �r, incoming beam particles Nin and target particle-density �t
with area density

(

dN0∕A
)

t
= �t ⋅ dxr leads to

Di =∫ dD̃i = ∫ dN0

[

1 − e−(d−xr)∕�
]

(5)

=�r�tNin ∫
d

x0=0

[

1 − e−(d−xr)∕�
]

dxr (6)

=�r�tNin ⋅
[

d − �
(

1 − e−d∕�
)]

. (7)

The amount of decays outside the target Do is simply the difference
between produced nuclei-of-interest in the target and Di,

Do = �r�tNin ⋅ � ⋅

[

1 − e−d∕�
]

. (8)

The ratio defined as

R(�) =
Do

Di

(9)

is

R(�) =
1

d

�(1−e−d∕�)
− 1

, (10)
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Fig. 3. (Colour online) Two event classes appear for an unbound system populated in-flight, which has an appreciable lifetime � – decays inside and outside the target. An example is
shown for proton removal from a 27F beam on a target of thickness d at reaction point xr and subsequent decay at xdec of the populated

26O into 24O + n + n. Left: An immediate decay
inside the target is shown. The amount of decays inside the target from xr is depicted as D̃i (see text). Right: A late decay after the

26O has left the target is displayed, their amount is
D̃o. The velocity difference �v = vn − vf ra (see left Figure) is the parameter of interest.

and depends on the lifetime, R(�) with � = �∕ (�
c). The decays can be
measured and could be disentangled to inside and outside contributions
to deduce the lifetime �. This analytical form of R(�) does not include
all the physics as, e. g., the stopping power and the resulting effect on
� and 
 and thus will not be used in the analysis here. It reproduces
the behaviour of R as function of � well for one target, see Fig. 7(b),
but shows deviations for consecutive calculations and longer lifetimes
as described later. This is one reason why the simulations are employed.
The dependence on the experimental circumstances as target material
or incoming energy on the fragment velocity is addressed later.

A major improvement of our proposed method is achieved by
analysing the shape of the velocity-difference distribution �v between
neutron and fragment (�v = vn − vf ra), which is related to R(�), instead
of the shift of its mean.3 The method can thus be used without the need
of an absolute calibration of �v to determine � very accurately. The idea
of using the ratio between delayed and prompt decays to determine the
lifetime of an unbound nucleus has also been applied very recently to
measure a two-proton decay lifetime [16], although the experimental
technique differs from the one presented here.

To enhance the sensitivity, the target material should be chosen such
that on one hand the energy loss is maximized and on the other hand
the decays outside the target will happen at a considerable rate. To
maximize the energy loss, target materials of large stopping power, i. e.,
with high density and large atomic number Z are used. This creates
a box-like, broad neutron–fragment velocity difference distribution for
the decays inside the target. A characteristic �v spectrum is shown in
Fig. 4. Furthermore, the target length needs to be optimized such that
decays outside the target become also possible with sufficient amount.
These events yield a sharp ‘‘peak’’ in the �v spectrum since they as well
as the neutrons do not suffer from a continuous slowing-down process
in the material anymore.

2.1. Simulation for the 26O case—An example

Simulation and experimental conditions are discussed in the next
sections for a specific example, namely the 26O ground-state decay, for
which the method being developed is most sensitive to the quoted value
of � = 6.5ps [7] and well below that.

Here, the emphasis is put on illustrating the idea and describing the
method. The details of the experimental realization are not described or
are not even covered.

The simulations are MonteCarlo type. The code itself is tailor-made,
the work flow is described in the following. With regard to Fig. 3,
each 26O event is produced by a one-proton removal reaction from
27F in the target where the cross section and detection efficiencies are
assumed to be constant as a function of reaction position as well as

3 Note, in Ref. [14], e. g., Fig. 4 it is visible that the shape of the velocity difference is
sensitive to the lifetime, however, the idea on using this feature is not elaborated.

energy. Secondary break-up reactions with a thick target may have
a contribution of ≈ 10% but are not further considered here since
the focus is put on presenting the method and not the experimental
implementation, the ratio R(�) is anyhow not a function of the cross
section. The cross section itself is scaled to Pt according to the nuclear
cross section on a C target as used in an experiment at RIBF [10]. After
the reaction, as a next step, the decay point of the three-body system
24O + 2n is sampled from a probability distribution which is described
by an exponential-decay function with the state’s proper lifetime � as
the decay constant, as given in Eq. (1). The decay itself is assumed to
be a simple phase-space decay with decay energy Edec = 0 as a good
approximation [10].

The energy loss �E of the charged fragments and unreacted particles
travelling a distance �x in the material is calculated with JavaATIMA,4

a program to calculate the energy loss of ions based on theory and
experimental results. In addition to the used theory by Lindhard and
Sørensen (applicable above 30AMeV), it includes relevant corrections.
In detail, the relation between stopping power and mean range P is
defined as follows

�x = ∫
E0

E0−�E

(

dE

dx

)−1

dE

= P (E0, x0) − P (E0 − �E, x0 + �x),

(11)

and it is evaluated from a lookup table, while the energy loss from the
reaction to the decay point is, in particular, sampled stepwise in order
to cope with the 
 dependence of the decay curve. The knowledge of
the stopping power is as important as for the DSAM for extracting the
lifetime. But the absolute range of the �v spectrum and possible peak
positions allow to evaluate the quality of the underlying stopping power
and can be used for calibration. The energy-loss straggling is modelled
according to the relativistic Bohr formula as described in [17], whereas
the effect of the angular straggling on the energy loss is found to be
negligible.

Beam energy, target material, and target thickness are optimized to
provide the highest sensitivity in a certain region of �. For the lifetime
to be determined with high precision, a (natural) Pt target turned out to
be a good choice. Both, high mass density and large charge Z result in
a large energy loss on a sufficiently short distance.

A time-of-flight resolution �t, assumed to be of Gaussian shape, for
the neutron (fragment) measurement of 260 ps (40 ps) for a flight-path
length of 11m (9m) are realistic values as achievable at SAMURAI
setup [18] at RIBF.5 These values were used as an input of all following
simulations.

Fig. 4 shows results from a simulation as proof of principle with a
well fixed incoming energy of 220AMeV and target thickness of 6 g/cm2

optimized to be sensitive to lifetimes around � = 6.5ps. One identifies

4 https://web-docs.gsi.de/∼weick/atima/
5 With the R3B setup and the neutron detector NeuLAND at FAIR the time resolution

will improve significantly down to �t ≲ 150ps for neutrons and ≲ 28ps for fragments [19].
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Fig. 4. (Colour online) Simulated velocity difference (�v = vn − vf ra) between neutron
and fragment for the26O(g.s.) decay with lifetime � = 6.5ps; for one Pt target (6 g/cm2)
and incoming energy Einc = 220AMeV. The ‘‘box shaped’’ contribution (red) stems from
decays inside the target and the peak (blue) from outside decays.

Fig. 5. (Colour online) Pseudo-experimental velocity spectra (black crosses) of 1.6 × 104

events fitted with the input-lifetime spectra (green cross-hatched) for Pt(6 g/cm2) and
Einc = 220AMeV. Top: � = 0ps; bottom: � = 15ps.

clearly two structures in the �v spectrum of neutrons and 24O fragment:
a broad ‘‘box-like’’ shape from ∼ 0 to ∼ 1 cm/ns and an adjacent peak
around 0 cm/ns. For prompt decays the velocity difference becomes
broadest and smears out the distribution with respect to the target
thickness. Again, the velocity difference of neutrons and fragment
depends only on the travelled distance from the point of decay in the
target, thus on �. The charged fragment suffers from the energy loss but
neutrons are insensitive. The narrow component centred around zero
appears for longer lifetimes, which arises from decays outside the target
with no relative energy loss between neutrons and fragments any more.
The width of the narrow component is dominated by the time-of-flight
resolution �t of the neutron detection.

2.2. Analysis procedure—determining the lifetime

As discussed above, the ratio of outside-the-target to inside-the-
target decays (‘‘box-to-peak’’ ratio), cf. Eq. (10), translates into the
lifetime, whereas the shape of the box itself depends also slightly on
�. In order to extract the lifetime from experimental data, where � is

Fig. 6. (Colour online) Chi-square �2 distribution from the fit of trial spectra of the
velocity difference �v with lifetime � to an assumed ‘‘experimental’’ spectrum, with exact
lifetime � = 6.5ps denoted by the dashed green line. The fitted minimum (red curve)
indicates the deduced lifetime, depicted by the short green line, and the longer green
lines confine the statistical uncertainty deduced from �2 = �2

min
+ 1, �f it = 6.49 ± 0.08ps.

unknown, the data points are proposed to be fitted with trial spectra
taken from simulations for several different lifetimes. The unnormalized
chi-square �2 is a measure on how good the parent distribution describes
the experimental data. In the following, ‘‘experimental’’ and simulated
data are compared to test the analysis. For ‘‘experimental’’ spectra the
simulated data are taken with reasonable but lower statistics, it is called
pseudo-experimental data in the following. All the pseudo-experimental
spectra are randomly filled with statistics that could be acquired within
four or five days of beam time with a 27F rate of 3 × 103 pps and
the efficiency of triple coincidences as both is achievable at the RIBF,
1.6 × 104 events are analysed for Fig. 5.

The measured lifetime � and the uncertainty is deduced from a
second-order polynomial fit to the determined unnormalized �2 values
around the minimum as shown in Fig. 6, where the minimum results
in �. The 1� limit is calculated by finding the values of � where �2 =

�2
min

+ 1 in the fit. The resulting value for the case discussed previously
is � = 6.49 ± 0.08ps. In the following sections it is described how to
increase the sensitivity.

2.3. Extended method

From known experimental results and theoretical predictions, de-
scribed in Section 1, the lifetime of 26O is expected to be of lower
picosecond range, which is what our proposed method can measure,
however the lifetime could even be smaller by orders of magnitude.
In order to increase the sensitivity, the coverable lifetime range, and
the luminosity within one experimental run, several targets in a row
as ‘‘sandwich-like structure’’ are suggested in this work. Thinner targets
and lower energies translate into shorter lifetimes forR(�) = const.Here,
the single target thicknesses are decreasing in the direction of the beam
and are chosen according to energy and lifetime-sensitivity following
a constant difference of the fragment flight time through the material,
given as follows

2E + 2m0c
2

√

(

E2 + 2Em0c
2
)3

�E = const., (12)

with the kinetic energy E and energy loss �E. The thickness of the
initial target and incident energy are chosen such that high sensitivity is
achieved for lifetimes longer than 3 ps. The target’s thickness uniformity
in general is of special importance. It was evaluated that deviations
of ±5% smear out the �v distributions so much that no result can be
extracted lower than 0.5 ps that looks different than for 0 ps.

In the following, a setup of eight Pt targets with first target thickness
of 3.63 g/cm2 and 27F beam at 200AMeV energy on target is considered.
In front and behind the target stack one and two silicon detectors are
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Fig. 7. (Colour online) Simulation for eight targets and optimized conditions for � = 0.5ps and above (see text). 7(a) Velocity difference �v as a function of the lifetime �. The peak
structure becomes more pronounced with larger lifetimes. 7(b) Inside-to-outside the target decay-ratio as function of the lifetime for only the first (green) and last target (blue) and all
the simulated eight targets together (red). The ‘‘peak-to-box’’ ratio R(�) increases with increasing lifetime. The simulation result is compared to the analytical Eq. (10) for the first target,
for the following targets the deviation increases. 7(c) Velocity difference spectrum for � = 0.5ps; the single components for inside (red) and outside (blue) the target decay, and the
total spectrum (green) are shown. The background contribution (grey) after the �E cut for particle identification from the silicon detectors is included. 7(d) Fit of best trial spectrum
(� = 0.5ps, cross-hatched in green) with fixed background (grey) to pseudo-experimental data (black crosses; 6 × 104 events in total, the simulation has a factor ∼ 30 more statistics) for
exactly this case. 7(e) Chi-square �2 as function of the fit of the trial spectra with lifetime � in steps of 0.01 ps. The green dashed lines indicates the ‘‘experimental’’ lifetime. 7(f) This
graph shows a zoom of 7(e) in the region 0.3 ps to 0.7 ps. The fitted minimum (red curve) for �sim ± 0.15ps indicates the deduced lifetime. The obtained lifetime �f it = 0.50 ± 0.01ps and
the 1� uncertainty interval are denoted by the green lines.

inserted, respectively, in order to identify the proton removal reaction.
In fact, these materials also act as target, see next Section 2.4. The
simulation result for �v is shown in Fig. 7(a) as function of � in steps
of 0.01 ps. For longer lifetimes the peaks of outside decays are getting
more pronounced, which is also evident the ratio R(�) in Fig. 7(b). The
projection for a physical lifetime of 0.5 ps, one of the lowest reachable
values, is shown in Fig. 7(c) where the sandwich-like arrangement of
the targets can be recognized (cf. Fig. 3) in the repeating box-peak
structure. The probed ratio of outside to inside decays is increasing
from one target to another, while the targets are getting thinner and

lowering the particle’s energy from one to the other. In this way, a broad

range and lower lifetimes are probed as well, where the last target is

most sensitive to shorter lifetimes with a distinct ratio R(� = 0.5 ps) ≈

0.38 and a pronounced box shape. The overall �v spectrum shows

several pronounced peaks, which improves accuracy and precision of

the method, even when the number of outside decays is relatively small.

The first targets could also be replaced by an upstream energy degrader

but sensitivity to longer lifetimes would then be lost. The approach with

only one target is better suited to probe a narrow lifetime region when
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Fig. 8. (Colour online) Same as Fig. 7(c) but for � = 1.5ps (left) and 2.5 ps (right).

the lifetime to look at is known and the setup is optimized such that the
ratio R(�) does not saturate.

It turned out that a peak-to-box ratio (outside to inside the target
decays) of ∼ 0.4–0.7 is optimal for deducing the lifetime with several
targets. This includes a well pronounced peak and a ‘‘box’’ shape of the
velocity-difference distribution for a certain lifetime, and for the analysis
a small �2 value and a one-to-one relation between the extracted and
simulated �. Furthermore, the thickness is optimized such that a steep
slope of the ratio R(�) is achieved.

2.4. Contribution from auxiliary detectors

The method could be applied at one of the setups for spectroscopy of
unbound neutron-rich nuclei, MoNA/NSCL [20], SAMURAI/RIBF [18],
and R3B at GSI or future FAIR [19].

To identify proton removal reactions from 27F, energy-loss measure-
ments need to be conducted in front of the target stack and behind.
Three simple 300 μm thick single-area silicon detectors (one in front and
two behind) are proposed to be installed. Actually, it is not necessary to
identify explicitly in which target the reaction happens because this is
already indicated in the �v spectrum. The targets themselves are placed
sufficiently apart with 1 cm distance between them to avoid reactions
in one and the decay in the following target; this covers nearly 100%
for � ≤ 20ps.

A selection on incoming charge Z is applied using the first detector
and in the second and third detector the outgoing charge is fixed toZ−1.
In the simulation, the energy-loss in the detectors is treated explicitly
with a resolution of �E∕E = 3.5% and a selection on (Z − 1) = 8 is
applied. The silicon detectors themselves act as targets (cross section
scaled with A1∕3 compared to Pt) contributing to the �v distribution as
peaks at both sides of the spectrum, Fig. 7(c). The main difficulty caused
by this background is that an empty target measurement will not allow
to subtract the background contribution. Due to the missing energy loss
in the reaction target the background from one silicon detector will
overlap with the background from another detector.

This challenge can be tackled by using the information from an
empty target run as input to the simulation to improve the shape of
the background contribution. Also, the total amount of events which
contributes to the background can be determined from the experimental
data. From the known integral and the relative amplitudes of the
background components they can be uniquely identified and fixed.
A second approach is to use in the here discussed 26O example the
25O [6,9,10] reference channel as ‘‘null measurement’’, where the
desired contributions are measured all together in the �v spectrum, but
no lifetime is expected.

The full �v distribution is then fitted using the shapes from the
simulation for several different �, where the amplitude of the simulated

Table 1
Extracted lifetimes �f it from several analyses and their mean uncertainties in comparison
with the simulated input data �sim for the examined test case with eight targets, cf. Fig. 7
& 8.

�sim (ps) �f it (ps) �� stat. (ps)

0.20 0.20 ±0.01

0.50 0.51 ±0.01

1.00 1.00 ±0.01

1.50 1.52 ±0.01

2.00 2.03 ±0.01

2.50 2.50 ±0.02

spectrum is the only free parameter and the background is fixed,
Fig. 7(d). Here, the advantage of the target stack is that the background
peaks from first and second silicon detector contribute only at the
extreme edges of the �v spectrum. Even though the last target is
most sensitive to the shortest lifetimes, several peaks are present and
one could also only fit the region where the silicon detectors do not
contribute.

2.5. Sensitivity

The determined �2 is considered to be smallest in case of the
real lifetime, cf. Fig. 7(e), which allows to determine the statistical
uncertainty from the minimum of the �2 parabola as �2

min
+ 1. The

minimum number of reconstructed events in the experiment needed to
determine a lifetime of 0.5 ps by a 5 � interval, only governed by the
statistical uncertainty, is 5×103 events. In the case discussed above, the
spectrum is clearly different from an instantaneous decay of a resonant
ground state, see Fig. 5, which can be shown experimentally also with
the one-neutron decay of 25O. The method is proven to measure and
confirm the neutron radioactive decay down to � = 0.50±0.01(stat)ps or
even � = 0.20±0.01(stat)ps within at least a 5� uncertainty interval under
the examined conditions. Other systematic and experimental effects are
not presented here. Further results from the same simulation, cf. Figs. 7
and 8, are summarized in Tab. 1.

3. Summary and outlook

We developed a method which will allow to directly measure the
lifetime of neutron-unbound states from decays inside and outside the
target. This method fills a gap for such decay studies and allows to
measure lifetimes in the lower time regime of radioactive decays, the pi-
cosecond range. The method considers the velocity-difference spectrum
between neutron(s) and fragment where the ratio of inside-to-outside
decays translate into a characteristic spectrum, analysing the spectrum’s
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shape results in the lifetime. Thus, this method is independent of an
absolute calibration of the velocity-difference spectrum.

The case of the 2n emitter 26O was studied in detail. With a specific
choice of target material and thickness according to the incoming
energy we could show with simulations that the method is sensitive
down to a lifetime of � = 0.2ps within 5� under the given conditions
and statistics, especially in a target-stack arrangement. The method is
however applicable to measure longer lifetimes even with one target.
The systematics can be adapted for other possible candidate nuclei
according to the lifetime.

Other possible candidates for neutron radioactive decays could be
16B [14] or other sd-shell nuclei with a low ground-state energy and a
sufficiently large angular momentum barrier.
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Appendix B

Analysis Methods

B.1 Breit-Wigner Line Shapes

In the following, the penetrability Pl and shift Sl functions are derived for different partial waves.

In case of neutron scattering, the resonance solutions are superpositions of spherical Bessel func-

tions. For charged particles the solutions are replaced by Coulomb functions [121].

The Breit-Wigner resonance line shape is characterized by the resonance energy Er and the

width Γl. They are functions of Pl and Sl, as shown in Eqs. 4.37 and 4.41,

Pl(E) = ka
1

F 2
l +G2

l

, (B.1)

Sl(E) = ka
ḞlFl + ĠlGl

F 2
l +G2

l

. (B.2)

Fl and Gl are expressed by the spherical Bessel functions of first kind jl and of second kind nl (or

called Neumann functions), respectively, evaluated at ρ = kr [53],

Fl(r) = kr · jl(ρ), (B.3)

Gl(r) = kr · nl(ρ). (B.4)

The used Bessel functions are listed in Table B.1. Following, Pl and Sl are calculated∗, the deriva-

tive is

Ḟ =
d

dρ
F (ρ)

∣
∣
∣
∣
r=a

. (B.5)

All functions are evaluated at the channel radius r = a, with ρ = ka and k =
√

2µE
~c . The resulting

expressions are given in Table B.2.

∗In Eq. (3F-38) in Ref. [53] a factor ka is missing for ∆l.
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B. Analysis Methods

Table B.1: Bessel functions of first jl and second nl kind for different orders (partial waves).

Order l jl(ρ) nl(ρ)

0 sin ρ
ρ − cos ρ

ρ

1 sinρ
ρ2

− cos ρ
ρ − cos ρ

ρ2
− sinρ

ρ

2
(

3
ρ2

− 1
)

sin ρ
ρ − 3 cos ρ

ρ2

(

− 3
ρ2

+ 1
)

cos ρ
ρ − 3 sinρ

ρ2

3
(
15
ρ3

− 6
ρ

)
sinρ
ρ −

(
15
ρ2

− 1
)

cos ρ
ρ

(

−15
ρ3

+ 6
ρ

)
cos ρ
ρ −

(
15
ρ2

− 1
)

sinρ
ρ

Table B.2: Penetrability Pl and shift Sl functions for different partial waves evaluated at ρ = ka.

Order l Pl(ρ) Sl(ρ)

0 ρ 0

1 ρ3

ρ2+1
− 1

ρ2+1

2 ρ5

ρ4+3ρ2+9
− 3(6+ρ2)

ρ4+3ρ2+9

3 ρ7

ρ6+6ρ4+45ρ2+225
− 3(225+30ρ2+2ρ4)

ρ6+6ρ4+45ρ2+225
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B.2 Least-Squares Fit to a Spectrum

Models are used to describe experimental spectra. In a fit procedure the model and data can be

compared to each other.

Here, a minimization procedure according to the χ2 is applied to find the best description of

the data points. The χ2 is defined as the weighted sum of the squared differences between the set

of experimental data points {xi, yi} and model function f(xi) [201],

χ2 =
∑

i

1

σ2i
[yi − f(xi)]

2 . (B.6)

The uncertainty σi follows in a counting experiment Poisson statistics why σi =
√
yi.

However, σi is only an estimate because the proper uncertainty comes from the parent dis-

tribution which is not known. Especially, it does not work for low-statistics experiment where

Poisson statistics does not apply [201]. Here, the uncertainty from the fitted curve σ2i = f(xi) is

used which should be closer to the parent distribution.

When fitting relative-energy or γ-ray spectra the χ2 formulation (Eq. B.6) with σ2i = f(xi)

(σ2i := 1 for f(xi) = 0) is embedded into the Minuit program [202] using the Migrad algorithm

for function minimization and error analysis. In case of the relative-energy fitting, the Breit-

Wigner functions are in each minimization step folded with the response matrix and the χ2 is

recalculated. After convergence is reached, the parameters’ uncertainties are taken from the

HESSE error matrix.

Another reason why the uncertainty from the function should be used is described in detail in

Ref. [185]. It is derived that the fitted function has the same area as the data what is true for any

test function and especially important for low-statistics analysis.
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Appendix C

BigRIPS and SAMURAI Setup

C.1 BigRIPS Setup

BigRIPS setting for the production runs optimized for 29F, see Table C.1.

C.2 SAMURAI Setup

C.2.1 MINOS Details

The technical details of MINOS and the parameters as applied in the experiment are listed in

Table C.2, the general information are taken from Refs. [151, 153].

C.2.2 Material Budget in SAMURAI Beam Line

The material budget in the SAMURAI beam line is listed in Table C.3.

C.2.3 Photogrammetry Results

Positions of the detectors in the experimental hall relative to the center of the SAMURAI mag-

net and the zero-degree line are given in Fig. C.1. The coordinates have been obtained by a

photogrammetry measurement which was analyzed by T. Ozaki [163].

∗The KDC is a drift chamber that was only installed for test purposes.
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C. BigRIPS and SAMURAI Setup

Table C.1: BigRIPS setting for the 29F production runs. The used detectors are included and the

set-values of the dipole magnets D# are given.

Focus Device Setting

F0
Target 9Be, 15mm
D1 8.6061 Tm

F1
Slit ±119.0mm
Wedge Degrader Al, 15mm, 18.66mrad
D2 8.0673 Tm

F2
Slit ±6.0mm

F3
Plastic Sci. 3mm
D3 8.0053 Tm
D4 8.0053 Tm

F5
PPAC

Wedge Degrader Al, 7mm, 5.969mrad
Slit ±120.0mm
PPAC 240mm(X), 100mm(Y)

Plastic Sci. 3mm
D5 7.6896 Tm
D6 7.6896 Tm

F7
Slit left 8.0mm
Slit right 4.0mm
Plastic Sci. 3mm

Table C.2: MINOS parameters.

Parameter

Target length 150mm
Target radius 28mm
Target density 0.0753 g/cm3

TPC length 300mm
TPC inner radius 45mm
TPC outer radius 95mm
Gas composition Ar(82%), CF4(15%), isobutane(3%)

Micromegas readout 3604 pads

Shaping time 333 ns
Time sampling 50MHz
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Table C.3: Material budget in the beam line starting at the entrance of the SAMURAI cave.

Detector Material Area density (mg/cm2) Length (mm)

SBT Plastic 103 1
Plastic 103 1
Mylar 13 0.096

Drift Vacuum 0 901.527
BDC1 Kapton 23 0.160

Ibutane 2 120
Kapton 11 0.08

Drift Vacuum 0 382
KDC∗ Aramid 3 0.024

Ibutane 1 100
Mylar 6 0.044

Drift Vacuum 0 397.14
BDC2 Kapton 23 0.16

Ibutane 2 120
Kapton 11 0.080

Drift Vacuum 0 114.0
Kapton 18 0.125
Air 45 381.9

MINOS Kapton 18 0.125
Vacuum 0 493.3
Mylar 17 0.125
LH2 11.3552 151
Mylar 21 0.15

Drift Vacuum 0 236.8
Kapton 18 0.129
Air 20 169.2
Kapton 18 0.129
Vacuum 0 920

FDC1 Kapton 23 0.16
Aramid 1 0.008
Kapton 17 0.120
Ibutane 5 336.0
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C. BigRIPS and SAMURAI Setup

Figure C.1: Detector positions in the SAMURAI cave obtained in a photogrammetry measurement.
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Appendix D

Calibration

D.1 Drift-Chamber Position Resolution

The BDCs have a simple structure. The x position of a particle track through the detector is deter-

mined from wires in vertical direction and accordingly, the y position is deduced from horizontal

wires separately. There are n = 4 layers in x and 4 layers oriented in y direction.

The track is determined in a linear regression model from the single interactions of the passing

particle. The xk position at the kth layer with in-beam position zk is

xk = α · zk + x0. (D.1)

The parameters α and x0 need to be determined to describe the linear track. The parameters

are obtained in a least-square approach [201] based on the linear model. The multiple linear

regression can be formulated in a matrix representation,

~b = A · ~a. (D.2)

The parameter vector ~a is thus

~a = A−1 ·~b. (D.3)

In the linear case of Eq. D.1 this becomes

(

x0

α

)

=

(

n
∑n

i=1 zi
∑n

i=1 zi
∑n

i=1 z
2
i

)−1

·
( ∑n

i=1 xi
∑n

i=1 xizi

)

. (D.4)

The goal is to determine the position resolution of each layer from the resolution of the residual
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D. Calibration

rk, that is defined as

rk = xmeas
k − xtrackk

= xmeas
k − (αzk + x0),

(D.5)

with the measured position xmeas
k at layer k. In terms of the Gaussian error propagation the

resolution is derived as

σ2rk =

n∑

i=1

(
∂rk
∂xi

σxi

)2

. (D.6)

It is assumed that the position resolution is the same for all layers σxi = σx and the zi-position

uncertainty is negligible. The derivation is

σ2rk = σ2x ·
n∑

i=1

[

δik −
nzizk − zi

∑n
i=1 zi − zk

∑n
i=1 zi +

∑n
i=1 z

2
i

n
∑n

i=1 z
2
i − (

∑n
i=1 zi)

2

]2

︸ ︷︷ ︸
=κ

. (D.7)

The position resolution is calculated with the conversion factor κ,

σx =
σrk√
κ
. (D.8)

The conversion factor for the BDCs is listed in Tab. D.1. In the same way the position resolution

of the FDCs is determined. The expressions become more complex because wires are rotated in

the x-y-plane, and the x and y position are deduced from one track. The residual relative to the

local hit position is here

rk = xmeas
k − [(αzk + x0) · cos(θk) + (βzk + y0) · sin(θk)] , (D.9)

with the wire’s rotation angle θk. The least-square approach in matrix representation is









x0

α

y0

β









= A−1 ·









∑n
i=1 xi cos (θi)

∑n
i=1 xizi cos (θi)
∑n

i=1 xi sin (θi)
∑n

i=1 xizi sin (θi)









, (D.10)
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with

A−1 =
1

2
·







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2n cos2(θi) 2
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i=1 zi(sin(2θi))

2
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2
i cos

2(θi)
∑n

i=1 zi(sin(2θi))
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i=1 z
2
i sin
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







−1

.

(D.11)

Starting with this expression, the position resolution is derived in the same way as in Eq. D.6.

The expression becomes rather complex, it is evaluated in Mathematica [203]. It is also refrained

from giving the resulting formula explicitly but the conversion factors κ, used in Eq. D.8, are given

in Table D.1.

Table D.1: Conversion factor κ to determine the position resolution σx from the residual resolution

σrk for BDCs, FDC1, and FDC2.

Layer κ
k BDC FDC1 FDC2

1 0.382 0.702 0.720
2 0.618 0.762 0.741
3 0.382 0.562 0.597
4 0.618 0.674 0.637
5 0.618 0.651 0.681
6 0.382 0.738 0.711
7 0.618 0.911 0.912
8 0.382 0.911 0.912
9 0.738 0.711
10 0.651 0.681
11 0.674 0.637
12 0.562 0.597
13 0.762 0.741
14 0.702 0.720
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D. Calibration

D.2 DALI2 Calibration

The γ-ray sources used for the energy calibration of DALI2 are listed in Table D.2.

Table D.2: Used γ-ray sources for the energy calibration of DALI2.

Source γ Energy (keV) Activity (kBq) at ref. day

137Cs 661.657 8.23 2010/03/16
60Co 1173.228 88.1 2010/03/16

1332.501
88Y 898.042 852.0 2013/06/17

1836.063

List of NaI(Tl) crystals that show relatively small efficiency and low energy resolution in this

experiment, and are thus not considered in the analysis. ID: < 20, 24, 26, 28, 29, 32, 35, 36, 38,

45, 46, 47, 49, 54, 57, 58, 59, 60, 64, 66, 67, 88, 123
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Appendix E

Three-Body Analysis in Jacobi

Coordinates for 29F

E.1 Fractional-Energy Spectra

Fitted fractional-energy spectra shown in Fig. E.1, for explanations see Sec. 8.2.3.

E.2 Three-Body Correlations in Jacobi Coordinates

Three-body correlation spectra in Jacobi coordinates shown in Figs. E.2, E.3, E.4, E.5 for different

Efnn regions.
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E. Three-Body Analysis in Jacobi Coordinates for 29F
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Figure E.1: Fractional-energy spectra ǫfn of 29F in Y-system for different energies regions in Efnn,

see Sec. 8.2.3. The data (blue dots) are fit with a theory for sequential decay, the total fit is shown

as cyan line.

(a) 0.9MeV < Efnn < 1.2MeV: Er
fn = 223(6) keV, Γr = 114(16) keV (blue line); Er

fn =
400(20) keV, Γr < 50 keV (dashed blue line).

(b) 1.8MeV < Efnn < 2.3MeV: Er
fn = 241(5) keV, Γr < 50 keV; Er

fn = 914(62) keV,

Γr = 240(122) keV.

(c) 2.3MeV < Efnn < 3.0MeV: Er
fn = 223(7) keV, Γr = 50 keV (fixed); Er

fn = 1053(36) keV,

Γr < 240 keV (fixed). Phase-space contributions become apparent (dashed dark blue line).

(d) 3.0MeV < Efnn < 4.0MeV: Er
fn = 219(8) keV, Γr = 50 keV (fixed); Er

fn = 992(128) keV,

Γr = 250 keV (fixed). Phase-space contribution as dashed dark blue line.
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Figure E.2: Fractional energy in Y-system.
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E. Three-Body Analysis in Jacobi Coordinates for 29F

C
o
u

n
ts

5

10

15

20

25

30

35

40

45
0.0 < Efnn < 0.5 MeV

C
o
u

n
ts

20

40

60

80

100
0.9 < Efnn < 1.2 MeV

C
o
u

n
ts

10

20

30

40

50

60
1.5 < Efnn < 1.8 MeV

cos(θ)
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8

C
o
u

n
ts

0

5

10

15

20

25

30

35

40
2.3 < Efnn < 3.0 MeV

0.5 < Efnn < 0.9 MeV

1.2 < Efnn < 1.5 MeV

1.8 < Efnn < 2.3 MeV

cos(θ)
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

3.0 < Efnn < 4.0 MeV

Figure E.3: Angular distribution in Y-system.
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Figure E.4: Fractional energy in T-system.
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E. Three-Body Analysis in Jacobi Coordinates for 29F
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Figure E.5: Angular distribution in T-system.
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E.3 Relative-energy Spectrum

29F relative-energy spectrum fit with an additional resonance at ∼ 800 keV, see Fig. E.6, cf.

Sec. 8.2.6.

Efnn (MeV)
0 1 2 3 4 5 6

d
σ
/d
E

f
n
n

(a
rb

.
u

n
it

s
/
40

ke
V

)

0

1

2

3
×103

Figure E.6: Relative-energy spectrum of 29F∗ fit with sequential Breit-Wigner line shapes and an

additional resonance in comparison to the result in Fig. 8.19, χ2
red = 1.11.
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ick, and M.V. Zhukov. Momentum profile analysis in one-neutron knockout from Bor-

romean nuclei. Physics Letters B, 718(4):1309 – 1313, 2013. ISSN 0370-2693. doi:

https://doi.org/10.1016/j.physletb.2012.12.028. URL http://www.sciencedirect.com/

science/article/pii/S0370269312012816.

[97] J. Marganiec, F. Wamers, F. Aksouh, Yu. Aksyutina, H. Álvarez Pol, T. Aumann, S. Beceiro-
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List of Notations

ADC Analog-to-Digital Converter.

BDC Beam Drift Chamber.

BigRIPS Big RIKEN Projectile Fragment Separator.

c. m. Center-of-Mass.

CC Coupled Cluster.

CERN Conseil Européen pour la Recherche Nucléaire.

CFD Constant-Fraction Discriminator.

DALI2 Detector Array for Low Intensity radiation 2.

DAQ Data Acquisition.

DWIA Distorted Wave Impulse Approximation.

ECR Electron Cyclotron Resonance.

EFT Effective Field Theory.

EoS Equation of State.

ESPE Effective Single Particle Energy.

FAIR Facility for Antiproton and Ion Research.

FDC Forward Drift Chamber.

FEC Front End Computer.

FPGA Field-Programmable Gate Array.

fRC Fixed Frequency Ring Cyclotron.

FRIB Facility for Rare Isotope Beams.

FRS Fragment Separator.

FSI Final State Interactions.

FWHM Full Width at Half Maximum.
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GANIL Grand Accélérateur National d’Ions Lourds.

GSI GSI Helmholtz Centre for Heavy-Ion Research.

GSM Gamow Shell Model.

GTO Generic Trigger Operator.

HO Harmonic Oscillator.

HODF24 Hodoscope for Fragment-24.

IM-SRG In-Medium Similarity Renormalization Group.

IPM Independent Particle Model.

IRC Intermediate-stage Ring Cyclotron.

ISOL Isotope Separation On-Line.

ISOLDE Isotope Separator On-Line Detector.

IT-NCSM Importance-Truncated No-Core Shell Model.

iThemba LABS iThemba Laboratory for Accelerator-Based Sciences.

LH2 target Liquid Hydrogen Target.

LINAC Linear Accelerator.

LUPO Logic Unit for Programmable Operation.

MBPT Many-Body Perturbation Theory.

MBS Multi Branch System.

MINOS MagIc Numbers Off Stability.

MWDC Multi Wire Drift Chamber.

NCSM No-Core Shell Model.

NEBULA NEutron Detection System for Breakup of Unstable Nuclei with Large Accep-

tance.

NeuLAND New Large-Area Neutron Detector.

NNDC National Nuclear Data Center.

NSCL National Superconducting Cyclotron Laboratory.

PMT Photo Multiplier Tube.

PPAC Parallel Plate Avalanche Counter.

QCD Quantum Chromodynamics.

QDC Charge-to-Digital Converter.

QFS Quasi-Free Scattering.

238



QMC Quantum Monte Carlo.

R3B Reactions with Relativistic Radioactive Beams.

RCNP Research Center for Nuclear Physics.

RF Radio Frequency.

RI Radioactive Isotope.

RIBF Radioactive Ion Beam Factory.

RIKEN Rikagaku Kenkyūjyo, Designated National Research and Development Insti-

tute.

RILAC RIKEN LINAC.

RIPS RIKEN Projectile Fragment Separator.

RMS Root Mean Square.

RRC RIKEN Ring Cyclotron.

SAMURAI Superconducting Analyzer for MUlti-particles from RAdioIsotope beams.

SBT SBT Start Timer.

SCGF Self-Consistent Green’s Function.

SEASTAR Shell Evolution And Search for Two-plus energies in neutron-rich nuclei At the

RIBF.

SM Shell Model.

SPE Single Particle Energy.

SRC Superconducting Ring Cyclotron.

SRG Similarity Renormalization Group.

Super-FRS Superconducting Fragment Separator.

TacQuila TacQuila Electronics.

TBME Two-Body Matrix Element.

TDC Time-to-Digital Converter.

TIARA Takasaki Ion Accelerators for Advanced Radiation Application.

ToF Time-of-Flight.

ToT Time-over-Threshold.

TPC Time-Projection Chamber.

TRIUMF Canada’s Particle Accelerator Centre.

ZDS ZeroDegree Spectrometer.
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