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Abstract of Dissertation

One of the few remaining parameters of the standard model (SM) of particle physics that has
not yet been measured is the Higgs self-coupling. A measurement of this parameter would
serve as a fundamental test of the SM, as its value has a direct effect on the shape of the
Higgs potential, and any deviation of the measured Higgs self-coupling value from the SM
prediction would have profound implications on physicists’ collective understanding of the
universe. This coupling is directly accessible via Higgs pair production, the production of two
Higgs bosons in a single process, which is actively studied at the CMS experiment at the LHC.
In this thesis, the first search by the CMS experiment for Higgs pair production in the WW~~
final state, performed using data collected at the LHC from 2016-2018 (Run 2), is presented.
The dataset corresponds to a center-of-mass energy of 13 TeV, and an integrated luminosity
of 138 fb™!. The search results in an observed (expected) 95% confidence level (CL) upper
limit on Higgs pair production in the gluon-fusion channel of 3.0 (1.7) pb, corresponding to
about 97 (53) times the standard model prediction. Additionally, the analysis makes use of
an Effective field theory (EFT) framework to obtain an observed (expected) constraint on the
strength of the Higgs self-coupling of -25.9 (-14.5) to 24.1 (18.4) times its SM value. Within
the same framework, constraints are also placed on purely beyond the standard model (BSM)
scenarios. An observed (expected) constraint on the strength of the direct coupling of two
Higgs bosons to two top quarks of -2.4 (-1.7) to 2.9 (2.2) is obtained at a 95% CL, and 95%
CL upper limits are placed on twenty EF'T benchmark scenarios ranging from 1.7 - 6.2 (1.0
- 3.9) pb. This thesis also includes a description of the experimental setup necessary for this
analysis, comprising the LHC and CMS. A detailed description of the CMS Electromagnetic
Calorimeter, crucial for the detection of these di-Higgs final states, is included along with its
ongoing optimizations and operational plans for LHC Run 3. Additionally, the first Phase-II
projection of Higgs pair production in the WW~~ and 7777 final states at the future HL-
LHC with the Phase-II upgraded CMS detector is included, where an expected significance

of 0.22 ¢ is extracted.
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Chapter 1

Introduction

Through the study of particle physics, human beings are able to probe the fundamental build-
ing blocks of the very universe they inhabit. This field is rich in expertise. Firstly, particle
physicists seeking to answer fundamental questions about the universe determine the exper-
imental setups, namely the types of particle accelerators and detectors, that are required in
order to attempt to answer these questions. Incredible efforts are then required of engineers
and technicians to build these accelerators and detectors. Multi-year long data-taking pe-
riods then commence, warranting undying dedication from a multitude of accelerator and
detector operations teams. The unprecedented amounts of data recorded by these parti-
cle detectors, and their associated simulations, then require state of the art computational
tools and resources to be processed and analyzed in a reasonable time frame. Finally, novel
statistical interpretations must then be invoked in order to infer results from the recorded
data, in an attempt to answer the questions with which physicists began. This monumen-
tal effort requires expertise from scientists around the world, where CERN (Organisation
Européenne pour la Recherche Nucléaire) is one of the main sites where these collaborators
come together.

In 2012, the experimental discovery of the Higgs boson by the CMS (Compact Muon
Solenoid) and ATLAS experiments at the CERN LHC (Large Hadron Collider) [1; 2; 3]
marked a historic achievement for humanity. Physicists had finally experimentally verified
the existence of the Higgs boson, a particle first theorized in the 1960s, and one that is
central to the current framework of particle physics: The Standard Model (SM).

The SM is a quantum field theory describing the fundamental forces of nature and its

constituent particles. It accounts for the electromagnetic, weak, and strong forces and in-
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cludes particles classified as quarks, leptons, and bosons. The SM is consistent with the
vast majority of experimental observations in particle physics, and continues to be widely
used to this day when interpreting data. Additionally, it is often used as a basis from which
extensions are made to new theories. In the SM, observable particles arise as excitations
of their corresponding quantum fields. The Higgs field adds a potential energy term to the
SM Lagrangian, and due to its shape and the requirement of a vacuum energy value, its
mathematically described symmetry is spontaneously broken. This process is known as elec-
troweak symmetry breaking, and is a crucial mechanism described by the SM as it explains
the origin of mass for massive particles which interact with the Higgs field.

In the post Higgs-discovery era, physicists are aiming to further understand and char-
acterize the Higgs boson, and by extension the electroweak symmetry breaking mechanism.
A fundamental test of the SM is to measure the coupling strengths of the Higgs boson to
massive SM particles, where many couplings have now been measured with precisions down
to around 10% with respect to their SM predicted values. A coupling of particular interest
which has not yet been precisely measured is the Higgs self-coupling. This coupling has a
direct effect on the shape of the Higgs potential, and its magnitude is explicitly predicted
by the SM. Based on this predicted value and the current measurements of the top quark
mass and Higgs boson mass, it is predicted that the Higgs vacuum energy currently sits at
a metastable minimum. This would mean there is a non-zero probability that the minimum
of the Higgs potential can tunnel to a lower minimum, which would change the laws of
physics as we know them. An experimental measurement of the Higgs self-coupling could
have profound implications on physicists’ understanding of the universe: It may confirm the
predictions of the SM, or it may refute the SM entirely and prompt physicists to make sense
of this in a way that is in agreement with all previous observations.

Through the study of Higgs pair production, the production of two Higgs bosons in
a single process, the Higgs self-coupling is directly accessible. Additionally, through the

use of an Effective Field Theory (EFT) framework, a wide model-independent search for
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physics beyond the standard model (BSM) through searches of Higgs pair production can
be performed. Due to destructive interference between its two leading order (LO) processes,
non-resonant Higgs pair production has a low production cross section, meaning that the
combination of many di-Higgs final states will be necessary in order to maximize the chances
for observation, and obtain as precise a measurement as possible of the Higgs self-coupling. In
order to search for this relatively small signal and include a new search channel, a search for
Higgs pair production by the CMS experiment in the WW~~ channel was performed. This
channel benefits from the sensitive H— v~ process which provides a narrow, distinguishable
signature. The H-WW leg of the decay contributes a relatively large branching ratio among
Higgs boson decay processes of about 22%, increasing the expected yields of the di-Higgs
process. Because the W boson can decay both leptonically and hadronically, the H-WW and
by extension the HH—-WW~~ process has three possible final states: The Fully-Hadronic,
Semi-Leptonic, and Fully-Leptonic final states, corresponding to 0, 1, and 2 leptonically
decaying W-bosons respectively.

During Run 2 of the LHC (2016-18), about 138 fb=! of data was recorded by the CMS
detector from proton-proton collisions at a center-of-mass energy of /s = 13 TeV. Using
this dataset, the first search for Higgs pair production in the WW~~y final state by the CMS
experiment was performed. The CMS ECAL (Electromagnetic Calorimeter) was vital for
this analysis, as it is the sole sub-detector of CMS that can directly detect photons which
leave a trace of the sensitive H— ~7 signature in all three final states of this di-Higgs channel.
It is additionally crucial for the detection of electrons, present in two of the three WW~~y
final states.

In order to potentially improve the sensitivity of this analysis and similar analyses using
the CMS dataset to be collected during Run 3 of the LHC beginning in 2022, existing
CMS ECAL features have been optimized and new features have been investigated. During
the commissioning period of the CMS ECAL for Run 3, the performance of the CMS ECAL

operations teams will be crucial for the detector’s successful operation and its commissioning
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of these features.

Additionally, it is important to estimate the expected sensitivity of this analysis and
similar analyses using data to be collected by the upgraded CMS detector during the running
period of the future High Luminosity LHC, in order to gauge the prospects of these future
physics analyses. This is done through projection studies, the first of which in the WW~~
and 777~y di-Higgs final states has been performed by the CMS collaboration.

This thesis is organized as follows: Chapter 2 will describe the theoretical background
which comprises our current understanding of particle physics, and inherently motivates
experimental analyses. Chapter 3 will describe the experimental setup: The Large Hadron
Collider and the CMS detector. Chapter 4 makes up the “Past” portion of this thesis, and
will describe the first search by the CMS collaboration for Higgs pair production in the two
W-boson and two-photon final state. Chapter 5 makes up the “Present” portion of this thesis,
and will describe the ongoing efforts to optimize the CMS Electromagnetic Calorimeter for
Run 3, a crucial subdetector for detecting photon and electron signatures of the HH—W W~
process. This chapter will also include a description of the roles of the various CMS ECAL
operations teams. Chapter 6 makes up the “Future” portion of this thesis, and will describe
the first sensitivity projection of the search for Higgs pair production in the WW~~ and 777~
final states at the future High Luminosity LHC with the upgraded CMS detector. Finally,
Chapter 7 will summarize the full content of the thesis, and highlight the importance of
making the most of the data taken in the past while simultaneously optimizing the quality
of the data taken during the present, and investigating the potential prospects for physics

analysis using data to be taken in the future.

19



Chapter 2

Theoretical background

The history of particle physics encompasses a slew of discoveries of fundamental particles
and force mediators that describe the matter and interactions of the universe. While much
has been theorized and experimentally verified, the story of particle physics is far from over.
As we progress, theoretical and experimental results will continue to influence other with
the goal of understanding the nature of the universe. In this chapter, the current theoretical
foundation of particle physics will be described in order to motivate the experimental setup
and physics analyses later described in this thesis.

This chapter is structured as follows: The most successful theoretical model of particle
physics to date, the standard model, will be described in Section 2.1. In Section 2.2, the Higgs
boson and its corresponding electroweak symmetry breaking mechanism will be described.

Finally, Section 2.3 will describe the process of Higgs pair production.

2.1 The Standard Model

The standard model (SM) is a quantum field theory which defines a set of quantum fields,
whose excitations correspond to observable particles, and describes how they interact. The
SM is considered one of the most successful and widely encompassing physical theories to
date, as it is consistent with most of the phenomena observed in particle and nuclear physics
experiment, and therefore forms a bedrock of understanding of the nature of the universe.
The SM defines a quantum field for each type of particle, where the particles include force
mediating gauge bosons, a scalar boson, and fermions making up massive material.

The difference between these two classes of particles is as follows: Bosons obey Bose-

Einstein statistics, meaning many of them in a given system can simultaneously exist in
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the same quantum state, while fermions obey Fermi-Dirac statistics, under which no two

fermions within a system can exist in the same quantum state. The particles described by

the standard model are depicted in Fig 2.1.
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Figure 2.1: Particles described by the Standard Model

An important feature of the SM lagrangian is its invariance under the product group

shown in Equation 2.1.
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SU(3)e x SU2)w x U(1)y (2.1)

The invariance of the SM lagrangian under these gauge groups corresponds to the con-
servation of color charge, weak isospin, and hypercharge. In addition, these gauge groups
correspond to three fundamental forces: The electromagnetic force mediated by the photon
(U(1)), the weak force mediated by the W* and Z bosons (SU(2)), and the strong force me-
diated by the gluon (SU(3)). A known fourth fundamental force of nature, the gravitational
force, is not described by the standard model. The absence of the gravitational force in the
standard model is a sign that while the SM explains the majority of observations, it is an

incomplete description of the fundamental particles and interactions of the universe.

2.1.1 Particles

The SM predicts the existence of particles, which manifest in observation as excitations of
their corresponding quantum fields. The particles are classified as fermions described in

Section 2.1.1.1, and bosons described in Section 2.1.1.2.

2.1.1.1 Fermions

Fermions are defined as particles which obey Fermi-Dirac statistics, meaning that no two
fermions in a quantum system can occupy the same quantum state. At a macroscopic scale,
this can be qualitatively thought of as the impossibility for two pieces of matter to go through
each other. At a microscopic scale, one implication of Fermi-Dirac statistics is that as an
atom gains more electrons, they must occupy “shells” at higher energy states, as lower energy
states may already be occupied by existing electrons.

The two types of fermions are quarks and leptons, each of which has three generations,
increasing in mass with each generation. The quarks are composed of up and down (1st gen-

eration), charm and strange (2nd generation), and top and bottom quarks (3rd generation).

22



When describing particle masses, the base unit used is the electronvolt (eV), where 1 eV
corresponds to the amount of kinetic energy gained by an electron when accelerated from
rest across one volt of electric potential in a vacuum. The six SM quarks have a large mass
range spanning a few MeV up to 173 GeV (current mass measurement of the top quark),
and account for the quantum numbers of hadrons. A common instance of quarks is the
composition of the most common hadrons we see around us: Protons (neutrons) have three
valence quarks: two up (down) quarks and one down (up) quark.

In the SM, quarks are predicted to be confined, meaning they cannot exist freely and
must always be in a bound state with other particles. This means when quarks are produced
in experiment, such as from particle collisions, these quarks immediately form pairs with
quarks from the QCD vacuum. This process continues with subsequent quarks, leading to
the detection of a jet of hadronic activity rather than a single quark. This phenomenon is
called hadronization, and is shown in Figure 2.2. This phenomenon is constantly seen at

hadron colliders, and is a fundamental handle for detecting quarks and gluons.
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Figure 2.2: Diagram of quark hadronization

The three generations of leptons are the electron, muon, and tau, each with a corre-
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sponding flavour of neutrino. Electrons are present in atoms, as they exist in quantum
states surrounding the atomic nucleus comprised of neutrons and protons.

While electrons, muons, and taus have mass, in the SM there is no mechanism by which
neutrinos gain mass. However, experimental measurements of neutrino oscillations have ob-
served non-zero differences between the squared masses of different neutrino flavors, implying
that neutrinos have mass. This is further evidence that the SM is incomplete.

All leptons also have an associated anti particle, which posses the same traits as its

corresponding particle but with a negated electric charge.

2.1.1.2 Bosons

Bosons are defined as particles which obey Bose-Einstein statistics. The SM predicts five
bosons, namely the gluon, photon, Z boson, W boson and Higgs boson.

Gluons are responsible for mediating the strong force, the mechanism which keeps protons
in a bound state by binding their valence and sea quarks. The energy stored in this binding
of quarks via gluons accounts for most of the mass of the proton.

The photon is a massless boson which mediates the electromagnetic force between charged
particles. It is also the particle corresponding what we see as light: Electromagnetic radia-
tion, which at certain frequencies is visible to the human eye.

The W and Z bosons mediate the weak force, and were experimentally discovered by the
UA1 and UA2 experiments at CERN in 1983.

The quantum field corresponding to the Higgs boson plays the special role of providing

the mechanism by which massive fermions and bosons obtain their mass.

2.1.2 Forces

While predicting the existence of fermions and bosons, the SM also predicts three types of

interactions between these particles: The strong, weak, and electromagnetic interactions.
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2.1.2.1 The strong interaction

The strong force is mediated by the gluon, and is the force by which gluons and quarks inter-
act. This type of interaction is called Quantum Chromodynamics (QCD), and corresponds
to the SU(3) gauge symmetry in the SM, for which color charge is the conserved quantity.
This force is crucial to our qualitative conception of matter, as it is responsible for the
binding of quarks into protons and neutrons, as well as the binding of protons and neutrons

into stable molecules.

2.1.2.2 The weak interaction

The weak force is a fundamental force mediated by the W* and Z bosons, and corresponds
to the SU(2) gauge symmetry of the SM, whose conserved quantity is weak isospin.

A fundamental concept in particle and nuclear physics is that of decay: Unstable particles
tend to decay towards a more favorable energy state, in which they are transformed into
subsequent “daughter” particles, and the weak force is the mechanism by which radioactive
decays occur. A common decay known as beta decay, the process by which a neutron decays
into a proton, does so via the decay of one of its valence quarks to the opposite signed quark.

A Feynman diagram illustrating this is shown in Figure 2.3.
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Figure 2.3: Feynman diagram of 8 decay.

In this interaction, the down-flavoured valence quark of a neutron (d) spontaneously
decays into an up quark via the emission of a W boson. This W boson then subsequently
decays into an electron and an anti-electron neutrino, leaving a traceable signature. This
is known as the lepton decay mode of the W boson, and is one signature through which

physicists can search for the W boson in particle collisions.

2.1.2.3 The electromagnetic interaction

The electromagnetic interaction is mediated by the photon, a spin 1 gauge boson. The
conserved quantity in the SM through this interaction is hypercharge, corresponding to the

U(1) gauge symmetry in the SM; illustrated in Equation 2.2.

6 ¢ = (22)
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Where ¢ represents a scalar field, and « represents a constant. Under this transformation
the SM lagrangian is invariant.

The photon interacts with all electromagnetically charged particles, which includes quarks,
massive leptons, and the W boson. An example interaction, that of the repulsion of two elec-
trons via the electromagnetic force, is shown in the form of a Feynman diagram in Figure

2.4.

e e

e e

Figure 2.4: Feynman diagram of the electromagnetic interaction between two electrons.

2.2 The higgs boson and electroweak symmetry break-
ing

While the electromagnetic and weak forces can be defined individually, and act separately

at low energy scales, at the electroweak energy scale of about 246 GeV, they are unified into
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a single force called the electroweak force. This energy scale is convenient for describing the
potential energy term from the Higgs boson, and the subsequent spontaneous breaking of its
symmetry.

The Higgs potential term of the SM lagrangian looks as shown in Equation 2.3.

A

2
7
V@)=L jof+ 7o 23)

The shape of the higgs potential is shown in Figure 2.5, in a two dimensional phase space

made up of the real and imaginary parts of the field ®.

Figure 2.5: Shape of the Higgs potential

A minimum energy value, or vacuum expectation value (VEV), must be taken by the
higgs potential. Due to the shape of the higgs potential, an infinite number of points in the

two dimensional phase space made up by the real and imaginary parts of the field ® lie on a
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circle which all take on the same value of the Higgs potential. This means that a choice must
be made as to which point is taken for the VEV, which leads to a spontaneous breaking of
this symmetry.

After electroweak symmetry breaking, additional terms are added to the lagrangian in-
cluding mass terms for the known massive particles, and terms which determine the shape

of the Higgs potential, shown in Equation 2.4.

2
My

ml%l 2 3, Mo
V = —H +/\3UH + —H , )\3:>\4:)\HHH: 5
2 4 2v

(2.4)

Thus, the shape of the higgs potential depends on the coupling strength values of a Higgs
to two Higgs (the tri-linear coupling H?), and of two Higgs to two Higgs (the quartic Higgs
coupling H*). The values of these couplings are predicted by the SM in terms of the Higgs
boson mass and VEV, and based on experimental measurements the higgs self-coupling is
predicted to be 0.13 by the SM.

Based on its predicated shape and the current measurements of the top quark mass and
Higgs boson mass, the type of stability in which the Higgs VEV is predicted to sit is shown

in Figure 2.6.
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Figure 2.6: Higgs VEV stability as a function of top quark mass and Higs mass

Based on current measurements of the top quark mass and Higgs boson mass, the Higgs

VEV is predicted to sit at a meta-stable minimum, as depicted in Figure 2.7.
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Figure 2.7: Depiction of a metastable Higgs VEV.
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This allows for a non-zero probability of the Higgs minimum to shift to a lower, global
minimum value, through the process of quantum tunnelling. A shift of the minimum of this
sort would completely change the laws of physics as we understand them.

As this is the prediction made by the SM based on the current top quark and Higgs boson
mass measurements, it is crucial to be able to compare this to experiment. This implies that
an experimental measurement of the shape of the Higgs potential, accessible via its tri-linear

and quartic couplings, would provide a fundamental test of the SM.

2.3 Higgs pair production

A process through which the Higgs self-coupling can be directly accessed is Higgs pair pro-
duction, the production of two Higgs bosons in a single process. The access of this coupling
can allow for a measurement of its value, meaning that physics analyses of Higgs pair produc-
tion can allow physicsts to provide experimental input into the shape of the Higgs potential.
This comparison would be fundamental, and could have profound implications: This mea-
surement may agree with the SM, or it may disagree and prompt physicists to consider how
to reconcile the SM with their current observations.

The two Feynman diagrams at leading order (LO) which have the largest impact on the
production likelihood of Higgs pair production in the gluon-gluon fusion production mode

are shown in Figure 2.8.
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Figure 2.8: Leading order Higgs pair production Feynman diagrams in the gluon-gluon fusion
production channel.
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These diagrams are referred to as the “triangle” and “box” diagrams, where the triangle

diagram is sensitive to both the Higgs self-coupling and top yukawa coupling (the coupling

of the Higgs boson to two top quarks), while the box diagram is sensitive only to the top

yukawa coupling. These diagrams destructively interfere in the computation of the process’

matrix element, leading to a low production cross section. The contributions and interference

of these two diagrams as a function of di-Higgs invariant mass for a center-of-mass energy

of proton-proton collisions equal to /s = 14TeV is shown in Figure 2.9.
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Figure 2.9: Contribution to HH production cross section as a function of di-Higgs system
invariant mass, for the triangle and box diagrams and their interference term.

Taking the higher order Feynman diagrams into account, including at next to leading

order (NLO) and next-to-next-to leading order (NNLO), a more precise value of the di-Higgs

production cross section is computed as a function of center of mass energy for different

production modes, and is shown in Figure 2.10.
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Figure 2.10: Higgs pair production cross sections for different production modes, as a function
of center of mass energy.

For proton-proton collisions at center-of-mass energies between 13-100 TeV, the dominant
production mode of Higgs pair production is gluon-gluon fusion. For most of this energy
spectrum, the next most sensitive production mode is Vector Boson fusion, roughly a factor
of 20 less likely. Theoretical productions of Higgs pair production cross section, and physics
processes in general, are extremely important for motivating the types of particle colliders
and detectors to be built in the future. This allows the matching of a desired physics
program with colliders and experiments expected to be capable of producing and detecting

these expected physics signatures, in order to answer physicists’ questions.
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Chapter 3

Experimental Setup: The LHC and the CMS

Detector

From the theoretical background described in the previous chapter, we know what type of
physics we expect to see given an initial set of conditions. In order to test the consistency of
this theory and search for its expected signatures in order to answer fundamental questions,
we require an experimental setup designed to produce and study these physical interactions.

This chapter is divided into two sections: Section 3.1 will describe the Large Hadron

Collider, and Section 3.2 will describe the Compact Muon Solenoid detector.

3.1 The Large Hadron Collider

The Large Hadron Collider is a particle accelerator located about 100 meters underground,
straddling the border of France and Switzerland. It is the largest machine ever built, and an
aerial view is shown in Fig 3.1, including the positions of the major experiments it delivers
collisions to: The ALICE, ATLAS, CMS, and LHCDb detectors. Its construction took place
from 1998 to 2008, with the intention of building a machine which can produce proton-proton
collisions at a center of mass energy not yet achieved, where part of its physics program was
to experimentally discover the Higgs boson, and enhance the ability to test a variety of

beyond the standard model (BSM) theories.
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Figure 3.1: The geographical location of the Large Hadron Collider (yellow solid), relative
to the French-Swiss border (white dashed) and LHC experiments (white labels)

The LHC is the final acceleration stage in a complex of linear and circular accelerators,

all of which are depicted in Figure 3.2.
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The CERN accelerator complex
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Figure 3.2: CERN accelerator complex

Proton-proton collisions are a useful basis for performing a variety of particle physics
analyses, as with a high enough initial energy, all of the SM fermions and bosons can be
produced. As the mass of the proton is small compared to that of other SM particles such as
the W and Z bosons (about 1/90th) or the Higgs boson (about 1/125th the mass), particle
accelerators are used in order to increase the energy of the protons such that this energy
can be converted into these more massive particles. Also as seen in the theoretical back-
ground chapter, higher center-of-mass energies can lead to higher likelihoods of producing
rare processes, such as Higgs pair production.

In Figure 3.3, the long term schedule of the LHC is shown. It should be noted that this
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schedule is always subject to change, as unforeseen circumstances may come up during this

long time period.
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Figure 3.3: LHC long term schedule

3.1.1 Run 2

Run 2 of the LHC took place from 2015-2018 as shown in Figure 3.3, where very little data
was delivered to the experiments in 2015, and therefore the vast majority of Run 2 analyses
include data collected from 2016-2018.

In order to prepare proton-proton collisions with a high center of mass energy and instan-
taneous luminosity, during LHC Run 2 the CERN accelerator complex began with a source

of Hy, a hydrogen gas. This H, gas was injected into a cavity in the presence of an electric
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field in order to strip it of its electrons, yielding a pure proton source. These protons were
then sent to LINAC 2 (Linear Accelerator 2) to perform an initial acceleration of protons to
an energy of 50 MeV. The proton beam then enters the Proton Synchrotron Booster, where
they are further accelerated to 1.4 GeV for injection into the Proton Synchrotron, where the
beam is further accelerated to 26 GeV. The penultimate stop in the proton beams’ acceler-
ation journey is the Super Proton Synchrotron (SPS). In SPS, proton are accelerated up to
450 GeV each and are then injected into the LHC. It is in the LHC where the proton beams,
during Run 2, were accelerated up to 6.5 TeV each corresponding to a center of mass energy
of 13 TeV, then a world record.

Each stage of acceleration is performed thanks to a variety of superconducting magnets
and radio-frequency cavities, with additional magnets used to focus the beams.

During LHC Run 2, the LHC delivered about 156 fb=! of proton-proton collisions to the
CMS and ATLAS experiments, with a average number of simultaneous collision interactions,

known as pile-up, around 36.

3.1.2 Run 3

Run 3 of the LHC is expected to last from 2022-2025, as shown in Figure 3.3. During LHC
Run 3, the acceleration stages will generally be the same as during LHC Run 2, but with
the replacement of LINAC 2 in favor of LINAC 4.

On July 5th 2022, the LHC delivered its first “stable beam” collisions at a new world
record center-of-mass energy: 13.6 TeV, corresponding to beam energies of 6.8 TeV each,

displayed on the LHC monitor shown in Figure 3.4.
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Figure 3.4: LHC monitor during the first stable beams collisions at /s = 13.6 TeV

This marked the official start of LHC Run 3. The LHC will spend July 2022 increasing
the number of proton bunches in the machine, and starting around the end of July 2022
and early August 2022, will have a full machine of proton bunches in order to provide high
intensity collisions to the experiments so that large amounts of data can be recorded.

During LHC Run 3, it is expected that the average pileup will be around 55 simultaneous
interactions per bunch crossing, and early estimates of total integrated luminosity are about
double that delivered during Run 2. Due to this increase in pileup and total radiation dose
to the detectors, it will be important to continue to optimize the LHC detectors during Run

3 to ensure quality data is taken.
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3.1.3 The High-Luminosity LHC

At the end of LHC Run 3, the LHC will enter Long Shutdown 3 (LS3), during which the LHC
will be upgraded to the High Luminosity LHC (HL-LHC). The HL-LHC is then planned to
deliver record amounts of collisions data to the experiments over Runs 4 and 5 between the
years 2029-2038, as shown in Figure 3.3.

The sensitivity and uncertainty of a plethora of physics analyses is driven by the yields, or
number of events, of the analyzed dataset. Increasing the number of events of the available
data to be used for analysis is one of the main motivations for upgrading the LHC, allowing
for a higher integrated luminosity which will lead to more sensitive BSM searches, and more
precise SM measurements.

The HL-LHC expects to deliver an unprecedented 3000 fb=! to the main LHC experi-
ments, which will make up about 90% of the experiments’ total datasets. A visualization of
the integrated luminosity to be delivered by the LHC and HL-LHC over time, with a slightly

shifted timeline, is shown in Figure 3.5.
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Figure 3.5: LHC and HL-LHC expected integrated luminosity over time

While the upgraded HL-LHC will deliver extremely large datasets to the experiments,
this will also lead to very challenging data-taking conditions: One aspect will be the increased
pileup which will be produced during HL-LHC collisions, expected to increase from about
55 simultaneous interactions during Run 3 data-taking, to about 140 during HL-LHC. This
means that while more interesting signal-like interactions may occur during this data-taking
period, there will be many more less-interesting background interactions which will need to
be separated from signal interactions. Additionally, during this period detectors will receive
a very large amount of radiation which will degrade their sub-detectors. In order to deal
with the increase in pileup and radiation, the LHC experiments plan to implement major
upgrades so that they can collect high quality data during HL-LHC in order to extend their

BSM reaches and SM measurement precisions.
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3.2 The CMS detector

The Compact Muon Solenoid (CMS) is a general purpose particle detector located at one of
the main interaction points of the LHC. CMS began operation at the start of the LHC in
2009, and collected data delivered by the LHC during LHC Runs 1 (2010-12) and 2 (2015-
18). CMS has just recently completed its commissioning phase and started recording data
as a part of LHC Run 3, which officially began in July 2022. CMS resides in an underground

cavern (UXC), shown in Figure 3.6.

Figure 3.6: The Compact Muon Solenoid

CMS is designed as a hermetic layered structure made of different technologies in order
to detect different particles coming from proton-proton and heavy ion collisions delivered
by the LHC. A slice of the CMS detector and its different technologies, and the different

particles detected, is shown in Figure 3.7.
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Figure 3.7: CMS detector technologies and particles detected.

3.2.1 Tracker

The CMS tracker is the innermost layer of CMS, and is composed of silicon pixel and strip
trackers. The main purpose of the tracker is to detect tracks left by electrically charged
particles. These tracks are used to measure particle momentum, corresponding to the track’s
radius. Additionally, the tracker is used to identify the sign of the particle’s charge, and is
crucial for identifying the vertex of hard interactions from LHC collisions. The tracker is the
most sensitive of the CMS sub-detectors, and is subject to the brunt of radiation produced

by LHC collisions.

3.2.1.1 Pixel tracker

The innermost layer of the CMS detector, and first layer of the CMS tracker, is the pixel
tracker. This pixel tracker is composed of silicon sensors, of which there were initially about
65 million individual pixel readout channels in 2016. After the first full year of Run 2 data
taking in 2016, the pixel detector was upgraded to the Phase-I pixel detector [4] in order

to maintain performance following the upgrade of the LHC during the first Long Shutdown
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(LS1) from 2013-14, from which an instantaneous luminosity larger than the original pixel
detector design was produced. The Phase-I pixel detector was installed during the 2016
Year End Technical Stop (YETS), which lasted from December 2016 to April 2017. After its
installation, the Phase-I pixel detector, now containing about 124 million individual channels,
was used during the 2017 and 2018 data-taking periods of Run 2.

The pixel tracker is composed of the Barrel (BPIX) and Forward (FPIX) pixel detectors,
which result in a combined pseudorapidity region for particle detection of |n| < 2.5. A layout

of the Phase-I pixel detector, and a comparison to the original design, is shown in Figure
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Figure 3.8: The Phase-I CMS pixel detector (“Upgrade”), compared to its original design
(“Current”).

It can be seen that the main additions to the original CMS pixel detector are the addition
of a layer in BPIX, and the addition of several disks in FPIX. Half of the BPIX system during
production is shown in Figure 3.9. In this image, the four half-circles concentric to the center

of the image correspond to the four layers, L.1-4.
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Figure 3.9: Half of the Phase-1 BPIX.

The Phase-I pixel detector was able to deliver its expected performance, as shown in

Figure 3.10.
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Figure 3.10: Pixel hit efficiency during 2018.

The hit efficiency is shown as a function of different instantaneous luminosities during
the 2018 data-taking year of Run 2, where higher values correspond to a higher number
of simultaneous interactions, and therefore harsher data-taking conditions. Hit efficiency is
defined as the probability that a cluster of pixel hits corresponds to an extrapolated track.
Layers 1-3 of BPIX, and the entire FPIX were able to maintain hit efficiencies around 99%
even for large instantaneous luminosity values of 2*¥10**cm~2s7!. Additionally, the L1 hit
efficiency, which suffers the most from the harsh data-taking conditions at it is closest to
the interaction region, begins to drop around 1.4*10%!cm~2s7! down to about 97.5% at
2cm10%* 72571, However, this performance is greater than what would have been expected
from the original pixel tracker which ran during 2016.

This is an example of a detector upgrade which was unforeseen but deemed necessary to
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implement, in response to the data-taking conditions presented to CMS based on collisions
delivered by the LHC.
3.2.1.2 Strip tracker

The second layer of the CMS detector, and outer portion of the CMS tracker, is the strip

tracker. A view of one quarter of the Phase I strip tracker used during Run 2 can be seen in

Figure 3.11.
\ \ A U T L Y A 4 / /
1.0 08 -0.6 -04 -02 0.0 0.2 0.4 0.6 08 10 14 .
'§11n
| === lll[[] ]~
0+
2 L ‘ ‘ ‘ ‘ ‘ -
70F -
50 24 I_f_g_.__B ______ TID+ 24™
40 :'2'5 TEC || I‘ || II II | | | ______________ |||||| || || ‘I || || \TlECl 2'5:
2.8 e . + 28
30F =30 1 :-:_—_—_—_—_:| N 30~
20+ L -4
1or PJXELfH—Hi
0 -300 -200 =100 . § : 100 200 300
z (cm)

Figure 3.11: A view of half of the CMS strip detector in the r-z plane of CMS.

The CMS strip tracker is composed of 15,148 silicon sensors which are spread over several
partitions to cover different regions around the collision point: The Tracker Outer Barrel
(TOB), Tracker Inner Barrel (TIB), Tracker Inner Disks (TID) with a plus and minus side,
and Tracker Endcaps (TEC) which have modules on the plus and minus side. As shown in
the diagram, the strip tracker surrounds the pixel tracker described in Section 3.2.1.1.

The strip tracker performs the same task as the pixel tracker, namely recording hits from
electromagnetically charged particles in order to track their movement - a vital task for
measuring particle pr, identifying interaction vertices, and identifying jets from quark/gluon
hadronization. The pixel and strip measurements are combined in order to obtain more
accurate track measurements.

During Run 2, the strip tracker maintained an excellent signal over noise ratio, and held
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a very stable percentage of problematic channels during Run 2, shown in Figure 3.12.
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Figure 3.12: Run 2 strip tracker performance.

In 2017, TIB had an excellent MPV (Most probable value) of 17.5 as a signal-to-noise
ratio, indicating good signal detection in the strip tracker partition closest to the CMS in-
teraction point. Additionally, over the course of Run 2 operations the percentage of bad
components remain stable at about 4% even after receiving the full Run 2 intergrated lumi-

nosity, highlighting the robustness of the detector.

3.2.2 Calorimeters

The two calorimeters contained within the CMS detector are the Electromagnetic Calorime-
ter (ECAL), and the Hadronic Calorimeter (HCAL). A description of ECAL is provided in

Section 3.2.2.1, and a description of HCAL is provided in Section 3.2.2.2.

3.2.2.1 The Electromagnetic Calorimeter

The CMS ECAL is a homogeneous crystal calorimeter composed of 75,848 PbWOQO, (lead
tungstate) crystals that measures the energy of photons and electrons with high precision.

The ECAL is composed of a barrel (EB) containing 61,200 crystals and covering the pseudo-
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rapidity 1 region |n| < 1.479, and two endcaps (EE) containing 14,648 crystals and extending
the coverage up to |n| = 3. Accurately measuring the energy and position information of
electrons and photons is vital for an extensive array of physics analyses, in particular the
decays of the Higgs boson in the two photon and ZZ to 4 leptons channels, considered the
“golden channels” in the experimental discovery of the Higgs boson. The ECAL is supported
by an additional subsystem called the ECAL Preshower (ES), located in front of each ECAL
endcap. ES is composed of lead and silicon sensors, and is meant to improve two-photon
separation, i.e. determine whether photons came from pion decays rather than from Higgs
boson, or other interesting decays. The layout and geometry of the CMS ECAL and ES are
shown in Figures 3.13 and 3.14. Images of the EB and half of an EE endcap are shown in
Figure 3.15.
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Figure 3.13: CMS ECAL and ES partitions.
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Figure 3.15: Images of the CMS ECAL.

The basis of detection at ECAL is an electromagnetic shower. As a high energy electron
or photon approaches ECAL, the electron will emit a photon as bremsstrahlung radiation,
and the photon will pair produce to an electron-positron pair in the presence of massive
detector material. The resulting photons, electrons, and positrons from this initial process
will then perform the same types of processes as a cascade of particles is produced in the
ECAL crystals. This is shown as a diagram in Fig. 3.16 for a photon initiating a shower,

Fig. 3.17 for an electron initiating a shower, and is visualized as a simulation in Fig. 3.18.
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Figure 3.16: Diagram form of a photon initiating an electromagnetic shower via pair pro-
duction of an electron-positron pair.
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Figure 3.17: Diagram form of an electron initiating an electromagnetic shower via
bremsstrahlung radiation.
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Figure 3.18: Simulated electromagnetic shower inside a material.

In ECAL, this EM shower leads to scintillation in its lead tungstate crystals, producing
light that is read by photodetectors on the back of the crystals. The EB uses APDs (avalanche
photodiodes), and the endcaps use VPTs (vacuum phototriodes) to convert scintillation light
into an electrical signal. Digitized samples of ECAL are taken every 25 ns, and through a
series of calibrations, the samples can be converted into an energy in GeV. An image of an

EE crystal with its attached VPT is shown in Figure 3.19.

Figure 3.19: EE crystal with its attached VPT.

3.2.2.2 The Hadronic Calorimeter

The CMS hadronic calorimeter is a sampling calorimeter composed of plastic scintillator and

brass, whose purpose is to measure the energies of hadrons. This measurement is crucial
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for detecting clusters of hadronic energy, which can be matched with regions of high track
activity in the identification of jets.

A diagram of the HCAL layout during the start of Run 2 is shown in Figure 3.20.
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Figure 3.20: CMS HCAL layout in 2016

The HCAL is composed of a hadron barrel (HB), hadron endcap (HE), hadron outer
(HO), and hadron forward (HF') sections. HB (HE) has a pseudorapidity coverage of |n| < 1.3
(1.3 < |n| < 3.0). HO provides additional measurements in the barrel range, and the HCAL
is complimented by HF which extends the angular coverage up to about || = 5. This is very
useful, for example, for detecting high pseudorapidity jets originating from Vector Boson
Fusion (VBF) quarks, allowing for the detection of an additional production mode for many
physics signatures.

During Run 2, HE was upgraded via a replacement of its HPD (Hybrid Photodetectors) in
favor of SiPMs (Silicon PhotoMultipliers). In addition, HF was upgraded in order to improve
its PMT (Photomultiplier Tubes) in order to better distinguish false signals resulting from

cherenkov light, from direct PMT hits from high energy muons.
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3.2.3 Solenoid magnet

The central feature of the Compact Muon Solenoid is a superconducting solenoid magnet
with a 6m internal diameter, providing an internal magnetic field of 3.8 T - it is the most
powerful solenoid magnet on earth. An image of the solenoid magnet placed within the CMS

detector is shown in Figure 3.21.

Figure 3.21: The in-progress CMS detector, with the central solenoid magnet visible.

The CMS solenoid magnet plays the dual purpose of producing a magnetic field both
in the inner and outer detector, in the outer detector thanks to the ferromagnetic material
composition of the CMS outer steel flux return yokes, while also acting as the main support
unit to sustain the massive weight of CMS. The magnetic field strength across the inner and

outer detector are shown in Figure 3.22.
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Figure 3.22: CMS magnetic field produced by the solenoid magnetic and steel flux return
yoke.

Having a strong magnetic field in the inner tracker region is crucial for the measurements
of charged particle tracks and momentum measurement. Additionally, because particles
produced in LHC collisions are moving near the speed of light as they traverse the CMS
tracker, they spend a finite amount of time in the tracker region, and the stronger the
magnetic field in the region the more likely the particle can be “bent” allowing the a high
transverse momentum measurement. In particular, the presence of a strong magnetic field
to measure the tracks of high pr particles is of high interest as these particles are more likely
to have come from interesting hard interactions, such as those producing a massive particle.

A magnetic field is also produced in the outer CMS detector, which is crucial for the

measurement of muon tracks by the CMS muon system.

3.2.4 Muon system

During Run 2, the muon system of CMS was composed of three sub-detectors whose infor-
mation was combined in order to optimize muon reconstruction. These three sub-detectors
are the Cathode Strip Chambers, the Resistive Plate Chambers, and the Drift Tubes de-
scribed in Sections 3.2.4.1, 3.2.4.2 and 3.2.4.3 respectively. During LS2, the installation of

a new muon system called the Gas Electron Multiplier (GEM) was completed in order to
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improve muon identification through the addition of additional measurements. This new
sub-detector is currently being commissioning for LHC Run 3. A diagram including all CMS

muon subsystems, as of the beginning of LHC Run 3, is shown in Figure 3.23.
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Figure 3.23: CMS muon system at the start of LHC Run 3.

3.2.4.1 Cathode Strip Chambers

The CMS Cathode Strip Chambers (CSC) are a group of 540 gas ionization chambers located
in the CMS endcaps. The CSC cavities are filled with a gas mixture composed of Ar, CO,
and C'Fy, and detect muons via ionization of this gas mixture. A diagram showing a CSC

and its mechanism for muon detection is shown in Figure 3.24.
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Figure 3.24: Muon detection in the CMS CSCs

When an energetic muon from an LHC collision strikes a CSC, it knocks the electrons
off of the atoms making up the CSC gas mixture. These electrons are forced to the anodes
(positive ions forced to the cathodes) due to the presence of an electric potential, which
produces an avalanche of electrons and thus a net charge.

The CSCs performed extremely well during Run 2, with an average segment reconstruc-
tion efficiency around 97%, shown for the 2016 data taking year in Figure 3.25.
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Figure 3.25: 2016 CSC segment reconstruction efficiency.
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3.2.4.2 Resistive Plate Chambers

The CMS Resistive Plate Chambers (RPCs) are a group of 1056 chambers placed in both
the CMS barrel and endcap sections for muon detection, filled with a gas mixture of Cy Hs Fy,
C4Hig and SFg. In a fashion similar to the CSCs, the RPCs detect muons via direct ioniza-

tion of its gaseous mixture. The layout of an RPC module is shown in Figure 3.26.
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Figure 3.26: RPC schematic.

The idea behind the geometry of an RPC chamber is to have readout strips in the center,

with gaseous chambers located on either side.

Like the CSCs, throughout Run 2 the RPCs maintained excellent hit efficiency, as shown

separately for the barrel and endcap portions in Figures 3.27 and 3.28.
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Figure 3.27: RPC barrel efficiency during LHC Run 2.
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Figure 3.28: RPC endcap efficiency during LHC Run 2.
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3.2.4.3 Drift Tubes

The Drift Tubes (DTs) are a CMS muon system located exclusively in the barrel portion of
CMS. They function in a similar way to the CSCs and RPCs, as they detect muons via the

direct ionization of a gaseous mixture. A diagram of a DT is shown in Figure 3.29.
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Figure 3.29: Drift tube diagram

3.2.5 Trigger system

During LHC Run 2, and at the start of Run 3, the LHC provides collisions to CMS at a
rate of 40 MHz due to the spacing between bunches of protons. It is not feasible for the
CMS detector to save recorded information from all collisions, as the on-detector electronics
buffers would fill and halt the incoming flow of data. Additionally, this would lead to a very
large amount of required offline storage space.

In order to reduce the rate of data saved by the detector, CMS employs a two tiered
trigger system in order to pre-select interesting physics events at the hardware level.. The
first level, the Level 1 (L1) trigger, reduces the rate of data stored to 100 kHz. The second

level, the High Level Trigger (HLT) further reduces this rate to 1 kHz.
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3.2.5.1 Level 1 Trigger

The CMS L1 trigger makes an initial judgement on the incoming data in order to determine
if a physics event is worth keeping or not. The inputs into the CMS L1 are Trigger Primitives
(TP) formed by individual subsystems, and the output is a decision on whether or not to

save data for further processing. A diagram of the CMS Level-1 trigger is shown in Figure
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Figure 3.30: The CMS Level-1 Trigger

It is imperative that Level-1 decisions are made in a timely fashion, quickly enough such
that the on-detector electronics buffers do not fill. If this were to occur, the flow of incoming
data would be halted and CMS would begin to lose events. It is for this reason that a latency

of ~4 us is imposed as the maximum time limit for L1 to make a decision on whether or not
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to further process data from a bunch crossing (BX).

During this ~4 us, TPs from the muon systems are input to the muon L1 algorithms: The
EMTF (Endcap muon track finder), OMTF (Overlap muon track finder) and BMTF (Barrel
muon track finder). These respective track finding algorithms make use of the multiple CMS
muon sub-system information, and their outputs are all input to the Global Muon Trigger
in order to build L1 muon objects. At the same time, the ECAL and HCAL TPs are input
to the calorimeter layers: Calorimeter layers 1 and 2, which are responsible for producing
L1 objects of the remaining physics objects of interest: EGamma (Electron or photon), jet,
and tau objects.

For a given event, this will result in a set of L1 objects. To determine whether or not an
event passes the L1 trigger through a Level-1 accept (L1A), it is checked whether at least one
of the Level-1 menu seeds meets the requirements of the event’s L1 objects. If this is the case,
an L1A is sent to the CMS sub-detectors in order to notify them to send the TP information
stored in their on-detector electronics buffers to the central DAQ (Data acquisition) system
for further processing at the HLT. It is for this reason that an appropriate level-1 menu must
be designed based on the expected collisions delivered to CMS, and physics program the
detector would like to pursue.

During Run 2 and at the start of Run 3, the goal of the L1 trigger was to reduced the
data-taking rate from 40 MHz to 100 kHz.

A major update to the L1 trigger for CMS envisioned to be implemented for the Phase-II
CMS detector, which will operate during the HL-LHC, is the addition of tracker information
for making L1 decisions. This has the potentially to make L1 decisions based on a vari-
ety of additional physics signatures, including based on displayed vertices from b-quarks,

potentially leading to much purer CMS datasets.
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3.2.5.2 High Level Trigger

After the L1 trigger makes an initial decision on which events recorded by CMS are interesting
and warrant further inspection, reducing the data-taking rate from a maximum of 40 MHz
to 100 kHz, events are passed to the HLT (High level trigger) to make a final decision on
whether or not an event is saved at CMS. The HLT is a computing farm located above the
CMS control room, which performs a reconstruction similar to the standard offline CMS
event reconstruction on events passing the L1 trigger, and during Run 2 reduced the trigger
rate from 100 kHz to 1 kHz for permanent storage. An image of the HLT computing farm

is shown in Figure 3.31.

Figure 3.31: CMS HLT computing farm (2010)

During LS2, the CMS HLT began implementing the use of Graphical Processing Units
(GPUs) in conjunction with CPUs (Central processing units) in order to decrease the time
required to reconstruct physics events. The potential gain could be very useful for CMS,
as if HLT processing time is decreased one would have more “time budget” to allocate to

reconstruction, potentially allowing for more complex reconstruction, and to that end a purer
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dataset saved by the HLT farm. The CMS HLT is currently running with a combination of
CPUs and GPUs, and has successfully commissioned this version of reconstruction for the

start of LHC Run 3.
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Chapter 4

Past: Search for Higgs boson pair production
in the WW~~ final state with the Run 2

dataset

As mentioned in Chapter 1, the experimental discovery of a particle consistent with the SM
Higgs boson by the CMS and ATLAS experiments at the CERN LHC in 2012 marked a
milestone moment in the history of particle physics. After having verified the existence of
this particle, physicists have sought to further their understanding of the Higgs boson and
the underlying electroweak symmetry breaking process. Additionally, the Higgs boson is
widely explored as a potential bridge to physics beyond the standard model (BSM).

Through the investigation of Higgs pair production, the production of two Higgs bosons in
a single process introduced in Section 2.3, physicists can both test SM predictions and search
for BSM. On the SM front, investigating Higgs pair production allows for a fundamental test
as the shape of the Higgs potential in the SM Lagrangian depends on the Higgs self-coupling
value described in Section 2.2, which can be directly accessed via Higgs pair production. A
precise measurement of this coupling would provide the first experimental insight into the
shape of the Higgs potential, which can have profound implications on the understanding of
our world, for example by providing evidence that the Higgs vaccum expectation value sits
at a meta-stable minimum consistent with the SM prediction. Alternatively, a measurement
which is not consistent with this SM prediction could hint to physics beyond the standard
model [6].

The main LO processes which contribute the most to the di-Higgs production cross section

destructively interfere, leading to a low production cross section of about 31.05 fb at a center
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of mass of v/s = 13 TeV, previously explained in Section 2.3.

In order to search for this relatively small signal, a search is performed in the WW~~y
channel. This final state benefits from the sensitive H — ~7 process which provides a
narrow, distinguishable signature. Additionally, the H — WW leg of the decay contributes
a relatively large branching ratio among Higgs boson decays of about 22%. Because the W
boson can decay both leptonically (W— ¢v) and hadronically (W—qq), the H — WW and
by extension the HH — W W~y process has three possible final states: The fully-hadronic
(FH), semi-leptonic (SL), and fully-leptonic (FL) final states, corresponding to 0, 1, and 2

leptonically decaying W-bosons respectively, whose Feynman diagrams are shown in Figure

4.1.
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Figure 4.1: The three decay modes of H— WW.

These three final states can be identified in data and simulation with separate selections
and categorizations, and their corresponding signal and background models can be simul-
taneously fit to data in order to improve the overall analysis sensitivity towards di-Higgs
production. Due to the expected overlap between the FH WWn~~, FH ZZ~~v, and bbryy
di-Higgs final states, an attempt is made to remove as much FH ZZ~~ and bbvy~y as possible.
Any residual yields from these non-WW~~ final states are considered as signal in the analysis
when building simulation templates.

In addition to the prediction of SM di-Higgs, several BSM models predict the existence
of real and virtual heavy particles that can couple to a pair of Higgs bosons [7; 8; 9; 10; 11].

These can lead to the appearance of a resonant contribution to the invariant mass of the
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H H system, or to a significant modification of Higgs boson pair production through virtual
processes. As no direct searches for BSM particles have resulted in discoveries at the LHC,
we choose to parameterize these possible effects at LHC energy scales using an Effective field
theory (EFT) approach [7; 12]. The effects are parametrized either as modifications to the
SM couplings, or as contact interactions. In the SM coupling modifications, possible new
resonances contribute through loop diagrams whereas the contact interaction is a way of
describing a process where the mediator has a mass far above the momentum transfer in the
event and therefore can be both via a triangular virtual loop or resonant production. The
interpretations of this analysis include the purely SM interpretation, an EFT interpretation
leading to scans of modified SM and purely BSM lagrangian coupling constants, and a search
for 20 EFT benchmarks corresponding to points which are collectively largely representative
of the explored 5-dimensional EFT phase space [12; 13; 14].

This is the first search for Higgs pair production in the WW~~ final state performed by
the CMS experiment, and is performed using pp collisions at /s = 13 TeV. The data sample
corresponds to an integrated luminosity of 138 fb~! collected with the CMS detector at the
CERN LHC during Run 2 (2016-18). A search in the SL WWn~ final state was performed by
the ATLAS experiment using data collected at the LHC in 2016, where a cut-based analysis
was performed to obtain an observed (expected) upper limit on SM di-Higgs production of
7.7 (5.4) pb at a 95% confidence level [15].

The structure of this chapter is as follows: The overall strategy of the analysis is described
in Section 4.1. A description of the EFT parameterization and benchmarks is provided in
Section 4.2. The data samples and simulated events are described in Section 4.3. The recon-
struction of particles as detector objects is described in Section 4.4. Event selection criteria
and categorization are described in Section 4.5. The method of signal and background mod-
elling using simulation and data is described in Section 4.6. A description of the systematic
uncertainties of the analysis is presented in Section 4.7. The results of the analysis are

described in Section 4.8, and a summary is provided in Section 4.9.
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4.1 Strategy

In most searches for physical processes in particle physics data, a simulation template is
formed and is then fit to data in a given signal region in order to determine if the expected
physical process in present in the data. Typically the signal region is a single variable, or
set of variables where more signal than background is expected. In this analysis, the signal
region used to fit the simulation template to data is the diphoton invariant mass, in the
window 115 < m., < 135. This region is chosen due to the expectation that the H— ~v leg
of the HH—-WW+~~ process should provide a peak in this region.

There are two background signatures present in this analysis: A resonant background
from the single Higgs to vy process, and a continuum background formed by a combination
of background processes which do not contain a prompt diphoton. An illustration of the

signal and background signatures is shown in Figure 4.2.
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Figure 4.2: Analysis signal and background signatures.

In order to optimize the sensitivity of this analysis, a DNN (Deep Neural Network) is

employed for the Semi-Leptonic final state, as it is expected to be the most sensitive channel

68



due to the increase in branching ratio from the hadronic W decay, but with the benefit of
maintaining a clean signature due to the presence of a lepton. A multiclass DNN is trained
in order to separate the SM di-Higgs signal from background processes, while a binary
parametric DNN is used to differentiate 20 EFT benchmark scenarios from background
processes.

The FH channel also uses a DNN in order to optimize sensitivity, in this case by separating
FH HH signal from backgrounds. In the FH channel, there is a significant overlap with the
HH —bbyy final state, so two binary DNNs are trained: The first binary DNN separates
the FH WW~~ process from all backgrounds, and is used for categorization. To reduce the
overlap of bbyy events between the bbyy and WW~~ phase spaces, another binary DNN
is trained that separates bby~ from all backgrounds. The bb~yy training score is used as a
“bbyy killer”, where a selection is applied on its value to reduce the contamination of bbyy
events in the WW~~ phase space, while preserving the majority of WW~~ signal events.

For the Fully-Leptonic channel, a cut based strategy is used due to a lack of number of
events necessary to perform an MVA (Multivariate analysis) training.

It is imperative to apply orthogonal selections to data and simulation events in order
to avoid including the same events in multiple background categories. This is done via the
event’s number of leptons, where each lepton must pass a common set of selections applied
for all final state tags. After a set of lepton objects is selected for each data or simulation
event, events fall into the FH category if they contain exactly zero leptons, the SL category
if they contain exactly one lepton and the FL category if they contain exactly two leptons.

Further event selections are made for the three final state categories, but by requiring an
orthogonal separation of the number of leptons, it is guaranteed no one event can fall into
more than one category. Thus, a simultaneous fit of background and signal models to data
in different final state categories can be performed in order to obtain a final result which
benefits from a combination of the physics signatures of all three final states. This is also

summarised in the flow chart shown in Figure 4.3.
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Figure 4.3: HH — WW+~~ Analysis flow chart

MC (2016, 2017 and 2018) and combined to produce signal and background models to fit to
the LHC Run 2 dataset. Results are obtained by performing a simultaneous likelihood fit to
the invariant diphoton distribution, m.,, among all categories. This procedure is performed
in order to extract 95% CL upper limits on di-Higgs production within the context of the
SM interpretation. Additionally, through the use of an EFT lagrangian, various simulation
templates are fit to data and a linear combination of EFT samples results in the scan of two

EFT parameters, and upper limits are extracted on 20 EFT benchmark scenarios.
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4.2 EFT description

As di-Higgs in the WW~~ final state is predicted in the SM, a search for its SM signature
is performed. In order to increase the breadth of the search, the analysis is extended to a
search for a variety of EFT scenarios predicting the HH—+WW~~ process with varying cross
sections. This extension branches from the SM, where the Higgs potential before spontaneous
symmetry breaking reads as shown in Equation 4.1, where ® is an SU(2) doublet scalar field,
and ¢ is the real part of its neutral component, equal to v+ H, where v is the field’s vacuum

expectation value.

2 A
V(@) =-2 e+ 2ol (4.1)
2 4
Requiring there be a minimum value of this potential leads to the relations shown in

Equation 4.2.

2 2 2
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These relations include a determination of the structure of the Higgs self-coupling, A,
as a value depending on the Higgs mass mpy and Higgs vacuum expectation value (VEV)
v. After spontaneous symmetry breaking, the leading terms of the Higgs potential look as

shown in Equation 4.3.

m>2 A m?2
V:THH2~I—)\3”0H3+Z4H4, )\3:)\4:)\HHH:2_UZ (4.3)

Experimentally measuring Ay is a crucial test of the SM electroweak symmetry break-
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ing mechanism, in order to compare the experimentally measured value to its SM predictions.
Modifications of the Higgs self-coupling coupling (Aggyg) can only be directly accessed via
Higgs pair production, making this analysis a good use-case to search for possible BSM
effects on the structure of the Higgs self-coupling.

In this analysis, the effective Lagrangian [7; 12] used to describe Higgs pair production
is shown in Equation 4.4, with its parameters’ mathematical definitions shown in Equation

4.5, and corresponding SM and BSM Feynman diagrams shown in Figure 4.4.
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Figure 4.4: Feynman diagrams for leading-order Higgs boson pair production via gluon fusion

Qualitatively, each of these variables are defined as follows:
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Gy, = 0,G% — 9,G% + f*G) G5 is the gluon field strength tensor.
fab is the totally anti-symmetric SU(3) structure tensor.

k) is a measure of the deviation of the Higgs boson self-coupling from its SM expecta-
tion A\gM . For example, #) = 2 corresponds to a self-coupling with twice the strength

as the SM expectation.

k¢ is a measure of the deviation of the coupling of a single Higgs boson and two top
quarks, called the top Yukawa coupling, from its SM expectation 3. For example,
k¢ = 2 corresponds to a top Yukawa coupling with twice the strength as the SM

expectation.

¢y is the strength of a purely BSM coupling between two Higgs bosons and two top
quarks. In the SM this coupling strength equals zero, as the dimension of this added

lagrangian term would be non-renormalizable.

cq is the strength of a purely BSM coupling between one Higgs boson and two gluons.
In the SM this coupling strength equals zero, corresponding to the fact that gluons are

massless in the SM.

94 1s the strength of a purely BSM coupling between two Higgs bosons and two gluons.
In the SM this coupling strength equals zero, corresponding to the fact that gluons are

massless in the SM.

In order to simplify the search of HH models across the entire 5-dimensional phase space

and avoid the need to generate simulated events for a large number of points in the 5-

dimensional EFT space, a reweighting technique is employed, a set of benchmark EFT

points is searched for, and scans of multiple EFT parameters are performed. Within this

lagrangian formalization, the differential cross section of of gluon-gluon fusion induced Higgs

boson pair production, oy, can be expressed as a polynomial in terms of the EFT model

parameters using generator-level information on the HH system as shown in Equation 4.6.
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= > Aimun, | cosb°]) ¢; (4.6)

where ¢; represents the combinations of couplings defined in [13], and A;(mpym, | cos 0%|)
are known coefficient values. Equation 4.6 is used to extract per event weights, which are
normalized by equation 4.7, where o; (o) is the cross section of the initial (final) benchmark
point when reweighting i — f. This allows one to reweight any HH sample at NLO to any
other HH sample at NLO precision. In this analysis, this is used to reweight from a set of
generated HH samples at NLO to any point in the 5-dimensional EFT phase space [16; 13].
Additionally, when performing DNN trainings in the SL and FH final states, signal samples
generated at LO are reweighted to the SM at NLO using this technique in order to provide
a larger number of signal events for training.

dof(mpgm,|cosb*|) o;

. o 47
w(mps, | cos 7)) doi(mpmu,|cos0*|) oy o

With this technique, twenty benchmark scenarios considered in this analysis, chosen as
they are largely representative of different kinematic regions of the 5-dimensional EFT phase
space [12; 13; 14], are produced via a reweighting of four generated simulation samples at
NLO (k) = [0, 1, 2.45, 5]) and are shown in Table 4.1.

In addition, by considering a linear combination of the four generated simulation sam-
ples weighted to their corresponding contribution to arbitrary ), and cs signal hypotheses,
scans of these two parameters can be performed in order to constrain their values. The
k) parameter also affects the Higgs boson branching ratios and the single Higgs production
cross sections because of next-to-leading (NLO) electroweak corrections [17; 18], taken into

account when scanning over k) values.
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Benchmark | &y Kt Co Cq Cog
SM| 1.0 10 00 00 0.0
1| 75 1.0 -1.0 00 00
2| 1.0 10 05 -0.8 0.6
3/ 1.0 10 -1.5 00 -08
4|-35 15 -3.0 00 0.0
5/ 10 10 00 08 -1
6| 24 10 00 02 -02
71 50 10 00 02 -02
8| 150 1.0 00 -1 1
9/ 1.0 10 10 -06 0.6
10| 100 15 -1.0 0.0 0.0
11| 24 10 00 1 -1
12150 10 10 00 0.0
ga| 1.0 1.0 05 % 00
b | 394 094 = 075 -1
2b | 6.84 061 L 00 1.0
3b| 221 105 = 075 -15
b | 279 061 4§ -0.75 -05
5b | 3.95 117 1 025 1.5
6b | 5.68 083 1§ -0.75 -1.0
7b | -0.10 094 1.0 0.25 0.5

Table 4.1: Parameter values of the 20 EFT benchmarks and the Standard Model.

5



4.3 Samples

In order to perform the analysis, datasets collected with the CMS detector from 2016-18
are used, as well as a slew of simulation samples in order to optimize the analysis strategy
for the desired HH—WW+~y physics signature, and perform statistical inferences by fitting
simulation to data in order to extract the analysis’ final results.

In this Section, the CMS data samples used will be described in Section 4.3.1, the simu-
lated signal samples will be described in Section 4.3.2, the simulated background samples will
be described in Section 4.3.3, and the corresponding simulation hadronization and detector

response will be described in Section 4.3.4.

4.3.1 Data

The analyzed data correspond to a total integrated luminosity of 138 fb~! and were collected
during Run 2 at the LHC from 2016 to 2018. In order to select events which may come from
the HH—-WW~~ process, events with highly energetic photons are selected in order to tag
the H— ~~ leg of the HH process.

Events are selected using double-photon triggers with thresholds on the leading (sublead-
ing) photon transverse momentum (pr) of p). > 30 (18) GeV for the data collected during
2016 and pJ. > 30 (22) GeV for 2017 and 2018. In addition, loose calorimetric identification
requirements [19], based on the shape of the electromagnetic shower, the isolation of the
photon candidate, and the ratio between the hadronic and electromagnetic energy deposit
of the shower, are imposed on the photon candidates at the trigger level.

The HLT paths applied to events from these datasets are:

HLT Diphoton30_18 R9Id OR IsoCaloId AND HE R9Id Mass90 (2016 data)
HLT_Diphoton30_22 R9Id_OR_IsoCaloId_AND_HE R9Id Mass90 (2017 and 2018 data)

HLT Diphoton30_22 R9Id OR IsoCaloId AND HE R9Id Mass95 (2017 and 2018 data)
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Datasets expected to contain events with two photons are used in order to obtain events
containing the H — ~~ process, and further selections are applied to identify events that

also contain the H — WW process.

4.3.2 Signal simulation

Di-Higgs signal Monte-Carlo (simulation) samples in the gluon-gluon fusion production mode
are generated using POWHEG v2 [20; 21; 22; 23] at NLO in QCD including the full top
quark mass dependence for four different sets of (ky, k) parameter values: (1,1), (2.45,1),
(5,1) and (0,1), where these parameters are defined in section 4.2. In addition, 12 EFT
benchmark samples in a five-dimensional EFT model space are generated at LO [12] using
MadGraph, where the EFT coupling parameter values are defined in the rows labelled 1-12
of Tab. 4.1.

A combination of the four NLO signal simulation samples, in which the EFT parameters
are varied as (ky, k) = (1,1), (2.45,1), (5,1) and (0, 1), is reweighted using an analytic
formula derived in [16; 13]. The analytic formula is shown in Eq.4.6. The signal hypotheses
to which this combination of NLO samples is reweighted to are defined as the 20 benchmark
scenarios (1-12 [12], 8a [13], 1b-7b [14]), shown in Tab. 4.1.

A possible way to improve this analysis in the future would be to include the VBF pro-
duction mode of HH in the signal definition, and include a dedicated VBF tagging category
in order to improve the overall analysis sensitivity. While this may not have a significant
impact on the final result due to its low production cross section, it may be able to improve

the sensitivity of the analysis on order of =~ 5%.

4.3.3 Background simulation

The analysis is affected by backgrounds from single Higgs boson production and by non-
resonant backgrounds which manifest as a continuum in the m., spectrum. Monte Carlo

event generators were used for the simulation of the background from SM single Higgs boson
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production, including gluon gluon fusion (ggH ), associated production with a Z or W boson
(V H), associated production with a top quark pair (ttH ) simulated at NLO in QCD precision
using MadGraph5_aMCatNLO [24; 25] with the FxFx merging scheme [26], and vector-boson
fusion (VBF H) using POWHEG v2 [20; 21].

The continuum background contribution from SM processes with multiple photons is es-
timated using data-driven methods described in Sec. 4.6.3. In the SL and FH final states,
MVA methods are employed which use background MC for training. The continuum back-
ground MC includes y+jets modeled with the PYTHIA 8 [27] generator, yy+jets modeled
with the SHERPA v.2.2.1 generator [28], 0,1,2vy + W-jets, tt, and tt{W modeled using
MadGraph5_aMCatNLO [24; 25; 26].

4.3.4 Hadronization and detector response

The PYTHIA 8 [27] package is used for parton showering, hadronization, and the underlying
event simulation of all signal and background samples (with the exception of 1, 2y+jets MC
from SHERPA v.2.2.1), with parameters set by the CUETP8M1 tune [29] (2016 data taking
period) and the CP5 tune [30] (2017 and 2018 data taking periods). Parton distribution
functions (PDFs) are taken from the NNPDF3.0 set [31]. The response of the CMS detector
is modeled using the Geant4 package [32]. The simulated events include additional pp in-
teractions within the same or nearby bunch crossings (pileup), generated using Pythia and
overlaid on the MC events using event weights so that the distribution of the number of

collisions matches the data.

78



4.4 Objects

When processing the CMS data and simulated physics samples described in Section 4.3, a
particle flow (PF) [33] algorithm is used in order to define objects from real or simulated
CMS detector information. Objects corresponding to the following particles are utilized
in the analysis: Photons, electrons, muons, and “jets” resulting from hadronized quarks
or gluons. In addition, a special object called “MET” (Missing transverse momentum) is
utilized in order to tag events which may contain particles which evade detection such as
neutrinos.

The same object definitions are used for all WW~~ final state categories when recon-
structing objects from both data and simulation events.

In this section, the choice and reconstruction of the following objects is described: Vertex
choice in Section 4.4.1, photons in Section 4.4.2, electron and muons in Section 4.4.3, jets
in Section 4.4.4 and MET in Section 4.4.5. Finally, the yields and efficiencies of the signal
and background processes in this analysis after the selections described in this section are

described in Section 4.4.6.

4.4.1 Vertex

Because there can be many simultaneous interactions in a given CMS event due to the
large number of protons in colliding LHC protons bunches, many interactions points may be
reconstructed. In order to identify the vertex corresponding to the highest energy interaction
of the proton-proton collisions, called the “hard interaction”, the vertex which has the highest
sum of p2 is chosen as the point from which photons are reconstructed and from which jets
are taken. This is chosen as in the WW~~ processes, high pr tracks from the WW decay
products are expected, namely from leptons and jets.

In Figure 4.5, the probability of choosing a vertex with a z-position along the colliding

axis within |dZ| of the z-position of the generator level vertex is shown for the 2017 SM
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at NLO semi-leptonic signal sample. It is shown from the first few points that the selected
reconstructed vertex has an absolute z position within 0.1cm of the z position of the generator
vertex for more than 99% of events. This indicates that the choice of the vertex with the

highest sum of p% is an appropriate choice for the HH—WW-~~ process.

Zeroeth Vertex Efficiency

1.000 A

0.999 -

0.998 -

0.997 4

Efficiency

0.996 B
0.995 4 @
0.994 1 ®

0.0 0.5 1.0 1.5 2.0 2.5 3.0
dZ]|

Figure 4.5: Efficiency vs |dZ| for the Semi-Leptonic Signal

4.4.2 Photons

Photons used in this analysis are selected from the PF set of photon candidates. The energy
of each photon candidate is estimated from the Supercluster (SC), which includes deposits
from the many particles comprising the electromagnetic shower. In some cases, photons will
interact with detector material upstream of the ECAL and produce an electron-positron pair;
these are known as “converted” photons. Converted photons will also deposit energy in the
ECAL preshower detector (ES), which is included in the SC energy estimate. A correction is
then made to this SC energy using a multivariate regression technique [19]. After that, data
and MC are brought into agreement by applying additional scale and smearing corrections

to the photon energies. Once the photon energy has been established, a set of preselection

80



criteria is applied to obtain the final set of photons considered in the analysis. One of these
criteria is a requirement placed on the output score of the photon identification BDT, which
is trained to reduce the contamination from other objects which mimic real photons.

All data events are required to have fired the high-level trigger (HLT) double photon
paths and pass diphoton preselections. Simulated events are only required to pass diphoton
preselections, defined to be tighter than the HLT dataset requirements.

The HLT trigger paths used in this analysis are defined in Section 4.3.1, and require the
presence of two isolated photons with one photon pt higher than 30 GeV and the other one
with a pr of at least 18 GeV for 2016 or 22 GeV for 2017 and 2018 in order to keep the
bandwidth of the HLT at sustainable levels. The trigger efficiency of each year is measured
using data collected at the LHC by CMS and is applied to simulation samples. Higgs
candidates with diphoton decays are then built from pairs of photon candidates.

Photon candidates are subject to a pre-selection that imposes requirements on photon
kinematics, hadronic leakage, and shower shape. The pre-selection is designed to be slightly
more stringent than the trigger requirements, where the pre-selection cuts are summarized
in Table 4.2. The shower shape and isolation variables in simulation are corrected with a
chained quantile regression method [34] based on studies of Z — e*e™ events. Each variable
is corrected with a separately trained boosted decision tree (BDT), taking the photon kine-
matic properties, per-event energy density, and the previously corrected features as inputs
to ensure that correlations between the inputs are preserved and closer to those in data.
This correction method also improves the modeling of the photon identification (photon ID)
discriminant in MC simulation with respect to the previous CMS H — ~v results [19]. A
multivariate identification method, based on photon shower-shape, isoaltion and kinematic
variables, is used to separate H — ~7 signal from background photons (photon ID). A
very loose requirement on the photon ID score above -0.9 is applied as a further selection,
which eliminates a very significant amount of non-prompt photons while keeping almost

100% of prompt photons. Each photon candidate is required to satisfy the “conversion-safe”
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electron-veto, which aims to reject photon objects which may have been reconstructed from
real electrons.

Additionally, both photons must pass either Ro> 0.8, 150ch paa < 20 GeV, or I50ch had/
pr < 0.3 if their pr is above 14 GeV and H/E is below 0.15. Ryis defined as the energy
sum of the 3 x 3 crystal matrix centered on the most energetic crystal in a given ECAL
supercluster, divided by the energy of the supercluster, and H / E represents the ratio of

hadronic energy to electromagnetic energy.

Table 4.2: List of photon preselection requirements.

H/E | oiiy Ry Isopy, | 150track
EB; R9> 0.85 | <0.08 | — >0.5 | — -
EB; R9<0.85 | <0.08 | <0.015 | >0.5 | <4.0 | <6.0
EE; R9>0.90 | <0.08 | — >0.8 | — —

EE; R9<0.90 | <0.08 | <0.035 | >0.8 | < 4.0 | <6.0

Preselection efficiencies and the loose photon ID cut efficiency are determined from data
using Z — eTe” events with the tag and probe method. By definition the tag and probe
technique using Z — e*e™ does not allow for the measurement of the electron-veto efficiency;,
which instead is measured independently using Z — putu~vy events. The scale factors,
defined as the ratio of efficiency in data to efficiency in simulation, are used to correct the
signal efficiency in simulated signal samples and the uncertainties are propagated to the
expected signal yields.

Each event is required to have at least one diphoton candidate constructed with respect
to the zeroth vertex that passes the preselections described above. The largest-pt photon
(leading) is required to have pr > 35 GeV and the second largest (subleading) is required to
have pr > 25 GeV. These photons must also pass a loose selection on a dedicated H — v~
photon ID shown in Table 4.3.

Finally, the events with the invariant mass of two photons within 100 < m.,, < 180 GeV,

are selected for the signal extraction.
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Leading Photon Subleading Photon
Photon ID -0.9 -0.9

Table 4.3: Additional photon object selections

4.4.3 Leptons

In this analysis, electron and muon objects are considered, and the analysis remains agnostic
to tau leptons, as they are neither tagged nor rejected. Because the number of leptons is
used as a handle of orthogonality between the three final state categories, it is necessary that
all final state categories apply the same lepton selections. A possible way to improve this
analysis in the future would be to include the tagging of tau leptons, which may be present
in the leptonic WW+~~ final states.

For electrons and muons, ID MVA outputs are utilized in order to identify leptons with
different balances of sensitivity and yields. Additionally, isolation criteria is defined and
utilized in order to quantify how isolated leptons are from other objects. The decision of
which electron ID, muon ID and muon isolation to select comes from comparing the ratio
of signal yields after preselections and subsequent lepton selections for the two final state
categories containing leptons: the semi-leptonic and fully-leptonic final states. This figure
is checked when applying a loose cut based electron ID with a tight Muon ID and isolation,
versus applying a medium MVA based electron ID with a medium Muon ID and isolation.
Comparing the ratios between sets of lepton selections allows one to observe which categories
lose the most signal due to the corresponding lepton selections. The relative yields are shown
in Table 4.4.

In the Fully-Hadronic final state category, events are required to contain exactly zero
leptons. This means that the choice of lepton selection can impact the FH yields, as it may
change whether an event has zero leptons or not. The ratio of FH signal yield between the

two sets of lepton IDs and ISOs is found to be 0.947, where about 5% of signal events are
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Category SL, SL, | FLe | FL,, | FLe, | FL,

Loose Electron, Tight Muon 0.16 0.20 | 0.018 | 0.053 | 0.038 | 0.037
Medium Electron, Medium Muon | 0.023 | 0.228 | 0.0006 | 0.062 | 0.0067 | 0.005
Ratio 0.14375 | 1.14 | 0.0333 | 1.17 | 0.176 | 0.135

Table 4.4: Ratio of signal yields after preselections and pr/m.. cuts over the addition of
lepton requirements, and the ratio between the two pairs of lepton requirements. In this
analysis, the selections in the top row are used (Loose electron, tight muon), while the other
two rows are produced in order to determine the ideal combination of lepton selections to
use.

lost when using medium MVA based electron ID and medium Muon ID and ISO.

Exactly one lepton is required to pass selections in the SL (Semi-Leptonic) category,
therefore for this check the yields for this process are split into the SL. (Semi-Leptonic elec-
tron) and SL, (Semi-Leptonic muon) subcategories. For the FL (Fully-Leptonic) category,
it is required that exactly two leptons pass the common set of lepton selections, and therefore
for the purpose of this check, this process is split into four sub-categories corresponding to
the flavours of the leading two leptons.

Applying a medium MVA based electron ID reduced subcategory yields containing elec-
trons by factors of 0.14375, 0.0333, 0.176 and 0.135, while subcategories containing a muon
change by factors of 1.14, 1.17, 0.176 and 0.135. While a slight gain is obtained from loos-
ing the muon ID and isolation, most signal events are rejected from tightening electron ID,
especially in the di-electron FL subcategory whose ratio of selected events to pre-selected
events is reduced by a factor of about 30.

Because a DNN method is applied in the Semi-Leptonic final state, it is desirable to use
looser selections in order to keep more events to input for training. In the Fully-Leptonic
analysis, as the expected yield is already low, it is desirable to preserve signal while also
maintaining enough events in the data sideband regions to perform a data driven background
fit. For muon subcategories, as the yields are not affected drastically by tightening the muon

ID and isolation from medium to tight, these selections are determined desirable in order to
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tag muons with greater purity.
Therefore, all electrons are required to pass a loose cut based ID, and muons are required
to pass a Tight ID and posses a relative PF isolation value in a cone of AR < 0.4 less than

0.15, as defined in Eq. 4.8. This is required for all three final state categories.

4.4.3.1 Electrons

All PF Electrons considered must pass a group of selections in order to consistitue a high
pr electron that may have come from a leptonically decaying W boson. Each electron is
required to pass the selections in Table 4.5. Scale factors corresponding to loose cut based
electron ID are applied as a multiplicative factor to the central event weight to account for
the discrepancy in data / MC electron ID assignment.

In addition to a loose electron ID, electron candidates are required to have pr > 10
GeV, and a pseudorapidity in the range (0 < |n| < 1.4442) or (1.566 < |n| < 2.5) in order

to remain in the CMS tracker region and avoid the ECAL overlap region. Furthermore,

a distance parameter value (AR = /(An)2 + (A¢)?) greater than 0.4 is required between
each electron candidate and each of the two photon candidates from the event’s highest
pr diphoton in order to select isolated electron candidates. A distance parameter value of
less than 0.4 is also required between the electron candidate’s track and ECAL supercluster
position, and a distance parameter value with each jet candidate > 0.4 is required. Finally,
the invariant mass of the electron with each photon candidate in the event’s highest pr
diphoton candidate must be at least 5 GeV greater or less than the Z boson mass in order

to avoid selecting events coming from Z—ee decays.
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Variable Selection
pr [GeV] > 10
In| (0 < |n| < 1.4442) or (1.566 < |n| < 2.5)
ID Loose Cut Based
AR(e™,7) > 0.4
AR(e, jet) > 0.4
AR(tracke—, SCe-) <04
M- - 91.187| [GeV] > 5

Table 4.5: Electron object requirements

4.4.3.2 Muons

Selections are applied to all muon objects with the aim of identifying a muon coming from a
leptonically decaying W boson. Each muon object is required to pass the selections in Table
4.6. In addition to a tight Muon ID, muon candidates are required to have pr > 10 GeV,
a pseudorapidity in the range (|| < 2.4) to remain in the CMS tracker region, a distance
parameter value with each photon candidate > 0.4, a distance parameter value with each jet
candidate > 0.4, and an isolation < 0.15, as defined in Eq. 4.8, in order to select isolated
muon candidates, where sumPUP? is the summed transverse momentum of charged particles

not from the primary vertex.
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Variable Selection

pr [GeV] > 10
n| <24
D Tight
AR(,7) > 0.4
AR(p, jet) | > 04

I, <0.15

Table 4.6: Muon object requirements

Scale factors for each year corresponding to the applied tight muon ID are applied to the
event weight for each lepton passing all Muon selections, in order to improve the agreement

between data and simulation.

(sumChargedH adronPt + max (0, sumNeutral Hadron Et + sumPhoton Et — %PUH))

v

p=

(4.8)

4.4.4 Jets

Jets are constructed using the anti-kr clustering method with a distance parameter of 0.4,
classifying them as “AK4 jets”. The selections applied on jets are shown in Table 4.7. Jet
candidates are required to have pr > 25 GeV, an absolute value of pseudorapidity < 2.4,
are required to pass a loose PU Jet ID in order to avoid reconstructing jets from pileup
interactions, a distance parameter value > 0.4 between the jet candidate and each photon
candidate from the diphoton candidate, and a distance parameter > 0.4 with any electron
and muon candidates which pass the previously defined electron and muon selections. Jet

corrections applied include jet energy corrections and a jet energy regression.
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Variable | Selection

pr [GeV] > 25

n| <24

D Tight
PU Jet ID Loose
AR(j,m) > 0.4
AR(j,s1) > 0.4
AR(j,e7) > 0.4

AR(j, i) > 0.4

Table 4.7: Jet requirements

In addition, jets from the hadronization of bottom quarks are tagged using a Deep Neural
Network (DNN) that takes secondary vertices and PF candidates as inputs [35]. The output
of this DNN is referred to as the b-tagging score. In the Semi-Leptonic and Fully-Hadronic
categories, the b-tagging score is input as a training variable in Deep Neural Network train-
ings, and therefore no selection is applied before training. In the Fully-Leptonic category,
medium b-tagging working points for the years 2016, 2017 and 2018 are applied to all jets.
This decision is based on the event yields of the 2017 HH SM NLO signals, and of the asso-
ciated production of H— ~v with a pair of top quarks process (ttH), a prominent b-quark
background in the WW~~ phase space due to b-quarks coming from the t—bW decay.

For each event, an event is considered b-vetoed if it contains at least one jet with a
b-tagging score greater than a given threshold. The value of this threshold was scanned
from 0 to 1, using the b-tagging score, and the ratio of process yields with and without a
b-veto applied are shown for the WW~~ signal and the ttH background process in Figure
4.6, and a ratio of the two is shown in Figure 4.7, where the three vertical lines represent

the Loose, Medium and Tight working points as defined by the CMS Jet-Met physics object
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The signal efficiency curves look as expected for the three final states: The Fully-Leptonic

final state is overall the most efficient because there are no quarks in its signal, Semi-Leptonic
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comes next as it contains two quarks in its signal, and the Fully-Hadronic signal is the least
efficient overall as it contains four quarks in its signal, and therefore is the most likely to
contain a jet with a higher b score due to high values of important b-tagging variables such
as pr. The ttH signal events as categorized by the three WW~~ categories have similar
efficiencies among the three categories, with about 75% of events rejected from vetoing an
event with at least one tightly b-tagged jet.

For the Semi-Leptonic and Fully-Hadronic final state categories, no b-veto is applied but
rather is used as an input variable into DNN trainings. In order to properly reshape the MC
b-tagging score distribution, a btag-reshape scale factor is applied to these event weights for
each jet passing event selections.

For the Fully-Leptonic final state category, the medium b-tagging score working point is
applied as only about 5% of signal is rejected, while about 85% of ttH background is rejected.
Events falling into the fully-leptonic category are vetoed if they contain at least one jet with
a b-tagging score greater than the medium working point.

The decision to apply a loose PU Jet ID to all jets with py below 50 GeV comes from
comparing the Fully-Hadronic final state category signal and data yields in the data sideband
(defined as [100 < m.,, < 115] or [135 < m,, < 180 GeV]) when applying different PU Jet
IDs. This category requires at least four jets, so applying different PU Jet ID requirements
on all jets results in different yields, as shown in Figure 4.8, with yields summarized in Table

4.8.
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Figure 4.8: 2017 Data (Signal) diphoton mass distributions in the sideband (signal) region
for the Fully-Hadronic tagged category.

PUlJet ID | Data Sidebands | Signal Region | Data Ratio to None | Signal Ratio to None \%
None 25940 0.09015 1 1 1
Loose 22119 0.08625 0.853 0.957 1.036

Medium 17418 0.07644 0.672 0.848 1.035
Tight 14001 0.06707 0.540 0.744 1.012

Table 4.8: Number of data events in data sidebands and 2017 SM NLO Fully-Hadronic
events in signal region, and relevant ratios.

If it is assumed that the relative change in dataside band events is roughly proportional
to the relative change of data events in the signal region (defined as 115 < m.,, < 135 GeV),
an estimated signal region \% can be computed and is found to be maximized in the case of
applying a Loose PU Jet ID. A similar value is obtained when applying Medium PUJetID,
but considering they are within 0.1% of each other at the trade-off of a loss of about 10%
of signal, it is optimal to apply a loose PU Jet ID for the Fully-Hadronic final state. As
the Semi-Leptonic and Fully-Leptonic final state categories do not explicitly select on jet
number, and the loose PU Jet ID has a high efficiency and should therefore not affect the

Semi-Leptonic and Fully-Leptonic final states noticeably, all jets are required to pass the

Loose PU Jet ID.
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4.4.5 MET

The missing transverse momentum vector piis* (sometimes referred to as “MET”) is defined

as the projection onto the plane perpendicular to the beam axis of the negative vector sum
of the momenta of all reconstructed PF objects in an event. Its magnitude is referred to as
piss. This variable is of importance when identifying events which may contain a neutrino
coming from a leptonic W decay, as neutrinos escape the CMS detector undetected.

In the Semi-Leptonic final state, MET is used as an input variable in the DNN training.
In the Fully-Hadronic final state, MET is not used. In the Fully-Leptonic final state, a
selection of 20 GeV is required for MET. Corrections applied include an XY correction and
MET filters, where the MET filters applied to Data and MC for all three years are shown
in Table 4.9 in order to remove events which are flagged as bad due to various reasons
including large HCAL noise, dead ECAL channels. For Data there is one additional MET
filter applied: Flag eeBadScFilter, corresponding to events tagged as having poor ECAL

endcap super clusters.

MET Filters

Flag_goodVertices
Flag_globalSuperTightHalo2016Filter
Flag HBHENoiseFilter
Flag HBHENoiselIsoFilter
Flag EcalDeadCellTriggerPrimitiveFilter

Flag_BadPFMuonFilter

Table 4.9: MET filters applied to Data and MC for all three years of data taking and detector
conditions.
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4.4.6 Preselection yields

In this section, the yields and efficiencies of each 2017 signal and background MC process
described in Section 4.3 are shown before and after all object selections and final state pres-
elections are applied in order to understand the major background processes to be targeted
in each final state’s subsequent selections.

Preselections are defined as the common object and event selections described in the above
subsections, in addition to the orthogonality selection applied for each final state: Events
in the Semi-leptonic category are required to have exactly one lepton passing the common
lepton selections, events in the Fully-hadronic category are required to have at least four jets
and exactly zero leptons passing the common jet and lepton selections, and events in the
Fully-leptonic category are required to have exactly 2 leptons passing the common lepton
selections.

The yields and process efficiencies before and after each final state’s pre-selections are
shown in Tables 4.10, 4.12 and 4.14 below. Additionally, the individual contribution of
each MC sample with respect to the total MC yield for a given set of selections (Before
preselection, Semi-leptonic preselections, Fully-hadronic preselections or Fully-Leptonic pre-
selections) are shown in Tables 4.11 and 4.13. Note that processes with an absolute number
of simulated events less than 1000 (less than 100 in the fully-leptonic final category) are
given a null value or only an efficiency is reported, as their low number of events implies
that their corresponding processes would have a poor simulated description and potentially

a large statistical uncertainty.
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MC Sample Before preselection SL (efficiency) FH (efficiency) FL (efficiency)
yy+jets 302977.6194 542.4641 (0.179%) | 6246.9949 (2.062%) | 2.7749 (0.001%)
THQ_ctevep 3.4592 0.5789 (16.735%) | 1.0579 (30.582%) | 0.0012 (0.034%)
TTGG 0Jets 44.0507 10.9847 (24.936%) | 25.6024 (58.12%) | 0.1487 (0.338%)
TTGJets_ TuneCP5 765.4892 154.6684 (20.205%) | 402.1377 (52.533%) (<0.2%)
£ W Jets 5.0469 (~21%) 2.8337 (56.147%) (<0.1%)
Glet 830909.3171 1061.0649 (0.002%) | 2466.3582 (0.002%) (<0.001%)
QCD 1653618.4935 (<0.001%) (<0.001%) (<0.001%)
TTJets 93.5628 3.3477 (81.397%) | 18.8106 (55.121%) (<2%)
WiJet 5838.2419 245.2825 (0.329%) (<0.5%) (<0.5%)
W2Jets 5589.4864 352.6322 (0.343%) 204.2186 (0.232%) (<0.5%)
Total 2812863.3417 2371.0234 (0.0008%) | 9368.014 (0.0033%) | 2.9248 (0.0%)

Table 4.10: 2017 Continuum Background MC before and after preselections for each final
state, and process efficiency. Note that for processes with less than 1000 unweighted MC
events after a selection (100 for the fully-leptonic preselections), a null value or only efficiency

is shown.
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MC Sample Before preselection SL FH FL
yy+jets 10.7711% 22.8789% | 66.6843% | 94.8755%
THQ_ctevep 0.0001% 0.0244% | 0.0113% | 0.0397%
TTGG 0Jets 0.0016% 0.4633% | 0.2733% | 5.0849%
TTGJets_ TuneCP5 0.0272% 6.5233% | 4.2927% -%
ttW Jets 0.0002% -% 0.0302% -%
Glet 29.5396% 44.7513% | 26.3274% -%
QCD 58.7877% -% -% -%
TTJets 0.0008% 0.1412% | 0.2008% -%
WllJet 0.2076% 10.345% -% -%
W2Jets 0.1987% 14.8726% 2.18% -%
Total 100% 100% 100% 100%

Table 4.11: Contribution w.r.t total 2017 Continuum Background MC for various phase
spaces: Before and after preselections for each final state. Note that for processes with less
than 1000 unweighted MC events after a selection (100 for the fully-leptonic preselections),

a null value is shown.
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MC Sample | Before preselection | SL (efficiency) FH (efficiency) FL (efficiency)
GluGluHToGG 2226.7151 2.5556 (0.115%) | 18.3933 (0.826%) - (-%)
ttHJetToGG 23.8639 5.9022 (24.733%) | 14.4288 (60.463%) | 0.0545 (0.228%)
VBFHToGG 158.1456 0.3712 (0.235%) 1.0675 (0.675%) - (-%)
VHToGG 85.5536 10.0542 (11.752%) | 4.4384 (5.188%) 0.0832 (0.097%)
Total MC 2494.2782 18.8832 (0.0076%) | 38.328 (0.0154%) | 0.1377 (0.0001%)

Table 4.12: 2017 Single Higgs MC before and after preselections for each final state, and
process efficiency. Note that for processes with less than 100 unweighted MC events after a

selection, a null value is shown.

MC Sample Before preselection SL FH FL

GluGluHToGG 89.3% 13.5% | 48% -%
ttHJet ToGG 0.96% 31.3% | 37.6% | 39.6%

VBFHToGG 6.34% 2.0% | 2.8% -%
VHToGG 3.43% 53% | 11.6% | 60.4%
Total 100% 100% | 100% | 100%

Table 4.13: Contribution w.r.t total 2017 Single Higgs MC for various phase spaces: Before

and after preselections for each final state.

Note that for processes with less than 1000

unweighted MC events after a selection (100 for the fully-leptonic preselections), a null value

is shown.
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MC Sample Before preselection | SL (efficiency) FH (efficiency) | FL (efficiency)
Semi-leptonic HH— WW vy 0.3042 0.1044 (34.306%) - (-%) - (-%)
Fully-hadronic HH— W W~y 0.3012 - (%) 0.0966 (32.07%) - (%)
Fully-leptonic HH— WW~y 0.0741 - (-%) - (%) 0.0098 (13.214%)

Table 4.14: 2017 HH MC before and after preselections for each final state, and process
efficiency. Note that for processes with less than 100 unweighted MC events after a selection,
a null value is shown.

The tables show that among the continuum background MC processes, the fully-leptonic
final state has a very low absolute number of simulation events after pre-selections and
requiring exactly two leptons passing the common lepton selections. This was a core reason
for the decision to perform a cut-based analysis for this final state, as there are not nearly
enough MC events in order to perform a reasonable MVA based analysis. In the fully-
hadronic final state, where a large QCD multi-jet background is expected, there is a low
absolute number of simulation events from QCD MC, prompting the use of a data-driven
estimate of QCD. For all three final states, the non-resonant diphoton + jets process acts as
a major background.

The single higgs resonant background tables indicate that, as expected, different single
higgs processes have larger background contaminations among the different WW~~ final
states due to their different process topologies. However, for all final states the ttH process
has a relatively high efficiency due to the presence of two top quarks which decay into bbWW
in the majority of cases.

Finally, it is seen in the HH selection table that the semi-leptonic and fully-hadronic
signal processes have similar signal efficiencies and yields after pre-selections. This may be

due to their relatively high branching ratios compared to the FL final state.
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4.5 Selections and Categorization

After implementing the object reconstruction defined in Section 4.4, each final state performs
additional selection and categorization techniques specific to its final state topology.

For all three final states, the distribution of signal events has a peak in the diphoton
invariant mass, m..,, distribution around the mass of the Higgs boson (125 GeV). The analysis
strategy is therefore based on defining regions of phase space sensitive to the diphoton mass
peak around 125 GeV containing as many HH events as possible, while minimizing the yields
of the continuum background and resonant single Higgs backgrounds. However, because each
WW~~ final state has its own signal topology, dominant background processes and absolute
number of simulation events, each final state employs a separate strategy for further selections
and categorization techniques after the pre-selections defined in Section 4.4.

This section is organized as follows: In Section 4.5.1, the semi-leptonic final state selec-
tions and categorization, including the use of multiple DNNs, will be described. In Section
4.5.2, the fully-hadronic final state selections and categorization, which also make use of DNN
methods will be described. Finally, in Section 4.5.3 the fully-leptonic final state selections
will be described.

4.5.1 Semi-Leptonic

Events fall into the Semi-Leptonic analysis category if they contain at least one pre-selected
diphoton as described in Section 4.4.2, and contain exactly one lepton passing the common
lepton selections described in Section 4.4.3. The Semi-Leptonic channel is expected to be
the most sensitive of the three WW~~ channels due to the combination of a relatively large
W — qq branching ratio of ~ 67%, and the presence of a clean, highly energetic lepton from
the W — (v decay leg.

The four NLO generated Semi-Leptonic signal events corresponding to the points k), =

[0, 1 (SM), 2.45, 5], and a set of samples coming from a reweighting of these four samples to
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the points 3D3 (k) = 0, k; = 1.0, cyugy = 1.0), cugny = 3, and ¢y = 0.35 are categorized
with a multi-class DNN, where ¢, gy represents the coupling strength of two top quarks to
two Higgs bosons. These corresponding simulation templates are used to model the Semi-
Leptonic HH final state for the SM hypothesis, and to perform scans of the x, and c; EFT
parameters.

The four generated NLO samples are reweighted to the 20 EFT benchmarks, and cat-
egorized using a parametric DNN which includes the EFT benchmark scenario number as
a training variable. The resulting categorized simulation templates are used to model the

semi-leptonic HH final state for these 20 scenarios.

4.5.1.1 Standard Model: Multiclass Deep Neural Network

For a general description of Deep Neural Networks, see Appendix A.

In the Semi-Leptonic category, in order to separate the di-Higgs signal from the expected
single Higgs boson and continuum backgrounds, a multiclass deep neural network is trained
to identify these three types of processes separately, in order to identify regions of phase
space with a maximal number of HH events, but a minimal number of single H and con-
tinuum background events. Because the single higgs and continuum background processes
are markedly different due to the expectation of a resonant H signal vs. a falling continuum
background, as shown in Figure 4.2, it is more logical to define these two processes separately
in a DNN training rather than defining them as the same type of background.

The samples used for training and labeled as signal are the 12 LO benchmark samples, as
well as the LO SM benchmark, where all thirteen simulation samples include 2017 detector
conditions for reconstruction. When training on these samples, the reweighting procedure
described in Section 4.2 is applied to reweight these LO EFT benchmark and SM sample to
the SM process at NLO, in order to train the network to identify the SM at NLO HH signal.
In deriving these weights, NLO samples are reweighted following [13], and LO samples are

reweighted following an analytic parameterization as a function of ogy and |cos#*| which
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extends beyond mpyy = 1050 GeV, and the ratio of the two is taken and normalized by
Equation 4.7, yielding an event by event weight. These event weights scale the per-event
training loss in order to assign more training importance to events which must be weighted
up in order to match SM NLO.

The ratio of a few of the DNN’s input variable distributions between the sum of reweighted
13 LO benchmarks (12 + SM at LO), and the 2017 SM at NLO signal are shown in Figures

4.9 and 4.10, and the rest are shown in Appendix B.
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There is good agreement overall, indicating that training on these events and including
the LO to NLO event reweighting in the training via loss scaling trains a network geared
towards identifying the SM and NLO signal.

The samples used for training and labeled as single Higgs processes are the associated
production of a Higgs boson with a vector boson (VH), and with a top quark pair (ttH),
where the Higgs decays to 7 in both cases.

The samples used for training and labeled as continuum background were chosen based
on the background MC processes which have at least 1000 absolute events after the semi-
leptonic pre-selections, such that there is no large statistical uncertainty on these process
descriptions.

Events used to train the network are required to contain at least one diphoton candidate
passing the common diphoton selections described in Section 4.4.2, and contain exactly one
lepton passing the common lepton selections in Section 4.4.3.

Due to the class imbalance in the datasets, events are re-weighted with a per-class “class
weight”, such that after applying this weight, the effective number of events in both classes
is the same. In deriving each class weight, a class’s weighted MC yield is scaled to the
unweighted HH yield of 866,833. This ensures that the network focuses on categorizing all
three classes with equal importance. The unweighted and weighted yields, and class weights
of all training events which have only diphoton pre-selections applied and the requirement
of exactly one lepton passing the common lepton selections, are shown in Table 4.15. Note
that in Table 4.15, HH events are not normalized to cross section and branching ratio, as
this is not necessary because all weighted yields are reweighted to a common target, and

therefore what is relevant are the relative yields.
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Class

Unweighted Yield | Weighted Yield | Class Weight | Class Weight * Weighted Yield

HH
H

Continuum Background

866833 2.232871 388214 866833

78108 1.057757 819501 866833

61408 16104 53.8278 866833

Table 4.15: Unweighted and weighted yields, and class weights applied during Semi-Leptonic
DNN training, without data sideband scale. Weighted class yields are reweighted by class
weights to the unweighted HH yield.

The features used as input to the semi-leptonic channel DNN can be found in Table 4.16.

Table 4.16: Input features used to train semi-leptonic channel DNN.

Feature

Description

Leading Photon pr / m.,
Leading Photon 7

Leading Photon ¢

Leading Photon E / m.,,
Leading Photon MVA
Subleading Photon py / m.,
Subleading Photon 7
Subleading Photon ¢
Subleading Photon E / m.,
Subleading Photon MVA
Jet Multiplicity

Leading Jet pr

Leading Jet n

Leading Jet ¢

Leading Jet E

Leading Jet DeeplJet Score
Subleading Jet py
Subleading Jet n
Subleading Jet ¢
Subleading Jet E
Subleading Jet DeepJet Score
Lepton pr

Lepton 7

Lepton ¢

Lepton E

MET

My (1, MET)

Mo g1

Transverse momentum of the photon with the highest transverse momentum out of the selected photons, scaled to diphoton mass.
Pseudorapidity of the photon with the highest transverse momentum out of the selected photons
Direction in the transverse plane of the photon with the highest transverse momentum out of the selected photons

Energy of the photon with the highest transverse momentum out of the selected photons, scaled to diphoton mass.

Photon MVA score of the photon with the highest transverse momentum out of the selected photons
Transverse momentum of the photon with the second highest transverse momentum out of the selected photons, scaled to diphoton mass.

Pseudorapidity of the photon with the second highest transverse momentum out of the selected photons

Direction in the transverse plane of the photon with the second highest transverse momentum out of the selected photons
Energy of the photon with the second highest transverse momentum out of the selected photons, scaled to diphoton mass.
Photon MVA score of the photon with the second highest transverse momentum out of the selected photons

Number of selected jets in the event (flavour inclusive)

Transverse momentum of the jet with the highest transverse momentum out of the selected jets

Pseudorapidity of the jet with the highest transverse momentum out of the selected jets

Direction in the transverse plane of the jet with the highest transverse momentum out of the selected jets

Energy of the jet with the highest transverse momentum out of the selected jets

DeeplJet b-tag discriminator score of the jet with the highest transverse momentum out of the selected jets

Transverse momentum of the jet with the second highest transverse momentum out of the selected jets

Pseudorapidity of the jet with the second highest transverse momentum out of the selected jets

Direction in the transverse plane of the jet with the second highest transverse momentum out of the selected jets

Energy of the jet with the second highest transverse momentum out of the selected jets

DeeplJet b-tag discriminator score of the jet with the second highest transverse momentum out of the selected jets
Transverse momentum of the selected lepton

Pseudorapidity of the selected lepton

Direction in the transverse plane of the selected lepton

Energy of the selected lepton

The missing transverse energy

The transverse mass of the selected lepton and MET

The invariant mass of the leading and subleading jets

To determine the level of optimization of the network towards CMS data by training on

MC, the data-MC ratio is checked for input features in the data sideband region after the
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semi-leptonic preselections are applied. Disagreements are seen between data and MC in
the data sideband (100 < m.,, < 115 or 135 < m., < 180 GeV), as shown for various input
features shown in Figures 4.11a, 4.12a, 4.13a, 4.14a, 4.15a, and 4.16a. In order to improve
data/MC agreement so that the input features of the DNN are closer to a representation of
the data in order to train a DNN more optimally, a 6-dimensional kinematic reweighting is
performed.

A per-event weight, called a kinematic weight, is computed as the ratio between data
and background MC from the m., sideband region (Note that data events in the signal
region, 115 < m,, < 135 GeV, are not used at all when deriving the kinematic weights).
The variables Leading Jet pr, Subleading Jet pr, Lepton pr, Leading Photon pr over m.,.,
Subleading Photon pr over m.,, and MET are used to calculate this per-event weight,
as they correspond to quantities related to the semi-leptonic WW~~ final state particles.
During the derivation of the weights, 5 bins are used for each variable. The range of each
bin is selected in an automatic way such that there are the same number of data events in
each bin. When the number of data events in a bin is lower than 20, the kinematic weight
is set to 1. Otherwise, the weight is set equal to the ratio (data entries)/(MC entries).
After the kinematic weights are derived, a fiducial selection is made removing all events
which have |wye * wg| > 10, where wys¢ is the nominal MC weight computed from cross
section, luminosity, PU weight, scale factors and GEN weights, and wy; represents the per
event kinematic weight. This fiducial selection removes events with very large weights which
heavily impact the DNN training in a non-desirable way.

The data/MC after applying the per-event kinematic weights, in the data sideband (100
< My, < 115 or 135 < m.,, < 180 GeV) and before any evaluation of the DNN, are shown
in Figures 4.11b, 4.12b, 4.13b, 4.14b, 4.15b, 4.16b. It can be seen that the application of
the kinematic weights improves the data/MC agreement, especially in very high yield bins.
It can also be seen that after applying the kinematic reweighting there is no introduction of

extremely large statistical uncertainties or fluctuations, indicating that there is a sufficient
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amount of data and MC events in deriving the kinematic weights.
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Figure 4.11: Leading jet pr before and after kinematic reweighting (before any DNN evalu-
ation), in the data sideband (100 < m,, < 115 or 135 < m.,, < 180 GeV)
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Figure 4.12: Lepton pr before and after kinematic reweighting (before any DNN evaluation),
in the data sideband (100 < m.., < 115 or 135 < m,, < 180 GeV)

105



‘2 T ,2 10° —
] DiPhoton ] DiPhoton
> >
w lGJe\ w lGJet
lTTGsJe(s lTTGsJe(s
lWGsJe(s lWGsJe(s
-®-Data -®-Data
— Signal x 2000 — Signal x 2000
[SEE [SEE
S 35 S 35
K| 3 K|
T 25 T 25
a 2 a 2
Ve N T " ToF ; | |
05 BN, A & 05 L2200 AT | *
MAALES S8 IS 7S 7Y + ety ey i
100 200 300 400 500 100 200 300 400 500
MET [GeV] MET [GeV]

(a) Before kinematic reweighting applied (b) After kinematic reweighting applied

Figure 4.13: MET before and after kinematic reweighting (before any DNN evaluation), in
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Figure 4.14: Subleading jet pr before and after kinematic reweighting (before any DNN
evaluation), in the data sideband (100 < m,, < 115 or 135 < m., < 180 GeV)
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Figure 4.15: Leading photon pr over m., before and after kinematic reweighting (before any
DNN evaluation), in the data sideband (100 < m,., < 115 or 135 < m,, < 180 GeV)
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Figure 4.16: Subleading photon pr over m,, before and after kinematic reweighting (before
any DNN evaluation), in the data sideband (100 < m., < 115 or 135 < m,, < 180 GeV)
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The MultiClass DNN outputs three DNN scores, each with a range 0-1 and corresponding
to the likelihood that an event falls into each of the three classes, which sum to one. This
means that if an event has a high HH class DNN score, the sum of the H and continuum
background DNN scores must be small. Because of this constraint, only the output HH class
DNN score is used in the analysis for categorization as it has a known correlation to the
output H and continuum background DNN scores.

The DNN training results in the ROC (Receiver operating curve) shown in Figure 4.18,
and normalized DNN scores for the three classes shown in Figure 4.19.

A possible way to improve this analysis in the future would be to make use of the H and
continuum background DNN scores, for instance in order to define control regions with high
H and continuum background but low HH yields. These could potentially be included in
the simultaneous fit to data in order to decrease the statistical uncertainty, and improve the
modelling of the single Higgs templates in the signal region.

Due to the non-linearity of deep neural network models, understanding the relative impor-
tance of the input features is non-trivial. In this analysis, we evaluate the relative importance
by evaluating Shapley values [36] for each feature. The Shapley value is the average of the
marginal contribution of a feature’s value to the prediction, across all possible coalitions
of features. Specifically, it is calculated by taking the difference in the value of the pre-
diction with and without a given feature (the marginal contribution). This is repeated for
all possible combinations of the other input features and the average value of the marginal
contributions is taken as the Shapely value. It is important to note that the Shapley value
is the average contribution of a feature value to the prediction in the different coalitions of
features and not the difference in prediction with and without the feature in the model. It
is also worth noting that coalitions of features can be formed without the complete list of
input features. When this happens, in order to evaluate the network the missing feature(s)
value is randomised in order to obtain a prediction. The relative importance of the input

features can be found in Figure 4.17, for the HH class DNN score. The variables are ranked
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from highest to lowest in order of their discriminatory power per class. The leading impor-
tance variables all correspond to quantities from the final state topology of the semi-leptonic

WWn~~ process, namely two photons, one lepton, two jets and a neutrino.
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Figure 4.17: Semi-leptonic channel DNN input feature ranking according to Shapely values
in the HH class
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Figure 4.18: Semi-Leptonic DNN ROC curve for training and test data: HH Class
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Figure 4.19: Normalized HH DNN score distributions for the three semileptonic DNN nodes,
shown for training and test events.

Events with a DNN score less than 0.1 are removed and not used for categorization, nor
in any background or signal modelling, as this region is largely background dominant.

In order to qualitatively understand the level of optimization of the DNN in identifying
data events with MC, the data / MC ratio comparison of events with a DNN score greater
than 0.1 are shown for the leading importance input variables in Figures 4.20 and 4.21. It
should be noted that any disagreement between data and MC will lead to a sub-optimal
network, but will not introduce any bias in the final result extraction, as MC is only used
for selection and categorization optimization.

Table 4.17 shows the post-selection yields, including a selection on the output DNN score
of > 0.1, for all of the simulated samples used in this analysis, both the absolute number
and the corresponding yield accounting for proper MC scaling.

The correlation plot of all input features can also be found in Figure 4.22 and is used
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to check if any correlations are present between input training variables. In particular it
can be seen there is less than 2% correlation between all input variables and reconstructed
diphoton mass, “CMS_hgg mass”, indicating that a bias in diphoton mass distributions is
not expected. Note that the diphoton mass variable is only included in the correlation matrix
in order to ensure the DNN does not train on any input features correlated to the signal
region, as the diphoton mass is not included in the training.

An additional check is performed to ensure the resulting DNN does not shape the dipho-
ton mass, outlined in Appendix C. No evident shaping is seen, and therefore no bias is
expected from the DNN. In addition, a check is performed in a dedicated control region to
demonstrate that a large difference in data and MC acceptance is not expected to be intro-
duced by the DNN, and that the DNN behaves as expected on its target signal topology.

This check is shown in Appendix D.
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Figure 4.20: Data/MC ratio of semi-leptonic channel input features in full mass region
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Figure 4.21: Data/MC ratio of semi-leptonic channel input features in full mass region

112



MC Sample Unweighted | Weighted
DiPhoJetsBox MGG-80tolnf 5108 581.97343
GJet_40tolnf 110 48.26491
ttyy+0Jets 4633 17.01703
tty+Jets 1564 52.52178
tt+Jets 288 51.77128
WlJets_pT_150-250 1298 64.88303
WlJets_pT_250-400 341 7.42416
WlJets_pT_400-inf 217 1.80622
WlJets_pT_50-150 23 13.60197
W2Jets_pT_150-250 1612 60.29933
W2Jets_pT_250-400 T 12.25016
W2Jets_pT_400-inf 531 3.05085
W2Jets_pT_50-150 59 27.52279
WGGJets 360 132.12192
WGJJToLNu_ EWK_QCD 140 30.91906
ttWets 74 0.5721

Table 4.17: Unweighted and weighted training MC yields in the m,. sideband region, in-
cluding semi-leptonic training pre-selections and only events with a DNN output score >

0.1.

The output DNN score comparison between the data and MC is shown in Figure 4.23.

In this comparison, events with a DNN score less than 0.1 are removed as they are not used

in categorization or signal modeling.

Finally, the output DNN score for data events in the sidebands and signal events in the
signal region are shown in Figure 4.24, not including events with a DNN score less than 0.1

as they are not used in the analysis. Each signal histogram is normalized to an integral of 1,
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Figure 4.22: Pairwise Spearman’s correlation (monotonic relationships) between semileptonic

channel DNN input features.
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and each data histogram is normalized to the luminosity of the 2018 dataset. It can be seen
that the shapes are very similar per year, and that there is no clear systematic difference
when applying the 2017-only trained DNN on 2016 and 2018 data and signal events. The
data histograms are shown in log scale in order to highlight that there are similar DNN score
shapes per year which appear similar within statistical uncertainty, in particular in the high

DNN score region which is the most signal sensitive region.
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CMS 138 fb* (13 TeV)
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Figure 4.23: DNN output score between data and MC, using Run 2 dataset and 2017 MC
scaled to Run 2 lumi.
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Figure 4.24: DNN output score of data events in the sideband region (a), and HH simulation
events in the signal region (b), for each separate year.
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4.5.1.2 Standard Model: Categorization

After computing a DNN output score for each event, events are placed into categories based
on their DNN score in order to maximize the sensitivity of the DNN categorization. The
optimization of categories is done using the output HH class DNN score only, as it has a
known correlation to the H and continuum background DNN scores. If an event has a large
HH class DNN score, by construction it must have small H and continuum background DNN
output scores. Sensitivity is maximized by systematically determining the ideal position of
category boundaries in terms of DNN score in order to maximize total significance, a proxy
of the result of the asymptotic limits method to be applied during extraction of final results
via fitting of the background models to the data.

This categorization is done using signal and background MC in the signal region, and
therefore is maximally optimial for data when data and MC fully agree in the dataside bands.
After scaling MC in the sidebands to the integral of data in the sidebands, a non-optimal
data-MC agreement is found. In order to correct for this disagreement, a per-bin reweighting
of the DNN score is performed. The reweighting is performed using the Run 2 dataset and
2017 MC, with MC appropriately scaled to cross section, luminosity, PU reweight and any
CMS POG (Physics object groups) recommended scale factors. Each DNN score bin weight is
computed as the ratio of data to MC in the sideband region. The event weight is then applied
to MC in the sideband and signal region events. It should be noted that this reweighting
is used only to optimize analysis categories, and is not used for the evaluation of any final
results.

During category optimization, generally a finner binning of the DNN score distributions
leads to a greater significance. However, small bin widths can cause statistical fluctuations
which bias categorization, as a very high (low) yield bin would improve (reduce) a potential
category’s significance drastically, thus biasing the categorization. To ensure that the effect
of statistical fluctuations is reduced in the categorization procedure, a smoothing of the

background distributions is performed.
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The smoothing procedure is performed on background MC in the signal and side-band
region. The smoothing procedure ensures that statistical fluctuations in the shape of the
DNN scores have a negligible impact on the categorization procedure.

An optimal categorization of events based on the DNN discriminant variable is extracted
by computing total significance among categories, varying the number of categories, number
of equally sized bins, and definition of the signal region. A simultaneous optimization of
category boundaries is performed, and the case which yields the greatest significance is
chosen as the final categorization. Total significance is defined as the quadtratic sum of
category significance, where category significance is defined by Equation 4.9 (Equation 96 in
[37]), where S and B are the number of weighted signal (HH events) and background (Single
H + continuum background) events in the category, respectively. Events with a score of less

than 0.1 are not used for categorization.

\/2((S+B)ln(1 + %) —S) (4.9)

The optimal category boundaries for a given number of categories, equally sized bins and
signal region window are chosen by computing total significance for every possible position of
category boundaries given the number of bins and categories. A simultaneous optimization of
category boundaries is performed. The category boundary positions which yield the greatest
total significance are defined as the optimal category boundaries for the given number of
categories, bins and signal region window.

The number of categories is varied from 1-5, and the number of equally sized bins is
varied among: [10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 110, 120, 130, 140, 150, 160, 170, 180,
190, 380, 760, 1520]. When computing significance values for category optimization, a signal
region definition of 122 to 128 GeV is used as this is the experimental resolution: A range
centered around the expected higgs mass with a width ~ £ 1-2 times the expected signal
width, known a-posteriori from analytic fitting.

The optimal categorization was chosen based on the 90 bin case, in which category
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boundaries are simultaneously optimized among 90 equally sized bins of width (1/90) from
output DNN scores of 0.1 to 1.

A very small increase in total significance is obtained when increasing from four to five
total categories, as seen in Figure 4.25, in both the case where significance is computed with
Equation 4.9 and S / v/B. In addition, the category boundary for the most sensitive category
remains constant. Therefore, the choice is made to classify events into four categories. The
category boundaries, number of signal events, number of background events and significance
for the N category case where N ranges from 1-5 are shown in Tables 4.18, 4.19, 4.20, 4.21
and 4.22, where the final categorization is that shown in Table 4.21. The HH yields in
these tables, denoted by ’S’, are properly scaled to the cross section and branching ratio
of the Semi-Leptonic final state of HH—-WW~~. The MC modeling the backgound in the
signal region comes from the continuum background MC which is smoothed before use in
the category optimization. Each MC process is scaled to its cross section and branching
ratio, as well as the kinematic weight with its fiducial selection, the removal of events with

an absolute value of weight times kinematic weight > 10.
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CatN | DNN Min | DNN Max S Bgsr Datagigepana | Significance
0 0.89 1.0 0.03568 | 0.81037 8.0 0.03935
Table 4.18: Semi-Leptonic DNN Category Boundaries and yields in signal region for 1 Cat-
egories
CatN | DNN Min | DNN Max S Bgsgr Datagigepang | Significance
0 0.89 1.0 0.03568 | 0.81037 8.0 0.03935
1 0.1 0.89 0.23129 | 511.65079 3580.0 0.01022
Table 4.19: Semi-Leptonic DNN Category Boundaries and yields in signal region for 2 Cat-
egories
CatN | DNN Min | DNN Max S Bgsr Datagigepana | Significance
0 0.89 1.0 0.03568 | 0.81037 8.0 0.03935
1 0.64 0.89 0.09449 | 16.43561 114.0 0.02329
2 0.1 0.64 0.1368 | 495.21518 3466.0 0.00615
Table 4.20: Semi-Leptonic DNN Category Boundaries and yields in signal region for 3 Cat-
egories
CatN | DNN Min | DNN Max S Bgp Datagigepana | Significance
0 0.89 1.0 0.03568 | 0.81037 8.0 0.03935
1 0.84 0.89 0.02267 | 1.84053 12.0 0.01668
2 0.63 0.84 0.07483 | 15.73924 111.0 0.01885
3 0.1 0.63 0.13379 | 494.07101 3457.0 0.00602

Table 4.21: Semi-Leptonic DNN Category Boundaries and yields in signal region for 4 Cat-

egories

121



CatN | DNN Min | DNN Max S Bgsr Datagigepana | Significance
0 0.89 1.0 0.03568 | 0.81037 8.0 0.03935
1 0.84 0.89 0.02267 | 1.84053 12.0 0.01668
2 0.64 0.84 0.07182 | 14.59508 102.0 0.01878
3 0.25 0.64 0.0964 | 157.99225 974.0 0.00767
4 0.1 0.25 0.0404 | 337.22293 2492.0 0.0022

Table 4.22: Semi-Leptonic DNN Category Boundaries and yields in signal region for 5 Cat-

egories
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Figure 4.25: Total significance vs. number of categories in DNN categorization optimization,
using either Equation 4.9 or S / VB to compute each category’s significance, with total
significance computed as category significances summed in quadrature. S is the number of
weighted HH events, and B is the weghted number of MC events modeling the continuum
background in the signal region plus the number of weighted single H events. Also shown in
Table 4.23

NCategories | Total Significance with Eq 4.9 \/ig
1 0.03935 0.039635
2 0.040656 0.040933
3 0.046135 0.04639
4 0.047095 0.047352
5 0.04736 0.047616

Table 4.23: Significance values using two equations for significance
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4.5.1.3 EFT Benchmarks: Parametric Binary Deep Neural Network

To categorize events from the 20 EFT benchmarks in the Semi-Leptonic final state, a para-
metric binary DNN is used. The DNN is trained using 2017 signal and background samples,
and is evaluated on 2016, 2017 and 2018 signal samples for analytic fitting and on Run 2
data to be used for categorization and data-driven background modeling. Models of the 20
EFT benchmarks are obtained by reweighting the combination of four NLO samples to each
benchmark at NLO precision. The 20 EFT benchmark samples are combined and considered
together as signal. The network is then trained on a labelled dataset with the 20 EFT HH
processes as the signal, and various background process labelled as background.

In addition to the training variables used for the multiclass DNN, the node number
ranging from 1-20 is input as a feature into the DNN, allowing one to produce an output
score for any EFT benchmark hypothesis. This is essentially a way to produce 20 MVA scores
in a given training, which is much more convenient than running 20 individual trainings.

The same training pre-selections are applied in this case as for the multi-class DNN, and

the same category boundary optimization procedure is followed.
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4.5.2 Fully-Hadronic

Data and simulation events fall into the Fully-hadronic category if they contain at least 4
jets satisfying the conditions described in Section 4.4.4, and at least one diphoton candidate
satisfying the selections described in Section 4.4.2. To maintain categorical orthogonality
with the Semi-leptonic and Fully-leptonic final states, events in the Fully-hadronic category
are required to have exactly zero leptons passing the selections described in Section 4.4.3.

Because the invariant mass resolution of two jets is not expected to be precise enough to
separate W-boson and Z-boson events, the Fully-Hadronic HH — Z Z~~ channel is expected
to overlap with the Fully-hadronic HH — WW+~~ channel. In addition, the HH—bb~y~y
process is difficult to distinguish from the Fully-hadronic HH—VV~~ signatures. In order
to optimize this final state analysis for the Fully-hadronic WW~~ final state, a dedicated
“bby~v killer” DNN is trained to differentiate HH—bb~vy from all backgrounds. After the
removal of these additional final states, any remaining events are included in the signal
definition. Therefore, in the final signal definition, HH — ZZ~y — qqqqvyy, HH — bbyy
and HH — WW~yy — qqqqvy are included. Thus, the Fully-Hadronic signal corresponds
to HH — (WW + ZZ + bb)vyy.

4.5.2.1 DNN for Fully-Hadronic Channel

As mentioned in Section 4.1, a DNN approach must be taken for the Fully-hadronic final
state to optimize sensitivity, while simultaneously minimizing contamination from the HH —

(bb + Z Z)~~y processes. To this end, two binary trainings are performed as follows:

e WW+~~ identifier: Trained for the separation of signal (HH — WW~+) and back-

grounds listed in Tab. 4.24).

e bb~y~y killer: Trained in order to obtain a discriminant to use for reducing the con-
tamination of bbyy. For this training, bby~y is considered signal, and the MC listed in

Tab. 4.24, with the addition of the WW~~ process, are considered background.
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MC Samples
DiPhoJetsBox MGG-80tolnf
GJet_40toInf = Data-Driven QCD
HT-binned QCD = Data-Driven QCD
ttyy+0Jets
tty+Jets

Table 4.24: MC list for Fully-Hadronic

4.5.2.2 WWn~~ identifier

This binary DNN training is used for the separation of di-Higgs (WWn~+) signal w.r.t. back-
ground. The backgrounds used for the Fully-Hadronic training is shown in Tab. 4.24.

From the list of background considered in Tab. 4.24, QCD simulation suffers from a
very low number of events, so a data-driven approach is considered for estimating the QCD.
The considered data-driven approach estimates QCD and ~y+jets simultaneously. This is
described in sec. 4.5.2.5.

This DNN is trained using 2017 signal and background MC, and is evaluated on the
signal and data of each data-taking year. The sum of three EFT benchmark simulation
samples generated at LO (nodes 1, 2 and 3 as defined in Table 4.1) is considered as signal
in MC training, and is reweighted to the SM HH signal and NLO as was done in the Semi-
leptonic case. The dominant background processes, namely yy+jets and QCD are used as
background for training the network.

In order to produced a data-driven estimate of QCD+~jet, data events in the sideband
with an additional selection on photon ID of < -0.7 is applied to the leading and subleading
photons. Therefore, events used for the Fully-hadronic DNN training are required to have a
photon ID score > -0.7.

The features used as input to the Fully-Hadronic channel DNN can be found in Tab. 4.25
and Tab. 4.26.

The data/MC agreement is shown for a few leading importance input features, after the
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Feature

Description

Leading Photon pT /
My
Subleading Photon pT

/ My

Leading Photon ¢
Subleading Photon ¢
Leading Photon 7
Subleading Photon 7

max Photon ID

min Photon ID

Ap(y7)

AR(y7)
Jet Multiplicity

Sum two max bScores
Leading Jet pr
Leading Jet n
Leading Jet ¢
Leading Jet E
Leading Jet Deeplet
Score

Subleading Jet pr
Subleading Jet n
Subleading Jet ¢
Subleading Jet E

Subleading Jet Deep-
Jet Score

pT of the photon with the highest transverse momentum out of the
selected photons, scaled to diphoton mass.

pT of the photon with the second highest transverse momentum
out of the selected photons, scaled to diphoton mass.

Direction in the transverse plane of the photon with the highest
transverse momentum out of the selected photons

Direction in the transverse plane of the photon with the second
highest transverse momentum out of the selected photons
Direction in the transverse plane of the photon with the highest
transverse momentum out of the selected photons

Direction in the transverse plane of the photon with the second
highest transverse momentum out of the selected photons

The maximum value of the photon MVA score out of the two se-
lected photons.

The minimum value of the photon MVA score out of the two se-
lected photons.

Azimuthal separation between the two selection photon candidates
Separation between two photons in the transverse plane

Number of selected jets in the event (flavour inclusive)

Sum of two highest b-score jets out of all available good jets
Transverse momentum of the jet with the highest transverse mo-
mentum out of the selected jets

Rapidity of the jet with the highest transverse momentum out of
the selected jets

Phi of the jet with the highest transverse momentum out of the
selected jets

Energy of the jet with the highest transverse momentum out of the
selected jets

DeeplJet b-tag discriminator score of the jet with the highest trans-
verse momentum out of the selected jets

Transverse momentum of the jet with the second highest transverse
momentum out of the selected jets

Rapidity of the jet with the second highest transverse momentum
out of the selected jets

Phi of the jet with the second highest transverse momentum out of
the selected jets

Energy of the jet with the second highest transverse momentum
out of the selected jets

DeeplJet b-tag discriminator score of the jet with the second highest
transverse momentum out of the selected jets

Table 4.25: Input features used to train Fully-Hadronic channel DNN.
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Feature Description
Second Subleading Jet | Transverse momentum of the jet with the third highest transverse
pr momentum out of the selected jets

Second Subleading Jet

n

Second Subleading Jet
¢

Second Subleading Jet
E

Second Subleading Jet
DeeplJet Score

Third Subleading Jet

pPr
Third Subleading Jet

n
Third Subleading Jet

¢

Third Subleading Jet
E

Third Subleading Jet
DeeplJet Score
AG(HH)

AR(HH)
min(AR(gk, ji))
max(AR(gk, ji))
min(AR(ji, ji))
maz(AR(jx, ji))
costhetastar

costhetal
costheta?2
Phi

Phil

W1 pT
W17

W1 mass
W2 pT
W2 7

W2 mass
WW pT
WW 7
WW mass

Rapidity of the jet with the third highest transverse momentum
out of the selected jets

Phi of the jet with the third highest transverse momentum out of
the selected jets

Energy of the jet with the third highest transverse momentum out
of the selected jets

DeeplJet b-tag discriminator score of the jet with the third highest
transverse momentum out of the selected jets

Transverse momentum of the jet with the fourth highest transverse
momentum out of the selected jets

Rapidity of the jet with the fourth highest transverse momentum
out of the selected jets

Phi of the jet with the fourth highest transverse momentum out of
the selected jets

Energy of the jet with the fourth highest transverse momentum out
of the selected jets

DeeplJet b-tag discriminator score of the jet with the fourth highest
transverse momentum out of the selected jets

Azimuthal separation between the two selection Higgs candidates
Separation between two Higgs in the transverse plane

minimum separation between the selected jet and photon candidate
maximum separation between the selected jet and photon candidate
minimum separation between the jet candidates

maximum separation between the jet candidates

The angle between the parton collision axis z and the pp — HiH>
decay axis 2/, both defined in the H; Hy system rest frame

Angle between the direction of the W-boson (W;) from the H; —
W1 W5 and the direction opposite the H;H, in the H; rest frame.
Angle between the direction of the W-boson (W3) from the Hy —
~vv and the direction opposite the H; H, in the Hs rest frame.
Angle between the decay planes of the two Z-system in the HyH,
rest frame

Angle between the 2z’ plane and the plane of the H; — ~~ decay
in the H;H, rest frame

pT of vector sum of two leading jets

rapidity of vector sum of two leading jets

Invariant mass of vector sum of two leading jets

pT of vector sum of 3rd and 4th leading jets

rapidity of vector sum of 3rd and 4th leading jets

Invariant mass of vector sum of 3rd and 4th leading jets

pT of vector sum of first four leading jets

rapidity of vector sum of first four leading jets

Invariant mass of vector sum of first four leading jets
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Table 4.26: Input features used to train Fully-Hadronic channel DNN.




removal of events with a DNN score < 0.1, in Figures 4.26 and 4.27.
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Figure 4.26: Data/MC comparison of a fully-hadronic leading DNN input feature (left) and
second leading DNN input feature (right).

The output ROC curve from the training is shown in Fig. 4.28.

As the curves are similar, this indicates no sign of over-training. Additionally, the output
score of signal and background for training and testing shows no overtraining signature, as
shown in Fig. 4.29.

In addition, a check is performed in a dedicated control region to demonstrate that a
large difference in data and MC acceptance is not expected to be introduced by the WW~~
identifier DNN, and that the DNN behaves as expected on its signal topology. This check is

shown in Appendix D.

4.5.2.3 bbyy killer

This binary DNN training is used as a bbyy killer. The objective of this DNN is to output

a bbyy killer score to use as a discriminant to use for the removal of bbyvy events from
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Figure 4.27: Data/MC comparison of a fully-hadronic third leading DNN input feature and
DNN score.
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Figure 4.28: ROC curve for WW~~ identifier Fully-Hadronic DNN
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Figure 4.29: Output score of Fully-Hadronic DNN WW~~ identifier training

the WW~~ phase-space. This is trained considering a bbvy~y simulation sample as signal.
The list of background used consists of all background mentioned in Tab. 4.24 along with
the Fully-hadronic WW~~ simulation sample. Other details for this training including the
events selections, list of input variables and DNN architecture remain the same as for the
WW~~ identifier described in Section 4.5.2.1.

The output ROC curve of this training is shown in Fig. 4.30. As the curves are similar for
both the training and test datasets, this indicates that there is no overtraining. Additionally,
the output score of signal and background for training and testing shows no overtraining

signature, as shown in Fig. 4.31.
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Figure 4.31: Output score of Fully-Hadronic DNN bb~y~ killer training

132



4.5.2.4 Categorization

Events falling into the Fully-hadronic category are categorized in a similar fasion as described
in Section 4.5.1.2 for the Semi-leptonic channel, but with the addition of a selection on the
bb~y~ killer score.

The expected signal region yields background processes, simulated with MC, and HH
signal, both scaled to the Run 2 luminosity of 137 fb~! (the estimated luminosity value at

the time of training), are shown in Figure 4.32 for the WW~~ identifier score.

= — WWgg
0.251~ —ZZgg
B bbgg |
B — DataSB
0.2— B
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_—'_..........u....u..._r....‘—li.-.'ﬁ:.r::.‘.*kn—m
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IO.l 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
DNN Score

Figure 4.32: Fully-Hadronic output score for signal and background. All distributions are
normalized to unity.

These distributions are used for significance computations.

In performing the categorization, the same method is followed as for the semi-leptonic
final state described in Section 4.5.1.2. The result of smoothing of the MC in the signal
region is shown in Fig. 4.33.

The optimal categorization was chosen based on the 380 bin case, in which category
boundaries are simultaneously optimized among 380 equally sized bins of width (1/380)

from output WW~~ identifier DNN scores of 0.1 to 1. It was also found that a signal region
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Figure 4.33: Result of background smoothing for Fully-Hadronic channel.

definition of 120 to 130 GeV in the di-photon mass region returns the greatest significance
with number of bins and categories held constant, a hint that choosing optimal category
boundaries based on this definition may return the most sensitive result. The category
boundaries, yields and significance values are summarized in Tab. 4.27 for the case of four
categories, the final choice on number of categories for optimization.

After categorizing based on the WW~~ identifier to maximize signal efficiency, events are

required to have a bbyy killer score less than 0.6 in order to remove the majority of bby~y

events.
’ CatN ‘ DNN Min ‘ DNN Max ‘ S ‘ Bgsr ‘ Datagigepand ‘ Significance ‘
0 0.983 1.0 0.03373 | 0.101421 24.0 0.03373
1 0.969 0.983 0.04398 | 4.684672 55.0 0.02029
2 0.893 0.969 0.13746 | 53.51282 384.0 0.01878
3 0.1 0.893 0.30157 | 5979.241 27390.0 0.00390

Table 4.27: Fully-Hadronic DNN Category Boundaries and yields in signal region for 4
Categories
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4.5.2.5 Data Driven QCD and ~jet

For this final state category, a data-driven QCD+~jet estimation is performed in a control
region where one photon candidate fails the requirement of photon ID > -0.7, previously

used and described in [38].
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4.5.3 Fully-Leptonic

For events to fall into the FL analysis category, they must contain exactly two oppositely
charged leptons (ete™, utp=, e*uT). The leading pr lepton is required to have pr > 20 GeV,
the subleading lepton is required to have pr > 10GeV, and a distance parameter between
the two leading pr leptons > 0.4 is required. Events are rejected from this category if the
event contains a third lepton with pr > 10 GeV in order to avoid saving events with three
high energy leptons, as only two are expected from this process. In order to identify events
with missing transverse momentum due to the two neutrinos from the leptonically decaying
W-bosons, events are required to have p*** > 20 GeV. Furthermore, the diphoton candidate
in this final state is required to have pr > 91 GeV, and the invariant mass between each
electron candidate and photon candidate is required to be at least 5 GeV different from the
invariant Z boson mass to avoid saving Z— (¢ events. The invariant mass from the two
leading leptons is required to be < 80 GeV or > 100 GeV in order to suppress VH(H— 77)
events, as shown in Fig 4.34. In addition, events containing at least one jet with a b-tagging
score greater than a medium working point are removed. The reason a b-veto is applied in
this final state and not for the SL and FH final states is because this final state applies a
cut-based selection, and therefore we choose to apply a b-veto as part of the final selections.

The p' selection was chosen to optimize \% while also preserving enough events for a
meaningful background fit. The significance plot is shown in Fig. 4.34 (a). Working points
were identified from this plot for which limits are computed, and a study is performed to
determine if the data-driven background model fit introduces a bias in the signal region. The
results from these checks are shown in Table 4.28.

A selection on diphoton pt of 91 GeV is chosen as it returns the greatest significance
among the tested working points, which passed a check on the bias of data-driven background
modelling with a low number of data-sideband events. The |m., — myz| > 5 GeV selection

was chosen as it was previously used in the Run 2 CMS ttH(H— ~7) analysis [39]. This is

136



p%’y (GGV) Run2 Nsidebands \/LE
91 10 2.80
97 8 3.05
100 7 3.21
104 6 3.39

Table 4.28: Fully-Leptonic significance for four pJ’ workpoints

aimed at rejecting Z Boson events while preserving background yields. As shown in Fig 4.34
(b), the my; selection is applied to suppress VH backgrounds. This selection rejects ~90%

of VH events while preserving ~99% of Fully-Leptonic HH signal events.
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Figure 4.34: For fully leptonic channel: (a) Significance scan of di-photon pr cut, the black
dashed line is the final cut value:pr > 91 GeV . (b) my distribution comparison between
signal and VH events, the signal and VH have been normalized to 1, and the two dashed
lines are the final cuts at di-Lepton mass: my; < 80GeV or my > 100 GeV .
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4.6 Signal and background modelling

In order to model the di-Higgs signal process, and single higgs resonant background processes
in the signal region, 115 < m,, < 135 GeV, simulated events in each analysis category are
combined to construct m.., shapes. To define a template for each HH and H process in each
analysis category, the same strategy is followed: A sum of 1-5 Gaussian functions is fit to
the histogram of diphoton mass entries.

Because the continuum background in the signal region is expected to follow a falling
shape continuous with the data sidebands, data events in the data sidebands are fit to a

falling analytic function in order to model the continuum background.

4.6.1 di-Higgs Signal

Signal models are formed by an analytic fit of gaussians of polynomic order 1-5, determined
by an F-Test, to the m,., region. First an F-test is performed in order to determine the order
to determine the order of the gaussian fit, and then the parameters that best fit the signal
model m.,, bins is found. This is done separately for each year (2016, 2017, 2018) and each
analysis category.

Signal model fits are shown for the two highest DNN score Semi-Leptonic categories in
Figure 4.35.

For the Fully-Hadronic category, the remaining bby~ and fully-hadronic ZZ~~y yields after
the minimization of contamination in the WW~~ phase space are considered HH signal in
this category when extracting upper limits the di-Higgs cross section. Signal model fits are
shown for the Fully-Hadronic WW, ZZ, and bb~y~ categories in Figures 4.36a, 4.36b, and
4.37a respectively. These signal models are combined before fitting to data in the Fully-
Hadronic categories.

For the fully-leptonic final state, after applying the object and event selections described

in Sections 4.4 and 4.5.3, a signal fit model is produced using the remaining events. The
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Figure 4.35: Semi-Leptonic signal models for all three years and the Run 2 combination, in

(a) DNN Category 0

the two highest DNN score categories.

(b) DNN Category 1
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signal model is shown in Figure 4.37b.
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Figure 4.37: Fully-Hadronic HH—bbvy7y and Fully-leptonic signal models for all three years
and the Run 2 combination.

For all categories, the total number of signal events increases by year as expected due to

the increase in integrated luminosity per year.
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4.6.2 Single Higgs Background

There are expected resonant background processes present in the signal region, 115 < m,, <
135, due to H — v processes, which cannot be modeled with a data-driven method using
data sideband events. These backgrounds are modeled with MC in the same fashion as
the HH — W W~~~ signals in Section 4.6.1. Examples of some Single Higgs models in the
Semi-leptonic, Fully-hadronic and Fully-leptonic categories can be seen in Figures 4.38, 4.39,
and 4.40. Note that the ggH and VBFH single higgs signals are not provided for the Fully-
Leptonic final state, as their contributions are either zero due to the absence of any signal
events passing the Fully-Leptonic selections, or are extremely low and can not be reasonably

fit to an analytic model.
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Figure 4.38: Semi-Leptonic DNN Category 0 Single Higgs Models
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4.6.3 Continuum Background

A data-~driven background model is produced for each category using the data sidebands:
events in the regions 100 < m., < 115 and 135 < m,., < 180. The aim of this is to model the
continuum background. After the selections and categorizations of each final state category
are applied to the 2016, 2017, and 2018 datasets, analytic functions are fit to the resulting
m.~ distributions in the data sidebands for each analysis category. These are later combined
with their corresponding single Higgs models in order to obtain a full background model. As
with the signal fitting, an F-Test is performed first in order to determine the most appropriate
analytic function to fit to the data sidebands. Bernstein, laurent, exponential, and powerlaw
function families are considered as candidates to fit the data. The fit is then performed with
the fit function shape determined from the F-Test. In the Semi-Leptonic background fitting,
the three data taking years are merged together before ftest and fitting are performed. The
ftests and S + B fits for the Semi-Leptonic channel, where the HH signal model is scaled to
the resulting simultaneous best fit to data in all WW~~ categories, are shown in Figures 4.41,
4.42, 4.43 and 4.44. The f-tests and fits for the Fully-Hadronic category is shown in Figures
4.45. For the Fully-Leptonic category only, due to a low number of sideband events per year,
a single full Run2 continuum background model is produced by summing the three years of
sideband data before performing an f-Test and producing a fit model, where uncertainty is
obtained via the envelope method, which can be seen in Figure 4.49. A best fit function is
chosen by treating the choice of function as a discrete nuisance parameter. An uncertainty
is then assigned to the chosen fit function based on a combination of the likelihoods of all
attempted fit functions. This method is described in Ref. [40]. Note that in the lower panel
plots for all data-driven background fit plots, the quantity shown is the data with the single
Higgs and continuum background components subtracted.

The resulting combined fit of the background + signal models to the data, where the

signal strength of the HH models are varied to best fit the data, are shown in Figure 4.50
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Figure 4.44: Semi-Leptonic data-driven background model for Run 2 data, DNN Category 3
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Figure 4.46: Fully-Hadronic data-driven background and simulation models
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Figure 4.48: Fully-Hadronic data-driven background and simulation models
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Figure 4.49: Fully-Leptonic data-driven background model for Run 2 data

where each analysis category’s contribution is weighted by its signal to background yield

ratio.
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4.7 Systematic uncertainties

This analysis takes into account systematic uncertainties from theoretical and experimental
sources. The uncertainties on the signal and on the single Higgs backgrounds are modeled as
scale or shape uncertainties. The scale uncertainties affect the yield of the processes and are
treated as log-normal uncertainties, while the shape uncertainties are modeled as variations
of the m,., shape of the processes, i.e. the peak position or the width. The systematic uncer-
tainty associated with the data-driven estimate of the continuum background is accounted
for via the discrete profiling method. Given the small number of expected signal events
compared to the backgrounds, the effect of the systematics uncertainties on the final results
is expected to be small compared to the statistical ones. In case a systematic uncertainty
affects processes in different channels, it is considered fully correlated across those channels.

The following sources of systematic uncertainties are considered:

1. Theoretical uncertainties on the HH cross section: The combined uncertainty
on the QCD scale and on the top mass is taken into account, considering also its
dependence from the value of k). For the SM signal this uncertainty amounts to
—23/46%. The combined uncertainty on the PDF modeling and on the strong coupling

constant is also considered with a value of 3% [41].

2. Theoretical uncertainties on the single Higgs cross sections: Process-dependent
uncertainties related to the QCD scale, the PDF modeling, and the strong coupling

constant are taken into account for the ggH, ttH, VBF H, and VH processes.

3. Theoretical uncertainties on the Higgs boson branching ratios: Such un-
certainties are considered for both the single and the double Higgs processes. The
considered uncertainties on the H — vy, H — V'V and H — bb branching ratios are

approximately 2%, 1.5%, and 1.2%, respectively.
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. Integrated luminosity: A scale uncertainty is defined according to the luminosity

measurements performed by the CMS experiment [42; 43; 44].

. Trigger: The trigger efficiency is measured from data with a tag and probe procedure
using Z — ee events. The related uncertainty is uncorrelated between the three data
taking years. An additional considered source of uncertainty is related to inefficiencies
of the ECAL L1 trigger at |n| > 2 experienced during 2016 and 2017. This is modeled

as a purely rate-changing uncertainty:.

. Electron and muon reconstruction, identification and isolation efficiency:
These efficiencies are evaluated in data and simulation with tag-and-probe techniques
using Drell-Yan events [45; 46]. Scale factors are derived and applied to the simulated
events to improve the agreement of the efficiencies between simulation and data. The
related uncertainty is purely rate-changing and uncorrelated between the three data

taking years.

. Photon identification: The efficiency of the pre-selection on the photon identification
MVA score is estimated in data and simulation with a tag-and-probe technique using
Drell-Yan events. Scale factors are applied to correct for the difference between the data
and the simulation. The related uncertainty is purely rate-changing and uncorrelated

between the three data taking years.

. Photon shower shape: Corrections for the imperfect modeling of the photon shower
shape (and isolation) variables in simulation are applied to improve the agreement with
the data. The impact of this uncertainty is estimated from the difference of the photon
energy scale before and after the correction. This is modeled as a shape uncertainty

which is correlated between the three years of the data taking.

. Photon energy scale and resolution: Corrections for the difference of the photon

energy scale and resolution between data and simulation are derived using Z — ee
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events, with electron-photon differences accounted for as a systematic uncertainty.

This uncertainty is uncorrelated between the three years of the data taking.

10. Jet energy scale and resolution: Corrections for the differences in the measured
jet energies between data and simulation are applied [47]. The impact of the corre-
sponding uncertainties on the signal yield is evaluated by varying the corrected jets
four-momentum within their respective per-jet uncertainties and propagating the effect
to the final result. Several sources of uncertainty are considered, each with a specific

level of correlation among the three years of data taking.

11. B-tagging: The difference in the b-tagging score distribution between data and sim-
ulation is corrected for with a reweight of the simulated events dependent on the jet
pr, |n|, and flavor [35]. The corresponding uncertainty is purely rate-changing and

uncorrelated between the three years of data taking.

In this analysis, the uncertainties with the largest impact on the expected results are
the theoretical uncertainties. One can find the uncertainties with the leading impacts on
the expected upper limits on signal strengths in Appendix B.1. Note that while a leading
systematic impact is “HighROEBPhi”, this is set to a conservative uncertainty by definition.
The systematic uncertainties due to a finite number of events in Monte Carlo samples for

the HH signal are neglected.
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4.8 Results

The SM hypothesis tested in this analysis is the existence of the SM non-resonant di-Higgs
process, probed via the WW~~ phase space. Additionally, BSM hypotheses are tested in the
context of the EFT framework described in Section 4.2, including a di-Higgs process whose
production cross section is altered due to the modification of the di-Higgs self-coupling,
coupling of two Higgs bosons to two top quarks, and a group of 20 EFT benchmark nodes
corresponding to modifications of ky, k¢, c2, ¢4, cag defined in Tab. 4.1.

Expected (observed) results are obtained by performing a simultaneous likelihood fit of
the signal and background templates to Asimov (observed) data, in categories defined by
selections from a multiclassifier DNN in the SL final state, a combination of two binary
DNN'’s in the FH final state, and a group of cut based selections in the FL final state. For
the k) scan, the same categorization methods are used as for the SM case, but applied to
three HH simulated samples corresponding to k) = [1, 2.45, 5], where a weighted linear
combination and shape interpolation of the three is made in order to estimate the expected
yield and shape for k) hypotheses between -30 and 30. The effects of anomalous k) values
on the Higgs boson branching ratios and on the single Higgs cross sections are taken into
account using the modeling provided in Ref. [17] and [18].

For the ¢y scan, a similar approach is taken but with the use of 6 EFT signal models
obtained via a reweighting of 4 NLO samples. The 20 EFT benchmark node results are
extracted in categories defined based on a parametric DNN in the SL final state, and a
reweighting of SM MC events for the FH and FL final states.

As it is not possible to observe evidence of an SM HH signal given the sensitivity of
the analysis on the available dataset, a modified frequentist method CL, [48; 49] is used
to calculate 95% confidence-level (C'Lg) exclusion limits with the asymptotic approximation
[50]. This method is applied in order to determine the upper limit on the production cross

section of each signal hypothesis. Each upper limit is extracted by positively scaling the
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corresponding HH signal model until it is incompatibile with the background-only hypothesis
(expected), or data (observed), at a 95% C'Ls.
Combining the SL results with the FL. and FH WW~~y (+ZZ~~+bb~y~ for fully hadronic

case) channels leads to the combined Run 2 results shown in Table 4.29.

Observed limit | —20 —1o0 Expected Limit —+1lo 420

Fully-Leptonic 280 81 120 190 330 550
Fully-Hadronic 310 70 98 140 230 350
Semi-Leptonic 71 30 42 64 110 170
Combination 97 25 35 53 86 130

Table 4.29: Full Run2 Combination results, including SL, FL. and FH categories, on J;j\(/ﬁg;[),

assuming an NLO standard model cross section of about 31.05 fb. Results have been rounded
to two significant figures.

A combined median value of 97 (53 expected) times the NLO approximation of the
standard model gluon gluon HH cross section is obtained, considering a standard model
cross section of 31.05 fb.

The combined k) scan is shown in Figure 4.52b, with each category and the combined
median limit values shown in Figure 4.52a. Note that the theory prediction line, drawn in
red, represents the predicted HH cross section value for a certain value of k.

As shown in Figure 4.52b, an observed (expected) constraint on the Higgs self-coupling
of about -26 (-14) to 24 (18) times its standard model value is obtained at a 95% CL.

The combined ¢y scan is shown in Figure 4.53b, with each category and the combined
median limit values shown in Figure 4.53a. Note that the theory prediction line, drawn in
red, represents the predicted HH cross section value for a certain value of c¢,.

As shown in Figure 4.53b, an observed (expected) constraint on the coupling constant
magnitude of two top quarks to two Higgs bosons of about -2.4 (-1.8) to 2.9 (2.2) is extracted
at a 95% CL.

Finally, the observed (expected) upper limits on the production cross section of the 20

EFT benchmark scenarios defined in Tab. 4.1 are shown separately for each WW~~ final
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state in Figure 4.54, and in the combined case in Fig.4.55, where the combined results range

from 1.7 - 6.2 (1.0 - 3.9) pb.
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TT I T T T T LI I T T T T LI I T T T T T T
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Figure 4.51: Run 2 95% CL, limits on HH gluon gluon fusion production with respect to

o0 ~ 31.05fb. Note that the red line at one corresponds to the SM prediciton.
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4.9 Summary

The first search for Higgs pair production in the WW~~ final state performed by the CMS
collaboration has been presented. The analysis makes use of data collected with the CMS
detector between 2016 and 2018 corresponding to an integrated luminosity of 138 fb~!, from
proton-proton collisions at a center-of-mass energy of 13 TeV. Combining all final state
categories, which makes use of all three WW decay modes, results in an observed (expected)
95% C'Lg upper limit on the di-Higgs production cross-section of 3.0 (1.7) pb, corresponding
to about 97 (53) times the standard model prediction. Scans of modified SM and purely
BSM coupling parameters in an EFT framework result in an observed (expected) constraint
on the Higgs self-coupling of -25.9 (-14.5) to 24.1 (18.4) times its standard model value, and
a constraint on the magnitude of the direct coupling of two top quarks to two Higgs bosons
of -2.4 (-1.7) to 2.9 (2.2) at a 95% CLs. Additionally, observed (expected) 95% C'L; upper

limits are placed on twenty EFT benchmark scenarios ranging from 1.7 - 6.2 (1.0 - 3.9) pb.
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Chapter 5

Present: ECAL trigger optimization and

commissioning for Run 3

While a search for Higgs pair production in the two W boson, two photon state has been
performed with the LHC Run 2 dataset, it is important for CMS to continue optimizing its
data-taking algorithms in order to improve this and other analysis sensitivities that will use
the LHC Run 3 dataset. During LS2, the CMS ECAL trigger algorithms used during Run 2
were further developed and optimized. Additionally, there have been ongoing investigations
and testing of new features of the CMS ECAL trigger for Run 3. In order for the CMS
ECAL to properly operate and test these new features, a variety of operations teams are
required.

This Chapter is organized as follows: In Section 5.1, the method of ECAL Trigger Prim-
itive Generation as input to the CMS L1 trigger, and a re-optimization of its energy re-
construction algorithm for Run 3 will be described. In Section 5.2, the development and
commissioning of a new ECAL feature known as “Double Weights”, targeting deployment
during Run 3, will be described. In Section 5.3, the various ECAL operations teams and

their responsibilities, vital for the successful commissioning and operation of the CMS ECAL

for Run 3, will be described.

5.1 Trigger primitive generation

ECAL provides an input to the CMS Level-1 trigger in the form of trigger primitives. It is
one of several inputs to the CMS Level-1 trigger, as shown in Figure 3.30. This section is

structured as follows: Section 5.1.1 will describe the composition of ECAL trigger primitives,
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and section 5.1.2 will describe a re-optimization of ECAL TP generation, known as PU

optimized weights.

5.1.1 ECAL trigger primitives

ECAL TPs are one of three inputs into the Layer 1 Calorimeter Trigger, shown in Figure
3.30. The basic building blocks of ECAL TPs, with the Phase-I electronics used during LHC
data-taking, are “strips” composed of 5 crystals each in EB, and 1-5 crystals in EE. Every 25
ns, a digitized sample is taken of ECAL signals in every crystal, shown in Figure 5.1. During
data taking, this leads to a constant stream of values measured in ADC (analog to digital
converter) counts. These values are linearized to account for different gains that may be set
in different amplifiers, summed within a strip. For each set of 10 linearized strip samples, a
digital filter made of a set of 10 FIR (Finite impulse response) weights is multiplied by their
corresponding sample values and summed to obtain a transverse energy (FEr) value, shown in
Equation 5.1. In this equation, S; represents digitized sample “i”, where “i” can range from
0-10 for the 10 digitized samples taken from an ECAL pulse from 0-225ns. Additionally, w;
represents the FIR weight assigned to sample “i”, which is pre-determined for each ECAL
strip. A requirement on the FIR weights is that they sum to zero, in order to include
a dynamic pedestal subtraction, also shown in Equation 5.1. This is performed for every
subsequent set of 10 samples, with the window of 10 samples shifting 25ns forward each
time, leading to a constant stream of Er values. Additionally, a peak finder is then applied
to strip sums in order to determine which BX (Bunch crossing) in a predefined window of
BXs has the greatest calculated Ep value. Strip energies are then summed to form trigger
towers (5 strips in EB, 1-5 strips in EE), for which TPs are formed. An ECAL TP is an Er
value of a trigger tower at a given BX, with up to two feature bits. One feature bit is the fine
grain bit, and is used to distinguish EM signals from jets. In EB TPs, a bit is also reserved
for the rejection on anomalous signals termed “spikes”. When a BX has a TP created, the

other BXs in the window are not eligible to have a TP formed. Non-zero TPs are sent to

161



TCC (Trigger concentrator card) boards for further processing and time alignment before
being sent to the L1 trigger. A schematic showing this process and computation of strip Erp

is shown in Figure 5.2.
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Figure 5.1: ECAL analog pulse shape example, with digitized samples taken every 25ns.
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Each ECAL TP in EB and EE is composed of an Ep value computed as the sum of its
strip Ep values, information bits, and a BX assignment. ECAL TPs are created on-detector,
and are transmitted to the Level-1 trigger at the LHC collisions rate of 40 MHz. Because the
transverse momentum of two LHC proton bunches before colliding is 0, the detection of hits

with a high E7 or pr component is a potential sign of an interesting hard interaction between
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Figure 5.2: ECAL strip Er formation.

protons, and thus is a quintessential quantity to consider when forming an L1 decision.

5.1.2 PU optimized weights

Throughout Runs 1 and 2, two sets of amplitude weights were used when computing ECAL

strip energies and hence TP energies, one for EB and one for EE, shown in Figure 5.3.
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sample 1 2 3 4 5) 6 7 8§ 9 10
EB 0 0 -0.5625 -0.546875 0.25 0.484375 0375 0 0 O
EE 0 0 -0.65625 -0.515625 0.25 0.515625 0.40625 0 0 O

Figure 5.3: Run 1 and 2 ECAL FIR weights

These FIR weight values were obtained from ECAL pulse shapes measured in test beams,
as for a given waveform shape, an optimal set of weights can be extracted for measuring the
waveform’s height.

One way to simulate the photo-detectors’ response to crystal scintillation is with an
analytic waveform. The function used to simulate the time evolution of the detector response

for each crystal is the alpha-beta function defined in Equation 5.2.

(t —to)
(ap)

0 t < (to —axp)

f(t)zA*(l—i— > N t> (to —ax*pf)

f(t) = (5.2)

In this equation, A is the height of the waveform in ADC counts, ¢, is the time of the
waveform’s peak in nanoseconds, « describes the behavior of the polynomial term, and
corresponds to the decay time in the exponential term. The pedestal (P) can also be set,

giving the full analytic form of the detector response shown in Equation 5.3.

G(t: P) = f(t) + P (5.3)

With dedicated fine grain time scans performed on ECAL signals, the parameters A,
to, @ and [ were measured for each crystal during Run 2. These scans were performed in
October 2017, June 2018, and September 2018, and a variation of the parameters among the
crystals can be seen over time due to the ageing of ECAL crystals caused by steady dosages

of radiation from LHC collisions.
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By producing and sampling these waveforms and applying the Run 2 FIR weights to the
samples, one can simulate the reconstructed amplitude of the ECAL TPs as a function of
pseudorapidity (n). A fractional amplitude bias, defined as the percent difference between
the reconstructed amplitude, A and the true amplitude A and shown in Equation 5.4, is

shown as a function of 7 in Figure 5.4 [51; 52].

A
bias = — — 1 5.4
ias = — (5.4)
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Figure 5.4: Average bias vs. 7, with no simulated time shift (ts = Ons), using September
2018 parameters for detector response and Run 2 weights for reconstruction.

It can be seen from this result that there is a bias in the reconstructed amplitude, par-

ticularly in the high-n region where a greater average and spread of bias is present. In the
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high-n region occupied by the EE, the average fractional amplitude bias is about a factor of
three larger than that in the EB region. This is consistent with the fact that ECAL crystals
in the high-n region receive more radiation from LHC collisions, and therefore their crys-
tals and corresponding waveforms are more distorted and stray further from their original
shapes use to derive their FIR weights. This indicates that a more ideal set of weights can
be produced in order to produce more accurate TPs. This motivates the derivation of new
amplitude weights to see if a reduction in bias average and spread can be made.

In order to derive updated amplitude weights, a simulation of ECAL electronics’ response
to scintillation light was setup from the most recent timing scan data obtained in September
2018, including a realistic PU scenario which depends on 7, and distorts the in-time ECAL
pulses. Using the alpha-beta analytic waveform to model each crystal’s response, and taking
a realistic PU energy spectrum and LHC proton bunch train into account (48b7e), the
fractional spread of energy biases was computed as a function of signal BX shown in Figure
5.5 for ECAL EB crystals with |n| < 0.7, and for EE crystals with 2.3 < |n| < 3.0 in Figure
5.6 [53; 54]
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Figure 5.5: Fractional spread of amplitude bias for simulated ECAL crystal responses in the
region |n| < 0.7.
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Figure 5.6: Fractional spread of amplitude bias for simulated ECAL crystal responses in the
region 2.3 < |n| < 3.0.

For both ECAL regions, fractional spread is shown when reconstructing amplitude with
the Run 2 weights, PU optimized weights optimized for a strip Er of 2 GeV, and for a strip
E7 of 30 GeV. In the EB region, an improvement in fractional spread of about 1% is obtained
with respect to Run 2 weights when using weights optimized for PU and Er = 2 GeV. In
EE, a more drastic improvement of about 15-20% is obtained with respect to Run 2 weights.
This is consistent with Figure 5.4, which shows there is more room for improvement in EE
compared to EB.

This indicates that updating the existing EB and EE FIR weights may improve the spread
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of fractional bias in TP Er computation. The effect of updated ECAL TP FIR weights on
Level-1 quantities, and further evaluation of the potential gain from updating the ECAL L1
amplitude weights to account for changes in ECAL pulse shapes due to ageing and PU is
currently being studied and tested in an effort to improve ECAL for Run 3. A potential
positive impact of improved ECAL TP resolution is an increase in the L1 tagging efficiency
of electron and photon objects, which can potentially increase the efficiency of triggering on
HH—WW~~y events, and events with similar signatures, at the CMS detector.

In addition to amplitude weights, sets of timing sensitive weights can also be derived.
Instead of returning an amplitude when multiplied by waveform samples, these return timing
jitter, defined as the time displacement from the expected peak time. These ideal sets of
weights are derived to return a bias of 0 when the input waveform is the one they were derived
from. Therefore, the effectiveness of these two types of weights can be shown by plotting
their bias when different time shifts are applied, defined as a translation of the waveform
left or right. For example, a time shift of 5 ns means ¢y would go from ¢ to ¢y + 5ns. The
average fractional amplitude and time biases as a function of time shift are shown in Figures

5.7a and 5.7b.
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For time shifts of 0, there is no bias in amplitude or timing weights because the weights
were derived for each non-time-shifted waveform. Because the bias is not large for small

time shifts, ideal weights can be considered worth investigating.

5.2 Double weights

Throughout LHC Runs 1 and 2, the on-detector ECAL FENIX chip, a custom ASIC, was
used for energy reconstruction to form E7 sums for ECAL TPs, multiplying one set of weights
by recorded digis as described in Section 5.1.1. During LS2, it was discovered that the ECAL
FENIX chip has the capacity to store and use two sets of weights. This essentially duplicates
the ECAL FENIX data path, as shown in Figure 5.8, into two electronically equivalent paths,
one for each FIR filter named the “EVEN” and “ODD” filters.

/Smp sum lin. pulse  Strip FENIX (EB and EE) \
on/off

Even peak
finder

£

3
2000/~

2

Even filter Strip output E;

|
0dd peak 5o g .
0dd filter P Strip infobits

Time (clock unit)
\XS on/off j

500

A

Figure 5.8: ECAL double weights mechanism.

This feature was implemented in the ECAL FENIX chip for potential further use, but

was never used during Runs 1 and 2.

5.2.1 Spikes

A commonly observed phenomenon at the ECAL is the direct ionization of the ECAL EB
APDs, which produce anomalous signals termed “spikes”. Because these signals do not come

from electromagnetic showers originating from the hard interactions of LHC collisions, they
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must be removed as efficiently as possible to keep trigger rates under control and preserve
the quality of the offline reconstruction of electrons, photons and jets. Additionally, spike
progenitors often spend time propagating in the CMS detector before directly ionizing the
EB APDs, and therefore may be out-of-time with respect to electromagnetic signals.

There is a method in place used to remove spikes at L1 using a topological cut, termed
the “spike killer” [55]. This operates by making a topological cut, exploiting the fact that
spikes typically deposit all of their energy into a single ECAL crystal as they are due to
the direct ionization of APDs, while EM showers are expected to be spread among multiple

crystals. A diagram showing the mechanism of the spike killer is shown in Figure 5.9.

EM shower Spike
: crystal above
1 sum over 5x| strip threshold
: [] crystal below
: threshold
number of hits above threshold: 1 3 1 0 0 v number of hits above threshold: 0 1 0 0 0
stripbitt 0 1 0 0 0 stripbit. 0 0 0 0 0

sFGVB result: I (shower-like) sFGVB result: 0 (spike-like)

Figure 5.9: Operation of the strip Fine-Grained Veto Bit (sFGVB) on an electromagnetic
shower (left) and a spike-like energy deposit (right).

The spike killer makes use of a per-strip bit, the strip Fine-Grained Veto Bit (sFGVB)
which is set to 1 if at least 2 crystals in a strip are above a per-crystal energy threshold. If
a trigger tower (set of 25 crystals, 5 strips) has at least one strip with a sSFGVB equal to 1,
it is preserved as it is considered EM shower-like due to its spread in energy. However, if a
T'T has no strips with at least one SFGVB set to 1, the TP energy is set to 0 if its energy is
above the spike killer “killing threshold” of 16 GeV.

In order to optimize the spike killer for Run 3 where higher noise and everage PU is
expected, the per-crystal energy threshold was increased, as there will be a higher expected
contribution from noise and PU for all crystals. The spike contamination among TPs with

the Run 2, and candidate Run 3 working point is shown in Figure 5.10. Notably in this spike
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contamination plot, produced using data from a ZeroBias dataset (no triggering on typical
physics menus), there is a high spike contamination at high energy. This is because it is
more likely to produce a high energy spike, which are high energy due to its direct ionization
of the APDs, than a high energy EM shower, which requires the production of a truly high

energy particle from proton-proton interactions.
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Figure 5.10: Spike fraction vs. TP Ep threshold with a Run 2, and Run 3 candidate working
point of the existing ECAL L1 spike killer. The data comes from a ZeroBias dataset recorded
in July 2018 with a peak pileup of 50.

This shows that while updating the settings of the existing spike killer to a candidate Run
3 working point removes additional spikes at Level-1, there is much room for improvement,
especially in the high energy regime. Additionally, at L1 there is no existing spike killer in

the low energy regime 0-16 GeV, as this is below the spike killer threshold.
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5.2.2 Timing weights

The initial idea for optimizing ECAL double weights was to keep the original set of amplitude
weights in the EVEN filter, and to utilize the second set of weights, the ODD filter, as a set of
timing weights in order to compute an on-detector timing value for trigger primitives. These
studies showed possible discrimination power, as the timing weights were able to identify
out of time signals which came from spikes. Figures 5.11 and 5.12 show the reconstructed
amplitude computed as the EVEN weights times signal digis, vs. the reconstructed time as
computed by multiplying a set of optimal timing weights occupying the ODD filter by signal
digis for signal and spike-like TPs in CMS data.
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Figure 5.11: Reco amplitude vs. Reco time of EM-like signals in CMS data
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Figure 5.12: Reco amplitude vs. Reco time of spike-like signals in CMS data

By eye, most EM-like signals fall within a reconstructed time window near zero, with a
tail going out to around 20 ns for signals with a greater reconstructed amplitude. For spike-
like signals, there is a larger time window with some TPs very out-of-time. Interestingly, in
the EM-like signals on Figure 5.11 one can see a low population line of entries which appears
to follow the trend of the spike-like signals in Figure 5.12; as these are possibly real spikes
which are incorrectly tagged offline as signal-like.

For the sake of quantifying the possible discrimination power of ECAL timing weights,
a hypothetical timing cut of -5 < t < 20 ns would have been able to drastically reduce the

rate of spikes, as shown in Figure 5.13.
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A timing cut like this is not possible in the ECAL FENIX chip; However this study
motivated the idea to use two sets of amplitude weights and a comparator in the FENIX

chip in order to identify out-of-time signals with double weights.

5.2.3 Optimization

In the ECAL FENIX chip, it is possible to compute two amplitudes via two sets of weights,
and utilize a comparator in the electronics to set a boolean flag if one amplitude output is
greater than the other. If an ODD set of weights is optimized to identify out of time signals,
it is expected to returns a greater amplitude for out-of-time signals than the Run 2 weights
designed for in-time signals. Therefore, the approach is taken to optimize an ODD set of
weights for out-of-time signals.

Choosing an odd set of weights for out-of-time signal tagging is a multivariate problem,
which must consider a realistic signal energy spectrum, spike energy spectrum, spike timing
PDF, and the effects of pileup on signal waveform distortion. Therefore in order to extract
ODD weights sets which are optimized to maximize signal efficiency and spike rejection, a

numerical optimization was setup in order to derive optimal sets of weights to take the place
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of the second FIR filter weights. This optimization makes use of simulated signal waveforms
using the alpha-beta analytic representation and simulated pileup described in Section 5.1.2,
and the simulation of spike waveforms from a standalone simulation. The optimization is
setup as a loss minimization problem which makes use of gradient descent computation and
backwards propagation of loss to maximize the amount of spike rejection, while minimizing
the amount of signal rejection. This is incorporated in a loss definition, shown in Figure
5.14.

L = (Asignat % Lsigrfs) +

(Aspike X Lgpikerej) + Fony - {E: F(Aurt — Aurat) > dnin) ¢ (Ausr — Aurt)
(ANorm X W2LossNorm) + SUEL = (At — Awr) < buin) ¢ O

t . if(zf—l‘wz,x\ < 1) 0
Lo o Jif(Aurge = Auzgn) 2 Omin) = (Aut gz — Auzae) W2LossLimit = § '~ .
W2LossLimit SpikeRed =\ i f((Aurde — Awpd2) < Omin): 0 lf(z,=l\'wm > 1) oY sl - (~100)
(a) Loss function (b) Use of i in loss (¢) Definition of ODD weights loss
limit.

Figure 5.14: Loss definition used in optimization of ODD set of amplitude weights.

One of the input parameters in the optimization is a minimum separation of the two
amplitude values computed by the EVEN (default weights) and ODD (out-of-time sensitive)
sets of weights, termed 0,,;,. Varying this parameter results in different working points. The
different portions of a simulated spike timing PDF which were tagged as out of time by

different working points is shown in Figure 5.15 [56; 57].
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Figure 5.15: Tagging of out of time spikes in a standalone simulation.

In the spike timing PDF, most spikes are relatively in-time with respect to EM signals,
while a non-negligible fraction have a late out of time tail. The reason for this is because
spike progenitors often spend time propagating in the CMS detector before directly ionizing
the EB APDs. It can be seen that increasing the value of the 9,,;, parameter tags later
out of time spikes. This is somewhat expected, as a larger 0,,;, value will only use spike
examples with larger differences in EVEN and ODD amplitudes in its optimization, which
is more likely to come from out-of-time shifted spikes.

While quantifying the expected gain in spike rejection from different 9,,;, working points,
it is also important to check their effect on EM shower-like signals, as shown for a standalone

simulation in Figure 5.16.
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Figure 5.16: Signal efficiency vs. signal energy using a standalone simulation and simulation
of ECAL double weights algorithm.

It is observed that increasing the d,,;, parameter value results in higher signal efficiency,
as expected for the same reason that a greater spike rejection is observed for greater 0,,i,
values: Only signal and spike waveforms which exhibit larger differences in EVEN and ODD
amplitudes are used for weight optimization, leading to weights which are more optimized
for very different waveforms and therefore less likely to touch signal waveforms. In order
to identify a reasonable trade-off between signal efficiency and spike rejection, the resulting
efficiencies are rejections for different d,,;, working points is shown in Figure 5.17, where
only signals with Er < 3 GeV are considered as simulated signals with E7 > 3 GeV have
an efficiency near 100%. Additionally, only spikes with a timing greater than 10 ns are
considered, as these working points are not effective at tagging in-time spikes.

It is shown that moving from the §,,,, = 2.5 GeV to 5.0 GeV working point returns
a minimal gain in signal efficiency (0.1%), while a large fraction of spike rejection is lost

(43.3%). This indicates that the d,,;, = 2.5 GeV working point provides a good compromise
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dmin (GeV) | Signal efficiency (%) | Spike rejection (%)
0.5 78.2 77.6
2.5 95.6 62.5
5.0 95.7 19.2

Figure 5.17: Signal efficiency and spike rejection for different 9,,,, working points.

between signal efficiency at low Er and overall spike rejection.

5.2.4 Re-emulation of 2018 data

One of the ways to test new features during a long shutdown period when no new data is being
taken is be re-emulating previously recorded data. As double weights were an undiscovered
feature, they were not present in the CMS ECAL emulator. After verifying the existence of
this feature in hardware through tests at CERN building 904 and at the CMS ECAL itself,
the now confirmed second amplitude filter was added as a possible configuration in the CMS
emulator [58].

After including this implementation in the centrally used CMS software, 2018 CMS data
was re-emulated using ECAL double weights in order to see how this would have affected
data-taking. Double weights were run in ” Killing mode”, meaning that if an ECAL strip has
a higher ODD amplitude than EVEN amplitude, its energy is set to zero. The idea behind
this is to zero spikes which are often out-of-time, while trying to minimize the zeroing of
signals which are in-time.

In order to categorize ECAL TPs in data as signal-like or spike-like, an offline “Severity”
assignment is used. Each EB TT (Trigger tower) is composed of 25 ECAL crystals. An offline
energy computation is performed for each crystal in highly energetic regions of events with an
L1A, called a reconstructed hit or “rec hit”. In addition, a timing value is computed for each
reconstructed hit, and a “severity” level is assigned. A severity level of 0 corresponds to a
reconstructed hit which does not appear problematic in the data. A severity level of 3 means

a reconstructed hit is identified as out-of-time based on its reconstructed timing value, and a
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severity level of 4 means a reconstructed hit satisfies at least one of the following: Identified
as out-of-time based on its reconstructed time value, fails a topological cut, known as a
“swiss-cross” cut. Because spikes come from isolated APD hits, rather than from a spread-
out EM shower with energy spread over a group of ECAL crystals, spikes usually have their
energy fully deposited in one crystal and are identified using a swiss cross variable, shown in
Figure 5.18a. Thus, severity zero (four) reconstructed hits typically correspond to signal-like
(spike-like) hits shown in its respective region of reconstructed time vs. swiss-cross score in

Figure 5.18b [59; 60].
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(a) Swiss cross definition, illustrated by the energy (b) Reconstructed time vs. swiss cross score
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central crystal’s four surrounding neighbors.

Figure 5.18: Swiss cross definition, and reconstructed hit timing vs. swiss cross score from
a 2010 CMS data sample.

In order to assign a severity level and reconstructed time to an EB TP, the severity level
and reconstructed time of the highest energy reconstructed hit in a given TP is assigned to
that TP, as shown in Figure 5.19. In this example TP with reconstructed crystal energies
in arbitrary units, the highest energy reconstructed hit is in Strip 3, crystal 0 as its value is

201, and thus this TP is assigned the timing and severity of this crystal.
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Figure 5.19: Reconstructed hit matching to TP. Crystal energy units are arbitrary.

In the re-emulation of 2018 CMS data, the resulting 1 - emu/real distributions, where
emulated energy includes double weights in killing mode, and real energy corresponds to the
energy of the TP from data with no double weights applied, are shown in Figure 5.20 for
signals (TPs assigned to severity 0 reconstructed hits) which are in time (matched recon-
structed crystal hit time |t| < 3ns), and spikes (TPs assigned to severity 4 reconstructed

hits) which are out-of-time (matched reconstructed crystal hit time ¢ > 10ns).
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Figure 5.20: 2018 Data reemulation with double weights in killing mode.

This shows that relatively high energy spikes, greater than about 50 ADC (25 GeV), are
being mostly zeroed, shown by the fact that the 1 - emulated / real is close to one, meaning
the emulated (TP energy with double weights in killing mode) energy is nearly zeroed. There
is also a non-negligible amount of zeroing being applied to in-time signals, as the per y-slice
distributions show some entries greater than 0.

To check the timings of TPs which have some energy subtracted by double weights in
the full timing range, not just restricted to in time and very later, we can observe the data
TP vs. its offline assigned time for all TPs shown in Figures 5.21a and 5.22a, and for TPs in
which at least 90% of energy is removed by double weights in killing mode in figures 5.21b
and 5.22b. For both severity categories, a line is drawn at 32 ADC, equivalent to 16 GeV
for ECAL TPs, as this is the spike killing threshold as defined in Section 5.2.1.

183



CMS Work In Progress 6.42 fb~1 (13 TeV)

o
Rec hit time (ns)

(a) All severity four TPs

Rec hit time (ns)

(b) Severity four TPs mostly zeroed

Figure 5.22: 2018 Data reemulation - severity 4 TPs

0 I -1
Severity 0 : : . CMS Work In Progress 6.42 fb~' (13 TeV) 0
all matched Tllls i 10° Sevenity 0
Nyee = 32 ADC: 50038 Ratio MostlyZeroed = 32 ADC: 0.0
200 | s < 32 ADC: 50891400, Ratio MostlyZeroed < 32 ADC: 0.2531
e 00 g os -
@
g o
2 10 w %) &
- 2 10 06 >
') - et
- [}
L s w
% 10 o g
B 100 - ; =
o« D o
o
1 0 = H
1. 9]
1: [
o w
50 H % 02
32 ADC I: w 32 ADC F
_ - e - - _7 =
= 10 - = ;
-4a0 =20 ] 0 40 -40 =20 0 2 40
Rec hit time (ns) Rec hit time (ns)
(a) All severity zero TPs (b) Severity zero TPs mostly zeroed
Figure 5.21: 2018 Data reemulation - severity 0 TPs
CMS Work In Progress 6.42 fb~1 (13 TeV)
=0 EET= — T -
o . - - CMS Work In Pragress 6.42 fb~! (13 TeV) .
all matched TPs - . T 10* 250
N = 32 ADC: 12086 =l _ Severity 4 -
prcrEioCRaE] - T Ratio MostlyZeroed = 32 ADC: 0.0745
200 Ratio MostlyZerced < 32 ADC: 0.141
] Il a8
200 - o]
17 g
g ]
2 10 g - N
+ g w e R
Ly - R
| 3 wn
E w & - g
B 100 =
] 04 c
[+ g 100 = - g
9]
m
100 ey
50 02
100

In the distributions containing all TPs, most signals are in-time as expected. It is also
observed that a large portion of spikes are out of time, as expected. It is observed that many
spikes have a negative timing around -12.5ns, which is due to a bias in the ECAL offline
energy reconstruction, which is optimized for signal waveforms which are slightly different

from spike waveforms. Spike waveforms with a negative reconstructed time are generally
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expected to really be in time. Additionally, the effect of the spike Kkiller is visible for severity
four TPs, as there is a sharp drop-off in the number of TP entries above the spike killer
threshold of 32 ADC (16 GeV).

The distributions of TPs which have at least 90% of their energy subtracted by double
weights in killing mode show that most signal-like TPs which are mostly zeroed are very low
energy and out of time, which are likely coming from noise, and it can be seen that there is
a non-zero chance of some in-time signal energy subtraction. For spike TPs, it is seen that
the majority of TPs which have their energy mostly subtracted are positively out of time,
as expected with double weights based on the standalone simulation shown in Figure 5.15.
The spike contamination of ECAL TPs, with and without double weights activated in killing

mode, is shown in Figure 5.23.
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Figure 5.23: 2018 CMS data re-emulation, expected improvement in spike contamination,
including below the spike killer threshold.

This shows that with ECAL double weights, there is some potential to lower the spike
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contamination rate, including in the high energy regime. This is also true for spikes with
energy less than 32 ADC (16 GeV), the existing Level-1 spike killer threshold.

While we see potential for a decrease in spike contamination, this re-emulation of 2018
CMS data also showed we may expect to have the unwanted removal of some signal energy
at low TP energies with this double weights working point. In order to further study this,
another re-emulation was performed with a full-readout ECAL run. The reason a full-readout
run was included in this study is because in full-readout, information from all ECAL crystals
is saved. In non full-readout runs, there is a selective readout procedure in which low interest
regions are not readout. It is desirable to re-emulate full readout runs when comparing low
energy TP energies between data and re-emulation, to ensure that all ECAL information
is available for emulation in order to have a proper comparison to data. This re-emulation
was performed with two double weights working points: d,,;, = 0.5 and 2.5 GeV, running
with double weights in killing mode. The resulting average energy fractions subtracted from
in time signals and out-of-time spikes when re-emulating with these two working points are

shown in Figure 5.24.
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Figure 5.24: 2018 Data reemulation, Full Readout run, with DW in killing mode.

Firstly, this re-emulation with the d,,;, = 0.5 GeV point shows similar trends observed
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in the previous study: Namely that low energy signals have a non-zero probability of having
energy subtracted which decreases as the TP energy increases, and that out of time spikes
have a large percentage of energy subtracted, which increases as spike energy increases.
Secondly, both trends exhibit more desirable behavior with the §,,;,, = 2.5 GeV working
point: The amount of signal energy subtraction is decreased, and the amount of spike energy
subtraction is increased. These same trends were observed in the standalone simulation

results in Figure 5.15 for simulated spikes and Figure 5.16 for simulated signals.

5.2.5 Commissioning for LHC Run 3

During the commissioning of CMS and LHC for Run 3, the accelerator complex provided
beam splashes to the experiments, in which an LHC collimator upstream from CMS is closed,
resulting in a proton bunch interaction and production of a shower of particles, chiefly muons,
which traverse the entire CMS detector. An event display from a 2021 LHC beam splash
is shown in Figure 5.25, where red represents ECAL activity and blue represents HCAL

activity.
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Figure 5.25: 2021 LHC pilot beam: Beam splash

During beam splashes, a broad range of ECAL reconstructed hit timings are returned.

This is because a shower of particles arrives at the detector from one direction, where CMS is
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configured to trigger the event from ECAL activity in the central region around 1 = 0. This
defines in-time hits in the detector, akin to the time of a proton-proton bunch collision, and
because the shower of particles continues to interact with the rest of ECAL as time passes,
all of these hits will be recorded as positively out-of-time. Additionally, all of the hits from
the shower of particles which strikes ECAL before the event is triggered will be negatively
out-of-time with respect to n = 0.

As this means a large range of timings for offline ECAL crystal reconstructed hits is
expected which can be matched to ECAL TPs in the same fashion performed in 5.2.4, the
ECAL operations team used the opportunity to run with double weights in tagging mode, in
which no energy is subtracted but a flag is set if a TP is marked as out-of-time by the double
weights mechanism. The resulting ECAL TP timings, and the TPs which were tagged are

shown in Figure 5.26.
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Figure 5.26: TP timing distribution, and TPs which are tagged as out-of-time by the double
weights mechanism, from a 2021 CMS beam splash.

It is observed that the TP timings, obtained by assigning the timing of the highest energy
reconstructed hit in the T'T, range from about -25ns to 10ns. The TPs which are tagged by
the double weights mechanism as out-of-time have timings in the largely negative region of
about -10 ns to -15 ns, with no tagging of in-time signals. This marked the first instance
of out-of-time tagging at the ECAL TP level, and proved the functionality of the double

weights mechanism for tagging out-of-time signals in data.
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In addition, during the 2021 and 2022 LHC commissioning periods, CMS received low
intensity 900 GeV center-of-mass energy collisions. During a 2 hour period, ECAL took data
from these collisions in full readout mode running with double weights in tagging mode, in
a 2021 run with the 9,,;, = 0.5 GeV working point, and in a 2022 run with the 9,,;, = 2.5
GeV working point. For the 2021 run, the data TP energies vs. offline matched times, and
the fraction of TPs tagged over the total are shown in Figure 5.27 for severity zero matched

signal-like TPs, and Figure 5.28 for severity 4 matched spike-like TPs.
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Figure 5.27: 2021 LHC pilot beam severity 0 signal TPs, all and tagged
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Figure 5.28: 2021 LHC pilot beam severity 4 spike TPs, all and tagged

From these distributions, similar behavior is observed compared to that from the 2018
non full-readout and full-readout data re-emulation: Double weights are able to tag TPs
which are positively out-of-time, as well as some spikes which are negatively out of time. For
signals, there is a non-negligible amount of tagging seen for in-time signals. As the 0,,;, =
2.5 GeV working point was seen in 2018 re-emulation to have decreased signal tagging and
increased spike tagging, the 2022 run with this working point is compared to the 2021 run
as shown in Figure 5.29 for in-time severity 0 matched TPs, and Figure 5.30 for very late

severity 4 matched TPs.
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Figure 5.29: Tagging probability of in-time signal TPs as a function of TP transverse energy,
with two double weights working points, shown in linear and logarithmic y-scale.
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This comparison returns similar behavior compared to the 2018 full readout re-emualtion
shown in Figure 5.24, as the 6,,;, = 2.5 GeV working point has less in time signal tagging
which decreases as energy increases, and more late spike tagging which increases as energy
increases.

In order to ensure that the emulator is properly simulating the ECAL double weights
tagging mechanism as observed in data, a comparison of the tagging by data and the emulator

was investigated for these two low energy runs, shown in Figure 5.31 for in-time severity 0

matched TPs, and Figure 5.32 for very late severity 4 matched TPs.
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Figure 5.31: Tagging probability in data and as computed by the emulator for Severity 0
matched TPs with offline matched reconstructed times |¢| < 3 ns.
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Figure 5.32: Tagging probability in data and as computed by the emulator for Severity 4
matched TPs with offline matched reconstructed times > 10 ns.

For the in time severity zero matched TP cases shown in Figure 5.31, the tagging proba-
bilities as evaluated by the data and emulator are in agreement within 0.6%. This indicates
that for the most part, the emulator can be trusted for accurately estimating the performance
of the double weights mechanism on in-time severity zero matched TPs when re-emulating
CMS data.

For the late severity four matched TP cases shown in Figure 5.32, in the 2021 data
sample there is one TP with disagreement in data and emulator energy in the 11 GeV
bin. This individual TP requires further investigation to understand if this disagreement
is due to the double weights mechanism or not. Apart from this TP, the double weights
tagging probability as determined by data and the emulator are in agreement within 1.4%,
and fully in agreement for highly energetic TPs. In the 2022 data, there are a number of
TPs which different data and emulated energies, which may or may not change the tagging
probabilities computed in the data and emulator, which disagree by about 10%. These
differences require further investigation: They may be found to be due to the double weights
in which the algorithm or weight values may need to be updated, or there may be an issue

in the emulator which would need to be fixed.
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Finally, during 2022 the LHC provided further beam splashes to CMS. The ECAL oper-
ations teams took this opportunity to run with double weights in “killing + tagging” mode,
in which ECAL strips which have a greater ODD amplotide than EVEN amplitude have
their energy zeroed (killing), and if there is a large amount of zeroing in a given ECAL TP,
a flag is set (tagging). The functionality of this configuration was tested as it may be a
potentially useful mode to use in the future, for instance to have the information of which
regions of ECAL have their energy at least partially killed by double weights. An event from
a 2022 beam splash running with ECAL double weights in killing + tagging mode is shown

in Figure 5.33.
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Figure 5.33: ECAL TP energies and TPs tagged as out-of-time by double weights in killing
+ tagging mode during a 2022 CMS beam splash.

In this configuration, the majority of the ECAL barrel ran with its nominal Run 2
configuration, but killing + tagging mode was set for two supermodules in the center of
the detector. In one supermodule in which negatively out-of-time signals are expected, it is
observed that there is some amount of killing of energy as the energy in that region is lower
than the other supermodules with similar TP times, as the particle from the splash propagate
from -n to +n and are expected to have roughly the same timing per n index, and it can
be seen that TPs in the same region are tagged. This is the first instance of ECAL running

with double weights in killing + tagging mode, and shows that this previously untested
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configuration appears to work as expected.

While these initial re-emulation and data checks with double weights show potential gain
at the ECAL TP level, as high energy spikes are tagged and removed while there is a minimal
impact on low in-time signals and the emulator appears to provide an accurate representation
of the double weights mechanism applied to in time signal-like TPs, the next necessary thing
to check is the impact of double weights on CMS L1 quantities. This includes the effect on
L1 rates, and L1 turn-on curves. A potential gain would be a decrease in the L1 rates due
to the removal of spikes, which may allow for a lowering of the L1 seed energy thresholds.
This would potentially allow for the collection of more Higgs pair production events in
electromagnetic final states, including HH—WW~~, which may improve the sensitivity of
this and other Higgs pair production analyses to be performed at CMS using the LHC Run

3 dataset.

5.3 Operations

In order to take take quality data at the CMS ECAL and test the re-optimized and new
features of the ECAL trigger for LHC Run 3, a variety of operations teams is necessary.
The CMS ECAL operations are subdivided into various operations groups, as there is a
wide array of areas of technology and expertise required in order to successfully operate the
ECAL for data-taking. Each group covers a different aspect of ECAL, all with the goal of
minimizing the downtime of the experiment and ensuring quality data is taken. There are
many sides to the operation of ECAL, for each of which the corresponding operations team is

crucial, and all must remain vigilant for the successful operation and maintenance of ECAL.

5.3.1 Technical Coordination

The purpose of the ECAL Technical Coordination (TC) is to ensure the safe operation of

all hardware components of ECAL, both those stored in the Underground Experimental
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Cavern (UXC), and Underground Service Cavern (USC). In the event of a major hardware
failure, or cooling related issue which may occur and possibly prevent ECAL from running
in a safe state, the TC team leads the effort in repairing these components and is responsible
for notifying the rest of the ECAL operations group that a particular partition of ECAL is
unavailable. During periods of collisions, and especially during long shutdown or technical
stop periods, CMS TC coordinates a vast number of physical interventions to repair, upgrade,
and service the detector. This large coordination effort requires a deep understanding of the
physical architecture and history of ECAL, as well as an understanding of how an intervention
on one CMS subdetector may affect another CMS subdetector. The role of the ECAL TC
team includes following the planned CMS TC activities, as this may have implications on

partitions of ECAL. An example CMS underground plan of the day is shown in Figure 5.34.
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Figure 5.34: Example plan of the day in CMS UXC/USC from 27 May 2021.

As an example, during a long LHC shutdown period there may be a day when one of the
CMS endcaps must be physically moved in order to allow for an intervention on the inner
hardware of another sub-detector which is not accessible when the detector is closed. This

has an implication of the ECAL endcaps, as they may need to be powered off during this
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time to ensure the safety of the electronics. In a case like this, ECAL TC would report this
required action of powering off to the rest of the ECAL operations teams in order for all to
be aware that one endcap will not be available for a certain period of time. This can then
potentially delay planned tests on this endcap, and is therefore essential information for the

entire ECAL operations group to be aware of.

5.3.2 Detector Control System

The ECAL Detector Control System (DCS) team maintains, develops, and operates the
ECAL DCS in order to ensure the proper control and safety of the detector. An image of
the ECAL DCS monitor is shown in Figure 5.35, displaying the powering status of the full
ECAL and ES as ON.
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Figure 5.35: ECAL DCS monitor

197



In the example situation in which there is activity in UXC which requires the powering
off of an ECAL Endcap, a request would be made to the ECAL DCS operator to use the
DCS in order to power off the desired partition of ECAL. In the event in which issues during
this powering off may occur, the operator follows a pre-defined set of protocols in order to

safely identify and solve the encountered issue without harming the detector.

5.3.3 Run Coordination

The purpose of ECAL Run Coordination (RC) is to coordinate the running operations
of ECAL, including all times during which the detector is powered on. This primarily
involves the planning of tests, coordination between ECAL and CMS, and training of on-call
ECAL shifters in order to carry out operation plans. A diagram illustrating the paths of

communication between ECAL and CMS during running can be seen in Figure 5.36.

Figure 5.36: ECAL / CMS running communication paths.

On a given day, the CMS run coordinators and Run Field Manager (RFM) make a plan
of the day based on the plan of LHC and the requests of the individual subdetectors. It is the
job of ECAL RC to make sure the requests made to CMS are consistent with the opinions
and availability of the ECAL experts, and to then understand and share the implications

of the CMS plan of the day on the ECAL subdetector. This may include planned tests for
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ECAL which use the CMS DAQ (Data AcQuisition) system, or the participation of ECAL
in the tests of other CMS subsystems. It is essential for all participants in run coordination
communications to execute fast and clear communication of information in order to minimize

detector downtime, and optimize the use of commissioning and data-taking periods.

5.3.4 Data Acquisition

The ECAL DAQ (Data AcQuisition) team is responsible for ensuring effective data-taking

by ECAL. A diagram of the ECAL DAQ path is shown in Figure 5.37.
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Figure 5.37: ECAL DAQ path

Generally speaking, the data flow which takes place due to an energetic ECAL goes as
follows: An energetic electromagnetically interacting particle produces scintillation light in
the ECAL crystals (left-most side of Figure 5.37), which reaches the crystals’ photo-detectors

(or an EB APD may be directly struck, leading to a spike which may fake an energetic ECAL
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signal). The signals from the photo-detectors are propagated through the VFE (very front
end) cards, where in EB a set of five cards is connected to a single FE (front end card) for
a 25 crystal TT, or a range of 1-25 crystals in EE. If an L1A is sent to the FE based on
the CMS L1 trigger, the L1A will be received via the control token ring, triggering ECAL
to readout its data first sending it to the DCC (data concentrator card), and then to the
central CMS DAQ system to be processed at HLT.

The ECAL DAQ team is additionally responsible for maintaining a slew of monitors used
for monitoring various DAQ related quantities, to ensure that data acquisition is flowing as
expected. An example is the ECAL payload monitor, used to monitor if very large amounts
of data are being processed through each ECAL FED (Front end driver), corresponding to
different parts of the detector (one supermodule in EB). The contents of this monitor during
an ECAL full readout run, during a special run in which ECAL was running with double
weights in tagging mode with the d,,;,, = 2.5 GeV working point as described in Section
5.2.5, is shown in Figure 5.38 for ECAL, and 5.39 for the preshower.
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Figure 5.38: ECAL payload monitor during a June 2022 full-readout run. On the y-axis,
the size of a FED’s payload fragment is plotted. On the x-axis, the ECAL FED number is
plotted. Each FED number corresponds to an ECAL supermodule, and ranges from 601-654.
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Figure 5.39: ES payload monitor during a June 2022 full-readout run. On the y-axis, the
size of a FED’s payload fragment is plotted. On the x-axis, the ES FED number is plotted.
Each FED number corresponds to a portion of ES.

Notably, the payloads in the ECAL barrel appear to be greater on average than the
payloads in the ECAL endcaps. This may potentially be due to the fact that there are more

readout channels in the EB (61,200 crystals compared to 14,648).

5.3.5 Trigger

The primary role of the ECAL trigger team is to ensure the smooth operation and proper
calibration of ECAL trigger primitive generation. Responsibilities include the identification
and masking of noisy or problematic towers, the monitoring of ECAL’s contribution to the
CMS trigger rate, and the testing and commissioning of new features and protocols for future
data-taking periods. A diagram of the ECAL trigger primitive generation path is shown in
Figure 5.40.
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Figure 5.40: ECAL trigger primitive path
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While data is first sent to the FE card as described in the previous Section 5.3.4, it is
stored on the FE electronics buffers while a trigger primitive is formed and sent to the TCC
(Trigger concentrator card). The TCC passes the TPs to the calorimeter layers of L1, while

the FE waits to receive, or not receive an L1A.

5.3.6 Electronics

The ECAL electronics team is responsible for the maintenance of the ECAL on- and off-
detector electronics. The main off-detector ECAL electronics modules are the TCC (Trigger
Concentrator Card), CCS (Clock and Control system), and DCC (Data Concentrator Card).
In the ECAL Barrel (EB), there is one TCC, CCS, and DCC per supermodule. By monitoring
ECAL electronics, and performing physical maintenance such as the cleaning of electronics

fibers or uploading of updated firmware when necessary, the ECAL electronics experts ensure
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the robustness and ability of the ECAL electronics to take quality data.

5.3.7 Laser and LED

Due to radiation received by LHC delivered collisions, the transparency of ECAL crystals
degrades over time due to radiation damage. A laser correction system is in place in order
to measure and correct for losses in ECAL crystal transparency, as shown over the course of
LHC Runs 1 and 2 in Figure 5.41. It can also be seen that during long shutdown periods
without collisions, the ECAL crystals anneal and recover some transparency, as seen by the

slight increases in transparency before and after a shutdown period.
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Figure 5.41: ECAL crystal transparency history during LHC Runs 1 and 2.

While similar shapes are observed for different 1 regions of the detector, more radiation
is received at higher n regions, leading to lower transparency with respect to that from

the start of LHC Run 1. In the highest pseudo-rapidity region in the last EE rings 2.7
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< 1, the crystals have an average transparency down to = 4% with respect to their original
transparency. The high levels of radiation damage in the high 7 regions are consistent with
the higher amplitude fractional bias shown in Figure 5.4, and is one of the motivations for
replacing the ECAL EE for the Phase-II CMS detector in favor of a new endcap detector
called HGCAL (High granularity calorimeter).

An additional transparency measurement is taken by the LED for the ECAL endcaps.
The ECAL laser team is responsible for ensuring the smooth operation of the ECAL laser and
LED systems, which take crucial measurements to monitor the ECAL crystals and calibrate

their outputs.

5.3.8 Data quality monitor

The purpose of the ECAL Data Quality Monitor (DQM) group is to maintain and develop
the ECAL DQM plots used by both the central CMS DQM monitoring page, and the local

version used privately by ECAL. An example set of DQM plots is shown in Figure 5.42.

started, UTC time

EYW Service 4 Workspace b+ Run # LS # Event # Run st b
Online: ShiftL_ 351'201 . 301 . 443'118'240 . (Not recorded)

Figure 5.42: Example ECAL DQM plots

These plots are essential for monitoring the quality of data being taken by ECAL. If large

sections of ECAL DQM plots show issues, typically colored red, it may hint at a problem
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which can be confirmed by going through additional DQM plots in order to better understand
the underlying issue. This information would then be propagated to the appropriate ECAL
experts in order to take the necessary action, such as fixing a certain piece of hardware
or software. It is then checked if a problem has been solved by starting a new run, and

confirming that the DQM plots no longer indicate an issue.

5.3.9 Prompt feedback group

The role of the ECAL Prompt Feedback Group (PFG) is the provide prompt feedback
regarding the quality of ECAL data. One of the main roles of the PFG group is to provide
daily reports to the entire ECAL operations team, notifying everyone of the general status of
ECAL based on a variety of monitoring plots, largely from the DQM previously described in
Section 5.3.8. This daily report is crucial for catching any clear issues in ECAL data-taking,

which may affect large portions of CMS data if left un-noticed.

5.3.10 Detector performance group

The role of the ECAL Detector Performance Group (DPG) includes the maintenance, and
improvement in quality of calibration applied to ECAL data. This also includes the tracking
of physics performance of the ECAL detector, which can for instance be checked by analyzing
the reconstruction of expected physics processes such as my — 77, shown for runs from a

2022 commissioning period in black and a 2018 data taking period in blue in Figure 5.43.
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Figure 5.43: Invariant mass of a diphoton pair from a 7y candidate in EB during a 2022
commissioning run (black) and 2018 data-taking run (blue).
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Chapter 6

Future: Prospects for HH measurements in
the WWn~~ and 777~ final states at the High

Luminosity LHC

In addition to analyzing data already taken by the CMS detector during LHC Run 2, and
further developing the detector’s data-taking features to improve physics sensitivity during
LHC Run 3, it is important to perform projection studies in order to estimate the expected
sensitivity to physics processes with future particle accelerators and upgraded detectors.
These studies provide physicists with initial insight of what to expect when performing future
measurements and searches, and can motivate which analyses to perform in the future.

Through the results of the search for di-Higgs production in the WW~~ final state using
the LHC Run 2 dataset, it is difficult to obtain an accurate estimate of the analysis sensitivity
at the future HL-LHC with the upgraded CMS detector. In order to perform this projection,
a separate simulation-only analysis is performed. In addition, the 77vy HH final state is
added to this search as it has a similar final state topology to WW~~.

The structure of this chapter is as follows: The strategy of the analysis will be described
in Section 6.1. The phase IT CMS detector will be described in Section 6.2. The simulated
samples used in this analysis will be described in Section 6.3. Object selection is described in
Section 6.4. Event selection and categorization will be described in Section 6.5. A description
of the systematic uncertainties considered is described in Section 6.6. The results of the

analysis are presented in Section 6.7, and the analysis is summarized in Section 6.8.
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6.1 Strategy

For the WW~~ portion of this analysis, the strategy is very similar to that of the Run 2
analysis. For the 77y portion of the analysis, a similar analysis strategy is followed with
respect to the semi-leptonic final state of the Run 2 analysis, namely through the use of a
DNN.

For both HH final states, the signal and background topologies are the same as for the
Run 2 analysis as the upgrade in the LHC and CMS detector will not dramatically change
the signal and background signatures. In this analysis, a simulation template is formed for
HH, H and a continuum of background process. As there is not yet a Phase II dataset to
use for a statistical interpretation via a fitting of the simulation templates to the data, a
projection is made by fitting the background-only hypothesis simulation templates to the
signal 4+ background simulation templates in order to estimate how clear of an HH signature
is expected to be seen in the Phase II CMS dataset. This is performed in a signal region
defined as the diphoton invariant mass, in the window 115 < m., < 135. This region is
chosen due to the expectation that the H— 77 leg of the HH—(WW+77) 77 processes
should provide a peak in this region.

As was the case for the Run 2 analysis, there are two background signatures present in
this analysis: A resonant background from the single Higgs to v process, and a continuum
background formed by a combination of background processes which do not contain a prompt
diphoton. An illustration of signal and background signatures is shown in Figure 4.2.

In order to optimize the sensitivity of this analysis, a DNN (Deep Neural Network) is
employed for the Semi-Leptonic WW~~ final state and one Tau 777+ final state. These final
states are expected to be the most sensitive due to the increase in branching ratio from their
hadronic decays, but with the benefit of maintaining a clean signature due to the presence
of a lepton in their leptonic decays.

For the Fully-Leptonic WWW~~v and two Tau 7777 channels, cut based strategies are
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performed due to a lack of number of events.

In order to combine all final state categories in order to extract a more sensitive final
result, it is imperative to apply orthogonal selections to simulation events in order to avoid
including the same events in multiple background categories. This is done via the event’s
number of leptons, namely the number of electrons and muons in the WW~~ categories,
and number of 7 particles in the 77y categories. Each lepton must pass a common set of
selections applied for all final state tags. After a set of lepton objects is selected for each
simulation event, events fall into the Semi-leptonic WW~~ category if they contain exactly
one lepton, the Fully-leptonic WW~~y category if they contain at least two leptons, and
the one (two) 7 7777 category if they contain exactly one (two) hadronically decaying 7
particles.

Further event selections are made for the each final state category, but by requiring an
orthogonal separation of the number of electrons, muons and 7 particles, it is guaranteed
no one event can fall into more than one category. Thus, background and signal models in
different final state categories can be simultaneously fit to pseudo-data in order to obtain a

final result which benefits from a combination of the physics signatures of all final states.

6.2 The Phase-2 CMS detector

The CMS detector [61] will be substantially upgraded in order to fully exploit the physics
potential offered by the increase in luminosity, and to cope with the demanding operational
conditions at the HL-LHC [62; 63; 64; 65; 66]. The upgrade of the first level hardware
trigger (L1) will allow for an increase of L1 rate and latency to about 750kHz and 12.5 us,
respectively, and the high-level software trigger (HLT) is expected to reduce the rate by
about a factor of 100 to 7.5kHz. The entire pixel and strip tracker detectors will be replaced
to increase the granularity, reduce the material budget in the tracking volume, improve the

radiation hardness, and extend the geometrical coverage and provide efficient tracking up
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to pseudorapidities of about || = 4. The muon system will be enhanced by upgrading the
electronics of the existing cathode strip chambers (CSC), resistive plate chambers (RPC) and
drift tubes (DT). New muon detectors based on improved RPC and gas electron multiplier
(GEM) technologies will be installed to add redundancy, increase the geometrical coverage
up to about |n| = 2.8, and improve the trigger and reconstruction performance in the forward
region. The barrel electromagnetic calorimeter (ECAL) will feature the upgraded front-end
electronics that will be able to exploit the information from single crystals at the L1 trigger
level, to accommodate trigger latency and bandwidth requirements, and to provide 160MHz
sampling allowing high precision timing capability for photons. The hadronic calorimeter
(HCAL), consisting in the barrel region of brass absorber plates and plastic scintillator layers,
will be read out by silicon photomultipliers (SiPMs). The endcap electromagnetic and hadron
calorimeters will be replaced with a new combined sampling calorimeter (HGCal) that will
provide highly-segmented spatial information in both transverse and longitudinal directions,
as well as high-precision timing information. Finally, the addition of a new timing detector for
minimum ionizing particles (MTD) in both barrel and endcap regions is envisaged to provide
the capability for 4-dimensional reconstruction of interaction vertices that will significantly
offset the CMS performance degradation due to high PU rates.

A detailed overview of the CMS detector upgrade program is presented in Ref. [62; 63;
64; 65; 66; 67; 68; 69], while the expected performance of the reconstruction algorithms and

pile-up mitigation with the CMS detector is summarised in Ref. [70].

6.3 Simulated samples

Because this analysis is a projection study of the prospects for WW vy and 7777 searches
as the future HL-LHC and upgraded CMS detector, the samples used in the analysis are
exclusively simulation.

As was done for the Run 2 analysis, signal Monte Carlo gg — H H samples are generated
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using POWHEG V2 [20; 21; 22; 23] at next-to-leading order (NLO) in QCD including the full
top quark mass dependence with the SM parameters.

Subsequent decays of the Higgs boson pairs into WW or 77 and a pair of photons are
implemented using PYTHIA 8.212 [27]. W W~y samples are generated separately for each
final state in WW~~. For 777~ signal samples, all possible decays for taus are allowed.

As the process signature remains the same for both the Run 2 and Phase II analy-
ses, the expected background signatures also remain the same. The analysis is affected by
backgrounds from single Higgs boson production and by non-resonant backgrounds with
continuum m., spectra. The event generator MADGRAPH5_AMCATNLO [24; 25] with the
FxFx merging scheme [26] was used for the generation of the background from SM single
Higgs boson production, including gluon-gluon fusion (ggH), vector-boson fusion (VBFH),
associated production with a Z or W boson (VH) and associated production with a top quark
pair (ttH). The additional single Higgs production mode of top quark associated production
(tHq) is also included, and was generated using MADGRAPH version-2.7 at LO.

The continuum background contribution comes from various SM processes. Most of the
dominant backgrounds across all the final states are due to the yy-+jets processes that are
modeled with the SHERPA v.2.2.1 generator [28]. y+jets, QCD-induced processes and WW
processes are modeled with the PYTHIA 8 [27] generator.

Drell Yan and W production processes in association with photons and jets are modeled
using MADGRAPHH version-2.7 at LO. Finally, the ¢ process is generated using POWHEG
v2, and ttW, tty, tty~y, Zv are modeled using MADGRAPH5_AMCATNLO [24; 25; 26].

For these simulation samples, all are simulated with the Phase-2 upgraded CMS detector
geometry using DELPHES fast simulation with average pile-up of 200 interactions and at

Vs = 14 TeV, the expected data-taking conditions at the HL-LHC.
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6.4 Objects

Before applying final-state specific category selections, a common set of object selections
is required for the various physics objects reconstructed event-by-event for each simulation
sample. In order to maximize the number HH events saved, each simulation event is required
to have at least one pair of photons, called a diphoton.

Photons used in this analysis are required to have a transverse momentum (pr) above 25
GeV, and at least one photon with a pr of 35 GeV within |n| < 2.5.

The relative isolation of the photon candidate, defined as sum of the py of all particles

within a cone (AR = /(An)% + (A¢)?) of size 0.3 around the photon and divided the sum
by the photon pr, is required to be less than 0.3 and must pass a loose identification criteria
corresponding to 90% signal efficiency.

Electrons are required to have pr above 10 GeV within |n| < 2.5 excluding the ECAL
transition region and must be isolated from photon candidates with an angular separation
in the n — ¢ plane greater than AR = 0.4. The transverse momenta of muons are required
to be above 10 GeV and within |n| < 2.5 , and they are required to be isolated from photon
and electron candidates with an angular separation greater than AR = 0.4. Hadronically
decaying taus are required to have pr > 20 GeV within |n| < 2.5, and are required to be
separated from photon, electron and muon candidates with an angular separation greater
than AR =0.2. The relative isolation of the electrons (muons) is required to be less than 0.3
(0.1).

Jets are reconstructed using the anti-kr clustering method with a distance parameter of
0.4. They are required to have pr > 30 GeV, be within || < 5 and to be well separated
from the photon and lepton candidates with an angular separation greater than AR = 0.4.
The likelihood that a jet comes from b-quark hadronization, termed a b-tagging score, is
computed using a deep neural network (DNN) based secondary vertex algorithm, DEEP-

JET [71; 72].

212



6.5 Event Selections and Categorization

All events are required to have exactly two photons with an invariant mass in the range
100 < m,, < 180. The analysis is performed in mutually exclusive final states targeting
decays of the vector bosons referred to as 1L (Semi-leptonic) and 2L (Fully-leptonic) final
states for WW~~y, and 1 7 or 2 7 final states for 77v7.

:t) :|:>'

Here, lepton (L) refers to either an electron (e*) or muon (u

6.5.1 Semi-leptonic final state

Events fall into the Semi-leptonic (1L) analysis category if they contain at least one pre-
selected diphoton pair, and contain exactly one electron or muon passing the selection criteria
described in Section 6.4. This final state is expected to be the most sensitive of the three
WW~~ channels due to the combination of a relatively large W — qq branching ratio, and
the presence of a highly energy lepton from the W — (v decay.

In order to maximize the sensitivity of this final state, two multiclass DNNs are trained to
separate the di-Higgs signal from the resonant single Higgs boson background and continuum
background where the di-Higgs processes are labelled as HH, single Higgs backgrounds as H
and all other background samples as continuum background.

During training, each class has a weight applied which scales the event loss such that
the effective importance’s of each of the three classes are equalized. This ensures that the
network focuses on categorising all classes with an equal importance.

Two multiclass DNNs are trained, one which trains on one half of simulation events, and
a second which trains on the other half of simulation events. This separation on simulation
datasets allows one to apply the training performed with “even” events on the “odd” data
set, and vice versa, to avoid any training bias.

The simulation sample variables used as inputs for the DNN trainings include the kine-

matic variables such as pr, n, ¢ and energy values of photons, jets, electrons and muons.

213



For photons, pr and energy values are scaled by the diphoton mass in order to avoid the
creation of an artificial resonance among continuum background processes. Additionally,
the jet multiplicity, missing transverse energy and the invariant mass of the leading and
subleading jets are utilized in the trainings.

The multiclass DNN outputs three DNN scores, one for each class, but only the HH

output DNN score is used in the analysis. The HH DNN score distribution is shown in

Figure 6.1.
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Figure 6.1: Semi-leptonic DNN output score distribution.

In order to further optimize the analysis sensitivity, events are partitioned into four
categories making use of the HH node output score. The category boundaries are chosen
such that the expected significance is maximized, and are shown in Table 6.1.

This categorization leads to an improved combined significance as opposed to using a
single category, as multiple regions with reasonable signal sensitivities can be combined.

Category four is the category with the highest signal purity and significance.

214



Categories  Definition

Category 1 0.1 < DNN score < 0.6
Category 2 0.6 < DNN score < 0.8
Category 3 0.8 < DNN score < 0.92
Category 4 DNN score > 0.92

Table 6.1: Semi-leptonic final state DNN score categories.

6.5.2 Fully-leptonic final state

For events to fall into the Fully-leptonic category, they must contain at least one diphoton
candidate, and at least two oppositely charged leptons (ete™, u*u~, e*u¥) passing the
electron and muon object selections described in Section 6.4.

In order to save events with two leptonically decaying W bosons, events fall into the
fully-leptonic category if they satisfy the selections listed in Table 6.2, where AR(l,1) is the
AR between two leptons, my; is the mass of dilepton system and m. is the invariant mass

of the leading electron and the leading photon in the events that have at least one electron.

Variable Selection
AR(1,1) > 0.4
pr of leading lepton > 20
pr of subleading lepton > 10
Emiss > 20
pr > 91
my < 80 or > 100
number of medium-tagged b-jets =0
|Mey — M| > 5

Table 6.2: Selection criteria of the Fully-leptonic Channel.

6.5.3 One Tau lepton final state

Events fall into the one 7 category if they contain at least one diphoton candidate, exactly
one hadronically decaying tau lepton, and exactly zero electrons and muons.

In order to maximize the sensitivity of this final state, a similar method to that of the
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semi-leptonic final state described in Section 6.5.1 is followed. Namely, two multiclass deep
neural networks (DNNs) are trained. In this case, the structure of the DNNs are the same
as those from the semi-leptonic analysis, with the electron and muon input features replaced
by the 7 candidate’s input features. The multiclass DNNs output three scores, but only the
one which estimates the likelihood that an event is HH like is used in this analysis. The

distribution of this DNN score is shown in Figure 6.2.
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Figure 6.2: One tau DNN output score distribution.

Events are partitioned into two categories based on the DNN score. Category one corre-
sponds to events where the DNN score lies between 0.1 and 0.65, while events with a DNN

score higher than 0.65 are placed into category 2.

6.5.4 Two Tau leptons final state

Events fall into the two 7 final state if they contain at least one diphoton candidate, at least
two hadronically decaying taus, and zero electrons and photons. For the taus, it is required

that they be oppositely charged because they are expected to come from a neutral Higgs
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boson. In this final state category, no additional selections are required.

6.6 Systematic uncertainties

The contribution of systematic uncertainties have been divided in experimental and theo-

retical uncertainties. Because the samples in this analysis are exclusively simulation based,

experimental uncertainties are estimated from simulation. The experimental uncertainties

are shown in Table 6.3, and follow the common Phase II projection uncertainties folloi-

wing the Yellow Report recommendation described in Ref.[73]. Theoretical uncertainties are

added on the ggHH signal and single Higgs boson processes, as described in Table 6.4.

Uncertainty Source

Input (%)

Luminosity
Diphoton trigger
M.~ resolution
PhotonlID
electronID
muonlID

taulD

Tau energy scale
Jet energy Scale
b-tagging veto

1

2

5
0.5/photon
0.5/electron
0.5/muon
2.5/tau

3

3

3

Table 6.3: Experimental uncertainties considered in this study.

Process Uncertainty Source
PDF +a, (%) | QCD Scale (%) | muop (%)
ggHH +3 +2.1/-4.9 +4.0/-18
ggH +4.6/-6.7 + 3.2 -
VBFH | +0.5/-0.3 + 2.1 -
VH +0.4/-0.7 + 18 -
ttH +6/-9.2 + 35 -
tHq +6.4/-14.7 + 3.6 -

Table 6.4: Theoretical uncertainties considered on the ggHH signal and single Higgs pro-

cesses.
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6.7 Results

The expected Phase-2 m.,, distributions are shown in Figure 6.3 for the semi-leptonic W W~y

final state, and one tau 77y~ final state.
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Figure 6.3: m,.,, distributions in the WWW~~, Semi-leptonic (left) and 777, 17 (right) final
states.

Given the presence of high fluctuations in the m,, distribution of the continuum back-
ground across different categories, a falling exponential function is fit to the continuum
background templates and used as the final background template for each category. After
applying this exponential fit, and a gaussian fit to each HH and H template, the diphoton
invariant mass distributions for the Semi-leptonic final state in its most sensitive category,
the single fully-leptonic category and in the single 2 7 final state category are shown in Figure
6.4, where signal HH and single Higgs templates are modelled as Gaussian functions fit to
the diphoton mass distributions, and the continuum background is modelled by exponential
functions. The (pseudo-)data are generated according to the fitted signal, single Higgs and
continuum background contributions.

The expected signal significance is extracted by fitting the background-only m., template
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Figure 6.4: m.,, distributions in the WW~~, Semi-leptonic (top left), Fully-leptonic (top
right) and 7777, 27s (bottom) final states.
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to the signal 4+ background template simultaneously in all categories, following a binned max-
imum likelihood approach, with all systematic uncertainties treated as nuisance parameters
with log-normal distributions. The correlations among different sources of uncertainties are
taken into account while the different final states are considered as independent channels in
the fit.

The significance values obtained are shown in Table 6.5 for the WW~~ and 77~ final

states along with their combination.

Final State  Significance (stat-+exp+theory)

WW~y 0.21
TTYY 0.08
Combination 0.22

Table 6.5: Expected HL-LHC significances (o) results of the WW~y~ and 777+ processes
with their combination.

A combined significance of 0.22¢0 is extracted, combining the WW~~y and 777 cate-

gories.

6.8 Summary

A projection of the sensitivity of non-resonant Higgs boson pair production in the WWn~~
and 7777 final states has been performed, using simulated proton-proton collision events at
a center-of-mass energy of 14 TeV and integrated luminosity of 3000 fb=! at the future HL-
LHC. Additionally, the response of the future Phase II CMS detector has been simulated.
For the WW~~ and one tau 777 final states of this analysis, the analysis strategy and
techniques from the Run 2 W W~y analysis are used.

Combining all final state categories and including systematic uncertainties, a combined
expected significance of 0.22 ¢ is measured.

When considering a projection analysis, it is important consider a few caveats to the

result. The first is that because the analysis is simulation only, it is not possible to make
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the use of data-driven techniques, such as the one used for the Fully-hadronic final state of
the Run 2 WW+~~ analysis. Additionally, as the HL-LHC and Phase IT CMS detector have
not yet been assembled, physicists have not yet had a chance to study this new detector’s
response to new data-taking conditions. Such studies can often include the optimization of
the detector’s ability to identify particles, and thus can lead to improved identification and

analysis sensitivity.
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Chapter 7

Conclusions and outlook

The Standard Model of particle physics, while widely successful and consistent with the
majority of physical observations, does not account for all observed phenomena. Through
the ongoing physics studies by the experiments at the CERN LHC, physicists continue
to attempt to answer questions about the fundamental nature of the universe, and test
the standard model by searching for and measuring new processes. Part of this analysis
program includes the search for Higgs pair production, as it provides direct access to one of
the unmeasured parameters of the SM: The Higgs self-coupling. As Higgs pair production is
a rare process, it is vital to include as many di-Higgs decay channels as possible to maximize
the chances for discovery at the future HL-LHC, and an eventual precise measurement of
the Higgs self-coupling.

To this end, the first search for Higgs pair production in the WW~~ final state has
been performed by the CMS experiment. The analysis made use of data collected by the
CMS detector from 2016-2018, corresponding to an integrated luminosity of 138 fb~!, from
proton-proton collisions at a center-of-mass energy of 13 TeV. The analysis resulted in an
observed (expected) 95% C'L, upper limit on the di-Higgs production cross-section of 3.0
(1.7) pb, corresponding to about 97 (53) times the standard model prediction. In addition
to the search for the SM interpretation of di-Higgs, scans of modified SM and purely BSM
coupling parameters in an EFT framework result in an observed (expected) constraint on
the Higgs self-coupling of -25.9 (-14.5) to 24.1 (18.4) times its standard model value, and a
constraint on the magnitude of the direct coupling of two top quarks to two Higgs bosons
of -2.4 (-1.7) to 2.9 (2.2) at a 95% C'Ls. Additionally, observed (expected) 95% C'L, upper

limits are placed on twenty EFT benchmark scenarios ranging from 1.7 - 6.2 (1.0 - 3.9) pb.
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As it is not yet possible to experimentally observe Higgs pair production with the Run
2 dataset due to its low production cross section, the optimization of the CMS detector for
LHC Run 3 will be crucial for improving the detector’s efficiency at triggering on Higgs pair
production events. For this analysis and similar analyses, the use of the CMS electromagnetic
calorimeter is of vital importance for the detection and accurate reconstruction of photons.
In order to maintain and improve the sensitivity of this and other analyses using photons
and electrons, during LS2, several optimizations of the CMS ECAL were investigated. This
included updating the parameters of the on-detector energy reconstruction algorithm to ac-
count for updated ECAL signal signature shapes, and the preliminary investigation of a
new feature to be used for out-of-time signal tagging. The re-optimization of the energy
reconstruction parameters is expected to improve the accuracy of ECAL energy measure-
ments used as input to the CMS level-1 trigger, which can potentially increase the detector’s
efficiency at triggering on di-Higgs events. Additionally, during L.S2, the existence of a sec-
ond amplitude filter in the on-detector ECAL electronics was discovered, which combines
with the standard amplitude filter to form “double weights”. Its existence and functional-
ity was proven through tests at a test electronics setup, and at the CMS ECAL itself. Its
functionality was then added to the CMS ECAL emulator in order to test its impact on
previously taken CMS data. Since then, emulator and data studies have been performed in
order to test the potential removal of anomalous signals called ECAL spikes. Initial studies
show that double weights may be able to remove some ECAL spikes via out-of-time tagging,
with a minimal effect on ECAL signals. The potential gain of this feature may include the
removal of ECAL spikes at L1, allowing CMS to trigger on more physics events including
di-Higgs events, which may improve the sensitivity of di-Higgs analyses using the LHC Run
3 dataset. The possibility of using double weights to tag out-of-time physics signatures may
also be investigated in the future, which may potentially improve the sensitivity of analyses
targeting BSM scenarios, including those which include the Higgs boson as a bridge to BSM

physics.
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As LS2 has ended, so has the commissioning of the CMS detector for LHC Run 3. During
this commissioning period, the CMS ECAL operations teams all performed well and are in
good shape for operating the CMS ECAL and ES for LHC Run 3. During commissioning, the
ECAL and preshower detectors were turned on, various tests on electronics were performed,
and the commissioning of new features including double weights was performed.

While the past Run 2 dataset has been analyzed, and the CMS ECAL is continuing to
optimize its features for the Run 3 dataset, the first Phase II projection of the search for Higgs
pair production in the WW~~ and 7777 final states with the Phase-II CMS detector has
been performed. The analysis strategy makes use of the Run 2 analysis strategy, including
the use of deep neural networks in order to improve expected sensitivity, resulting in an
expected significance of 0.22 o.

During LHC Run 3 and at the future HL-LHC, the multitude of expertise’s in the field
of particle physics will continue their endeavors: Engineers and technicians will continue to
maintain the LHC accelerator and CMS detector, computing experts and maintainers will
continue to keep the CERN offline computing resources alive, and particle physicists will
continue to develop novel analysis techniques in order to perform statistical interpretations of
the newly collected datasets in order to continue answering questions about the fundamental

nature of the universe.
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APPENDIX A

Deep Neural Network Employment

A deep neural network (DNN) is a multi-layered network of inter-connected mathematical
functions that performs a transformation between a set of input values and a set of output
values. The coefficients (weights) within these functions can be varied (trained) to obtain
the desired output. Typically, these are varied in an iterative procedure in which a loss-
function is used as a metric of the performance and weights are adapted in order to minimise
this metric. There are many applications for deep neural networks thus, there are several
types of problems they can be used to solve and infinite variations in the implementation.
In this analysis supervised trainings of deep neural networks are performed which means the
training dataset is fully-labelled. We use the information on the final state physics objects
recorded by the CMS detector as input values where each event is labelled as either ”signal”
or "background”. The aim of the network is to use the input features to predict whether an
event is from the signal or background process.

Deep neural networks are very adept at uncovering small signals amongst much larger
backgrounds. From very basic features, the network can learn how they (and their cor-
relations) can be used to distinguish signal from background. This is usually much more
powerful than the cut-based approach which optimises cut values sequentially to maximise
signal acceptance and background rejection simultaneously. Furthermore, one does not need
to hand-craft complicated input features with large discriminatory power. If such a feature
can be constructed using low-level information (e.g. four-vectors of physics objects), then it
is deducible provided the network is given the required low-level information [74].

In this analysis, a deep neural network is used to distinguish between the di-Higgs WW~~,

signal process and the major backgrounds. The signal signature varies depending on the
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targeted decay of the W bosons and therefore so do the dominant backgrounds. As a result,
networks are trained separately, each targeting a specific final state. Once trained, the neural
network should predict values close to one for signal-like events and zero for background-like
events. The distribution output by the DNN is used to further categorise events in a way
that maximises the signal significance in the categories most sensitive to the signal. The m,,
distribution of events within these categories make up independent templates that are used
as input to the maximum likelihood fit. All networks have been trained using Keras 2.3.1

with the TensorFlow backend.

234



APPENDIX B

DNN Input Variables LO to NLO

Reweighting

This section contains ratio plots for each Semi-Leptonic DNN input variable between the
sum of 12 LO Benchmarks plus the SM LO point, and the 2017 SM at NLO sample. The
LO samples all have LO to NLO reweighting applied as described in Section 4.2. There is
slight disagreement observed, indicating the network is suboptimal, but because these events
are only used for training there is no bias introduced in the analysis from any disagreement
in these ratios. In addition, the amount of disagreement observed is not expected to have a

detrimental effect on the performance of the network.
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B.1 Systematic Impacts

The systematic impacts for the Run 2 combination of the Semi-Leptonic, Fully-Hadronic and
Fully-Leptonic categories combined with Single Higgs processes modeled in all categories are
shown in Figures B.12 , B.13 , B.14 , B.15 , where signal strength is set to the expected
limit.

Note: unconstrained systematics have been removed from these impact plots in order
to be able to view the impacts of other systematics.

In addition, the largest impact in all cases due to the HH theory uncertainty, including
the ggHH QCD scale uncertainty and top mass uncertainty amounting to a log normal

uncertainty of +6% / -23%, has been removed so that the other impacts are more visible.

241



© 00 N 0~ WN PP

=
= O

WNNNNNNNNNNDRERRERRR R R
O © O ~NOUORWNEROOOW-NODOU NN

pdf_Higgs_ggHH
CMS_hgg_nuisance_HighR9EBPhi_13TeVsmear_2018
BR_hgg
CMS_hgg_nuisance_HighR9EBPhi_13TeVsmear_2017
lumi_13TeV_correlated
CMS_hgg_nuisance_HighROEBPhi_13TeVsmear_2016
CMS_hgg_nuisance_NonLinearity_13TeVscale

BR_hww

CMS_hgg_nuisance_FNUFEB_13TeVscaleCorr
CMS_scale_j_FlavQCD

lumi_13TeV_2018
CMS_hgg_nuisance_LowR9EBPhi_13TeVsmear_2018
alpha_s

lumi_13TeV_2017

CMS_scale_j_Abs

QCDscale_ttH
CMS_hgg_nuisance_LowR9EBPhi_13TeVsmear_2017
CMS_btag_2018

QCDscale_ggH
CMS_hgg_nuisance_LowR9EBPhi_13TeVsmear_2016
CMS_eff_g_IDMVA_2018
CMS_hgg_nuisance_ShowerShapeHighR9EB_13TeVscaleCorr
CMS_hgg_nuisance_MaterialOuterBarrel_13TeVscaleCorr
CMS_eff_g_IDMVA_2016
CMS_hgg_nuisance_MaterialCentralBarrel_13TeVscaleCorr
CMS_eff_g_IDMVA_2017
CMS_hgg_nuisance_HighR9EEPhi_13TeVsmear_2016
CMS_hgg_PreselSF_2018
CMS_hgg_nuisance_HighROEEPhi_13TeVsmear_2018

CMS_hgg_nuisance_ShowerShapeLowR9EB_13TeVscaleCorr

CMS internal

-2

-»-Pull [[]+1o Impact []-1o Impact

1
(6-6

2
/08

Figure B.12: Combined Run2 Expected Systematic Impacts: Page 1

242



31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

CMS_hgg_t

¢ peHIghROEE_13TeVscaleCorr
CMS_hgg_nuisance_FNUFEE_13TeVscaleCorr
CMS_scale_j_BBEC1
CMS_hgg_nuisance_ShowerShapeLowR9EE_13TeVscaleCorr
lumi_13TeV_2016

CMS_scale_j_RelSample_2018
CMS_hgg_nuisance_MaterialForward_13TeVscaleCorr
CMS_hgg_nuisance_HighROEB_13TeVscale_2018
CMS_eff_e_id_2017

lumi_13TeV_1718

CMS_scale_j_RelBal

CMS_hgg_nui Hig hi_13Te 2017
QCDscale_VH

pdf_Higgs_gg

pdf_Higgs_qgbar

CMS_hgg_PreselSF_2017
CMS_hgg_nuisance_LowR9EEPhi_13TeVsmear_2016
CMS_hgg_nuisance_LowR9EB_13TeVscale_2016
CMS_eff_e_id_2018
CMS_hgg_nuisance_HighR9EB_13TeVscale_2016
CMS_hgg_nuisance_LowR9EBRho_13TeVsmear_2016

CMS_hgg_nuisance_HighROEE_13TeVscale_2016

CMS_hgg_nui _Hig

10_13T 2016
pdf_Higgs_ttH
CMS_hgg_nuisance_LowR9EERho_13TeVsmear_2016
CMS_hgg_nuisance_LowR9EE_13TeVscale_2016
CMS_hgg_nuisance_HighROEERho_13TeVsmear_2016
CMS_res_j_2016
CMS_eff_e_reco_2017

CMS_I1_ecal_prefiring_2017

CMS Internal

—

-»-Pull [[]+1o Impact []-1o Impact

-1 0 1 2
(6-6,)/08

02 01 0

01 0.2
Ar

Figure B.13: Combined Run2 Expected Systematic Impacts: Page 2

243



61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
7
78
79
80
81
82
83
84
85
86
87
88
89
90

CMS_hgg_nui . Higl 10_13T 2018
CMS_btag_2016

CMS_eff_m_id_2016

CMS_res_j_2018
CMS_hgg_nuisance_HighR9EB_13TeVscale_2017
CMS_eff_e_id_2016

CMS_scale_j_Abs_2018
CMS_hgg_nuisance_LowR9EEPhi_13TeVsmear_2018
CMS_hgg_nuisance_LowR9EEPhi_13TeVsmear_2017
CMS_hgg_nuisance_HighRO9EBRho_13TeVsmear_2017
CMS_I1_ecal_prefiring_2016

CMS_btag_2017

CMS_eff_m_id_2017
CMS_hgg_nuisance_LowR9EB_13TeVscale_2017
CMS_hgg_TriggerWeight_2018

CMS_res_j_2017
CMS_hgg_nuisance_HighR9EE_13TeVscale_2018
CMS_HEM_2018
CMS_hgg_nuisance_LowR9EB_13TeVscale_2018
CMS_scale_j_RelSample_2016
CMS_hgg_electronVetoSF_2018
CMS_hgg_PreselSF_2016

CMS_eff_e_reco_2018

CMS_eff_m_iso_2016
CMS_hgg_nuisance_LowR9EE_13TeVscale_2017
CMS_hgg_nuisance_HighRO9EERho_13TeVsmear_2017
CMS_hgg_nuisance_LowR9EBRho_13TeVsmear_2017
CMS_eff_e_reco_2016

CMS_hgg_TriggerWeight_2017

CMS_hgg_electronVetoSF_2017

CMS Internal

-»-Pull [[]+1o Impact []-1o Impact

-1 0 1 2
(6-6,)/08

20.1-0

Figure B.14: Combined Run2 Expected Systematic Impacts: Page 3

244

.05 0 0.05 01

AT



91

92

93

94

95

96

97

98

99

100
101
102
103
104
105
106
107
108
109
110
111
112
113
114
115
116
117
118
119
120

CMS_hgg_TriggerWeight_2016
CMS_hgg_nuisance_LowR9EERho_13TeVsmear_2017
CMS_hgg_nuisance_HighR9EE_13TeVscale_2017
CMS_hgg_electronVetoSF_2016
CMS_hgg_nuisance_LowR9EBRho_13TeVsmear_2018
CMS_hgg_nuisance_LowR9EE_13TeVscale_2018
CMS_eff_m_id_2018

CMS_scale_j_BBEC1_2017
CMS_hgg_nuisance_HighROEERho_13TeVsmear_2018
CMS_scale_j_BBEC1_2016

CMS_eff_m_iso_2018

CMS_scale_j_BBEC1_2018
CMS_eff_j_PUJET_id_2018
CMS_hgg_nuisance_LowR9EERho_13TeVsmear_2018
CMS_eff_m_iso_2017

CMS_scale_j_Abs_2017

CMS_scale_j_EC2_2017

BR_hbb

CMS_unclusteredEnergy_2018
CMS_scale_j_RelSample_2017
CMS_eff_j_PUJET_id_2016
CMS_unclusteredEnergy_2016
CMS_eff_j_PUJET_id_2017

BR_hzz

CMS_scale_j_EC2_2016

QCDscale_qqH

CMS_scale_j_Abs_2016

CMS_scale_j_EC2

CMS_scale_j_HF

CMS_unclusteredEnergy_2017

CMS internal

D . )
. . .
——

—— i

-2

-»-Pull [[]+1o Impact []-1o Impact

-1 0 1 2
(6-6,)/08

Figure B.15: Combined Run2 Expected Systematic Impacts: Page 4

245

20.04-0.02 0 0.2 0.04

AT



APPENDIX C

Semileptonic DNN Data sideband and MC

Signal Region Checks

To ensure the diphoton mass is not shaped by the semileptonic multiclass DNN, the sidebands
of the diphoton mass distribution are shown for different selections made on the DNN output

score, shown in the figures below. No evident shaping is seen, and therefore no bias is

expected from the DNN.
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(a) DNN score > 0.0 (b) DNN score > 0.5

Figure C.1: Di-photon mass data sideband: Taken from Run 2 data.
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Figure C.2: Di-photon mass data sideband: Taken from Run 2 data.

247




25 e Data Sideband: DNN score > 0.75 16 1 e Data Sideband: DNN score > 0.8
14 A
g 204 ; 121
< < 10
0n 157 n
2 Q89
€ 10+ T 6
w w
"
5
2]
o 100 110 120 130 140 150 160 170 180 o 100 110 120 130 140 150 160 170 180
myy [GeV] myy [GeV]
(a) DNN score > 0.75 (b) DNN score > 0.8
Figure C.3: Di-photon mass data sideband: Taken from Run 2 data.
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Figure C.4: Di-photon mass data sideband: Taken from Run 2 data.

In addition, the diphoton mass of the background MC which the DNN trains on is plotted
in the mass range 100 to 180 GeV, including the signal region, for different DNN selections,
shown in the figured below. No evident shaping is seen within the statistical uncertainty of

the check, and therefore no bias is expected from the DNN.
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Figure C.5: Di-photon mass of MC in the data sideband and signal region: Taken from MC
used for DNN training.
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Figure C.6: Di-photon mass of MC in the data sideband and signal region: Taken from MC
used for DNN training.
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Figure C.8: Di-photon mass of MC in the data sideband and signal region: Taken from MC
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APPENDIX D

DNN and signal validation

In order to verify that the DNNs used for the semileptonic and fullhadronic categories is
behaving as expected and not introducing a large bias in yields, a control region is defined

to check that:

1) There is relatively good agreement between data and the MC sum, which would vali-
date S + B. Given that background (B) has been validated, this could imply a signal

validation.

2) There is not a large difference in data and MC acceptance in a control region similar

to the signal region

3) The DNN behaves as expected in a control region on a signal with a similar topology

to HH—-WWn~~.

The signal used to mimic the HH—WW~~ signal topology is the WWZ process. This is
used as the process contains two real W bosons, and contains Z—ee which can fake H— ~~.

In order to obtain a control region, the diphoton preselections outlined in 4.4.2 are used,
but the electron veto requirement is inverted. This means, rather than tagging a diphoton, it
is expected that these preselections will tag a di-electron pair. With this applied, a selection
on the invariant diphoton object mass (corresponding to a di-electron mass) of 80 < mass
< 100 (85 < mass < 95 for the category) in order to defined a Z boson peak phase space.
In addition, after DNN score evaluation of data and backgrounds with the main analysis
DNNs, events with a DNN output score below 0.1 are not used, as low score events are not

use in the main analysis.
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Note that there is no retraining done. The DNNs used in the main analysis are used for
this control region check.
When running on data, the SingleElectron datasets shown in Tab.D.1 are used. No HLT

paths are applied when running on MC, but the HLT paths applied to data are:

HLT Ele32_WPTight _Gsfx*

Dataset

/SingleElectron/Run2017B-31Mar2018-v1/MINIAOD
/SingleElectron/Run2017C-31Mar2018-v1/MINIAOD
/SingleElectron/Run2017D-31Mar2018-v1 /MINIAOD
/SingleElectron/Run2017E-31Mar2018-v1/MINIAOD
/SingleElectron/Run2017F-31Mar2018-v1/MINIAOD

Table D.1: Data MiniAODs used for the DNN and signal control region check
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The data-MC distributions in the Z mass control region and evaluated by the semileptonic
DNN and shown in Figures D.1, D.2, D.3 and D.4, and for the fullyhadronic DNN in Figures
D.5, D.6 and D.7.

The conclusions are that the data-MC agreement is reasonable, as the disagreements
appear to be mainly due to statistical uncertainty, and therefore there is not a large difference
in acceptance between data and MC. It is also concluded that the DNNs behave as expected
when evaluated on WWZ, as a di-electron peak near 90 GeV is observed, and high DNN
scores are observed for this process, and therefore the DNNs are expected to behave properly

on the HH—-WW~~ signal topology.
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Figure D.1: Semileptonic category: Di-electron mass in the above defined control region,
shown in linear and logarithmic y scale.
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Figure D.2: Semileptonic category: Semileptonic DNN score in the above defined control
region.
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Figure D.3: Semileptonic category: Di-electron mass of the WWZ process with and without
a scaled leading photon pt selection of 1.0 applied.
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Figure D.4: Semileptonic category: DNN score of the WWZ process with and without a
scaled leading photon pt selection of 1.0 applied.
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Figure D.5: Fullyhadronic category: Di-electron mass in the above defined control region,
shown in linear and logarithmic y scale.
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Figure D.6: Fullyhadronic category: Fullyhadronic DNN score in the above defined control
region.
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Figure D.7: Fullyhadronic category: Di-electron mass and fullyhadronic DNN score of the
WWYZ process.
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