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Abstract
Holomorphic functions play a crucial role in operator theory and the Cauchy formula
is a very important tool to define the functions of operators. The Fueter–Sce–Qian
extension theorem is a two-step procedure to extend holomorphic functions to the
hyperholomorphic setting. The first step gives the class of slice hyperholomorphic
functions; their Cauchy formula allows to define the so-called S-functional calculus
for noncommuting operators based on the S-spectrum. In the second step this extension
procedure generates monogenic functions; the related monogenic functional calculus,
based on themonogenic spectrum, contains theWeyl functional calculus as a particular
case. In this paper we show that the extension operator from slice hyperholomorphic
functions to monogenic functions admits various possible factorizations that induce
different function spaces. The integral representations in such spaces allow to define
the associated functional calculi based on the S-spectrum. The function spaces and the
associated functional calculi define the so-called fine structure of the spectral theories
on the S-spectrum. Among the possible fine structures there are the harmonic and
polyharmonic functions and the associated harmonic and polyharmonic functional
calculi. The study of the fine structures depends on the dimension considered and in
this paper we study in detail the case of dimension five, and we describe all of them.
The five-dimensional case is of crucial importance because it allows to determine
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almost all the function spaces will also appear in dimension greater than five, but with
different orders.

Keywords Spectral theory on the S-spectrum · Harmonic fine structure · Harmonic
functional calculi · Dirac fine structure · Fueter–Sce–Qian extension theorem

Mathematics Subject Classification 42B35 · 47A10 · 47A60

1 Introduction

The spectral theory on the S-spectrum for quaternionic operators has been widely
developed in the last 15 years motivated by the precise formulation of quaternionic
quantum mechanics (see [8, 33]), and other applications have been found more
recently, among which we mention the fractional powers of vector operators that
are useful in fractional diffusion problems, see [15, 16, 18]. The main references on
quaternionic spectral theory on the S-spectrum are the books [3, 4, 19, 20, 34] and
the references therein. The spectral theory on the S-spectrum in the Clifford algebra
setting, see [25], started in parallel with the quaternionic one, but in the last few years
there have been new and unexpected developments. In fact, even if a precise version
of the quaternionic spectral theorem on the S-spectrum was expected and proved in
[2] (for perturbation results see also [11]), it was only in recent times that the spectral
theorem for fully Clifford operators was proved, see [22]. Moreover, the validity of
the S-functional calculus was extended beyond the Clifford algebra setting, see [21],
and it was used to the define slice monogenic functions of a Clifford variable in [23].

This paper belongs to a new research direction that is related to the Fueter–Sce–
Qianmapping theorem. To illustrate our results we briefly recall this theorem. Roughly
speaking, it is a two-step procedure that extends holomorphic functions of one complex
variable to the hypercomplex setting. In the first step it generates slice hyperholomor-
phic functions and in the second step it generates monogenic functions, i.e., functions
in the kernel of the Dirac operator. More precisely, letO(D) be the set of holomorphic
functions on D ⊆ C and let �D ⊆ R

n+1 be the set induced by D (see Sect. 2). The
first Fueter–Sce–Qian map TFS1 applied to O(D) generates the set SH(�D) of slice
monogenic functions on �D (which turn out to be intrinsic) and the second Fueter–
Sce–Qian map TFS2 applied to SH(�D) generates axially monogenic functions on
�D . We denote this second class of functions byAM(�D). The extension procedure
is illustrated in the diagram:

O(D)
TFS1−−−−→ SH(�D)

TFS2=�(n−1)/2

−−−−−−−−−→ AM(�D),

where TFS2 = �(n−1)/2 and� is the Laplace operator in dimension n+1 (sometimes
we shall write �Rn+1 to specify the dimension). The Fueter–Sce–Qian mapping the-
orem induces two spectral theories according to the two classes of hyperholomorphic
functions it generates: using the Cauchy formula of slice hyperholomorphic functions
one defines the S-functional calculus, which is based on the S-spectrum, while using
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the Cauchy formula of monogenic functions one obtains the monogenic functional
calculus, based on the monogenic spectrum. This last calculus was introduced by A.
McIntosh and his collaborators, see [37], to define the functions of noncommuting
operators on Banach spaces; it has several applications, as discussed in the books [36,
41].

The Fueter–Sce mapping theorem (when n is odd) provides an alternative way to
define the monogenic functional calculus. The main idea is to apply the Fueter–Sce
operator TFS2 to the slice hyperholomorphic Cauchy kernel and to write the Fueter–
Sce mapping theorem in integral form. Using this integral formulation, we can define
the so-called F-functional calculus, which is a monogenic functional calculus, but it
is based on the S-spectrum. In diagram form, we have

SH(�D) AM(�D)
⏐
⏐
�

Slice Cauchy Formula
TFS2=�(n−1)/2

−−−−−−−−−→ Fueter − Sce theorem in integral form
⏐
⏐
�

⏐
⏐
�

S − functional calculus F − functional calculus

Observe that in the above diagram the arrow from the space of axially monogenic
functionAM(�D) is missing because the F-functional calculus is deduced from the
slice hyperholomorphic Cauchy formula.

We are now in the position to define the fine structure of the spectral theories
on the S-spectrum taking advantage of the following observation. Let h := n−1

2
be the so-called Sce exponent, and � be the Laplace operator in dimension n + 1:
the operator TFS2 := �h maps the slice hyperholomorphic function f (x) to the
monogenic function f̆ (x) given by

f̆ (x) = �h f (x), x ∈ �D.

If we denote by e�, � = 1, . . . , n the units of the Clifford algebraRn , theDirac operator
D and its conjugate D are defined by

D := ∂x0 +
n

∑

i=1

ei∂xi , D = ∂x0 −
n

∑

i=1

ei∂xi .

The powers of the Laplace operator�h can be factorized in terms of the Dirac operator
D and its conjugate D because

DD = DD = �.

So it is possible to repeatedly apply to a slice hyperholomorphic function f (x) the
Dirac operator and its conjugate, until we reach the maximum power of the Laplacian,
i.e., the Sce exponent. This implies the possibility to build different sets of functions
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which lie between the set of slice hyperholomorphic functions and the set of axially
monogenic functions.

We will call fine structure of the spectral theory on the S-spectrum the set of the
functions spaces and the associated functional calculi induced by a factorization of
the operator TFS2 in the Fueter–Sce extension theorem.

One of the most important factorizations leads to the so-called Dirac fine structure
that corresponds to an alternating sequence of D and D, h times, for example

TFS2 = �h
Rn+1 = DD . . .DD.

The fine structure is also defined for the Fueter–Sce–Qian extension theorem,
namely when n is even, but it involves the fractional powers of the Laplace oper-
ator and will be treated in a future publication.

The fine structure of the spectral theory on the S-spectrum generates, in a unified
way, several classes of functions, some of which have already been studied in the
literature. We can summarize them by defining polyanalytic holomorphic Cliffordian
functions of order (k, �) which are defined as follows.

LetU be an open set in Rn+1. A function f : U ⊂ R
n+1 → Rn of class C2k+�(U )

is said to be (left) polyanalytic holomorphic Cliffordian of order (k, �) if

�kD� f (x) = 0 ∀x ∈ U ,

where 0 ≤ k ≤ n−1
2 and � ≥ 0.

Clearly, polyharmonic functions of degree k are a particular case of polyanalytic
holomorphic Cliffordian functions. In fact, a function f : U ⊂ R

n+1 → Rn of class
C2k(U ) is called polyharmonic of degree k in the open set U ⊂ R

n+1 if

�k f (x) = 0, ∀x ∈ U .

Analogously, polyanalytic functions of order m are contained in the class of polyan-
alytic holomorphic Cliffordian functions, since they are those functions f defined on
an open set U ⊂ R

n+1 with values in Rn of class Cm(U ) such that

Dm f (x) = 0, ∀x ∈ U .

In [12] we studied the Dirac fine structure when n = 3, i.e., the quaternionic case.
In particular we have studied the fine structure associated with the factorization:

O(D)
TFS1−→ SH(�D)

D−→ AH(�D)
D−→ AM(�D), (1.1)

whereAH(�D) is the set of axially harmonic functions and their integral representa-
tion gives rise to the harmonic functional calculus on the S-spectrum. This structure
also allows to obtain a product formula for the F-functional calculus, see [12, Thm.
9.3].
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However, since � = DD = DD, we can interchange the order of the operators D
and D in (1.1). This gives rise to the factorization:

O(D)
TFS1−→ SH(�D)

D−→ AP2(�D)
D−→ AM(�D), (1.2)

whereAP2(�D) is a space of polyanalytic functions. This structure is investigated in
[29] and [30] together with its functional calculus.

Clearly, as the dimension of the Clifford algebra increases there are more possi-
bilities and we denote by FS(�D), the set of function spaces associated with the
fine structures. These functions spaces lie between the set of slice hyperholomorphic
functions and axially monogenic functions and in dimension five there are seven such
spaces, precisely:ABH(�D) the axially bi-harmonic functions,ACH1(�D) the axi-
allyCliffordian holomorphic functions of order 1, (which is a short cut for order (1, 1)),
AH(�D) the axially harmonic functions,AP2(�D) the axially polyanalytic of order
2,ACH1(�D) the axially anti-Cliffordian of order 1,ACP(1,2)(�D) the axially poly-
analytic Cliffordian of order (1, 2),AP3(�D) the axially polyanalytic of order 3, and
they will be defined precisely in the sequel.

It is very important to point out that these function spaces appear in different
contexts in the literature and they seem to be unrelated. In this paper we show that
they all appear as fine structures in the Fueter–Sce construction. In dimension greater
than five there will be one more function space, that is not indicated in the list above,
and with this addition, all the fines structures can be described using those function
spaces of different orders.

In dimension five there are different fine structures of Dirac type and to indicate the
type of fine structure we put into an array the DiracD and conjugate DiracD operator
that define the specific fine structure. For example, the Dirac fine structure of the type
(D,D,D,D) is given by

O(D)
TFS1−→ SH(�D)

D−→ ABH(�D)
D−→ AHC1(�D)

D−→ AH(�D)
D−→ AM(�D), (1.3)

where the spaces are precisely specified in the sequel. The Dirac fine structure of type
(D,D,D,D) is of crucial importance to prove the product rule for the F-functional
calculus (see Theorem 10.3). However, by rearranging the sequence of D and D it is
possible to obtain other structures, in which other sets of functions are involved.

Another interesting fine structure is the harmonic one, in which only the harmonic
AH(�D) and bi-harmonic ABH(�D) sets of functions appear:

SH(�D)
D−→ ABH(�D)

�−→ AH(�D)
D−→ AM(�D).

The integral representation of the functions inAH(�D) andABH(�D) is obtained
by applying the operators in the above sequence to the Cauchy kernels of slice hyper-
holomorphic functions. From these integral formulas we define the related functional
calculus on the S-spectrum that can be visualized by the following diagram:
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SH(U ) ABH(U ) AH(U ) AM(U )
⏐
⏐
�

Cauchy Formula
D−−−−−→ ABH Int. Form

�−−−−−→ AH Int. Form
D−−−−−→ AM Int. Form

⏐
⏐
�

⏐
⏐
�

⏐
⏐
�

⏐
⏐
�

S − Func. Cal. ABH − Func. Cal. AH − Func. Cal. F − Func. Cal.

where the functional calculi of this fine structure are the bi-harmonicABH-functional
calculus and the harmonic AH-functional calculus, both based on the S-spectrum.
Note that the integral representation of the axiallymonogenic functionsAM is already
known from the Fueter–Sce mapping theorem in integral form and its functional cal-
culus is the F-functional calculus, see [27].

To be more precise, let us consider S, the sphere of purely imaginary paravectors
with modulus 1. Observe that given an element x = x0 + x ∈ R

n+1 we can put
Jx = x/|x | if x 	= 0, and given an element x ∈ R

n+1, the set

[x] := {y ∈ R
n+1 y = x0 + J |x |, J ∈ S}

is an (n − 1)-dimensional sphere in R
n+1. In order to give a glimpse on the integral

representation of the harmonic and bi-harmonic functions we recall, for s, x ∈ R
n+1

with x /∈ [s], the definition of the function Qc,s(x)−1

Qc,s(x)
−1 := (s2 − 2Re(x)s + |x |2)−1,

and the definition of left slice hyperholomorphic Cauchy kernel S−1
L (s, x)

S−1
L (s, x) := (s − x)Qc,s(x)

−1.

Let n = 5 and consider, for s, x ∈ R
6 such that x /∈ [s], the functions

S−1
D,L(s, x) := −4Qc,s(x)

−1, (1.4)

and

S−1
�D,L(s, x) := �D

(

S−1
L (s, x)

)

= 16Qc,s(x)
−2, (1.5)

called the left slice D-kernel and the left slice �D-kernel, respectively. Let W ⊂ R
6

be an open set andU be a slice Cauchy domain such that Ū ⊂ W . Then for J ∈ S and
dsJ = ds(−J ), for f ∈ SHL(W ), the function f̃�(x) := �1−�D f (x), 0 ≤ � ≤ 1, is
� + 1-harmonic and the following integral representation

f̃�(x) = 1

2π

∫

∂(U∩CJ )

S−1
�1−�D,L

(s, x)dsJ f (s),
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holds, where the integrals depend neither on U nor on the imaginary unit J . If f ∈
SHR(W ) a similar integral representation holds.

We now illustrate the functional calculi of the harmonic fine structure from the
operator theory point of view. Let V be a real Banach space over R. We denote by
B(V ) the space of all boundedR-linear operators andbyB(Vn) the space of all bounded
Rn-linear operators on Vn = Rn ⊗ V . The S-spectrum is defined as

σS(T ) = {s ∈ R
n+1 T 2 − 2s0T + |s|2I is not invertible in B(Vn)}.

This definition of the spectrum is used for operators in B(Vn) with noncommuting
components. For the fine structure of the spectral theories on the S-spectrum in B(Vn)
we will consider bounded paravector operators T = e0T0 + e1T1 + · · · + enTn ,
with commuting components T� ∈ B(V ) for � = 0, 1, . . . , n and we denote this set
by BC0,1(Vn). In this case the most appropriate definition of the S-spectrum is its
commutative version (also called F-spectrum), i.e.,

σF (T ) = {s ∈ R
n+1 s2I − (T + T )s + T T is not invertible in B(Vn)}

where the operator T is defined by

T = T0 − T1e1 − · · · − Tnen .

Note that it has been be proved that

σF (T ) = σS(T ) for all T ∈ BC0,1(Vn).

Let T ∈ BC0,1(Vn) and recall that the S-resolvent set is defined as

ρS(T ) := R
n+1 \ σS(T ).

Then, the commutative pseudo SC-resolvent operator is

Qc,s(T )−1 := (s2I − s(T + T ) + T T )−1 for s ∈ ρS(T )

while the left SC-resolvent operator is

S−1
L (s, T ) := (sI − T )(s2I − s(T + T ) + T T )−1 for s ∈ ρS(T ),

and similarly we have the right SC-resolvent operator.
In the case of dimension n = 5 we take T ∈ BC0,1(V5) and set dsJ = ds(−J ) for

J ∈ S. Let f be a function in SHL(σS(T )) (and similarly for f ∈ SHR(σS(T ))). Let
U be a bounded slice Cauchy domain with σS(T ) ⊂ U and U ⊂ dom( f ). We have
the following definitions of the � + 1-harmonic functional calculus for � = 0, 1: for
every function f̃� = �1−�D f with f ∈ SHL(σS(T )) we set

f̃�(T ) := 1

2π

∫

∂(U∩CJ )

S−1
�1−�D,L

(s, T )dsJ f (s), (1.6)
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where

(I) the left D-resolvent operator S−1
D,L(s, T ) is defined as

S−1
D,L(s, T ) := −4Qc,s(T )−1 for s ∈ ρS(T ), (1.7)

(II) the left �D-resolvent operator S−1
�D,L(s, T ) is defined as

S−1
�D,L(s, T ) := 16Qc,s(T )−2, for s ∈ ρS(T ). (1.8)

We point out that similar formulas hold for the right case.

Plan of the paper. The paper consists of 10 sections, besides this introduction.
In Sect. 2 we introduce some functions spaces that naturally arise from the factor-

ization of the second Fueter–Sce operator TFS2. These definitions are valid for any
dimension n.

Section 3 contains the factorization of the Fueter–Sce operator TFS2 in dimension
n = 5 and, in particular, we define the function spaces of axial type.

In Sect. 4 we introduce the concept of fine structure of the spectral theory on the
S-spectrum, that is associated with the functions spaces, and the related functional
calculi. For n = 5 we can fully describe the fine structures and in the appendix we
provide a description with diagrams.

In Sect. 5 we study the systems of differential equations for the fine structure spaces
of axial type, i.e., in analogy with the Vekua-type system of differential equations for
axiallymonogenic functions we explicitly give all the systems of differential equations
for the fine structure spaces in dimension n = 5.

In Sect. 6 we give the integral representation of the functions of the fine structure
spaces. Precisely, we recall the slice hyperholomorphic Cauchy formulas and applying
the operators associated with the fine structure to the slice hyperholomorphic Cauchy
kernels we deduce the integral representations.

In Sect. 7 we prove some technical lemmas to write the explicit series expansion
of the kernels of the fine structures spaces. These results are of crucial importance
for operator theory because they allow to define the series expansions of the resolvent
operators of the fine structures.

Then, after some preliminary results on the SC-functional calculus and the F-
functional calculus collected in Sect. 8, in Sect. 9 we define the functional calculi
of the fine structure. To this end, we define the series expansions of the resolvent
operators of the functional calculi using the results in Sect. 7. Observe that all the
resolvent operators associated with fine structures involve the S-spectrum.

We conclude the paper with an application to the F-functional calculus, indeed in
Sect. 10 we prove the product rule for the F-functional calculus using the Dirac fine
structure of the kind (D,D,D,D).
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2 Function Spaces Generated by the Fueter–SceMapping Theorem

This section contains some function spaces of Clifford algebra valued functions and
some notions of the spectral theory on the S-spectrum. We start by fixing some nota-
tions. Let Rn be the real Clifford algebra over n imaginary units e1, . . . , en satisfying
the relations e�em + eme� = 0, � 	= m, e2� = −1. An element in the Clifford algebra
will be denoted by

∑

A eAxA, where A = {�1 . . . �r } ∈ P{1, 2, . . . , n}, �1 < . . . < �r
is a multi-index and eA = e�1e�2 . . . e�r , e∅ = 1. A point (x0, x1, . . . , xn) ∈ R

n+1 will
be identified with the element x = x0 + x = x0 + ∑n

j=1 x j e j ∈ Rn called paravector
and the real part x0 of x will also be denoted by Re(x). The vector part of x is defined
by x = x1e1 + · · · + xnen . The conjugate of x is denoted by x = x0 − x and the
Euclidean modulus of x is given by |x | = (x20 + · · · + x2n )

1/2. The sphere of purely
imaginary paravectors with modulus 1 is defined by

S := {x = e1x1 + · · · + enxn | x21 + · · · + x2n = 1}.

Notice that if J ∈ S, then J 2 = −1. Therefore J is an imaginary unit, and we denote
by

CJ = {u + Jv | u, v ∈ R},

an isomorphic copy of the complex numbers.
In order to give the definition of slice hyperholomorphic functions we need to define

the natural domains on which these functions are defined.

Definition 2.1 Let U ⊆ R
n+1.

• We say that U is axially symmetric if, for every u + Iv ∈ U , all the elements
u + Jv for J ∈ S are contained in U .

• We say that U is a slice domain if U ∩ R 	= ∅ and if U ∩ CJ is a domain in CJ

for every J ∈ S.

Definition 2.2 Anaxially symmetric open setU ⊂ R
n+1 is called sliceCauchydomain

if U ∩ CJ is a Cauchy domain in CJ for every J ∈ S. More precisely, U is a slice
Cauchy domain if for every J ∈ S the boundary of U ∩ CJ is the union of a finite
number of nonintersecting piecewise continuously differentiable Jordan curves inCJ .

On axially symmetric open sets we define the class of slice hyperholomorphic func-
tions, in the case of Clifford algebra valued functions they are often called slice
monogenic functions.

Definition 2.3 (Slice hyperholomorphic (or slice monogenic) functions) Let U ⊆
R
n+1 be an axially symmetric open set and let U := {(u, v) ∈ R

2 : u + Jv ∈
U ∀J ∈ S}. We say that a function f : U → Rn of the form

f (x) = α(u, v) + Jβ(u, v), (2.1)
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where x = u + Jv for any J ∈ S is left slice hyperholomorphic if α and β are
Rn-valued differentiable functions such that

α(u, v) = α(u,−v), β(u, v) = −β(u,−v) for all (u, v) ∈ U , (2.2)

and if α and β satisfy the Cauchy–Riemann system

∂uα(u, v) − ∂vβ(u, v) = 0, ∂vα(u, v) + ∂uβ(u, v) = 0.

We recall that right slice hyperholomorphic functions are of the form

f (x) = α(u, v) + β(u, v)J ,

where α, β satisfy the above conditions.

Definition 2.4 The set of left (resp. right) slice hyperholomorphic functions on U is
denoted with the symbol SHL(U ) (resp. SHR(U )). The subset of intrinsic functions
consists of those slice hyperholomorphic functions such that α, β are real-valued
function and it is denoted by N (U ).

We introduce the monogenic functions.

Definition 2.5 (monogenic functions) Let U ⊂ R
n+1 be an open set. A real differen-

tiable function f : U → Rn is called left monogenic if

D f (x) := (

∂x0 +
n

∑

i=1

ei∂xi
)

f (x) = 0.

In a similar way we define right monogenic functions.
There are several possible definitions of slice hyperholomorphicity, that are not

fully equivalent, but Definition 2.3 of slice hyperholomorphic functions is the most
appropriate for the operator theory; it comes from the extension of the Fueter mapping
theorem from the quaternionic setting to theClifford and real alternative algebra setting
(see [32, 35, 39, 40]; for an English translation of paper [40] see [26]). In this paper
we need Sce theorem for our considerations and we recall it below.

Theorem 2.6 (Sce theorem, see [40]) Let n ≥ 3 be an odd number. Let f (z) =
α(u, v)+iβ(u, v)be aholomorphic function defined in a domain (openand connected)
D in the upper half-complex plane and let

�D := {x = x0 + x | (x0, |x |) ∈ D},

be the open set induced by D in Rn+1. The operator TFS1 defined by

TFS1( f ) = α(x0, |x |) + x

|x |β(x0, |x |) (2.3)
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maps the holomorphic function f (z) in the set of intrinsic slice hyperholomorphic
function. Then the function

f̆ (x) := �
n−1
2

(

α(x0, |x |) + x

|x |β(x0, |x |)
)

is in the kernel of the Dirac operator, i.e.,

D f̆ (x) = 0, on �D.

Remark 2.7 The assumption that the function f (z) = α(u, v) + iβ(u, v) is holomor-
phic function in a domain D in the upper half-complex plane can be removed if we
assume the even-odd conditions in (2.2).

Remark 2.8 Because of the factorization

DD = DD = �

of the Laplace operator we define some classes of functions that are strictly related
to the Fueter–Sce theorem. We will see in the next sections that these function spaces
are of crucial importance for our theory.

Definition 2.9 (holomorphic Cliffordian of order k) Let U be an open set. A function
f : U ⊂ R

n+1 → Rn of class C2k+1(U ) is said to be (left) holomorphic Cliffordian
of order k if

�kD f (x) = 0 ∀x ∈ U ,

where 0 ≤ k ≤ n−1
2 .

Remark 2.10 For k := n−1
2 in Definition 2.9 we get the class of functions studied in

[31].

Remark 2.11 Every holomorphic Cliffordian function of order k is holomorphic Clif-
fordian of order k + 1. If k = 0 in Definition 2.9 we get the set of (left) monogenic
functions.

Definition 2.12 (anti-holomorphic Cliffordian of order k) Let U be an open set. A
function f : U ⊂ R

n+1 → Rn of class C2k+1(U ) is said to be (left) anti-holomorphic
Cliffordian of order k if

�kD f (x) = 0 ∀x ∈ U ,

where 0 ≤ k ≤ n−1
2 .

Definition 2.13 (polyharmonic of degree k) Let k ≥ 1. A function f : U ⊂ R
n+1 →

Rn of class C2k(U ) is called polyharmonic of degree k in the open set U ⊂ R
n+1 if

�k f (x) = 0, ∀x ∈ U .
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For k = 1 the function is called harmonic and for k = 2 the function is called
bi-harmonic. The polyharmonic functions are studied in [6].

Definition 2.14 (polyanalytic of order m) Let m ≥ 1. Let U ⊂ R
n+1 be an open set

and let f : U → Rn be a function of class Cm(U ). We say that f is (left) polyanalytic
of order m on U if

Dm f (x) = 0, ∀x ∈ U .

The following result is a characterization to be a polyanalytic function of order m,
see [9].

Proposition 2.15 (Polyanalytic decomposition) Let U ⊂ R
n+1 be an open set. A

function f : U → Rn is polyanalytic of order m if and only if it can be decomposed
in terms of some unique monogenic functions g0, . . . , gm−1

g(x) =
m−1
∑

k=0

xk0gk(x).

See [9, 10, 42] for more information about polyanalytic functions.

Definition 2.16 (polyanalytic holomorphic Cliffordian of order (k, �)) Let U be an
open set. A function f : U ⊂ R

n+1 → Rn of class C2k+�(U ) is said to be (left)
polyanalytic holomorphic Cliffordian of order (k, �) if

�kD� f (x) = 0 ∀x ∈ U ,

where 0 ≤ k ≤ n−1
2 and � ≥ 0. We denote the set of these functions as PCH(k,�)(U ).

Remark 2.17 Similarly it is possible to define the sets of right functions for the
holomorphic Cliffordian of order k, anti-holomorphic Cliffordian of order k, and poly-
analytic of order m.

Remark 2.18 If in Definition 2.16 we set � = 1 we get Definition 2.9, if � = 0 we
obtain Definition 2.13 and if we consider k = 0 we obtain Definition 2.14.

Remark 2.19 In Theorem 2.6, the case of n odd is due to M. Sce and the operator TFS2
is a differential operator; the case of n even is due to T. Qian and, in this case, the
operator TFS2 is a fractional operator.

Remark 2.20 Even though the above classes of functions are defined for suitable regu-

lar functions f such that we can apply operators of the form�kD� or�kD�
according

to the Fueter–Sce mapping theorem we have to assume that the function f is a slice
functions of the form (2.1).

The investigation of the fine structures is a quite involved matter and depends on
the dimension n. In the next sections we will concentrate on the dimension n = 5. In
a paper in preparation we aim to study the fine structures for any n odd.
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3 Function Spaces of Axial Type in Dimension Five

Working in the Clifford algebra with five imaginary units, i.e., n = 5 the second
Fueter–Sce map is �2 where the Laplace operator � is in dimension 6.

We recall that there exist different possible factorizations of �2 in terms of the
Dirac operatorD and its conjugateD choosing different configurations of products of
D and D.

The case of dimension five is different from what happens in the quaternionic case
(see [12, 29, 30]), in which the Fueter map can be factorized only as DD and DD:
here we obtain a reacher structure.

In the setting of slice hyperholomorphic functions, functions of the form (2.1)
together with the even-odd conditions are called slice functions. In the monogenic set-
ting such functions, often considered only in the upper half-space, are called function
of axial type. We will use both terminology according to the setting. Now, we assume
that the axial functions (or slice functions) of the form

f (x) = α(x0, |x |) + x

|x |β(x0, |x |)

are of class C5(�D) where �D is as in the Fueter–Sce mapping theorem. We will
consider functions f : �D ⊆ R

n+1 → Rn with values in the Clifford algebra Rn

where we consider the case n = 5.

Definition 3.1 (ABH(�D) axially bi-harmonic functions) Let f : �D ⊆ R
6 → R5

be of axial type and of class C5(�D). Then, the function

f̃1(x) := D f (x) on �D

is called an axially bi-harmonic function, since by the Fueter–Sce mapping theorem,
it satisfies

�2 f̃1(x) = 0 on �D.

We denote this set of functions by ABH(�D).

Definition 3.2 (ACH1(�D) axially Cliffordian functions of order one) Consider the
function f̃1(x) := D f (x) ∈ ABH(�D) and apply the conjugate Dirac operator D to
f̃1(x). Then we get

f ◦(x) := D f̃1(x) = � f (x) on �D, (3.1)

which is an axially Cliffordian functions of order one (which is the short cut for order
(1, 1)) by the Fueter–Sce mapping theorem, i.e.,

�D f ◦(x) = 0 on �D .

We denote this set of functions by ACH1(�D).
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Definition 3.3 (ACH1(�D) axially anti-Cliffordian functions of order one) Consider
the function f̃1(x) := D f (x) ∈ ABH(�D) and apply the Dirac operator D to f̃1(x)
we obtain

f◦(x) = D f̃1(x) = D2 f (x), on �D,

which is axially anti-Cliffordian functions of order one by the Fueter–Sce mapping
theorem, i.e.,

�D ( f◦(x)) = 0 on �D .

We denote this set of functions by ACH1(�D).

Definition 3.4 (AH(�D) axially harmonic functions) Consider the function f ◦(x) :=
D f̃1(x) = � f (x) ∈ ACH1(�D) and apply the Dirac operator D to f ◦(x). We get,

f̃0(x) = D f ◦(x) = �D f (x),

which is an axially harmonic functions, by the Fueter–Sce mapping theorem, i.e.,

� f̃0(x) = 0 on �D .

We denote this set of functions as AH(�D).

Definition 3.5 (AP2(�D) axially polyanalytic functions of order two) If we apply the
operator D to f ◦(x) := D f̃1(x) = � f (x) ∈ ACH1(�D) we obtain

f̆ ◦
1 (x) = D f ◦(x) = �D f (x),

which is an axially polyanalytic functions of order two, by the Fueter–Sce mapping
theorem, i.e.,

D2 f̆ ◦
1 (x) = 0 on �D .

We denote this set of functions by AP2(�D).

Definition 3.6 (APC(1,2)(�D) axially Cliffordian polyanalytic functions of order
(1, 2)) Let f : �D ⊆ R

6 → R5 be of axial type and of class C5(�D). Apply to
(2.3) the conjugate of the Dirac operator. In this case we obtain

f̆ ◦(x) = D f (x) on �D, (3.2)

which is an axiallyCliffordian polyanalytic functions of order (1, 2), by the Fueter–Sce
mapping theorem, i.e.,

�D2 f̆ ◦(x) = 0 on �D .

We denote this class of functions as APC(1,2)(�D).
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Definition 3.7 (AP3(�D) axially polyanalytic function of order three) Let f̆ ◦(x) =
D f (x) ∈ APC(1,2)(�D). Applying the conjugate Dirac operatorD to f̆ ◦(x), we get

f̆ ◦
0 (x) = D2

f (x) on �D,

which an axially polyanalytic function of order three, i.e.,

D3 f̆ ◦
0 (x) = 0 on �D .

We denote this class of functions as AP3(�D).

Remark 3.8 Keeping in mind the above notations we have

f̆ (x) = �D f̃0(x) = D f̆ ◦
1 (x) = D2

f◦(x) = � f ◦(x) = D f̃1(x),

where f̆ is axially monogenic and also

f̆ (x) = D2 f̆ ◦
0 (x) = �D f̆ ◦(x) on �D.

Remark 3.9 In the general case appears the same classes of functions but with different
orders.

Taking advantage of the function spaces of axial functions defined in this section
we can now define the fine structure associated with this spaces that appear in the
Clifford algebra R5.

4 The Fine Structures in Dimension Five

By applying the Fueter–Scemap TFS2 := �h
Rn+1 , where h := n−1

2 is the Sce exponent,

to a slice hyperholomorphic function f (x) we get the monogenic function f̆ (x) =
�h

Rn+1 f (x).

Due to the factorization of the Laplace operator in terms of D and D it is possible
to apply these two operators to a slice hyperholomorphic function f (x) a number of
times, until we reach the maximum power of the Laplacian, i.e., the Sce exponent.

This implies the possibility to build different sets of functions between the set of
slice hyperholomorphic functions and the set of axially monogenic functions, (see the
previous section). This fact leads to the definition of fine structure of slice hyperholo-
morphic spectral theory.

Definition 4.1 (Fine structure of slice hyperholomorphic spectral theory) A fine struc-
ture of slice hyperholomorphic spectral theory is the set of functions spaces and the
associated functional calculi induced by a factorization of the operator TFS2, in the
Fueter–Sce extension theorem.

The factorization TFS2 = �h
Rn+1 = DD...DD is of particular interest.
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Definition 4.2 (Dirac fine structure) The Dirac fine structure corresponds to an alter-
nating sequence of products of the Dirac operator D and of its conjugate D until we

obtain �
n−1
2

Rn+1 .

In [12] we studied the Dirac fine structure when n = 3, that is the quaternionic
case. In particular we studied the sequence represented by the following diagram:

O(D)
TFS1−→ SH(�D)

D−→ AH(�D)
D−→ AM(�D). (4.1)

The fine structure in (4.1) allows to obtain a product rule for the F-functional calculus,
see [12, Thm. 9.3].

However, since � = DD = DD, we can exchange the roles of the operators D
and D in (4.1). This gives rise to the sequence represented by the following diagram:

O(D)
TFS1−→ SH(�D)

D−→ AP2(�D)
D−→ AM(�D), (4.2)

which is investigated in [29] and [30]. Even if the diagrams (4.1) and (4.2) come from
the Fueter mapping theorem and the factorization of the Fueter operator TF2 = �, we
get two different fine structures.

In each fine structure above and in all the fine structures we consider in the sequel
the final set of function spaces is always the set of axially monogenic functions.

In the Clifford setting the splitting of the second Fueter–Sce mapping is more
complicated, due to the fact that we are dealing with integer powers of the Laplacian.
Moreover, when n is even the Laplace operator has a fractional power and so we have
to work in the space of distributions using the Fourier multipliers, see [39].

Due to the fact that for n = 5 we deal with the operator �2, we get more Dirac fine
structures, which are all different and important at the same time. In order to label all
the fine structures, we will denote every fine structures, with an ordered sequence of
the applied operators. For example, in the quaternionic case, we call (4.1) the Dirac
fine structure of the kind (D,D) and (4.2) the Dirac fine structure of the kind (D,D).
Also in the case n = 5 we have a structure in which we apply alternately the operators
D and D until we reach the second Fueter–Sce mapping.

O(D)
TFS1−→ SH(�D)

D−→ ABH(�D)
D−→ AHC1(�D)

D−→ AH(�D)
D−→ AM(�D). (4.3)

We call (4.3) the Dirac fine structure of the kind (D,D,D,D).

Remark 4.3 Even when n = 5 the Dirac fine structure (4.3) is of fundamental impor-
tance to obtain a product formula for the F-functional calculus (see Theorem 10.3).

Remark 4.4 In order to avoid, at the end of the sequence of spaces, the set of axially anti
monogenic function, we impose the condition that the composition of all the operators,
between the spaces of Clifford valued functions, must be equal to the operator TFS2 =
�(n−1)/2 that appears in the Fueter–Sce mapping theorem.
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However, by rearranging the sequence of D and D it is possible to obtain other fine
structures, in which other sets of functions are involved. Thus, we have the Dirac fine
structure (D,D,D,D)

O(D)
TFS1−→ SH(�D)

D−→ ABH(�D)
D−→ AHC1(�D)

D−→ AP2(�D)
D−→ AM(�D),

and the Dirac fine structure (D,D,D,D)

O(D)
TFS1−→ SH(�D)

D−→ ABH(�D)
D−→ AHC1(�D)

D−→ AH(�D)
D−→ AM(�D).

All the previous Dirac fine structures are obtained by applying first the Dirac operator.
Nevertheless, it is possible to apply the operator D as first operator. In this case
other three Dirac fine structures arise. We have the Dirac fine structure of the kind
(D,D,D,D)

O(D)
TFS1−→ SH(�D)

D−→ APC(1,2)(�D)
D−→ AHC1(�D)

D−→ AP2(�D)
D−→ AM(�D),

the Dirac fine structure (D,D,D,D)

O(D)
TFS1−→ SH(�D)

D−→ APC(1,2)(�D)
D−→ AHC1(�D)

D−→ AH(�D)
D−→ AM(�D),

and the Dirac fine structure (D,D,D,D)

O(D)
TFS1−→ SH(�D)

D−→ APC(1,2)(�D)
D−→ AP3(�D)

D−→ AH(�D)
D−→ AM(�D).

The following diagram summarizes all the Dirac fine structures with their function
spaces:
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O(D)
TFS1 SH(�D)

D

D

ABH(�D)

APC(1,2) (�D)

D

D

ACH1(�D)

ACH1 (�D)

D

D

AH(�D)

AP2(�D)

AP3(�D)

D

AM(�D)

D

D

D

D

D

Remark 4.5 In all the previous Dirac fine structures it is possible to combine the Dirac
operator and its conjugate. In this way we get a fine structure which is “weaker” then
the previous ones; in the sense that we are skipping some classes of functions. We
call these kind of fine structures coarser. Up to now we have mentioned just some of
them and in the Appendix we show the complete landscape of the fine structures in
dimension five.

The Laplace fine structure is of the kind (�,�), which is a coarser fine structure
with respect to the Dirac one, and it can be represented by the following diagram:

O(D)
TFS1−→ SH(�D)

�−→ ACH1(�D)
�−→ AM(�D).

Other interesting coarser fine structures are the harmonic ones, in which appear only
the harmonic and bi-harmonic sets of functions

O(D)
TFS1−→ SH(�D)

D−→ ABH(�D)
�−→ AH(�D)

D−→ AM(�D),

and the polyanalytic one, in which there appear only the polyanalytic functions of
order three and two

O(D)
TFS1−→ SH(�D)

D2

−→ AP3(�D)
D−→ AP2(�D)

D−→ AM(�D).

We observe that it is not possible to have coarser fine structure in the quaternionic
case. This is due to the fact that we are dealing with the Laplacian at power 1.

5 Systems of Differential Equations for Fine Structure Spaces of Axial
Type

In analogy with the Vekua-type system of differential equations for axially monogenic
functions in this section we give all the systems of differential equations for the fine
structure spaces in dimension five. Let D be a domain in the upper half-complex plane.
Let �D be an axially symmetric open set in R6 and let x = x0 + x = x0 + rω ∈ �D .
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A function f : �D → R5 is of axial type if there exist two functions A = A(x0, r)
and B = B(x0, r), independent of ω ∈ S and with values in R5, such that

f (x) = A(x0, r) + ωB(x0, r), where r > 0.

So we characterize the class of functions that lies between the set of slice hyperholo-
morphic and the set of axially monogenic functions, that we have denoted as axially
functions. We recall by [38], that if f (x) = A(x0, r) + ωB(x0, r) then

D f =
(

∂x0 A(x0, r) − ∂r B(x0, r) − 4

r
B(x0, r)

)

+ ω
(

∂x0B(x0, r) + ∂r A(x0, r)
)

,

(5.1)

D f =
(

∂x0 A(x0, r) + ∂r B(x0, r) + 4

r
B(x0, r)

)

+ ω
(

∂x0B(x0, r) − ∂r A(x0, r)
)

.

(5.2)

Theorem 5.1 Let D ⊆ C. Let �D be an axially symmetric open set in R
6 and let

f◦(x) = A(x0, r) + ωB(x0, r) be an axially anti cliffordian holomorphic function of
order 1. Then A(x0, r) and B(x0, r) satisfy the following system:

⎧

⎪
⎪
⎨

⎪
⎪
⎩

∂3x0 A + ∂x0∂
2
r A + 4

r ∂x0∂r A + ∂r∂
2
x0B + ∂3r B + 8 ∂2r B

r + 8 ∂r B
r2

− 8 B
r3

+ 4
r ∂

2
x0B = 0

∂3x0B + ∂x0∂
2
r B − 4∂r

(
∂x0 B
r

)

− ∂r∂
2
x0 A − ∂3r A − 4∂r

(
∂r A1
r

)

= 0

Proof Let us consider f◦(x) = A + ωB. By similar computations done in [12, Thm.
3.5] we have

�( f◦(x)) =
(

∂2x0 A + ∂2r A + 4

r
∂r A

)

+ ω

(

∂2x0B + ∂2r B + 4∂r

(
B

r

))

. (5.3)

Now, we set

A′ := ∂2x0 A + ∂2r A + 4

r
∂r A and B ′ := ∂2x0B + ∂2r B + 4

∂r

r
B − 4

r2
B.

Then by formula (5.2) we have

�D( f◦(x)) = D(A′ + ωB ′) = (∂x0 A
′ + ∂r B

′ + 4

r
B ′) + ω(∂x0 A

′ − ∂r B
′)

= ∂3x0 A + ∂x0∂
2
r A + 4

r
∂x0∂r A + ∂3r B + 4

r
∂2r B − 4

r2
∂r B

+ 8

r3
B − 4

r2
∂r B + ∂r∂

2
x0B + 4

r
∂2r B + 16

r2
∂r B − 16

r3
B + 4

r
∂2x0B

+ω(∂x0∂
2
r B + 4

r
∂x0∂r B − 4

r2
∂x0B + ∂3x0B − ∂r∂

2
x0 A − ∂3r A
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+ 4

r2
∂r A − 4

r
∂2r A) (5.4)

so we finally have

�D( f◦(x)) = ∂3x0 A + ∂x0∂
2
r A + 4

r
∂x0∂r A + ∂3r B + 8

r
∂2r B + 8

r2
∂r B − 8

r3
B

+∂r∂
2
x0B + 4

r
∂2x0B + ω(∂x0∂

2
r B + 4

r
∂x0∂r B − 4

r2
∂x0B

+∂3x0B − ∂r∂
2
x0 A − ∂3r A + 4

r2
∂r A − 4

r
∂2r A). (5.5)

Since (◦ f (x)) is anti-Cliffordian holomorphic of order onewe have that�D( f◦(x)) =
0. ��
Theorem 5.2 Let D ⊆ C. Let �D be an axially symmetric open set in R

6 and let
f̃1(x) = A(x0, r)+ωB(x0, r) be an axially bi-harmonic function. Then A(x0, r) and
B(x0, r) satisfy the following system:

⎧

⎪
⎨

⎪
⎩

∂4x0 A + 2∂2x0∂
2
r A + ∂4r A − 8

r3
∂r A + 8

r2
∂2r A + 8

r ∂
3
r A + 4

r ∂r∂
2
x0 A = 0

∂4r B + 8
r ∂

3
r B − 2

4r
3∂r B + 24

r4
B + 2∂2r ∂2x0B − 8

r2
∂2x0B + 8

r ∂
2
x0∂r B + ∂4x0B = 0.

Proof By formula (5.5) we have

C := ∂3x0 A + ∂x0∂
2
r A + 4

r
∂x0∂r A + ∂3r B + 8

r
∂2r B

+ 8

r2
∂r B − 8

r3
B + ∂r∂

2
x0B + 4

r
∂2x0B

and

D := ∂x0∂
2
r B + 4

r
∂x0∂r B − 4

r2
∂x0B + ∂3x0B − ∂r∂

2
x0 A − ∂3r A + 4

r2
∂r A − 4

r
∂2r A.

Therefore, by formula (5.1) we have

�2( f (x)) = D(D� f (x)) = (∂x0C − ∂r D − 4

r
D) + ω(∂x0D + ∂rC)

= ∂4x0 A + ∂2x0∂
2
r A + 4

r
∂2x0∂r A + ∂x0∂

3
r B + 8

r
∂x0∂

2
r B

+ 8

r2
∂x0∂r B − 8

r3
∂x0B + ∂r∂

3
x0B + 4

r
∂3x0B

− ∂x0∂
3
r B − 4

r
∂x0∂

2
r B + 8

r2
∂x0∂r B − 8

r3
∂x0B

− ∂r∂
3
x0B + ∂2r ∂2x0 A + ∂4r A + 8

r3
∂r A − 4

r2
∂2r A
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+ 4

r
∂3r A − 4

r2
∂2r A − 4

r
∂x0∂

2
r B − 16

r2
∂x0∂r B

+ 16

r3
∂x0B − 4

r
∂3x0B + 4

r
∂r∂

2
x0 A + 4

r
∂3r A − 16

r3
∂r A

+ 16

r2
∂2r A + ω(∂r∂

3
x0 A + ∂x0∂

3
r A + 4

r
∂x0∂

2
r A + ∂4r B

− 8

r2
∂2r B + 8

r
∂3r B − 16

r3
∂r B + 8

r2
∂2r B + 24

r4
B

− 4

r2
∂x0∂r A − 8

r3
∂r B + ∂2r ∂2x0B − 4

r2
∂2x0B

+ 4

r
∂r∂

2
x0B + ∂2x0∂

2
r B + 4

r
∂2x0∂r B − 4

r2
∂2x0B + ∂4x0B

− ∂r∂
3
x0 A − ∂3r ∂x0 A + 4

r2
∂x0∂r A − 4

r
∂2r ∂x0 A)

= ∂4x0 A + 2∂2x0∂
2
r A + ∂4r A − 8

r3
∂r A + 8

r2
∂2r A + 8

r
∂3r A

+ 4

r
∂r∂

2
x0 A + ω(∂4r B + 8

r
∂3r B − 2

4
r3∂r B

+ 24

r4
B + 2∂2r ∂2x0B − 8

r2
∂2x0B + 8

r
∂2x0∂r B + ∂4x0B).

Since the function f̃1(x) is bi-harmonic, i.e., �2 f̃1(x) = 0, we have the thesis. ��
Theorem 5.3 Let D ⊆ C. Let �D be an axially symmetric open set in R

6 and let
f̆ ◦
0 (x) = A(x0, r) + ωB(x0, r) be an axially polyanalytic function of order three.

Then A := A(x0, r) and B := B(x0, r) satisfy the following system:

⎧

⎪
⎪
⎨

⎪
⎪
⎩

∂3x0 A + ∂3r B − 3∂2x0∂r B − 3∂x0∂
2
r A − 12

r ∂2x0 B − 12
r ∂x0∂r A + 8 ∂2r B

r + 8 ∂r B
r2

− 8 B
r3

= 0

∂3x0 B − ∂3r A + 3∂2x0∂r A − 3∂x0∂
2
r B − 12

∂x0 ∂r B
r + 12

∂x0 B

r2
− 4 ∂2r A

r + 4
r2

∂r A = 0.

Proof First of all we start by computing D2 f̆ ◦
0 (x).

D2 f̆ ◦
0 (x) = D(D f̆ ◦

0 (x)) = D(A′ + ωB ′),

where

A′ := ∂x0 A − ∂r B − 4

r
B and B ′ := ∂x0B + ∂r A.

By formula (5.1) we get

D2 f̆ ◦
0 (x) =

(

∂x0 A
′(x0, r) − ∂r B

′(x0, r) − 4

r
B ′(x0, r)

)

+ω
(

∂x0B
′(x0, r) + ∂r A

′(x0, r)
)
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=
(

∂2x0 A − 2∂x0∂r B − 8

r
∂x0B − ∂2r A − 4

r
∂r A

)

+ω

(

∂2x0B + 2∂x0∂A − ∂2r B +

−4∂r
∂r B

r
+ 4

B

r2

)

= A′′ + ωB ′′, (5.6)

where

A′′ := ∂2x0 A − 2∂x0∂r B − 8

r
∂x0B − ∂2r A − 4

r
∂r A

and

B ′′ := ∂2x0B + 2∂x0∂A − ∂2r B − 4∂r
∂r B

r
+ 4

B

r2
.

Finally by applying another time formula (5.1) we get

D3 f̆ ◦
0 (x) = D(D2 f̆ ◦

0 (x)) = D(A′′ + ωB ′′)

=
(

∂x0 A
′′ − ∂r B

′′ − 4

r
B ′′

)

+ ω(∂x0B
′′ + ∂r A

′′)

=
(

∂3x0 A + ∂3r B − 3∂2x0∂r B − 3∂x0∂
2
r A

−12

r
∂2x0B − 12

r
∂x0∂r A + 8

∂2r B

r
+ 8

∂r B

r2
− 8

B

r3

)

+ω

(

∂3x0B − ∂3r A + 3∂2x0∂r A − 3∂x0∂
2
r B − 12

∂x0∂r B

r

+12
∂x0B

r2
− 4

∂2r A

r
+ 4

r2
∂r A

)

.

We get the statement from the fact that the function f̆ ◦
0 (x) is polyanalytic of order

three, i.e., D3 f̆ ◦
0 (x) = 0. ��

Theorem 5.4 Let D ⊆ C. Let �D be an axially symmetric open set in R6. Then

• f ◦(x) = A(x0, r) + ωB(x0, r) is axially Cliffordian of order one if and only if
A := A(x0, r) and B := B(x0, r) satisfy the following system:

⎧

⎪
⎪
⎨

⎪
⎪
⎩

∂x0 A + ∂x0∂
2
r A + 4

r ∂x0∂r A − ∂r∂
2
x0B − ∂3r B − 8 ∂r B

r2
+ 8 B

r3
− 4

∂2x0
B

r = 0

∂3x0B + ∂x0∂
2
r B + 4∂r

(
∂x0 B
r

)

+ ∂r∂
2
x0 A + ∂3r A + 4∂2r

( A
r

) = 0.
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• f̃0(x) = A(x0, r) + ωB(x0, r) is axially harmonic if and only if A := A(x0, r)
and B := B(x0, r) satisfy the following system:

⎧

⎪
⎨

⎪
⎩

∂2x0 A + ∂2r A + 4
r ∂r A = 0

∂2x0B + ∂2r B + 4∂r
( B
r

) = 0.

• f̆ ◦
1 (x) = A(x0, r) + ωB(x0, r) is axially polyanalytic of order two if and only if
A := A(x0, r) and B := B(x0, r) satisfy the following system:

⎧

⎪
⎨

⎪
⎩

∂2x0 A − 2∂x0∂r B − 8
r ∂x0B − ∂2r A − 4

r ∂r A = 0

∂2x0B + 2∂x0∂r A − ∂2r B − 4∂r
( B
r

) = 0.

• f̆ ◦(x) = A(x0, r) + ωB(x0, r) is axially Cliffordian polyanalytic of order (1, 2)
if and only if A := A(x0, r) and B := B(x0, r) satisfy the following system:

⎧

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎩

∂4x0 A − 2∂r∂3x0B − 2∂x0∂
3
r B − 8

∂3x0
B

r − 8
∂x0∂2r B

r − ∂4r A − 8 ∂3r A
r

−8 ∂r A
r3

− 4 ∂2r A
r2

− 8 A
r4

− 16
∂x0∂r B

r2
= 0

∂4x0B + 2∂r∂3x0 A + 2∂x0∂
3
r A + 8

∂2r ∂x0 A
r − 12

∂r ∂x0 A

r2

−4
∂r ∂x0 B

r2
− ∂4r B + 8

∂x0 A

r3
− 8 ∂2r B

r2
+ 24 ∂r B

r3

−24 B
r4

+ 4
∂2x0

B

r2
= 0.

Proof Wedo not give all the details of the proof because they are tedious computations.
We justmentions that the first system follows by applying theDirac operatorD to (5.3).
The computations are similar to that ones done in Theorem 5.1. The second system
follows by formula (5.3). The third system follows by formula (5.6). The fourth system
follows by applying the operator D to �D f̆ ◦(x), which formula is possible to get by
the first point of this theorem. ��

In the next sectionwewill give the integral representation of the functions belonging
to the function spaces associated with the fine structure. These spaces are called, for
short, fine structure spaces.

6 Integral Representation of the Functions of the Fine Structure
Spaces

We now recall the slice hyperholomorphic Cauchy formulas that are fundamental for
the hyperholomorphic spectral theories.
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Theorem 6.1 Let s, x ∈ R
n+1 with |x | < |s|, then

+∞
∑

k=0

xks−k−1 = −(x2 − 2Re(s)x + |s|2)−1(x − s)

and

+∞
∑

k=0

s−k−1xk = −(x − s)(x2 − 2Re(s)x + |s|2)−1.

Moreover, for any s, x ∈ R
n+1 with x /∈ [s], we have

−(x2 − 2Re(s)x + |s|2)−1(x − s) = (s − x)(s2 − 2Re(x)s + |x |2)−1

and

−(x − s)(x2 − 2Re(s)x + |s|2)−1 = (s2 − 2Re(x)s + |x |2)−1(s − x).

In view of Theorem 6.1 there are two possible representations of the Cauchy kernels
for left slice hyperholomorphic functions and two for right slice hyperholomorphic
functions.

Definition 6.2 Let s, x ∈ R
n+1 with x /∈ [s] then we define the two functions

Qs(x)
−1 := (x2 − 2Re(s)x + |s|2)−1, Qc,s(x)

−1 := (s2 − 2Re(x)s + |x |2)−1,

that are called pseudo Cauchy kernel and commutative pseudo Cauchy kernel, respec-
tively.

Definition 6.3 Let s, x ∈ R
n+1 with x /∈ [s] then

• We say that the left slice hyperholomorphic Cauchy kernel S−1
L (s, x) is written in

the form I if

S−1
L (s, x) := Qs(x)

−1(s − x).

• We say that the right slice hyperholomorphic Cauchy kernel S−1
R (s, x) is written

in the form I if

S−1
R (s, x) := (s − x)Qs(x)

−1.

• We say that the left slice hyperholomorphic Cauchy kernel S−1
L (s, x) is written in

the form II if

S−1
L (s, x) := (s − x)Qc,s(x)

−1.
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• We say that the right slice hyperholomorphic Cauchy kernel S−1
R (s, x) is written

in the form II if

S−1
R (s, x) := Qc,s(x)

−1(s − x).

In this article, otherwise specified, we refer to S−1
L (s, x) and S−1

R (s, x) as written in
the form II.

We have the following regularity for the (left and right) slice hyperholomorphic
Cauchy kernels.

Lemma 6.4 Let s /∈ [x]. The left slice hyperholomorphic Cauchy kernel S−1
L (s, x) is

left slice hyperholomorphic in x and right slice hyperholomorphic in s. The right slice
hyperholomorphic Cauchy kernel S−1

R (s, x) is left slice hyperholomorphic in s and
right slice hyperholomorphic in x.

Theorem 6.5 (The Cauchy formulas for slice hyperholomorphic functions) Let U ⊂
R
n+1 be a bounded slice Cauchy domain, let J ∈ S and set dsJ = ds(−J ). If f is a

(left) slice hyperholomorphic function on a set that contains U then

f (x) = 1

2π

∫

∂(U∩CJ )

S−1
L (s, x) dsJ f (s), for any x ∈ U . (6.1)

If f is a right slice hyperholomorphic function on a set that contains U, then

f (x) = 1

2π

∫

∂(U∩CJ )

f (s) dsJ S
−1
R (s, x), for any x ∈ U . (6.2)

These integrals depend neither on U nor on the imaginary unit J ∈ S.

Now, we recall what happens when we apply the operator TSF2 := �
n−1
2 , to the

slice hyperholomorphic Cauchy kernel (see [27]).

Proposition 6.6 Let x, s ∈ R
n+1 and x /∈ [s]. Then

• The function �
n−1
2 S−1

L (s, x) is a left monogenic function in the variable x and
right slice hyperholomorphic in s.

• The function �
n−1
2 S−1

R (s, x) is a right monogenic function in the variable x and
left slice hyperholomorphic in s.

Definition 6.7 (Fn-kernels) Let n be an odd number and let x, s ∈ R
n+1. We define,

for s /∈ [x], the FL
n -kernel and the FR

n -kernel as

FL
n (s, x) := �

n−1
2 S−1

L (s, x), FR
n (s, x) := �

n−1
2 S−1

R (s, x),

respectively.
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It is possible to compute explicitly the Fn-kernels, in particular, for s /∈ [x] we
have

FL
n (s, x) = γn(s − x̄)Qc,s(x)

− n+1
2 , (6.3)

and

FR
n (s, x) = γnQc,s(x)

− n+1
2 (s − x̄), (6.4)

where

γn := (−1)
n−1
2 2n−1[(1

2
(n − 1))!]2.

Remark 6.8 Formula (6.3) and (6.4) hold also when n is even, see [13].

Moreover, for s /∈ [x], the Fn-kernels satisfy the following equations:

FL
n (s, x)s − xFL

n (s, x) = γnQ− n−1
2

c,s (x) (6.5)

and

sF R
n (s, x) − FR

n (s, x)x = γnQ− n−1
2

c,s (x). (6.6)

The following result plays a key role (see [27]).

Theorem 6.9 (The Fueter–Sce mapping theorem in integral form) Let n be an odd
number. Let U ⊂ R

n+1 be a slice Cauchy domain, let J ∈ S and set dsJ = ds(−J ).

• If f is a (left) slice hyperholomorphic function on a set W , such that U ⊂ W, then

the left monogenic function f̆ (x) = �
n−1
2 f (x) admits the integral representation

f̆ (x) = 1

2π

∫

∂(U∩CJ )

FL
n (s, x)dsJ f (s). (6.7)

• If f is a right slice hyperholomorphic function on a set W , such that U ⊂ W, then

the right monogenic function f̆ (x) = �
n−1
2 f (x) admits the integral representa-

tion

f̆ (x) = 1

2π

∫

∂(U∩CJ )

f (s)dsJ F
R
n (s, x). (6.8)

The integrals depend neither on U and nor on the imaginary unit J ∈ S.
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6.1 The Structure of the Kernels of the Fine Structure Spaces and Their Regularity

In this subsection we construct the kernels associated with the spaces of the fine
structures. The strategy follows the construction of the Fueter–Sce mapping theorem
in integral form. Precisely, we proceed by applying to the left (and to the right) slice
hyperholomorphic Cauchy kernels some suitable operators that define the required
kernels. These new kernels will be used to give these functions the appropriate integral
representations. In the proofs of the following theorems we consider just the left
hyperholomorphic Cauchy kernel since for the right hyperholomorphic Cauchy kernel
computations are similar.

Theorem 6.10 (Structure of the sliceD-kernels S−1
D,L and S−1

D,R) Let s, x ∈ R
6 be such

that x /∈ [s], then

S−1
D,L(s, x) := D

(

S−1
L (s, x)

)

= −4Qc,s(x)
−1, (6.9)

and

S−1
D,R(s, x) :=

(

S−1
R (s, x)

)

D = −4Qc,s(x)
−1. (6.10)

We denote by S−1
D,L and S−1

D,R the left and the right slice D-kernels.

Proof We compute the following derivatives:

∂

∂x0
S−1
L (s, x) = −Qc,s(x)

−1 + 2(s − x̄)Qc,s(x)
−2(s − x0), (6.11)

and, for 1 ≤ i ≤ 5, we get

∂

∂xi
S−1
L (s, x) = eiQc,s(x)

−1 − 2xi (s − x̄)Qc,s(x)
−2. (6.12)

Finally, we have

D
(

S−1
L (s, x)

)

= ∂

∂x0
S−1
L (s, x) +

5
∑

i=1

ei
∂

∂xi
S−1
L (s, x)

= −Qc,s(x)
−1 − 2x0(s − x̄)Qc,s(x)

−2 + 2(s − x̄)sQc,s(x)
−2 +

−5Qc,s(x)
−1 − 2x(s − x̄)Qc,s(x)

−2

= −6Qc,s(x)
−1 − 2x(s − x̄)Qc,s(x)

−2 + 2(s − x̄)sQc,s(x)
−2

= −6Qc,s(x)
−1 + 2(s2 − x̄s − xs + |x |2)Qc,s(x)

−2

= −4Qc,s(x)
−1.

��
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Now, we apply the Laplacian of R6, i.e.,

� :=
5

∑

i=0

∂2

∂x2i
,

to the slice hyperholomorphic Cauchy kernel

Theorem 6.11 (Structure of the slice�-kernels S−1
�,L and S−1

�,R) Let s, x ∈ R
6 be such

that x /∈ [s], then

S−1
�,L(s, x) := �S−1

L (s, x) = −8S−1
L (s, x)Qc,s(x)

−1, (6.13)

and

S−1
�,R(s, x) := �S−1

R (s, x) = −8Qc,s(x)
−1S−1

R (s, x). (6.14)

We denote by S−1
�,L and S−1

�,R the left and the right slice �-kernels.

Proof By formula (6.11) we get

∂2

∂x20
S−1
L (s, x) = (−2s + 2x0)Qc,s(x)

−2 + (2x0 − 2s)Qc,s(x)
−2

−2(s − x̄)Qc,s(x)
−2 + 8(s − x̄)(x0 − s)2Qc,s(x)

−3.

By formula (6.12), for 1 ≤ i ≤ 5, we get

∂

∂x2i
S−1
L (s, x) = −2xi eiQc,s(x)

−2 − 2xi eiQc,s(x)
−2

−2(s − x̄)Qc,s(x)
−2 + 8(s − x̄)x2i Qc,s(x)

−3.

Finally, we get

�S−1
L (s, x) = ∂2

∂x20
S−1
L (s, x) +

5
∑

i=1

∂2

∂x2i
S−1
L (s, x)

= 4(x0 − s)Qc,s(x)
−2 − 2(s − x̄)Qc,s(x)

−2

+8(s − x̄)(x0 − s)2Qc,s(x)
−3

−4xQc,s(x)
−2 − 10(s − x̄)Qc,s(x)

−2 + 8|x |2(s − x̄)Qc,s(x)
−3

= −4(s − x0 + x)Qc,s(x)
−2 − 12(s − x̄)Qc,s(x)

−2 +
+8(s − x̄)[(x0 − s)2 + |x |2]Qc,s(x)

−3

= −16(s − x̄)Qc,s(x)
−2 + 8(s − x̄)(x20 + s2 − 2x0s + |x |2)Qc,s(x)

−3

= −8(s − x̄)Qc,s(x)
−2 = −8S−1

L (s, x)Qc,s(x)
−1.

��
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Theorem 6.12 (Structure of the slice �D-kernels S−1
�D,L and S−1

�D,R) Let x, s ∈ R
6

be such that x /∈ [s], then

S−1
�D,L(s, x) := �D

(

S−1
L (s, x)

)

= 16Qc,s(x)
−2, (6.15)

and

S−1
�D,R(s, x) :=

(

S−1
R (s, x)

)

D� = 16Qc,s(x)
−2. (6.16)

We denote by S−1
�D,L and S−1

�D,R the left and the right slice �D-kernels.

Proof In order to show formula (6.15) it is enough to apply the Dirac operator to
(6.13). Thus, we have

∂

∂x0

(

�S−1
L (s, x)

)

= −8[−Qc,s(x)
−2 − 2(s − x̄)Qc,s(x)

−3(2x0 − 2s)].

For 1 ≤ i ≤ 5, we have

∂

∂xi

(

�S−1
L (s, x)

)

= −8[eiQc,s(x)
−2 − 4(s − x̄)Qc,s(x)

−3xi ].

Finally by formula (6.5), with n = 5, we have

D�S−1
L (s, x) = ∂

∂x0

(

�S−1
L (s, x)

)

+
5

∑

i=1

ei
∂

∂xi

(

�S−1
L (s, x)

)

= −8[−6Qc,s(x)
−2 + 4

γ5
F5
L(s, x)(s − x0) − 4

γ5
x F5

L(s, x)]

= −8

[

−6Qc,s(x)
−2 + 4

γ5

(

F5
L(s, x)s − xF5

L(s, x)
)
]

= −8
(

−6Qc,s(x)
−2 + 4Qc,s(x)

−2
)

= 16Qc,s(x)
−2.

Formula (6.16) follows with similar reasoning. ��
Theorem 6.13 (Structure of the sliceD-kernels S−1

D,L
and S−1

D,R
) Let x, s ∈ R

6 be such

that x /∈ [s], then

S−1
D,L

(s, x) := D(S−1
L (s, x)) = 4(s − x̄)Qc,s(x)

−2(s − x0) + 2Qc,s(x)
−1 (6.17)

and

S−1
D,R

(s, x) := (S−1
R (s, x))D = 4(s − x0)Qc,s(x)

−2(s − x̄) + 2Qc,s(x)
−1. (6.18)
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We denote by S−1
D,L

and S−1
D,R

the left and the right slice D-kernels.

Proof By the relations (6.11) and (6.12) and using the fact that 2x0 = x + x̄ , we have
that

D(S−1
L (s, x)) = ∂

∂x0
(S−1

L (s, x)) −
5

∑

i=1

ei
∂

∂xi
(S−1

L (s, x))

= −Qc,s(x)(x)
−1 + 5Qc,s(x)(x)

−1 + 2(s − x̄)

Qc,s(x)
−2(s − x0) + 2x(s − x̄)Qc,s(x)

−2

= 4Qc,s(x)
−1 + 2((s − x̄)s − x̄(s − x̄))Qc,s(x)

−2

= 4Qc,s(x)Qc,s(x)
−2 + 2((s − x̄)s − x̄(s − x̄))Qc,s(x)

−2

= (6s2 − 8sx0 + 4|x |2 − 4x̄s + 2x̄2)Qc,s(x)
−2

= (6s2 − 4x̄s − 4xs + 4|x |2 − 4x̄s + 2x̄2)Qc,s(x)
−2

= [4(s2 − x̄s) − 2(x̄s + xs − |x |2 − x̄2)

+ 2(s2 − x̄s + |x |2 − xs)]Qc,s(x)
−2

= 4(s − x̄)sQc,s(x)
−2 − 4x0(s − x̄)Qc,s(x)

−2

+ 2((s − x̄)s + x(x̄ − s))Qc,s(x)
−2

= 4(s − x̄)Qc,s(x)
−2(s − x0) + 2Qc,s(x)

−1.

��
Theorem 6.14 (Structure of the slice D2

-kernels S−1

D2
,L

and S−1

D2
,R
) Let x, s ∈ R

6 be

such that x /∈ [s], then

S−1

D2
,L

(s, x) := D2
(S−1

L (s, x)) = 32(s − x̄)Qc,s(x)
−3(s − x0)

2 (6.19)

and

S−1

D2
,R

(s, x) := (S−1
R (s, x))D2 = 32(s − x0)

2Qc,s(x)
−3(s − x̄). (6.20)

We denote by S−1

D2
,L

and S−1

D2
,R

the left and the right slice D2
-kernels.

Proof It is useful to compute D((s − x̄)Qc,s(x)−2). By the relations

∂

∂x0
((s − x̄)Qc,s(x)

−2) = −Qc,s(x)
−2 − 2(s − x̄)Qc,s(x)

−3(−2s + 2x0)

and

∂

∂xi
((s − x̄)Qc,s(x)

−2) = eiQc,s(x)
−2 − 4(s − x̄)Qc,s(x)

−3(xi ),
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we have

D((s − x̄)Qc,s(x)
−2) = ∂

∂x0
((s − x̄)Qc,s(x)

−2) −
5

∑

i=1

ei
∂

∂xi
((s − x̄)Qc,s(x)

−2)

= 4Qc,s(x)
−2 + 4((s − x̄)s − x̄(s − x̄))Qc,s(x)

−3

= 4Qc,s(x)Qc,s(x)
−3 + 4((s − x̄)s − x̄(s − x̄))Qc,s(x)

−3

= (8s2 − 8sx0 + 4|x |2 − 8x̄s + 4x̄2)Qc,s(x)
−3

= (8s2 − 8x̄s)Qc,s(x)
−3 − (8x0s − 8x0 x̄)Qc,s(x)

−3

= 8(s − x̄)Qc,s(x)
−3(s − x0), (6.21)

where in the fourth equality we used |x |2 + x̄2 = 2x0 x̄ . Now, using formula (6.17)

and Leibnitz formula for D, we can compute D2
(S−1

L (s, x)):

D2
(S−1

L (s, x)) = D[4(s − x̄)Qc,s(x)
−2(s − x0) + 2Qc,s(x)

−1]
= 4D[(s − x̄)Qc,s(x)

−2](s − x0) − 4(s − x̄)Qc,s(x)
−2 + 2D[Qc,s(x)

−1]
= 4(8(s − x̄)Qc,s(x)

−3s − 8(s − x̄)Qc,s(x)
−3x0)(s − x0)

− 4(s − x̄)Qc,s(x)
−2 + 4(s − x̄)Qc,s(x)

−2

= 32(s − x̄)Qc,s(x)
−3(s − x0)

2.

��
Theorem 6.15 (Structure of the slice D2-kernels S−1

D2,L
and S−1

D2,R
) Let x, s ∈ R

6 be
such that x /∈ [s], then

S−1
D2,L

(s, x) := D2(S−1
L (s, x)) = 8S−1

L (s, x̄)Qc,s(x)
−1 (6.22)

and

S−1
D2,R

(s, x) := (S−1
R (s, x))D2 = 8Qc,s(x)

−1S−1
R (s, x̄). (6.23)

We denote by S−1
D2,L

and S−1
D2,R

the left and the right slice D2-kernels.

Proof By (6.9) and relations (6.11), (6.12), we have that

D2(S−1
L (s, x)) = − 4D(Qc,s(x)

−1) = −4(2s − 2x0 − 2
5

∑

i=1

ei xi )Qc,s(x)
−2

= 8(x − s)Qc,s(x)
−2.

��

123



  300 Page 32 of 73 F. Colombo et al.

Theorem 6.16 (Structure of the slice �D-kernels S−1
�D,L

and S−1
�D,R

) Let x, s ∈ R
6

be such that x /∈ [s], then

S−1
�D,L

(s, x) := �D(S−1
L (s, x)) = −64(s − x̄)Qc,s(x)

−3(s − x0) (6.24)

and

S−1
�D,R

(s, x) := (S−1
R (s, x))�D = −64(s − x0)Qc,s(x)

−3(s − x̄). (6.25)

We denote by S−1
�D,L

and S−1
�D,R

the left and the right slice �D-kernels.

Proof We show only formula (6.24) because it is possible to prove formula (6.25) with
similar arguments. By formulas (6.13) and (6.21), we have that

�D(S−1
L (s, x)) = −8D((s − x̄)Qc,s(x)

−2) = −64(s − x̄)Qc,s(x)
−3(s − x0).

��
Now, we study the regularity of the previous kernels.

Proposition 6.17 Let x, s ∈ R
6 be such that x /∈ [s]. We have that

(1) S−1
�1−�D,L

(s, x) (resp. S−1
�1−�D,R

(s, x)) is slice right (resp. left) hyperholomorphic
in s and it is � + 1-harmonic in x for 0 ≤ � ≤ 1;

(2) S−1
�,L(s, x) (resp. S−1

�,R(s, x)) is slice right (resp. left) hyperholomorphic in s and
it is left (resp. right) holomorphic Cliffordian of order 1 in x;

(3) S−1
D,L

(s, x) (resp. S−1
D,R

(s, x)) is slice right (resp. left) hyperholomorphic in s and

it is left (resp. right) polyanalytic Cliffordian of order (1, 2) in x;
(4) S−1

��D2−�
,L

(s, x) (resp. S−1

��D2−�
,R

(s, x)) is slice right (resp. left) hyperholomorphic

in s and it is left (resp. right) polyanalytic of order 3 − � in x for 0 ≤ � ≤ 1;
(5) S−1

D2,L
(s, x) (resp. S−1

D2,R
(s, x)) is slice right (resp. left) hyperholomorphic in s

and it is left (resp. right) anti-holomorphic Cliffordian of order 1 in x.

Proof We prove the regularity for the left kernels since for the right kernels the argu-
ments are similar. The right slice hyperholomorphicity in s of the left kernels is due to
the fact that each kernel can be written as a left combination of intrinsic slice hyper-
holomorphic functions in s:Qc,s(x)−m , sQc,s(x)−m , s2Qc,s(x)−m , and s3Qc,s(x)−m

for 1 ≤ m ≤ 3 (see Theorems from 6.10 to 6.16).
As the operators D, D and � can be commuted, we have

(1) ��+1(S−1
�1−�D(s, x)) = ��+1(�1−�D(S−1

L (s, x))) = D�2(S−1
L (s, x)) =

DF5
L(s, x) = 0, which implies S−1

�1−�D,L
(s, x) is � + 1-harmonic in x for

0 ≤ � ≤ 1;
(2) �D(S−1

�,L(s, x)) = �D(�(S−1
L (s, x))) = D�2(S−1

L (s, x)) = DF5
L(s, x) = 0,

which implies S−1
�,L(s, x) is holomorphic Cliffordian of order 1 in x ;
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(3) �D2(S−1
D,L

(s, x)) = �D2(D(S−1
L (s, x))) = D�2(S−1

L (s, x)) = DF5
L(s, x) = 0,

which implies S−1
D,L

(s, x) is polyanalytic Cliffordian of order (1, 2) in x ;

(4) D3−�(S−1

��D2−l
,L

(s, x)) = D3−�(��D2−l
(S−1

L (s, x))) = D�2(S−1
L (s, x)) =

DF5
L(s, x) = 0, which implies S−1

��D2−l
,L

(s, x) is polyanalytic of order 3 − �

in x for 0 ≤ � ≤ 1;
(5) �D(S−1

D2,L
(s, x)) = �D(D2(S−1

L (s, x))) = D�2(S−1
L (s, x)) = DF5

L(s, x) = 0,

which implies S−1
D2,L

(s, x) is anti-holomorphic Cliffordian of order 1 in x .

��
Remark 6.18 We can write the formulas of left and right slice kernels in Theorem 6.10
up to Theorem 6.16 in terms of the Fn-kernels. By using formula (6.3) and (6.4) we
have

S−1
D,L(s, x) = − 1

16

[

FL
5 (s, x)s3 − (x + 2x0)F

L
5 (s, x)s2

+(2x0x + |x |2)FL
5 (s, x)s − x |x |2FL

5 (s, x)
]

,

S−1
D,R(s, x) = − 1

16

[

s3FR
5 (s, x) − s2FR

5 (s, x)(x + 2x0)

+sF R
5 (s, x)(2x0x + |x |2) − FR

5 (s, x)x |x |2
]

,

S−1
�,L(s, x) = −1

8

[

FL
5 (s, x)s2 − 2x0F

L
5 (s, x)s + |x |2FL

5 (s, x)
]

,

S−1
�,R(s, x) = −1

8

[

s2FR
5 (s, x) − 2sF R

5 (s, x)x0 + FR
5 (s, x)|x |2

]

,

S−1
�D,L(s, x) = 1

4

[

FL
5 (s, x)s − xFL

5 (s, x)
]

,

S−1
�D,R(s, x) = 1

4

[

sF R
5 (s, x) − FR

5 (s, x)x
]

,

S−1
D,L

(s, x) = 1

32

[

3FL
5 (s, x)s3 − (8x0 + x)FL

5 (s, x)s2 + (4x20 + 2x0x

+3|x |2)FL
5 (s, x)s − (x |x |2 + 2x0|x |2)FL

5 (s, x)
]

,

S−1
D,R

(s, x) = 1

32

[

3s3FR
5 (s, x) − s2FR

5 (s, x)(8x0 + x) + sF R
5 (s, x)

(4x20 + 2x0x + 3|x |2) − FR
5 (s, x)(x |x |2 + 2x0|x |2)

]

,

S−1
D2,L

(s, x) = −1

8

[

FL
5 (s, x)s2 − 2xFL

5 (s, x)s + x2FL
5 (s, x)

]

,

S−1
D2,R

(s, x) = −1

8

[

s2FR
5 (s, x) − 2sF R

5 (s, x)x + FR
5 (s, x)x2

]

,
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S−1

D2
,L

(s, x) = 1

2
[FL

5 (s, x)s2 − 2x0F
L
5 (s, x)s + x20 F

L
5 (s, x)],

S−1

D2
,R

(s, x) = 1

2
[s2FR

5 (s, x) − 2sF R
5 (s, x)x0 + FR

5 (s, x)x20 ],

S−1
�D,L

(s, x) = −FL
5 (s, x)s + x0F

L
5 (s, x),

S−1
�D,R

(s, x) = −sF R
5 (s, x) + FR

5 (s, x)x0.

The kernels S−1

��D2
,L

(s, x) and S−1
�D,L

(s, x), and the right counterparts, are written in

terms of their polyanalytic decomposition, see Proposition 2.15.

6.2 The Integral Representation for the Fine Structure Functions Spaces

Now, we can give the integral representation for the functions of the fine structure
spaces.

Theorem 6.19 Let W ⊂ R
6 be an open set. Let U be a slice Cauchy domain such

that Ū ⊂ W. Then for J ∈ S and dsJ = ds(−J ) we have the following integral
representation:

• (Integral representation of �-harmonic functions, 0 ≤ � ≤ 1) If f ∈ SHL(W ),
the function f̃�(x) := �1−�D f (x) is � + 1-harmonic for 0 ≤ � ≤ 1 and it admits
the following integral representation:

f̃�(x) = 1

2π

∫

∂(U∩CJ )

S−1
�1−�D,L

(s, x)dsJ f (s).

If f ∈ SHR(W ), the function f̃�(x) := f (x)�1−�D is � + 1-harmonic for
0 ≤ � ≤ 1 and it admits the following integral representation:

f̃�(x) = 1

2π

∫

∂(U∩CJ )

f (s)dsJ S
−1
�1−�D,R

(s, x).

• (Integral representation of holomorphic Cliffordian functions of order 1) If
f ∈ SHL(W ), the function f ◦(x) := � f (x) is left holomorphic Cliffordian of
order 1 and it admits the following integral representation:

f ◦(x) = 1

2π

∫

∂(U∩CJ )

S−1
�,L(s, x)dsJ f (s).

If f ∈ SHR(W ), the function f ◦(x) := � f (x) is right holomorphic Cliffordian
of order 1 and it admits the following integral representation:

f ◦(x) = 1

2π

∫

∂(U∩CJ )

f (s)dsJ S
−1
�,R(s, x).
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• (Integral representation of polyanalytic Cliffordian functions of order (1, 2))
If f ∈ SHL(W ), the function f̆ ◦(x) := D f (x) is left polyanalytic Cliffordian of
order (1, 2) and it admits the following integral representation:

f̆ ◦(x) = 1

2π

∫

∂(U∩CJ )

S−1
D,L

(s, x)dsJ f (s).

If f ∈ SHR(W ), the function f̆ ◦(x) := � f (x) is right polyanalytic Cliffordian
of order (1, 2) and it admits the following integral representation:

f̆ ◦(x) = 1

2π

∫

∂(U∩CJ )

f (s)dsJ S
−1
D,R

(s, x).

• (Integral representation of polyanalytic functions of order 3 − �, 0 ≤ � ≤ 1 )

If f ∈ SHL(W ), the function f̆�(x) := ��D2−�
f (x) is left polyanalytic of order

3 − � for 0 ≤ � ≤ 1 and it admits the following integral representation:

f̆�(x) = 1

2π

∫

∂(U∩CJ )

S−1

��D2−�
,L

(s, x)dsJ f (s).

If f ∈ SHR(W ), the function f̆�(x) := f (x)��D2−�
is right polyanalytic of

order 3 − � for 0 ≤ � ≤ 1 and it admits the following integral representation:

f̆�(x) = 1

2π

∫

∂(U∩CJ )

f (s)dsJ S
−1

��D2−�
,R

(s, x).

• (Integral representation of anti-holomorphic Cliffordian functions of order
1) If f ∈ SHL(W ), the function f0(x) := D2 f (x) is left anti-holomorphic
Cliffordian of order 1 and it admits the following integral representation:

f◦(x) = 1

2π

∫

∂(U∩CJ )

S−1
D2,L

(s, x)dsJ f (s).

If f ∈ SHR(W ), the function f0(x) := f (x)D2 is right anti-holomorphic Clif-
fordian of order 1 and it admits the following integral representation:

f◦(x) = 1

2π

∫

∂(U∩CJ )

f (s)dsJ S
−1
D2,R

(s, x).

Moreover, the integrals do not depend on U nor on the imaginary unit J ∈ S.

Proof We prove the integral representation for the � + 1-harmonic functions starting
from a left slice hyperholomorphic functions since the other cases can be proved with
similar arguments.We start by using the Cauchy formula. By Theorems 6.10 and 6.12,
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we have for 0 ≤ � ≤ 1

f̃�(x) = �1−�D f (x) = 1

2π

∫

∂(U∩CJ )

�1−�DS−1
L (s, x)dsI f (s)

= 1

2π

∫

∂(U∩CJ )

S−1
�1−�D,L

(s, x)dsI f (s).

By Proposition 6.6 the function f̃�(x) is � + 1-harmonic. ��

7 Series Expansion of the Kernels of the Fine Structures Spaces

In this section our aim is to write the kernel of the previous integral theorems in terms
of convergent series of x and x̄ . In order to do this we need to investigate the application

of the operators D, �, �D, D, D2
, D2, and �D to the monomial xm , with m ∈ N.

We already know that

Lemma 7.1 [7, Lemma 1] For m ≥ 1 we have

D(xm) = (xm)D = −4
m−1
∑

k=0

xm−k−1xk = −4
m

∑

k=1

xm−k xk−1. (7.1)

We will use the following well-known equality

�(x f (x)) = x� f (x) + 2D f (x), (7.2)

for any x ∈ R
6 and for any C2 function f .

Proposition 7.2 Let x ∈ R
6 and m ≥ 2. Then we have

�xm = −8
m−1
∑

k=1

(m − k)xm−k−1xk−1 = −8
m−1
∑

k=1

kxk−1 x̄m−k−1. (7.3)

Proof The proof is by induction on m. For m = 2 and x = x0 + ∑5
i=1 ei xi = x0 + x

we have

�x2 = �(x20 + 2x0x − |x |2) = −8.
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Let us suppose that the statement is true for m, we want to prove it for m + 1. Then,
we have

�xm+1 = �(xmx) = 2D(xm) + x�xm

= −8
m

∑

k=1

xm−k xk−1 − 8
m−1
∑

k=1

(m − k)xm−k xk−1

= −8
m

∑

k=1

xm−k xk−1 − 8
m

∑

k=1

(m − k)xm−k xk−1

= −8
m

∑

k=1

(m − k + 1)xm−k xk−1,

where the first equality is an application of formula (7.2) and the second equality
is consequence of the inductive hypothesis and formula (7.1). The second equality
follows by rearranging the indexes. ��

Proposition 7.3 Let x ∈ R
6, for m ≥ 2 we have

D2(xm) = (xm)D2 = −8
m−1
∑

k=1

kxm−k−1xk−1.

Proof We show the result by induction on m. For m = 2, we have by formula (7.1)
that

D2(x2) = D2(x20 + 2x0x − |x |2) = −8D(x0) = −8.

We suppose the statement is true for m and we prove it for m + 1. First we observe
that

xm+1 = xm(x + x) − xm−1|x |2.

Thus, by the Leibniz formula for the Dirac operator and the fact that D|x |2 = 2x we
get

D(xm+1) = D(xm(x + x)) − D(xm−1|x |2)
= D(xm)(x + x) + 2xm − D(xm−1)|x |2 − 2xm

= D(xm)(x + x) − D(xm−1)|x |2.
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By using another time the Leibniz formula and the inductive hypothesis we get

D2(xm+1) = D
(

D(xm)(x + x) − D(xm−1)|x |2
)

= (D2xm)(x + x) + 2Dxm − D2(xm−1)|x |2 − 2xD(xm−1)

= −8
m−1
∑

k=1

kxm−k xk−1 − 8
m−1
∑

k=1

kxm−k−1xk

− 8
m

∑

k=1

xm−k xk−1 + 8
m−2
∑

k=1

kxm−k−1xk + 8
m−1
∑

k=1

xm−k xk−1

= −8
m−1
∑

k=1

kxm−k xk−1 − 8(m − 1)x̄n−1 − 8x̄m−1

= −8
m

∑

k=1

kxm−k xk−1.

Finally since D(xm) = (xm)D we get

(xm)D2 = (

(xm)D)D = D(xm)D = D2(xm).

��
Now, we need some preliminaries results to get a formula for �Dxm .

Lemma 7.4 Let f : Rn+1 → Rn be a C2 function then

� f (x) = � f (x).

Proof We know that we can write f (x) = ∑

A⊂{1,...,n} eA fA where f A are real-valued
function, thus we have

� f (x) =
∑

A⊂{1,...,n}
eA� f A(x) =

∑

A⊂{1,...,n}
eA� f A(x)

= �

⎛

⎝

∑

A⊂{1,...,n}
eA fA(x)

⎞

⎠ = � f (x).

��
Corollary 7.5 Let m ≥ 2. Then for x ∈ R

6 we have

�xm = �xm . (7.4)

Proof If we consider n = 5 and f (x) = xm in Lemma 7.4, we get the statement. ��
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Corollary 7.6 Let m ≥ 2. Then for any x ∈ R
6 we have

�x̄m = −8
m−1
∑

k=1

kxm−k−1 x̄ k−1.

Proof It follows by Corollary 7.5 and Proposition 7.2. ��
Lemma 7.7 Let m ≥ 3, for any x ∈ R

6 we have
m

∑

k=1

�(xm−k xk−1) = −4
m−2
∑

k=1

(m − k − 1)kxm−k−2xk−1.

Proof We shall prove this formula by induction on m. For m = 3 we have

�(x2 + xx + x2) = �(3x20 − |x |2) = −4.

Let us suppose the statement is true form, we want to prove it form+1. Now, formula
(7.2) and Corollary 7.6 imply that

m+1
∑

k=1

�(xm+1−k xk−1) =
m

∑

k=1

�(xm+1−k xk−1) + �xm

= 2
m

∑

k=1

D(xm−k xk−1) + x
m

∑

k=1

�(xm−k xk−1) − 8
m−1
∑

k=1

kxm−k−1xk−1.

Finally, by formula (7.1), the inductive hypothesis and Lemma 7.3 we get

m+1
∑

k=1

�(xm+1−k xk−1) = −1

2
D2xm + x

m
∑

k=1

�(xm−k xk−1) − 8
m−1
∑

k=1

kxm−k−1xk−1

= −1

2
D2xm − 4

m−2
∑

k=1

(m − k − 1)kxm−k−1xk−1

−8
m−1
∑

k=1

kxm−k−1xk−1

= 4
m−1
∑

k=1

kxm−k−1xk−1 − 4
m−2
∑

k=1

(m − k − 1)kxm−k−1xk−1

−8
m−1
∑

k=1

kxm−k−1xk−1

= −4
m−1
∑

k=1

(m − k)kxm−k−1xk−1.

��
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Proposition 7.8 Let m ≥ 3, for any x ∈ R
6 we have

�Dxm = 16
m−2
∑

k=1

(m − k − 1)kxm−k−2xk−1.

Proof It follows by formula (7.1) and Lemma 7.7. ��

Let us recall the following fact:

Dx (x
m) =

{

−mxm−1 m even,

−(m + 4)xm−1 m odd,
(7.5)

where Dx = ∑5
j=1 e j

∂
∂x j

.

Proposition 7.9 Let m ≥ 1. For any x ∈ R
6, if x 	= 0 we have

Dxm = 2

[

mxm−1 + 2
m

∑

k=1

xm−k x̄k−1

]

. (7.6)

On the other hand if x = 0 we have

Dxm = 6mxm−1.

Moreover,

D(xm) = (xm)D.

Proof We will perform a direct computations. By the Binomial theorem and formula
(7.5) we get

D(xm) =
(

∂

∂x0
− Dx

)

(x0 + x)m =
(

∂

∂x0
− Dx

)
(

m
∑

k=0

(
m

k

)

xm−k
0 xk

)

=
m−1
∑

k=0

(
m

k

)

(m − k)xm−k−1
0 xk −

m
∑

k=0

(
m

k

)

xm−k
0 Dx (x

k)

= m
m−1
∑

k=0

(m − 1)!
k!(m − k − 1)! x

m−k−1
0 xk + m

m
∑

k=1

(m − 1)!
(k − 1)!(m − k)! x

m−k
0 xk−1

+4
m

∑

k=1,k odd

(
m

k

)

xm−k
0 xk−1.
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By rearranging the indices of the sum and by using another time the binomial theorem
we get

D(xm) = 2mxm−1 + 4
m

∑

k=1,k odd

(
m

k

)

xm−k
0 xk−1. (7.7)

If x = 0 we get

Dxm = 6mxm−1.

On the other side, if x 	= 0 by the Binomial theorem we have

2
m

∑

k=1,k odd

(
m

k

)

xm−k
0 xk−1 =

m
∑

k=1

(
m

k

)

xm−k
0 xk−1 +

m
∑

k=1

(
m

k

)

xm−k
0 (−x)k−1

= (x)−1

[
m

∑

k=1

(
m

k

)

xm−k
0 xk −

m
∑

k=1

(
m

k

)

xm−k
0 (−x)k

]

= (x)−1(xm − x̄m).

Now, since xm − x̄m = 2x
∑m

k=1 x
m−k x̄k−1 we get

2
m

∑

k=1

(
m

k

)

xm−k
0 xk−1 = 2

m
∑

k=1

xm−k x̄k−1. (7.8)

By putting formula (7.8) in (7.7) we obtain formula (7.6).
Finally, since Dx (xm) = (xm)Dx , we can repeat the previous computations, thus we
get

D(xm) = (xm)D.

��
To compute D2

xm we need the following result.

Lemma 7.10 Let m ≥ 2. For any x ∈ R
6 we have

Dx

(
m

∑

k=1

xm−k x̄k−1

)

=
m−1
∑

k=1

(2k − m)xm−k−1 x̄ k−1.

Proof By Proposition 7.3 and formula (7.1) we have

− 8
m−1
∑

k=1

kxm−k−1 x̄ k−1 = D(Dxm) = −4D
(

m
∑

k=1

xm−k x̄k−1

)
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= −4

[

∂

∂x0

(
m

∑

k=1

xm−k x̄k−1

)

+ Dx

(
m

∑

k=1

xm−k x̄k−1

)]

.

(7.9)

Now, since
∑m

k=1 x
m−k x̄k−1 = (2x)−1(xm − x̄n) we get

∂

∂x0

(
m

∑

k=1

xm−k x̄k−1

)

= ∂

∂x0

[

(2x)−1(xm − x̄m)
]

= (2x)−1m(xm−1 − xm−1)

= m
m−1
∑

k=1

xm−1−k x̄k−1. (7.10)

Therefore by formula (7.9) and formula (7.10) we get

Dx

(
m

∑

k=1

xm−k x̄k−1

)

= 2
m−1
∑

k=1

kxm−k−1 x̄ k−1 − ∂

∂x0

(
m

∑

k=1

xm−k x̄k−1

)

= 2
m−1
∑

k=1

kxm−k−1 x̄ k−1 − m
m−1
∑

k=1

xm−1−k x̄k−1

=
m−1
∑

k=1

(2k − m)xm−k−1 x̄ k−1.

��
Proposition 7.11 Let m ≥ 2. Then for any x ∈ R

6 we have

D2
(xm) = (xm)D2 = 4

[

m(m − 1)xm−2 + 2
m−1
∑

k=1

(2m − k)xm−k−1 x̄ k−1

]

. (7.11)

Proof By applying two times Proposition 7.9 and the fact thatD = ∂
∂x0

−Dx we have

D2
(xm) = D(Dxm)

= 2mD(xm−1) + 4D
(

m
∑

k=1

xm−k x̄k−1

)

= 2m

(

2(m − 1)xm−2 + 4
m−1
∑

k=1

xm−1−k x̄k−1

)

+4

[

∂

∂x0

(
m

∑

k=1

xm−k x̄k−1

)

− Dx

(
m

∑

k=1

xm−k x̄k−1

)]

.
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By formula (7.10) and Lemma 7.10 we get

D2
xm = 4

[

m(m − 1)xm−2 + 2m
m−1
∑

k=1

xm−1−k x̄k−1 +

+m
m−1
∑

k=1

xm−1−k x̄k−1 −
m−1
∑

k=1

(2k − m)xm−k−1 x̄ k−1
]

= 4

[

m(m − 1)xm−2 + 2
m−1
∑

k=1

(2m − k)xm−k−1 x̄ k−1

]

.

Finally, since D(xm) = (xm)D we get

D2
(xm) = (xm)D2

.

��
Proposition 7.12 Let m ≥ 3. For any x ∈ R

6 we have

�D(xm) = (xm)�D = −16
m−2
∑

k=1

(m − k − 1)(m + k)xm−k−2 x̄ k−1. (7.12)

Proof By applying the operator � to formula (7.10) we get

�Dxm = 2m�(xm−1) + 4
m

∑

k=1

�(xm−k x̄k−1).

Therefore, by Proposition 7.2 and Lemma 7.7 we obtain

�D(xm) = −16m
m−2
∑

k=1

(m − 1 − k)xm−2−k x̄k−1 +

−16
m−2
∑

k=1

(m − k − 1)kxm−k−2 x̄ k−1

= −16
m−2
∑

k=1

(m − k − 1)(m + k)xm−2−k x̄k−1.

Finally, since the laplacian is a real operator and D(xm) = (xm)D we get

�D(xm) = (xm)�D.

��
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Remark 7.13 The polynomials found in (7.11) and (7.12) are polyanalytic of order
2 and 3, respectively. However, these polynomials do not coincide to which ones
found in [28], in which the authors obtained polyanalytic polynomials by applying the
Fueter-polyanalytic maps, see [5].

Definition 7.14 [left and right kernel series] Let s, x ∈ R
6, then we define

• the left D-kernel series as

− 4
∞
∑

m=1

m
∑

k=1

xm−k xk−1s−1−m, (7.13)

and the right D-kernel series as

−4
∞
∑

m=1

m
∑

k=1

s−1−mxm−k xk−1,

• the left �-kernel series as

− 8
∞
∑

m=2

m−1
∑

k=1

(m − k)xm−k−1xk−1s−1−m, (7.14)

the right �-kernel series as

−8
∞
∑

m=2

m−1
∑

k=2

(m − k)s−1−mxm−k−1xk−1,

• the left �D-kernel series as

16
∞
∑

m=3

m−2
∑

k=1

(m − k − 1)kxm−k−2xk−1s−1−m, (7.15)

the right �D-kernel series as

16
∞
∑

m=3

m−2
∑

k=3

(m − k − 1)ks−1−mxm−k−2xk−1,

• the left D2-kernel series as

− 8
∞
∑

m=2

m−1
∑

k=1

kxm−k−1 x̄ k−1s−1−m, (7.16)
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the right D2-kernel series as

−8
∞
∑

m=2

m−1
∑

k=1

ks−1−mxm−k−1 x̄ k−1,

• the left D-kernel series as

2

[ ∞
∑

m=1

(

mxm−1 + 2
m

∑

k=1

xm−k x̄k−1

)]

s−1−m, (7.17)

the right D-kernel series as

2

[ ∞
∑

m=1

s−1−m

(

mxm−1 + 2
m

∑

k=1

xm−k x̄k−1

)]

,

• the left D2
-kernel series as

4

[ ∞
∑

m=2

(

m(m − 1)xm−2 + 2
m−1
∑

k=1

(2m − k)xm−k−1 x̄ k−1

)

s−1−m

]

, (7.18)

the right D2
-kernel series as

4

[ ∞
∑

m=2

s−1−m

(

m(m − 1)xm−2 + 2
m−1
∑

k=1

(2m − k)xm−k−1 x̄ k−1

)]

,

• the left �D-kernel series as

− 16
∞
∑

m=3

m−2
∑

k=1

(m − k − 1)(m + k)xm−k−2 x̄ k−1s−1−m, (7.19)

the right �D-kernel series as

−16
∞
∑

m=3

m−2
∑

k=1

(m − k − 1)(m + k)s−1−mxm−k−2 x̄ k−1.

Remark 7.15 The left and the rightD-kernel series are equal, where they converge, as
well as the left and the right �D-kernel series.

We collect some technical lemmas that we have used in the proofs of some of the
following results.
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Lemma 7.16 For m ≥ 3 we have

m−2
∑

k=1

(m − k − 1)k = m(m − 1)(m − 2)

6
.

Proof We know that
∑m−2

k=1 k = (m−1)(m−2)
2 and

∑m−2
k=1 k2 = (m−2)(m−1)(2m−3)

6 . Thus
we have

m−2
∑

k=1

(m − k − 1)k = (m − 1)
m−2
∑

k=1

k −
m−2
∑

k=1

k2

= (m − 1)2(m − 2)

2
− (m − 2)(m − 1)(2m − 3)

6

= (m − 1)(m − 2)

2

(

(m − 1) − (2m − 3)

3

)

= m(m − 1)(m − 2)

6
.

��
Lemma 7.17 For m ≥ 3 we have

m−2
∑

k=1

(m − k − 1)(m + k) = 2m(m − 1)(m − 2)

3
.

Proof Since
∑m−2

k=1 k = (m−1)(m−2)
2 we get

m
m−2
∑

k=1

(m − 1 − k) = m2(m − 2) − m(m − 2) − m(m − 1)(m − 2)

2

= m(m − 1)(m − 2)

2
. (7.20)

Finally, by formula (7.20) and Lemma 7.16 we get

m−2
∑

k=1

(m − k − 1)(m + k) =
m−2
∑

k=1

(m − k − 1)k + m
m−2
∑

k=1

(m − k − 1)

= m(m − 1)(m − 2)

6
+ m(m − 1)(m − 2)

2

= 2m(m − 1)(m − 2)

3
.

��
Proposition 7.18 For s,x ∈ R

6 with |x | < |s|, all the left kernel series are convergent.
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Proof In order to show the convergence of the series it is enough to show the conver-
gence of the series of the moduli.

• In order to prove that the left D-kernel series is convergent it is sufficient to show
that the following series is convergent.

∞
∑

m=1

m|x |m−1|s|−1−m . (7.21)

This series converges by the ratio test. Indeed, since |x | < |s|, we have

lim
m→∞

(m + 1)|x |m |s|−2−m

m|x |m−1|s|−1−m
= lim

m→∞
m + 1

m
|x ||s|−1 < 1.

• To prove the convergence of the �-kernel series, we have to show the following
series convergences:

∞
∑

m=2

(
m−1
∑

k=1

(m − k)

)

|x |m−2|s|−1−m . (7.22)

Since
∑m−1

k=1 (m − k) = m(m−1)
2 , we have

lim
m→∞

(m + 1)m|x |m−1|s|−2−m

m(m − 1)|x |m−2|s|−1−m
= |x ||s|−1 < 1. (7.23)

Therefore, by the ratio test the series is convergent.
• In order to prove the convergence of the �D-kernel series, we have to show the
convergence of the following series:

∞
∑

m=1

(
m−2
∑

k=1

(m − k − 1)k

)

|x |m−3|s|−1−m . (7.24)

Now, since
∑m−2

k=1 (m − k − 1)k = m(m−1)(m−2)
6 (see Lemma 7.16), by applying

the ratio test we get

lim
m→∞

m(m + 1)(m − 1)|x |m−2|s|−2−m

m(m − 1)(m − 2)|x |m−3|s|−1−m
= |x ||s|−1 < 1.

Therefore the series is convergent.
• To show the convergence of theD2- kernel series we need to show the convergence
of the following series:

∞
∑

m=2

(
m−1
∑

k=1

k

)

|x |m−2|s|−1−m .
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Since
∑m−1

k=1 k = (m−1)m
2 , by applying the ratio test we obtain the same limit of

(7.23), and so the series is convergent
• In order to prove the convergence of theD-kernel series we put the modulus to the
series in (7.17) and after some manipulations we get that

∣
∣
∣
∣
∣

∞
∑

m=1

(

mxm−1 + 2
m

∑

k=1

xm−k x̄k−1

)∣
∣
∣
∣
∣
|s|−1−m ≤

∞
∑

m=1

3m|x |m−1|s|−1−m .

The convergence of the series
∑∞

m=1 3m|x |m−1|s|−1−m follows by similar argu-
ments for the convergence of the series in (7.21).

• As done in the previous point, we insert the modulus in the series (7.18) and after
some computations we get

∣
∣
∣
∣
∣

∞
∑

m=2

(

m(m − 1)xm−2 + 2
m−1
∑

k=1

(2m − k)xm−k−1 x̄ k−1

)∣
∣
∣
∣
∣
|s|−1−m

≤
∞
∑

m=2

(

m(m − 1) +
m−1
∑

k=1

(2m − k)

)

|x |m−2|s|−1−m

=
∞
∑

m=2

5m(m − 1)

2
|x |m−2|s|−1−m .

The convergence of the series
∑∞

m=2
5m(m−1)

2 |x |m−2|s|−1−m follows similarly as
the series in (7.22).

• Finally, in order to show the convergence of the left �D it is enough to show the
convergence of the following series:

∞
∑

m=3

(
m−2
∑

k=1

(m − k − 1)(m + k)

)

|x |m−3|s|−1−m .

Since
∑m−2

k=1 (m − k − 1)(m + k) = 2m(m−1)(m−2)
3 (see Lemma 7.17), the conver-

gence follows similarly as done for the series in (7.24).

��
Remark 7.19 Similarly, all the right kernel series are convergent.

Now,we can expand in series the left and the right kernels, computed in the previous
section.

Lemma 7.20 For s, x ∈ R
6 such that |x | < |s| we can expand

• the left slice D-kernel as

S−1
D,L(s, x) = −4

∞
∑

m=1

m
∑

k=1

xm−k xk−1s−1−m,
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and the right slice D-kernel as

S−1
D,R(s, x) = −4

∞
∑

m=1

m
∑

k=1

s−1−mxm−k xk−1,

• the left slice �-kernel as

S−1
�,L(s, x) = −8

∞
∑

m=2

m−1
∑

k=1

(m − k)xm−k−1xk−1s−1−m,

and the right slice �-kernel as

S−1
�,R(s, x) = −8

∞
∑

m=2

m−1
∑

k=1

(m − k)s−1−mxm−k−1xk−1,

• the left slice �D-kernel as

S−1
�D,L(s, x) = 16

∞
∑

m=3

m−2
∑

k=1

(m − k − 1)kxm−k−2xk−1s−1−m,

and the right slice �D-kernel as

S−1
�D,R(s, x) = 16

∞
∑

m=3

m−2
∑

k=1

(m − k − 1)ks−1−mxm−k−2xk−1,

• we can expand the left slice D2-kernel as

S−1
D2,L

(s, x) = −8
∞
∑

m=2

m−1
∑

k=1

kxm−k−1 x̄ k−1s−1−m,

and the right slice D2-kernel as

S−1
D2,R

(s, x) = −8
∞
∑

m=2

m−1
∑

k=1

ks−1−mxm−k−1 x̄ k−1,

• the left slice D-kernel as

S−1
D,L

(s, x) = 2

[ ∞
∑

m=1

(

mxm−1 + 2
m

∑

k=1

xm−k x̄k−1

)]

s−1−m,
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and the right slice D-kernel as

S−1
D,R

(s, x) = 2

[ ∞
∑

m=1

s−1−m

(

mxm−1 + 2
m

∑

k=1

xm−k x̄k−1

)]

,

• the left slice D2-kernel as

S−1

D2
,L

(s, x) = 4

[ ∞
∑

m=2

(

m(m − 1)xm−2 + 2
m−1
∑

k=1

(2m − k)xm−k−1 x̄ k−1

)

s−1−m

]

,

and the right slice D2
-kernel as

S−1

D2
,R

(s, x) = 4

[ ∞
∑

m=2

s−1−m

(

m(m − 1)xm−2 + 2
m−1
∑

k=1

(2m − k)xm−k−1 x̄ k−1

)]

,

• the left slice �D-kernel as

S−1
�D,L

(s, x) = −16
∞
∑

m=3

m−2
∑

k=1

(m − k − 1)(m + k)xm−k−2 x̄ k−1s−1−m,

and the right slice �D-kernel as

S−1
�D,R

(s, x) = −16
∞
∑

m=3

m−2
∑

k=1

(m − k − 1)(m + k)s−1−mxm−k−2 x̄ k−1.

Proof We know that we can expand the left Cauchy kernel in the following way:

S−1
L (s, x) =

∞
∑

m=0

xms−1−m . (7.25)

In order to obtain all the expansions it is enough to apply to formula (7.25) the operators

D, �, �D, D2, D, D2
, and �D. Due to Proposition 7.18 we can exchange the roles

of the operators with the sum. Finally, in order to get the expansions written in terms
of x and x̄ we apply formula (7.1), Propositions 7.2, 7.8, 7.3, 7.9, 7.11, and 7.12. By
similar arguments we have the result for the right kernels. ��
Remark 7.21 By Lemma 7.20 together with Theorems 6.10, 6.11, 6.12, and 6.15, we
deduce the following equalities:

Qc,s(x)
−2 =

∞
∑

m=3

m−2
∑

k=1

(m − k − 1)kxm−k−2xk−1s−1−m
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=
∞
∑

m=3

m−2
∑

k=1

(m − k − 1)ks−1−mxm−k−2xk−1,

S−1
L (s, x)Qc,s(x)

−1 =
∞
∑

m=2

m−1
∑

k=1

(m − k)xm−k−1xk−1s−1−m,

Qc,s(x)
−1 =

∞
∑

m=1

m
∑

k=1

xm−k xk−1s−1−m =
∞
∑

m=1

m
∑

k=1

s−1−mxm−k xk−1,

S−1
L (s, x̄)Qc,s(x)

−1 =
∞
∑

m=2

m−1
∑

k=1

kxm−k−1 x̄ k−1s−1−m .

It is possible to obtain similar equalities with the right kernels.

8 Preliminaries on the SC-Functional Calculus and the F-Functional
Calculus

Wenow recall some basic facts of the SC-functional calculus, see [24]. This functional
calculus is the commutative version of the S-functional calculus (see [20]). By V we
denote a real Banach space over R with norm ‖ · ‖. It is possible to endow V with
an operation of multiplication by elements of Rn that gives a two-sided module over
Rn . We denote by Vn the two-sided Banach module V ⊗ Rn . An element of Vn is
of the form

∑

A⊂{1,...,n} eAvA with vA ∈ V , where e∅ = 1 and eA = ei1 · · · eir for
A = {i1, . . . , ir } with i1 < · · · < ir . The multiplication (right and left) of an element
v ∈ Vn with a scalar a ∈ Rn are defined as

va =
∑

A

vA ⊗ (eAa) and av =
∑

A

vA ⊗ (aeA).

For short, we shall write
∑

A vAeA instead of
∑

A vA ⊗ eA. Moreover, we define

‖v‖Vn =
∑

A

‖vA‖V .

LetB(V ) be the space of boundedR-homomorphism of the Banach space V into itself
endowed with the natural norm denoted by ‖ · ‖B(V ).

If TA ∈ B(V ), we can define the operator T = ∑

A TAeA and its action on

v =
∑

B

vBeB

as

T (v) =
∑

A,B

TA(vB)eAeB .
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The set of all such bounded operators is denoted by B(Vn). The norm is defined by

‖T ‖B(Vn) =
∑

A

‖TA‖B(V ).

In the following, we shall only consider operators of the form T = T0+∑n
j=1 e j Tj ,

where Tj ∈ B(V ) for j = 0, 1, . . . , n, and we recall that the conjugate is defined by

T = T0 −
n

∑

j=1

e j Tj .

The set of such operators in B(Vn) will be denoted by B0,1(Vn). In this section we
shall always consider n-tuples of bounded commuting operators, in paravector form,
and we shall denote the set of such operators as BC0,1(Vn).

Definition 8.1 (the S-spectrum and the S-resolvent sets) Let T ∈ BC0,1(Vn). We
define the S-spectrum σS(T ) of T as

σS(T ) = {s ∈ R
n+1 : s2I − s(T + T ) + T T is not invertible}.

The S-resolvent set ρS(T ) is defined by

ρS(T ) = R
n+1 \ σS(T ).

For s ∈ ρS(T ), the operator

Qc,s(T )−1 := (s2I − s(T + T ) + T T )−1 (8.1)

is called the commutative pseudo SC-resolvent operator of T at s.

Theorem 8.2 Let T ∈ BC0,1(Vn) and s ∈ R
n+1 with ‖T ‖ < |s|. Then we have

∞
∑

k=0

T ks−k−1 = −(sI − T )Qc,s(T )−1,

and

∞
∑

k=0

s−k−1T k = −Qc,s(T )−1(sI − T ).

According to the left or right slice hyperholomorphicity, there exist two different
resolvent operators.
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Definition 8.3 (SC-resolvent operators) Let T ∈ BC0,1(Vn) and s ∈ ρS(T ).Wedefine
the left SC-resolvent operator as

S−1
L (s, T ) := (sI − T )(s2I − s(T + T ) + T T )−1,

and the right SC-resolvent operator as

S−1
R (s, T ) := (s2I − s(T + T ) + T T )−1(sI − T ).

Anequation that involves both SC-resolvent operators is the so-called SC-resolvent
equation (see [1]). In order to give a definition of SC-functional calculus we need the
following classes of functions.

Definition 8.4 Let T ∈ BC0,1(X). We denote by SHL(σS(T )), SHR(σS(T )), and
N (σS(T )) the sets of all left, right, and intrinsic slice hyperholomorphic functions f
with σS(T ) ⊂ dom( f ).

Definition 8.5 (SC-functional calculus) Let T ∈ BC0,1(Vn). Let U be a slice Cauchy
domain that contains σS(T ) andU is contained in the domain of f . Set dsJ = −ds J .
We define

f (T ) := 1

2π

∫

∂(U∩CJ )

S−1
L (s, T ) dsJ f (s), for every f ∈ SHL(σS(T )). (8.2)

We define

f (T ) := 1

2π

∫

∂(U∩CJ )

f (s) dsJ S−1
R (s, T ), for every f ∈ SHR(σS(T )). (8.3)

It is possible to prove that the SC-functional calculus is well posed since the integrals
in (8.2) and (8.3) depend neither on U and nor on the imaginary unit J ∈ S.

Now we want to introduce the F-functional calculus (for a more complete presen-
tation of this topic see [17]). The definition of the Fn-resolvent operators is suggested
by the Fueter–Sce mapping theorem in integral form.

Definition 8.6 (Fn-resolvent operators) Let n be an odd number and let T ∈
BC0,1(Vn). For s ∈ ρF (T ) we define the left F-resolvent operator as

FL
n (s, T ) = γn(sI − T̄ )Qc,s(T )−

n+1
2 , s ∈ ρS(T ),

and the right F-resolvent operator as

FR
n (s, T ) = γnQc,s(T )−

n+1
2 (sI − T̄ ), s ∈ ρS(T ).

With the above definitions and Theorem 6.9 at hand, we can recall the F-functional
calculus.
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Theorem 8.7 (The F-functional calculus for bounded operators) Let n be an odd
number, let T ∈ BC0,1(Vn) and set dsJ = ds/J . Then, for any f ∈ SHL(σS(T )), we
define

f̆ (T ) := 1

2π

∫

∂(U∩CJ )

FL
n (s, T ) dsJ f (s), (8.4)

and, for any f ∈ SHR(σS(T )), we define

f̆ (T ) := 1

2π

∫

∂(U∩CJ )

f (s) dsJ F
R
n (s, T ). (8.5)

The previous integrals depend neither on the imaginary unit J ∈ S nor on the set U.

9 The Functional Calculi of the Fine Structures

Using the expressions of the kernels written in terms of x and x̄ and the fine Fueter–Sce
integral theorems, we can define the fine Fueter–Sce functional calculi.

Definition 9.1 Let T = T0 + ∑5
i=1 ei Ti ∈ BC0,1(V5), s ∈ R

6. We formally define

• the left and the right D-kernel operator series as

−4
∞
∑

m=1

m
∑

k=1

Tm−k T̄ k−1s−1−m,

and

−4
∞
∑

m=1

m
∑

k=1

s−1−mTm−k T̄ k−1;

• the left and the right �-kernel operator series as

−8
∞
∑

m=2

m−1
∑

k=1

(m − k)Tm−k−1T̄ k−1s−1−m,

and

−8
∞
∑

m=2

m−1
∑

k=1

(m − k)s−1−mTm−k−1T̄ k−1;

• the left and the right �D-kernel operator series as

16
∞
∑

m=3

m−2
∑

k=1

(m − k − 1)kTm−k−2T̄ k−1s−1−m,
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and

16
∞
∑

m=3

m−2
∑

k=1

(m − k − 1)ks−1−mTm−k−2T̄ k−1;

• the left and the right D2-kernel operator series as

−8
∞
∑

m=2

m−1
∑

k=1

kTm−k−1T̄ k−1s−1−m,

and

−8
∞
∑

m=2

m−1
∑

k=1

ks−1−mTm−k−1T̄ k−1;

• the left and the right D-kernel operator series as

2

[ ∞
∑

m=1

(

mTm−1 + 2
m

∑

k=1

Tm−k T̄ k−1

)

s−1−m

]

,

and

2

[ ∞
∑

m=1

s−1−m

(

mTm−1 + 2
m

∑

k=1

Tm−k T̄ k−1

)]

;

• the left and the right D2
-kernel operator series as

4

[ ∞
∑

m=2

(

m(m − 1)Tm−2 + 2
m−1
∑

k=1

(2m − k)Tm−k−1T̄ k−1

)

s−1−m

]

,

and

4

[ ∞
∑

m=2

s−1−m

(

m(m − 1)Tm−2 + 2
m−1
∑

k=1

(2m − k)Tm−k−1T̄ k−1

)]

;

• the left and the right �D-kernel operator series as

−16
∞
∑

m=3

m−2
∑

k=1

(m − k − 1)(m + k)Tm−k−2T̄ k−1s−1−m,
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and

−16
∞
∑

m=3

m−2
∑

k=1

(m − k − 1)(m + k)s−1−mTm−k−2T̄ k−1.

Proposition 9.2 Let us consider T ∈ BC0,1(V5), s ∈ R
6 and ‖T ‖ < |s| then the series

previously defined are convergent and, in particular, we can expand

• the left and right D-resolvent operator as

S−1
D,L(s, T ) = S−1

D,R(s, T ) = −4
∞
∑

m=1

m
∑

k=1

Tm−k T̄ k−1s−1−m

= −4
∞
∑

m=1

m
∑

k=1

s−1−mTm−k T̄ k−1;

• the left and right �-resolvent operator as

S−1
�,L(s, T ) = −8

∞
∑

m=2

m−1
∑

k=1

(m − k)Tm−k−1T̄ k−1s−1−m,

and

S−1
�,R(s, T ) = −8

∞
∑

m=2

m−1
∑

k=1

(m − k)s−1−mTm−k−1T̄ k−1;

• the left and right �D-resolvent operator as

S−1
�D,L(s, T ) = S−1

�D,R(s, T ) = 16
∞
∑

m=3

m−2
∑

k=1

(m − k − 1)kTm−k−2T̄ k−1s−1−m

= 16
∞
∑

m=3

m−2
∑

k=1

(m − k − 1)ks−1−mTm−k−2T̄ k−1;

• the left and right D2-resolvent operator as

S−1
D2,L

(s, T ) = −8
∞
∑

m=2

m−1
∑

k=1

kTm−k−1T̄ k−1s−1−m,

and

S−1
D2,R

(s, T ) = −8
∞
∑

m=2

m−1
∑

k=1

ks−1−mTm−k−1T̄ k−1;
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• the left and right D-resolvent operator as

S−1
D,L

(s, T ) = 2

[ ∞
∑

m=1

(

mTm−1 + 2
m

∑

k=1

Tm−k T̄ k−1

)

s−1−m

]

,

and

S−1
D,R

(s, T ) = 2

[ ∞
∑

m=1

s−1−m

(

mTm−1 + 2
m

∑

k=1

Tm−k T̄ k−1

)]

;

• the left and right D2
-resolvent operator as

S−1

D2
,L

(s, T ) = 4

[ ∞
∑

m=2

(

m(m − 1)Tm−2 + 2
m−1
∑

k=1

(2m − k)Tm−k−1T̄ k−1

)

s−1−m

]

,

and

S−1

D2
,R

(s, T ) = 4

[ ∞
∑

m=2

s−1−m

(

m(m − 1)Tm−2 + 2
m−1
∑

k=1

(2m − k)Tm−k−1T̄ k−1

)]

;

• the left and right �D-resolvent operator as

S−1
�D,L

(s, T ) = −16
∞
∑

m=3

m−2
∑

k=1

(m − k − 1)(m + k)Tm−k−1T̄ k−1s−1−m,

and

S−1
�D,R

(s, T ) = −16
∞
∑

m=3

m−2
∑

k=1

(m − k − 1)(m + k)s−1−mTm−k−1T̄ k−1.

Proof The convergences of the series for ‖T ‖ < |s| can be proved considering the
series of the operator norms and reasoning as in Proposition 7.18. We prove only the
first equality between the kernels and the series because the other equalities follow by
similar arguments. Since

S−1
D,L(s, T ) = S−1

D,R(s, T ) = −4Qc,s(T )−1,

it is sufficient to prove

Qc,s(T )

( ∞
∑

m=1

m
∑

k=1

Tm−kT
k−1

s−1−m

)
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=
( ∞

∑

m=1

m
∑

k=1

Tm−kT
k−1

s−1−m

)

Qc,s(T ) = I. (9.1)

The first equality in (9.1) is a consequence of the following facts: for any positive

integer m the sum
∑m

k=1 T
m−kT

k−1
is an operator of the components of T with

real coefficients which then commute with any power of s, the components of T are
commuting among each other and the operatorQc,s(T ) can be written in the following
form: s2I − 2sT0 + ∑5

i=0 T
2
i . Now we want to prove the second equality in (9.1).

First we observe that

( ∞
∑

m=1

m
∑

k=1

Tm−kT
k−1

s−1−m

)

Qc,s(T )

=
( ∞

∑

m=1

m
∑

k=1

Tm−kT
k−1

s−1−m

)

(s2 − s(T + T ) + T T )

=
∞
∑

m=1

m
∑

k=1

Tm−kT
k−1

s1−m −
∞
∑

m=1

m
∑

k=1

Tm+1−kT
k−1

s−m

−
∞
∑

m=1

m
∑

k=1

Tm−kT
k
s−m +

∞
∑

m=1

m
∑

k=1

Tm−k+1T̄ ks−1−m .

Making the change of index m′ = 1 + m in the second and fourth series, we have

( ∞
∑

m=1

m
∑

k=1

Tm−kT
k−1

s−1−m

)

Qc,s(T )

=
∞
∑

m=1

m
∑

k=1

Tm−kT
k−1

s1−m −
∞
∑

m′=2

m′−1
∑

k=1

Tm′−kT
k−1

s1−m′

−
∞
∑

m=1

m
∑

k=1

Tm−kT
k
s−m

+
∞
∑

m′=2

m′−1
∑

k=1

Tm′−kT
k
s−m′

= I +
∞
∑

m=2

m
∑

k=1

Tm−kT
k−1

s1−m −
∞
∑

m′=2

m′−1
∑

k=1

Tm′−kT
k−1

s1−m′+

− T̄ s−1 −
∞
∑

m=2

m
∑

k=1

Tm−kT
k
s−m

+
∞
∑

m′=2

m′−1
∑

k=1

Tm′−kT
k
s−m′

.

123



The Fine Structure of the Spectral Theory... Page 59 of 73   300 

Simplifying the opposite terms in the first and second series and in the third and fourth
series, in the end we get

( ∞
∑

m=1

m
∑

k=1

Tm−kT
k−1

s−1−m

)

Qc,s(T ) = I +
∞
∑

m=2

T
m−1

s1−m −
∞
∑

m=2

T
m−1

s1−m = I.

��
We can now define the resolvent operators of the fine structure and study their

regularity. Based on the previous series expansions and the structure of the kernels of
the function spaces we can now define the resolvent operators associated to the fine
structure spaces. Using these resolvent operators associated with the S-spectrum we
will define the functional calculi associated with the respective functions spaces.

Definition 9.3 (The resolvent operators associated with the fine structure) Let T ∈
BC0,1(V5) and s ∈ ρS(T ), we recall that

Qc,s(T )−1 := (s2I − s(T + T ) + T T )−1.

• The left and the right D-resolvent operators S−1
D,L(s, T ) and S−1

D,R(s, T ) are
defined as

S−1
D,L(s, T ) := −4Qc,s(T )−1, (9.2)

and

S−1
D,R(s, T ) := −4Qc,s(T )−1. (9.3)

• The left and the right �-resolvent operators S−1
�,L(s, T ) and S−1

�,R(s, T ) are
defined as

S−1
�,L(s, T ) := −8S−1

L (s, T )Qc,s(T )−1, (9.4)

and

S−1
�,R(s, T ) := −8Qc,s(T )−1S−1

R (s, T ). (9.5)

• The left and the right �D-resolvent operators S−1
�D,L(s, T ) and S−1

�D,R(s, T ) are
defined as

S−1
�D,L(s, T ) := 16Qc,s(T )−2, (9.6)

and

S−1
�D,R(s, T ) := 16Qc,s(T )−2. (9.7)
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• The left and the right D-resolvent operators S−1
D,L

(s, T ) and S−1
D,R

(s, T ) are

defined as

S−1
D,L

(s, T ) := 4(sI − T̄ )Qc,s(T )−1(sI − T0) + 2Qc,s(T )−1 (9.8)

and

S−1
D,R

(s, T ) := 4(sI − T̄ )Qc,s(T )−1(sI − T0) + 2Qc,s(T )−1. (9.9)

• The left and the right D2
-resolvent operators S−1

D2
,L

(s, T ) and S−1

D2
,R

(s, T ) are

defined as

S−1

D2
,L

(s, T ) := 32(sI − T̄ )Qc,s(T )−3(sI − T0)
2 (9.10)

and

S−1

D2
,R

(s, T ) := 32(sI − T0)
2Qc,s(T )−3(sI − T̄ ) (9.11)

• The left and the right D2-resolvent operators S−1
D2,L

(s, T ) and S−1
D2,R

(s, T ) are
defined as

S−1
D2,L

(s, T ) := 8S−1
L (s, T̄ )Qc,s(T )−1 (9.12)

and

S−1
D2,R

(s, T ) := 8Qc,s(T )−1S−1
R (s, T̄ ). (9.13)

• The left and the right �D-resolvent operators S−1
�D,L

(s, T ) and S−1
�D,R

(s, T ) are

defined as

S−1
�D,L

(s, T ) := −64(sI − T̄ )Qc,s(T )−3(sI − T0) (9.14)

and

S−1
�D,R

(s, x) := −64(sI − T0)Qc,s(T )−3(sI − T̄ ) (9.15)

Now, we study the regularity of the previous kernels.

Proposition 9.4 Let T ∈ BC0,1(V5). Then the resolvent operators associated with the
fine structure in Definition 9.3 are slice hyperholomorphic operators valued functions
for any s ∈ ρS(T ).

Proof It follows by a direct computations as in the case of the S-resolvent operators
or the F-resolvent operators. ��
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Now, we can define the functional calculi associated with the fine structure.

Definition 9.5 (The functional calculi of the fine structure in dimension five) Let T ∈
BC0,1(V5) and set dsJ = ds(−J ) for J ∈ S. Let f be a function that belongs to
SHL(σS(T )) or belongs to SHR(σS(T )). Let U be a bounded slice Cauchy domain
with σS(T ) ⊂ U and U ⊂ dom( f ).

Keeping in mind the resolvent operators associated with the fine structure in Defi-
nition 9.3 we define functional calculi associated of the fine structure as follows:

• (The � + 1-harmonic functional calculus for 0 ≤ � ≤ 1) For every function
f̃� = �1−�D f with f ∈ SHL(σS(T )) and 0 ≤ � ≤ 1, we set

f̃�(T ) := 1

2π

∫

∂(U∩CJ )

S−1
�1−�D,L

(s, T )dsJ f (s), (9.16)

and, for every function f̃� = f �1−�D with f ∈ SHR(σS(T )), we set

f̃�(T ) := 1

2π

∫

∂(U∩CJ )

f (s)dsJ S
−1
�1−�D,R

(s, T ). (9.17)

• (TheholomorphicCliffordian functional calculus of order 1) For every function
f ◦ = � f with f ∈ SHL(σS(T )), we set

f ◦(T ) := 1

2π

∫

∂(U∩CJ )

S−1
�,L(s, T )dsJ f (s), (9.18)

and, for every function f ◦ = � f with f ∈ SHR(σS(T )), we set

f ◦(T ) := 1

2π

∫

∂(U∩CJ )

f (s)dsJ S
−1
�,R(s, T ). (9.19)

• (The polyanalytic Cliffordian functional calculus of order (1, 2)) For every
function f̆ ◦ = D f with f ∈ SHL(σS(T )), we set

f̆ ◦(T ) := 1

2π

∫

∂(U∩CJ )

S−1
D,L

(s, T )dsJ f (s), (9.20)

and, for every function f̆ ◦ = fD with f ∈ SHR(σS(T )), we set

f̆ ◦(T ) := 1

2π

∫

∂(U∩CJ )

f (s)dsJ S
−1
D,R

(s, T ). (9.21)

• (The polyanalytic functional calculus of order 3 − � for 0 ≤ � ≤ 1) For every

function f̆� = ��D2−�
f with f ∈ SHL(σS(T )), we set

f̆�(T ) := 1

2π

∫

∂(U∩CJ )

S−1

��D2−�
,L

(s, T )dsJ f (s), (9.22)
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and, for every function f̆� = fD with f ∈ SHR(σS(T )), we set

f̆ ◦(T ) := 1

2π

∫

∂(U∩CJ )

f (s)dsJ S
−1

��D2−�
,R

(s, T ). (9.23)

• (The anti-holomorphic Cliffordian functional calculus of order 1) For every
function f0 = D2 f with f ∈ SHL(σS(T )), we set

f0(T ) := 1

2π

∫

∂(U∩CJ )

S−1
D2,L

(s, T )dsJ f (s), (9.24)

and, for every function f0 = fD2 with f ∈ SHR(σS(T )), we set

f0(T ) := 1

2π

∫

∂(U∩CJ )

f (s)dsJ S
−1
D2,R

(s, T ). (9.25)

Theorem 9.6 The previous functional calculi are well defined, in the sense that the
integrals in Definition 9.5 depend neither on the imaginary unit J ∈ S and nor on the
slice Cauchy domain U.

Proof We prove the result for the functional calculi defined using the left slice
hyperholomorphic functions since the right counterpart can be proved with similar
computations. The only property of the kernels that we shall use to prove the theorem
is that they are all right slice hyperholomorphic in the variable s (see Proposition 6.17).
For this reason, in what follows, we can refer to an arbitrary left kernel described in
Proposition 9.2 with the symbol KL(s, T ).

Since KL(s, T ) is a right slice hyperholomorphic function in s and f is left slice
hyperholomorphic, the independence from the set U follows by the Cauchy integral
formula (see Theorem 6.5).

Now, we want to show the independence from the imaginary unit, let us consider
two imaginary units J , I ∈ S with J 	= I and two bounded slice Cauchy domains
Ux , Us with σS(T ) ⊂ Ux , Ux ⊂ Us , and Us ⊂ dom( f ). Then every s ∈ ∂(Us ∩CJ )

belongs to the unbounded slice Cauchy domain R6 \Ux .
Since limx→+∞ KL(x, T ) = 0, the slice hyperholomorphic Cauchy formula

implies

KL(s, T ) = 1

2π

∫

∂(R6\(Ux∩CI ))

KL(x, T )dxI S
−1
R (x, s)

= 1

2π

∫

∂(Ux∩CI )

KL(x, T )dxI S
−1
L (s, x). (9.26)

The last equality is due to the facts that ∂(R6\(Ux ∩ CI )) = −∂(Ux ∩ CI ) and
S−1
R (x, s) = −S−1

L (s, x). Thus, by formula (9.26) we get

f̃ (T ) =
∫

∂(Us∩CJ )

KL(s, T )dsJ f (s)
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=
∫

∂(Us∩CJ )

(
1

2π

∫

∂(Ux∩CI )

KL(x, T )dxI S
−1
L (s, x)

)

dsJ f (s).

Due to Fubini’s theorem we can exchange the order of integration and by the Cauchy
formula we obtain

f̃ (T ) =
∫

∂(Ux∩CI )

KL(x, T )dxI

(
1

2π

∫

∂(Us∩CJ )

S−1
L (s, x)dsJ f (s)

)

=
∫

∂(Ux∩CI )

KL(x, T )dxI f (x).

This proves the statement. ��
In what follows we denote by P one of the operators: �1−�D, �, D, ��D2−�

and
D2 for � = 0, 1.

Problem 9.7 Let � be a slice Cauchy domain. It might happen that f , g ∈ SHL(�)

(resp. f , g ∈ SHR(�)) and P f = Pg (resp. f P = gP). Is it possible to show
that for any T ∈ BC0,1(V5), with σS(T ) ⊂ �, we have (P f )(T ) = (Pg)(T ) (resp.
( f P)(T ) = (gP)(T ))?

In order to address the problem we need an auxiliary result. We start by observing
that by hypothesis we have P( f − g) = 0 (resp. ( f − g)P = 0). Therefore it is
necessary to study the set

(ker P)SHL (�) := { f ∈ SHL(�) : P( f ) = 0} resp.

(ker P)SHR(�) := { f ∈ SHR(�) : ( f )P = 0}.

Theorem 9.8 Let � be a connected slice Cauchy domain of R6, then

(ker P)SHL (�) = { f ∈ SHL (�) : f ≡ α0 + · · · + xtαt for some α0, . . . , αt ∈ Rn}
= { f ∈ SHR(�) : f ≡ α0 + · · · + αt x

t for some α0, . . . , αt ∈ Rn} = (ker P)SHR(�)

where t is equal to the degree of P minus 1.

Proof We prove the result in the case f ∈ SHL(�) since the case f ∈ SHR(�)

follows by similar arguments. We proceed by double inclusion. The fact that

(ker P)SHL (�) ⊇ { f ∈ SHL(�) : f ≡ α0 + · · · + xtαt for some α0, . . . , αt ∈ Rn}

is obvious. The other inclusion can be proved observing that if f ∈ (ker P)SHL (�),
after a change of variable if needed, there exists r > 0 such that the function f can
be expanded in a convergent series at the origin

f (x) =
∞
∑

k=0

xkαk for (αk)k∈N0 ⊂ Rn and for any x ∈ Br (0),
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where Br (0) is the ball centered at 0 and of radius r . We have

0 = P f (x) ≡
∞
∑

k=deg(P)

P(xk)αk, ∀x ∈ Br (0).

ByLemma7.1, Propositions 7.2, 7.3, 7.8, 7.9, 7.11, and7.12we can compute explicitly
the expressions P(xk) and, when they are restricted to a neighborhood of zero of
the real axis, they coincide up to a constant to xk−deg(P). Since the power series is
identically zero, its coefficients αks must be zero for any k ≥ deg(P). This yields
f (x) ≡ α0 + · · · + xtαt in Br (0) and, since � is connected, we also have f (x) ≡
α0 + · · · + xtαt for any x ∈ �. ��

We solve the problem 9.7 in the case in which � is connected.

Proposition 9.9 Let T ∈ BC0,1(V5) and let U be a connected slice Cauchy domain
with σS(T ) ⊂ U. If f , g ∈ SHL(U ) (resp. f , g ∈ SHR(U )) satisfy the property
P f = Pg (resp. f P = gP) then (P f )(T ) = (Pg)(T ) (resp. ( f P)(T ) = (gP)(T )).

Proof We prove the theorem in the case f , g ∈ SHL(�) since the case f , g ∈
SHR(�) follows by similar arguments. By Definition 9.5, we have

(P f )(T ) − (Pg)(T ) = 1

2π

∫

∂(U∩CJ )

S−1
P,L(s, T )dsJ ( f (s) − g(s)).

Since S−1
P,L(s, T ) is slice hyperholomorphic in the variable s by Proposition 9.4, we

can change the domain of integration to Br (0) ∩ CJ for some r > 0 with ‖T ‖ < r .
Moreover, by hypothesis we have that f (s)−g(s) ∈ (ker P)SHL (�), thus by Theorem
9.8 and Proposition 9.2 we get

(P f )(T ) − (Pg)(T ) = 1

2π

∫

∂(Br (0)∩CJ )

S−1
P,L(s, T )dsJ ( f (s) − g(s))

= 1

2π

∫

∂(Br (0)∩CJ )

S−1
P,L(s, T )dsJ (α0 + · · · + stαt )

= 1

2π

∞
∑

m=deg(P)

(

gP,m(T , T̄ )
)
∫

∂(Br (0)∩CJ )

s−1−mdsJ (α0 + · · · + stαt ) = 0,

where gP,m(T , T̄ ) is a polynomial in T and T̄ (see Proposition 9.2) and t := deg(P)−1.
��

Now, we write the resolvent operators associated with the fine structures in terms of
the Fn-resolvent operators.

Proposition 9.10 Let T ∈ BC0,1(V5) and s ∈ ρS(T ). Then, we have

S−1
D,L(s, T ) = − 1

16

[

FL
5 (s, T )s3 − (T + 2T0)F

L
5 (s, T )s2
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+(2T0x + |x |2)FL
5 (s, T )s − T |T |2FL

5 (s, T )
]

,

S−1
D,R(s, T ) = − 1

16

[

s3FR
5 (s, T ) − s2FR

5 (s, T )(T + 2T0)

+sF R
5 (s, T )(2T0T + |T |2) − FR

5 (s, T )T |T |2
]

,

S−1
�,L(s, T ) = −1

8

[

FL
5 (s, T )s2 − 2T0F

L
5 (s, T )s + |T |2FL

5 (s, x)
]

,

S−1
�,R(s, T ) = −1

8

[

FR
5 (s, T )T 2 − 2sF R

5 (s, T )T0 + FR
5 (s, x)|T |2

]

,

S−1
�D,L(s, T ) = 1

4

[

FL
5 (s, T )s − T FL

5 (s, T )
]

,

S−1
�D,R(s, T ) = 1

4

[

sF R
5 (s, T ) − FR

5 (s, T )T
]

,

S−1
D,L

(s, T ) = 1

32

[

3FL
5 (s, T )s3 − (8T0 + T )FL

5 (s, T )s2 + (4T 2
0 + 2T0T

+3|T |2)FL
5 (s, T )s − (T |T |2 + 2T0|T |2)FL

5 (s, T )
]

,

S−1
D,R

(s, T ) = 1

32

[

3s3FR
5 (s, T ) − s2FR

5 (s, T )(8T0 + T ) + sF R
5 (s, T )(4T 2

0

+2T0T + 3|T |2) − FR
5 (s, x)(T |T |2 + 2T0|T |2)

]

,

S−1
D2,L

(s, T ) = −1

8

[

FL
5 (s, T )s2 − 2T FL

5 (s, T )s + T 2FL
5 (s, T )

]

,

S−1
D2,R

(s, T ) = −1

8

[

s2FR
5 (s, T ) − 2sF R

5 (s, T )T + FR
5 (s, T )T 2

]

,

S−1

D2
,L

(s, T ) = 1

2
[FL

5 (s, T )s2 − 2T0F
L
5 (s, T )s + x20 F

L
5 (s, T )],

S−1

D2
,R

(s, T ) = 1

2
[s2FR

5 (s, T ) − 2sF R
5 (s, T )T0 + FR

5 (s, T )T 2
0 ],

S−1
�D,L

(s, T ) = −FL
5 (s, T )s + T0F

L
5 (s, T ),

S−1
�D,R

(s, T ) = −sF R
5 (s, T ) + FR

5 (s, T )T0.

Proof it follows by formally replacing the variable x of Remark 6.18 by the paravector
operator T . ��

In order to solve Problem 9.7, in the case � not connected, we need the following
lemma, which is based on the monogenic functional calculus developed in [36, 37].
We chose to annihilate the last component of the operator T , namely T4 = 0. In
the monogenic functional calculus McIntosh and collaborators consider zero the first
component T0 = 0. However, in our case this is a drawback due to the structure of the
polyanalytic resolvent operators, see Proposition 9.10.
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Lemma 9.11 Let T ∈ BC0,1(V5) be such that T = T0e0 + T1e1 + T2e2 + T3e3, and
assume that the operators T�, � = 0, 1, 2, 3, have real spectrum. Let G be a bounded
slice Cauchy domain such that (∂G) ∩ σS(T ) = ∅. For every J ∈ S we have

∫

∂(G∩CJ )

S−1
P,L(s, T )dsJ (α0 + · · · + stαt ) = 0, (9.27)

and

∫

∂(G∩CJ )

(α0 + · · · + stαt )dsJ S
−1
P,R(s, T ) = 0, (9.28)

where t = deg(P) − 1 and α j ∈ Rn for any 0 ≤ j ≤ t .

Proof Since �2(1) = 0, �2(x) = 0, �2(x2) = 0, and �2(x3) = 0 by Theorem 6.9
we also have

∫

∂(G∩CJ )

FL
5 (s, x)dsJ = �2(1) = 0, (9.29)

and

∫

∂(G∩CJ )

FL
5 (s, x)dsJ s = �2(x) = 0, (9.30)

and

∫

∂(G∩CJ )

FL
5 (s, x)dsJ s

2 = �2(x2) = 0, (9.31)

and

∫

∂(G∩CJ )

FL
5 (s, x)dsJ s

3 = �2(x3) = 0 (9.32)

for all x /∈ ∂G and J ∈ S. By the monogenic functional calculus [36, 37] we have

FL
5 (s, T ) =

∫

∂�

G(ω, T )DωFL
5 (s, ω),

where Dω is a suitable differential form, the open set � contains the left spectrum of
T and G(ω, T ) is the Fueter resolvent operator. By Proposition 9.10 we can write

S−1
P,L(s, T ) =

4−deg(P)
∑

�=0

gP,�(T , T̄ )FL
5 (s, T )s�,
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and thus we have

S−1
P,L(s, T )(α0 + · · · + stαt ) =

3
∑

�=0

g′
P,�(T , T̄ )FL

5 (s, T )s�β�

for appropriate polynomials in T , T̄ denoted by g′
P,�(T , T̄ ), and β� ∈ Rn . We can

conclude the proof of the theorem observing that for any � = 0, 1, 2, 3 we have

gP,�(T , T̄ )

∫

∂(G∩CJ )

FL
5 (s, T )dsJ s

�β�

= −
(

gP,�(T , T̄ )

∫

∂(G∩CJ )

∫

∂�

G(ω, T )DωFL(s, ω)s� dsJ

)

β�

=
(

gP,�(T , T̄ )

∫

∂�

G(ω, T )Dω

(∫

∂(G∩CJ )

FL(s, ω)dsJ s
�

))

β� = 0

where the second equality is a consequence of the Fubini’s Theorem and the last
equality is a consequence of formulas (9.29)–(9.32). Therefore, we get

∫

∂(G∩CJ )

S−1
P,L(s, T )dsJ (α0 + · · · + stαt ) = 0.

By similar computations it is possible to show (9.28). ��
Finally in the following result we give an answer to the question in Problem 9.7.

Proposition 9.12 Let T ∈ BC0,1(V5) be such that T = T0e0 + T1e1 + T2e2 + T3e3,
and assume that the operators T�, � = 0, 1, 2, 3, have real spectrum. Let U be a slice
Cauchy domain with σS(T ) ⊂ U. If f , g ∈ SHL(U ) (resp. f , g ∈ SHR(U )) satisfy
the property P f = Pg (resp f P = gP) then (P f )(T ) = (Pg)(T ) (resp. ( f P)(T ) =
(gP)(T )).

Proof If U is connected we can use Proposition 9.9. If U is not connected then
U = ∪m

�=1U�, where the U� are the connected components of U . Hence, there exist
constants α�,i ∈ Rn for � = 1, . . . ,m and i = 0, 1, 2, 3 such that f (s) − g(s) =
∑m

�=1
∑t

i=0 χU�
(s)siα�,i , where t = deg(P) − 1. Thus we can write

(P f )(T ) − (Pg)(T ) =
m

∑

�=1

1

2π

∫

∂(U�∩CJ )

S−1
P,L(s, T )dsJ (α�,0 + · · · + stα�,t ).

The last summation is zero by Lemma 9.11. ��
Remark 9.13 It is possible to prove someother important properties for these functional
calculi, this will be investigated in a forthcoming work.
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10 The Product Rule for the F-Functional Calculus

In order to obtain a product rule for the F-functional calculus in dimension five, it is
crucial the Dirac fine structure of the kind (D,D,D,D), see (4.3).

Lemma 10.1 Let B ∈ B0,1(Vn). Let G be a bounded slice Cauchy domain and let f
be an intrinsic slice monogenic function whose domain contains G. Then for p ∈ G,
and for any J ∈ S we have

1

2π

∫

∂(G1∩CJ )

f (s)dsJ (s̄ B − Bp)(p2 − 2s0 p + |s|2)−1 = B f (p).

In order to show a product rule for the F-functional calculus we need the following
result, see [14, Lemma 4.1].

Lemma 10.2 (the F-resolvent equation for n = 5) Let T ∈ BC0,1(V5). Then for p,
s ∈ ρS(T ) the following equation holds

f R5 (s, T )S−1
L (s, T ) + S−1

R (s, T )FL
5 (p, T ) + 26Qc,s(T )−1S−1

R (s, T )S−1
L (p, T )

Qc,p(T )−1 + +26[Qc,s(T )−2Qc,p(T )−1

+Qc,s(T )−1Qc,p(T )−2] = {[FR
5 (s, T ) − FL

5 (p, T )]p +
−s̄[F5(s, T )R − FL

5 (p, T )]}Qs(p)
−1,

where Qs(p) = p2 − 2s0 p + |s|2.

Theorem 10.3 (Product rule for the F-functional calculus for n = 5) Let T ∈ BC(V5).
We assume f ∈ N (σS(T )) and g ∈ SHL(σS(T )), then we have

�2( f g)(T ) = �2( f )(T )g(T ) + f (T )�2(g)(T ) + �( f )(T )�(g)(T )

− D�( f )(T )D(g)(T ) − D( f )(T )�D(g)(T ).

Proof Let G1 and G2 be two bounded slice Cauchy domain such that contain σS(T )

and Ḡ1 ⊂ G2, with Ḡ2 ⊂ dom( f ) ∩ dom(g). We choose p ∈ ∂(G1 ∩ CJ ) and
s ∈ ∂(G2 ∩ CJ ).

For every J ∈ S, from the definitions of F-functional calculus, SC-functional
calculus, holomorphic Cliffordian functional calculus of order 1 and � + 1-harmonic

123



The Fine Structure of the Spectral Theory... Page 69 of 73   300 

functional calculus (0 ≤ � ≤ 1) we get

�2( f )(T )g(T ) + f (T )�2(g)(T ) + �( f )(T )�(g)(T )

− D�( f )(T )D(g)(T ) − D( f )(T )�D(g)(T )

= 1

(2π)2

∫

∂(G2∩CJ )

f (s)dsJ F
R
5 (s, T )

∫

∂(G1∩CJ )

S−1
L (p, T )dpI g(p)

+ 1

(2π)2

∫

∂(G2∩CJ )

f (s)dsJ S
−1
R (s, T )

∫

∂(G1∩CJ )

FL
5 (p, T )dpJ g(p)

+ 16

π2

∫

∂(G2∩CJ )

f (s)dsJQc,s(T )−1S−1
R (s, T )

∫

∂(G2∩CJ )

S−1
L (p, T )Qp,T (T )−1dpJ g(p)

+ 16

π2

∫

∂(G2∩CJ )

f (s)ds JQc,s(T )−2

∫

∂(G2∩CJ )

Qc,p(T )−1dpJ g(p)

+ 16

π2

∫

∂(G2∩CJ )

f (s)dsJQc,s(T )−1
∫

∂(G2∩CJ )

Qc,p(T )−2dpJ g(p)

= 1

(2π)2

∫

∂(G2∩CJ )
∫

∂(G1∩CJ )

f (s)dsJ {FR
5 (s, T )S−1

L (s, T ) + S−1
R (s, T )FL

5 (p, T )

+ 26[Qc,s(T )−1S−1
R (s, T )S−1

L (p, T )Qc,p(T )−1 + Qc,s(T )−2Qc,p(T )−1

+ Qc,s(T )−1Qc,p(T )−2]}dpJ g(p)

By Lemma 10.2 we get

�2( f )(T )g(T ) + f (T )�2(g)(T ) + �( f )(T )�(g)(T )

− D�( f )(T )D(g)(T ) − D(g)(T )�Dg(T )

= 1

(2π)2

∫

∂(G2∩CJ )

∫

∂(G1∩CJ )

f (s))dsI {[FR
5 (s, T )

− FL
5 (p, T )]p − s̄[FR

5 (s, T ) − FL
5 (p, T )]}

× Qs(p)
−1}dpI g(p).

Now, since the functions p �→ pQs(p)−1, p �→ Qs(p)−1 are intrinsic slice hyper-
holomorphic on Ḡ1 by the Cauchy integral formula we have
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∫

∂(G2∩CJ )

f (s)dsI

∫

∂(G1∩CJ )

FR
5 (s, T )pQs(p)

−1dpI g(p) = 0,

∫

∂(G2∩CJ )

f (s)dsI

∫

∂(G1∩CJ )

s̄ F R
5 (s, T )Qs(p)

−1dpI g(p) = 0.

Therefore we obtain

�2( f )(T )g(T ) + f (T )�2(g)(T ) + �( f )(T )�(g)(T )

− D�( f )(T )D(g)(T ) − D( f )(T )�D(g)(T )

= 1

(2π)2

∫

∂(G2∩CJ )

f (s)dsI

∫

∂(G1∩CJ )

[s̄ F5(p, T )L

− FL
5 (p, T )p]Qs(p)

−1dpI g(p).

From Lemma 10.1 with B := FL
5 (p, T ) we get

�2( f )(T )g(T ) + f (T )�2(g)(T ) + �( f )(T )�(g)(T )

− D�( f )(T )D(g)(T ) − D( f )(T )�D(g)(T )

= 1

(2π)

∫

∂(G1∩CJ )

FL
5 (p, T )dpI f (p)g(p)

= 1

(2π)

∫

∂(G1∩CJ )

FL
5 (p, T )dpI ( f g)(p)

= �2( f g)(T ).

��

11 Appendix: Visualization of All Possible Fine Structures in
Dimension Five

In this appendix we show all the possible fine structures in dimension five. Firstly, we
recall the symbols of the classes of functions involved
ABH(�D): axially bi-harmonic functions,
ACH1(�): axially Cliffordian holomorphic functions of order 1,
AH(�D): axially harmonic functions,
AP2(�D): axially polyanalytic of order 2,
ACH1(�D): axially anti Cliffordian of order 1,
ACP(1,2): axially polyanalytic Cliffordian of order (1, 2),
AP3(�D): axially polyanalytic of order 3.
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If we apply first the Dirac operator we have the following diagram:

O(D)

ACH1(�D)

ABH(�D)
D

D

AH(�D)
D

AM(�D)
�D

AH(�D)� D

ACH1(�D)

�

AH(�D)

AP2(�D)

D

D

D

D

D

D

SH(�D)
TFS1

D2

If we apply fist the conjugate of the Dirac operator we get

O(D)

TFS1
SH(�D)

D APC(1,2) (�D) AM(�D)
�D

D

D

�

AP2(�D)

D

AP3(�D)

ACH1(�D)

�

D

D

AP2(�D)

AH(�D)

D

D

AP2(�D)
D

D
D2

Finally, all the other possible fine structures are given by the diagram:

O(D)

TFS1
SH(�D)

D

D

AM(�D)

AH(�D)

� ACH1(�D)
�

AP2 (�D)

D

D�D

�D
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