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ABSTRACT

A search for the decay of neutral, weakly-interacting, long-lived particles (LLPs) leaving a
single displaced hadronic jet in the Muon Spectrometer (MS) using data collected by the AT-
LAS detector is presented in this dissertation. The analysis uses 140.1fb™" of proton-proton
collision data at /s = 13 TeV collected during Run 2 of the LHC from 2015-2018. LLPs
appear in many beyond the Standard Model (BSM) theories, motivating dedicated searches
for their signatures. Two benchmark signal models utilizing a Higgs portal mechanism are
considered. The primary benchmark model is a Hidden Sector extension with decays to pairs
of scalar LLPs, while the second is a Higgs portal baryogenesis model. A specialized trigger
algorithm that targets regions of high activity in the MS is discussed. A specialized software
algorithm designed for reconstructing displaced vertices is also discussed. The background
for the single-vertex signature is estimated using a data-driven ABCD method. The search
sensitivity is extended to higher and lower LLP lifetimes using a toy MC extrapolation tech-
nique. The observed number of events is consistent with expected backgrounds. Limits
on the benchmark signal models are presented. Combined limits with previous two-vertex
results are also presented. For the SM Higgs boson Hidden Sector model, constraints are
placed on the process cross-section at the 95% CL in the range from 0.5-50.5m for branching
ratios above 10%, varying with LLP mass. For Higgs masses different than 125 GeV, upper

limits are placed on the LLP production cross section times branching ratio.
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Chapter 1

Introduction

Physics is the pursuit of an explanation of things, motivated by a desire to explain them
at the most fundamental level. Particle physics is the current culmination of this attempt
in the direction of what composes all things; whether there is some irreducible set of objects
that join to form the complexity and dynamics observed everywhere. Today, this irreducible
set of objects is called the fundamental particles, and their behavior is described by the best
current model of particle physics, the Standard Model (SM).

Published in its current form in 1967 [1, 2] and completed, with the discovery of the
Higgs boson in 2012 [3, 4], the Standard Model has proven to be the most successful model
of fundamental particles in terms of both descriptive and predictive power. The Standard
Model is a quantum field theory, meaning, in the broadest sense, that the objects it describes
are particle fields and that the states of these fields are quantized. It is also a gauge theory,
meaning that it has some internal symmetries that arise as conserved quantities. It is Lorentz
invariant, by construction, making it a description of quantum particle fields at relativistic
energy scales. Through the combination of these features, the Standard Model describes
nearly all of what is known to be true regarding fundamental particles to incredible accuracy.

The Standard Model, for the incredibly successful theory that it is, has largely been
accepted as an incomplete picture of fundamental particles, or an effective low-energy theory,
by physicists today. Observations indicate several reasons the SM is incomplete. Among
them are the lack of a dark matter candidate, the presence of a non-zero neutrino mass,
the Hierarchy problem, matter-antimatter asymmetry in the universe, and the strong CP
problem.

Extensions to the SM have been proposed that would address these problems. Theories
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derived from Supersymmetry (SUSY), like minimal supersymmetric SM (MSSM) [5] or split
SUSY [6, 7], would address the Hierarchy problem by introducing new particles, while also
including explanations for dark matter or unification with gravity, depending on their for-
mulation. Hidden Valley models [8, 9] address the hierarchy and dark matter problems using
different mechanisms. There are dark matter models [10], baryogenesis models [11, 12], and
many others [13].

This dissertation describes a search for new long-lived particles (LLPs) using the ATLAS
detector and proton-proton (pp) collisions produced at the CERN Large Hadron Collider
(LHC) [14, 15, 16]. A long-lived particle is commonly defined to be a charge neutral fun-
damental particle with a proper lifetime ranging from hundredths to hundreds of meters.
LLPs would leave no signature in a detector until a decay occurs, which would appear to be
a vertex located some distance away from the primary vertex (PV) of the event. Such a dis-
placed vertex (DV) would look unlike any SM process, making them an appealing signature
to investigate [9, 14].

Depending on the lifetime, the LLPs could leave DVs in any subdetector of ATLAS. Thus
searches for LLPs could be carried out in the Inner Detector (ID), the Calorimeter, or the
Muon Spectrometer (MS). Dedicated proposed detectors, such as MATHUSLA, may be
constructed to probe LLP lifetimes sufficiently long that they decay outside of the ATLAS
cavern [15].

This analysis uses two benchmark models, a Hidden Sector model (H — ss) and a Baryo-
genesis model (H — xx). The s particles are scalar boson LLPs and the x particles are
Majorana fermion LLPs. This analysis covers the search for a single LLP decay matching
the signature predicted by the two benchmark models over a range of LLP proper lifetimes
from 0.01m to 200m!. It also includes a statistical interpretation of the search results.

A background of the SM and of the benchmark BSM extensions are given in Chapter 2.
This is followed by a description of the LHC accelerator and the ATLAS detector in Chap-
ter 3. Data collection and signal Monte Carlo sample production methods are discussed

in Chapter 4. Chapter 5 discusses the ATLAS trigger system, with focus on the special-

I This is the extrapolation range. The signal MC samples were generated with cr between 0.127m and
6.039m. See Chapters 4 and 8 for details.
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ized muon region-of-interest cluster trigger used in this analysis. Chapter 6 describes the
reconstruction procedure for standard physics objects, including tracks found in the ID, jets
found in the calorimeter, and tracks found in the MS. This chapter also provides a descrip-
tion of the specialized algorithm used to reconstruct the MS vertex (MSVtx) objects used in
this analysis. The MS vertex identification and quality criteria are described in Chapter 7.
Chapter 8 describes the process of selecting events that could contain LLPs, the strategy
for estimating background contamination, and the procedure used to extrapolate expected
signal sensitivity to higher and lower lifetimes. Chapter 9 describes the statistical model
used to interpret the results of the analysis. The results on limits of LLP production are
also given in this chapter. Chapter 10 summarizes the analysis and discuses improvements

that could be made to a future search for LLPs in this detector region.
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Chapter 2

Long-Lived Particles and The Standard Model

2.1 The Standard Model

The Standard Model (SM) is an SU(3)c X SU(2), X U(1)y gauge theory that aims to
describe all of the fundamental particles and their interactions within the framework of
quantum field theory and is the most comprehensive and successful theory of particles to
date.

The modern incarnation of the Standard Model was first written in 1967 [1, 2] and com-
pleted in 2012 with the discovery of the Higgs Boson [3, 4]. The Standard Model is a theory
composed of Lorentz-invariant fermion 4-vectors, which describe the particles that make up
the matter in the universe. By enforcing local gauge symmetry, gauge fields enter the for-
mulation. The fermion fields couple with gauge fields via interaction terms introduced in
the field Lagrangian. Experimental evidence supports the existence of three generations of
fermions, four gauge fields, and a single complex scalar field called the Higgs field. A diagram
of all the particles present in the Standard Model can be seen in Figure 2.1 [17].

The fermions are composed of two different collections of particles: quarks and leptons.
Quarks interact with all three fundamental forces represented in the Standard Model, mak-
ing them the only color-charge carriers along with the gluon, g, the massless gauge boson
that mediates color interactions. Leptons, along with quarks, couple with the weak force,
mediated by the W* and Z° bosons. Of the leptons, only the charged leptons, the electron,
muon, and tau, interact via the electromagnetic force. The neutrinos have no charge and do
not couple to the electromagnetic field. The electromagnetic interactions are mediated by

the other massless gauge boson, the photon, v. The Higgs boson enters the Standard Model
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Standard Model of Elementary Particles
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Figure 2.1: Diagram of all particles included in the Standard Model with particle mass, charge,
and spin included. Fermions include quarks (purple) and leptons (green), while bosons include the
gauge bosons (red) and the Higgs boson (yellow). Strong, weak, and electromagnetic interactions
are indicated by the shaded boundaries surrounding the particles.

through the Higgs Mechanism, in which a complex doublet of locally gauge invariant Higgs
fields is introduced into the field Lagrangian. This field causes the W and Z gauge fields
to acquire a mass after spontaneous symmetry breaking. An additional Yukawa coupling
results in the fermions also acquiring a mass.

Unlike what is shown in Figure 2.1, which shows all experimental values for particle masses,
the Standard Model does not include any neutrino mass terms. This is one of the known
shortcomings of the Standard Model, along with the mathematical structure of the Standard

Model, which are described in more detail in the following sections.
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2.1.1 Particles, Fields, and Gauge Invariance

The fundamental components of the Standard Model are relativistic quantum gauge fields
arising from a theory of Dirac fermions. The concept of a gauge field, and gauge invariance,
is familiar through its use in classical electrodynamics. Through the quantization of the field,
excitations in the field become discrete and these excitations are treated as the particles,
themselves. To say that a field theory is relativistic is equivalent to saying that it is Lorentz-
invariant, or that Lorentz boosts are a symmetry of the system, in addition to classical
symmetries of translation and rotation. To say that a field theory is gauge invariant means
that there exists a symmetry in the theory that, under a specific transformation or collection
of transformations, returns the same field dynamics [18].

Maxwell’s equations describe the electric and magnetic fields, are Lorentz-invariant, and
turn out to be necessary when building a theory of fermions that exhibit electric charge.
These fermions, electrons and positrons, demonstrate an internal U(1) gauge symmetry
when combined with the electromagnetic field. Maxwell’s equations (without charges) can

be expressed as

O"F,, =0 (2.1)

where F,, = 0,A, — 0,4, is the covariant form of the electromagnetic field tensor, with
A, representing the electromagnetic 4-potential, A, = {¢, —ff} Of particular note is the

gauge freedom inherent in Eq. 2.1,

A A+ VS (2.2)
of
90|—><,0+E (2.3)

where f can be any scalar function.

The Lagrangian density for the electromagnetic field can then be written as

1
Len = —7F"F (2.4)
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In this form, it’s evident that this electromagnetic field Lagrangian is invariant under
Lorentz transformations since the product F**F),, is a Lorentz scalar.

The Lagrangian for a fermion field, ¥ (z), comes from Dirac [19]

Lr = (x) (iv*0,, — m) Y(x) (2.5)

A U(1) transformation is represented as the introduction of a complex phase to the field,

() = e P(x) (2.6)

where () corresponds to the generator of the transformation, the electric charge, which
takes the values +1.

The fermion field is invariant under the U(1) transformation as it is written in Eq. 2.6,
which expresses a global symmetry. The phase, o, that is introduced is a constant phase
introduced everywhere (i.e. at all values of x). A stronger constraint can be made by making
the phase local, meaning that a goes to a(z). In this case the field dynamics should be
invariant under choice of gauge anywhere such that two observers agree on electrodynamics,
even if they both choose different gauges. Enforcing a local gauge invariance means the

phase is made to vary with z.

() = () (2.7)

Applying this transformation to the fermion field and taking the derivative shows that the

field and, by extension, the Lagrangian are currently not locally gauge invariant.

O (x) = 0, [em(x)@b(x)}

. . (2.8)
— 09, b(x) + i (2)D, (a(x))

To reclaim the symmetry, it is necessary to introduce a term to the derivative to compen-

sate. This introduces a gauge covariant derivative, here called D,,.

D, =0, —ieA, (2.9)
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The introduction of this gauge covariant derivative then permits us to eliminate the ad-
ditional term introduced by enforcing local gauge invariance in Eq. 2.8 with an appropriate

choice of gauge field A,,.

D, [6*®(x)] = ¢ D,p(x) (2.10)

The gauge field introduced in doing this behaves identically to the electromagnetic 4-
potential, meaning that a combined Lagrangian for an EM-coupled fermion field fully de-
scribes the behavior of electrons and positrons along with their interactions mediated by the
electromagnetic field. The combined Lagrangian is

_ 1

Lp=1(x) (iv" (0, —ieA,) —m)(x) — ZFWFW (2.11)

The three fermion terms in Eq. 2.11 consist of the fermion kinetic term, v (x)iv*d, (),
the fermion-photon coupling term, {y*eA,1(x), and the fermion mass term, my (z)v(z).
The remaining term is just the Lagrangian for the electromagnetic field kinetic energy, which

was introduced in Eq. 2.4. This field theory is known as quantum electrodynamics, of QED.

2.1.2 Electroweak Gauge Theory

A similar locally gauge invariant, relativistic description of the weak force can be achieved
by extending the U(1) symmetry of QED with the SU(2) symmetry group. The full symme-
try group of the combined theory, called FElectroweak Theory, is written as SU(2)r X U(1)y-.
The subscript L stands for “left-handed” and the subscript Y stands for “weak hypercharge”.
These properties will be explained in more detail below.

Before the transformations in SU(2); X U(1l)y are discussed, it is useful to employ an
alternate notation for the fermions fields. In QED, only the electron and positron are in-
troduced as fermions, but in electroweak theory, neutrino lepton states, v, for [ € {e, u, 7}
must be included. For simplicity, the first generation states are shown. Second and third

generations of fermions take identical form.
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@) =" ) ) = ven, s(a) = en (2.12)

e
L

where 11 (z) is a left-handed Weyl spinor that represents the chiral left-handed weak isospin
doublet and 13(x) is the right-handed weak isospin singlet. The fermion states for ¢ (z) do
not interact with any of the other fermion fields and so do not enter the Standard Model
since there have not been any observed right-handed neutrinos.

Quark interactions with the weak sector mirror the leptons and so their representation is

introduced here as well.

n(z) = Z . n(z) = ur, s(x) = dn (2.13)

where u and d are the up-type and down-type quark flavor states, respectively.

This notation can be compacted further, and recover the fermion field, ¥ (x), by intro-
ducing left and right projection operators [20]. These “Vector-minus-Axial” and “Vector-
plus-Axial”, or V-A and V4A, operators interact with the fermion field ¢ (x) in exactly the
way needed to generate the left- and right-chiral states introduced in Eqgs. 2.12 and 2.13,

respectively.

b(@)r =5 (1+7°) ¢(@), (@) =5 (1-7")¢()
o (2.14)

VR

1
2

Letting ¥ (x) =

where 7° is the fifth gamma matrix, 7% = i7°y'42+3. The V-A and V+A constructions
connect the chiral Weyl spinors, used to represent the left-handed fermions and the right-
handed anti-fermions, back to the Dirac spinors used in the field Lagrangian with the correct
transformation properties required by experiment.

The subscripts L and R indicate the chiral handedness of the electroweak basis states.
Only the left-handed fermions couple to the weak sector, and so it will be seen that all
SU(2) generators necessarily are 2 X 2 matrices since they act on the left-handed doublet

states. The singlet states are unaffected by weak interactions.
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There are three generators of the SU(2) symmetry, which are represented as 2 X 2 anti-
hermitian matrices. Conveniently, the set of Pauli matrices is a representation of these
generators, I1,I5, I3 = %,%,%. This makes the operator for transformations in SU(2) take

on the following form:

Uy = exp{i%ai(x)} for (i=1,2,3)
(2.15)

such that ¥(z) — Upy(z) = exp{i%o/(m)}w(x)

where 1)(z) are left-handed doublet states mentioned above, the af(z) represent the gauge
parameters for each of the three isospin generators. U is chosen to represent this gauge
transformation since it is unitary and only acts on the left-handed doublet states. The
transformations for local gauge invariance involve the change from o' to o'(z). The left-
handed fermions transform as weak isospin doublets and have a weak isospin ([3) of i%,
while right-handed singlets have a weak isospin (/3) of 0.

The U(1)y transformations are not generated by the electromagnetic charge, @, alone but
by a quantity called weak hypercharge, Y, which is defined as Y = 2 (Q) — I3). Here @ is the

electric charge and I3 is the z-component of the weak isospin.

Uy = exp{igﬁ@)} (2.16)

such that ¢ (z) — Uy¢(z) = exp{i%ﬁ(x)}w(x)

where Y is the weak hypercharge, 1/(z) are the fermion fields, Uy is the unitary operator
for a U(1)y transformation, and §(z) is the gauge parameter associated with the U(1)y
symmetry.

Because there are four gauge parameters, o’(z) and 3(z), there will be four gauge fields
introduced in the covariant derivatives, D,. These fields are typically denoted as Wﬁ(:v)
for i € {1,2,3} and B)(z). The following combinations of these gauge fields manifest the

familiar gauge bosons W+, Z% and +.



40

1

+ 1 2
Wu - E (Wu + Wu)
Zy =W, cos (Bw) — B, sin (O ) (2.17)

A, = Wlsin (6w) + B, cos (6w)

The mixing that occurs between Zg and A, is parameterized by the weak mixing angle, Oy .
It is required by local gauge invariance that the gauge bosons, which arise from interactions
between these fields and the fermion states, are necessarily massless. As a matter of fact,
introducing mass terms for even the fermion fields proves problematic, as any such mass term
would also break the gauge invariance. This is inconsistent with the fact that the leptons,
quarks, and gauge bosons have mass. A solution is achieved through the Higgs Mechanism,

which is described in the following section.

2.1.3 The Higgs Mechanism and Yukawa Coupling

In order to write down Lorentz and gauge invariant mass terms, a couple of clever changes
are made. The introduction of a complex scalar field with a non-zero vacuum expectation
value (v.e.v), called the Higgs Field, causes spontaneous symmetry breaking (SSB) of the
electroweak theory. The Goldstone Bosons produced by SSB combine with all of the gauge
bosons, except for the photon, which gives them mass. Separately, mass terms can be added
for the fermions through a Yukawa-like interaction between the fermion fields and the Higgs
field.

To begin, the following complex doublet field and its potential are introduced.

Pa 1 [ ¢1+ 10
¢(x) = =3 ,
of ¢3 + 14 (2.18)

2

V(g) = 1?¢'o + A (¢'¢)
where u represents the field’s mass and \ is the coupling for the self-interaction. In the
case where the mass is real and p? > 0, the potential behaves as expected and the minimum

remains at ¢ = 0. In the case where p? < 0, the potential no longer has a minimum at

¢ = 0, but where
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2 U2

2

=

o= (G + i+ d+ ) = - (219

DO
>

Because the values of the field components are under-constrained here, this corresponds
to a continuum of minima. It is also invariant under SU(2) transformations, so there is

freedom around the representation of the vacuum state. It is convenient to choose to write

() as

60— /1 0 Zpand, b(z) = 1 0 (2.20)
2 \v 2 v+ h(z)

where ¢° corresponds to the vacuum state and ¢(z) represents the generalized scalar fields,
which can be found by expanding the field around the vacuum state. The new scalar gauge
field that is introduced, h(z), is the Higgs scalar field. Excitations in this field correspond
to the Higgs boson.

The Higgs portion of the field Lagrangian takes the form

Litiggs = (D,u9)" (D'9) = V(9) (2.21)

with the covariant derivative being the SU(2); X U(1)y-invariant derivative. This is the
combination of local gauge invariant transformations introduced in Eqgs. 2.15 and 2.16.
COavera 1Y o
Dl‘« = 8N — Zg?W,u — Zg/EBM
/ . o v (2.22)
o) (a) = explia(a) - 5 +i8(0) [0
where W7 and Bg are the unmixed electroweak gauge fields. These fields gain a mass term
in the interaction with the Higgs field ground state due to the nonzero vacuum expectation
value. By evaluating Eq. 2.21 in the Higgs field ground state, the following can be written.

2

+ V(o) (2.23)

 Oavrra Y
;CHiggs — |@M¢|2 + ‘ (—ZQEWH — Z‘QIEBE) ¢

Where the notation | |* is taken to mean ()f( ). The relevant term for boson masses is

the second term, which can be expanded [21].
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2

2

e
‘ (—zg?WH - Zg’—Bg) 1)
2
[ gW2+gB, g(W)—iW?) 0
8I\g (WL +iw?) —gW2+¢B%) \v
1

= 202 (W) 4 (W2)°] + 50 (¢ BY — W) (4 BR + 0707) (2.24)

recall W¥* = \/g (VV1 F iWQ)

1 2 1 2 . W3;L
= (—vg) W:W_“ + =v? <W3 BO> I 99
2 8 K s —qq' g/2 Bow
The first term, (%vg)2 WJW*“, contains the mass of the W bosons: My, = %Ug. The

second term contains the mass of the Z°, but to get it requires a bit more work.

g9 —gd'\ (W) 1 2 2
U W B B U I A
—99 9 B (2.25)
1
=3 [ng: —¢'B,] +0 [9W3 + ¢ B,]

where the vanishing eigenstate of the matrix is included explicitly since this term corre-
sponds to the massless photon, 7.

Recall in Eq. 2.17 that the third component of the weak isospin gauge fields, Wj’, mixed
with the hypercharge gauge field, Bg, by a mixing angle #y,. This mixing angle corresponds

to the ratio of ¢ and ¢’ in the following way.

g/
= = tan Oy (2.26)
g

This lets us construct the physical Zg and A, fields as

. gW, — 9B,
7% = W?3cos (By) — BYsin (B ) = —A—=
S ! VI +g (2.27)
gW3 +gB)

A, = WS sin (6w ) + —Bg cos (Qw) =
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Connecting this back to the solutions in Eq. 2.25, the mass of the photon is M, = 0 and
the mass of the Z% is Mo = %U \/W . The ability of the Higgs mechanism to organically
reproduce the massless photon is one additional advantage of the mechanism.

To give masses to the fermions, a Yukawa coupling connecting the fermions to the Higgs
field is introduced. The fields of right- and left-handed fermions cannot have mass terms
as currently written, as these terms would take the form m(¢p¢r + ¥ger), which is not a
gauge invariant quantity.

With the addition of the Higgs field, it is possible to introduce a Yukawa coupling of
the form v¢), with the ¢ terms as the SU(2) left-handed doublet and right-handed singlet

states.

£Yukawa = -G (w_L(wa + w_RQﬁCwL) (228>

The interaction strength is given by G and ¢° is the conjugate-transpose of the Higgs field,

0

The introduction of ¢¢ is utilized in the quark field terms to couple the Higgs field to the
upper doublet states. Both of these forms of the Higgs field permit the right-handed singlets
to fully contract with the left-handed doublets and produce SU(2). scalars, which makes
the fermion mass terms gauge invariant.

The Yukawa terms in the field Lagrangian for the coupling between the fermions and the

Higgs field are

Lyukawa = —Ge (176 é)L ¢ er— Gy (a J)L ¢ dr — Gq (ﬂ J)L ¢° ug + h.c. (2.30)

where, u, d, and e represent the quark and lepton states of all three generations, and
h.c. stands for “hermitian conjugate” of the terms shown. Using the Higgs field terms from

Eq. 2.29, its possible to simplify this Lagrangian and write down the explicit mass terms.
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r v+ h(x)
Yukawa — — ~—=
V2

For each lepton, the mass is given by

(—GeéLeR — GUCZLdR - GdaLuR) + h.c. (231)

_ Gy
V2

While this Yukawa coupling to the Higgs field solves a lot of problems in modeling particle

M; (2.32)

masses, it should be emphasized that the mass terms are not theoretically constrained.
Each coupling factor Gy must be set by experimental observations. This hints to further
shortcomings and potential improvements that could be made to the Standard Model, some

of which are discussed in the following section.

2.2 Beyond the Standard Model

The Standard Model has been incredibly successful in its ability to correctly predict par-
ticle interactions and processes, as well as the existence of several fundamental particles.
However, most physicists believe that the Standard Model is a low-energy effective field the-
ory rather than the fundamental theory of particle physics. Some missing elements of the

Standard Model are:

e Neutrino Oscillations - Observation of flavor-changing oscillations in neutrinos has
demonstrated that neutrinos must have some non-zero mass. Although neutrino masses
are predicted to be very small, the Standard Model does not include a neutrino mass
term. The simplest inclusion of a Dirac mass via Yukawa coupling, mirroring the other
lepton masses, would necessitate the inclusion of right-handed neutrinos, which have

so far not been observed [22].

e Dark Matter - Astrophysics and Cosmology give us evidence, by way of observations
of rotational motion of galaxies and gravitational lensing, of gravitational phenom-
ena that cannot be explained by general relativity and ordinary matter alone. One
explanation for these phenomena is the existence of a massive, weakly interacting par-

ticle called dark matter [23]. Neutrinos do not provide enough mass to produce the
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observations, so dark matter would be a particle outside the Standard Model. Many
direct searches for dark matter have been performed at the LHC and in other dedicated

experiments, but no evidence has been found for these particles to date.

e Matter-Antimatter (Baryon) Asymmetry - Measurements of the matter-antimatter
asymmetry, (n, —ng)/n,, (and our existence) show that the universe is predominantly
composed of matter. This is difficult to explain given the understanding that the early
universe was hot and had an equal mixture of the two. Sakharov described the condi-
tions necessary to break the matter-antimatter symmetry in the early universe [24], but
so far these conditions are not sufficiently met by the Standard Model. For example,
while the Standard Model permits CP violation, the amount observed is insufficient to

explain the matter-antimatter asymmetry [25].

e Strong Unification - The strong interactions are described by an SU(3) symmetry,
and so the Standard Model is described as an SU(3)¢ X SU(2), X U(1)y theory.
Unlike the electroweak theory, which actually unifies the weak and electromagnetic
forces before SSB, the strong force is added as a gauge group extension in the Standard
Model. A theory that unifies all of these forces (strong, weak, and electromagnetic),
or a Grand Unified Theory (GUT), would require an additional mechanism to break
some higher-order symmetry into the current SU(3)c X SU(2)r X U(1)y theory and

particles associated with this symmetry breaking have not been observed [26].

e Quantum Gravity - The Standard Model offers a quantum framework explaining
three of the four fundamental forces: the strong force, the weak force, and electromag-
netism. Yet it doesn’t offer any explanation for gravity. Efforts have been made to
develop a theory of quantum gravity, but none so far have been renormalizable [27]. Tt
is understood, however, that any theory of quantum gravity would necessarily couple
to a spin-2 boson, called the graviton. To date, no such particle has been observed by

experiment [28, 29].

In addition to the phenomena listed above, which are not described by the Standard Model,

there are other theoretical shortcomings. They tend to hint at some lack of understanding
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Figure 2.2: Diagrammatic description of loop-level corrections to the Higgs mass.

that may lead to the development of a more fundamental theory. Some examples of these

modeling shortcomings are:

e Hierarchy Problem - Experimentally, the mass of the Higgs boson has been mea-
sured to be 125.25 GeV. At loop level, the Higgs mass receives corrections from self-
interactions, gauge loops, and fermion loops. These corrections are shown diagram-
matically in Figure 2.2. These corrections appear as

A2 1
397 6 + 1 (99 + 3¢) — v} (2.33)

2
omy =

where g and ¢’ are the gauge boson strength factors, \ is the Higgs self-interaction
strength, y; is the Yukawa coupling strength, and A is the renormalization cutoff scale
[30]. This quadratic dependence in A means that, as the Higgs mass is calculated at
higher renormalization cutoffs, the Higgs corrections diverge quickly. To unify gravity,
A must be at the plank scale, ~ 10! TeV. These corrections come to dominate the
Higgs mass when A > 10TeV. In order for the Higgs to have its experimentally
determined mass, the strength parameters g, ¢’, A, and y; all must take on exceedingly
small values or cancel each other to high precision in order to assure the Higgs mass
takes its experimental value. This is a type of “Fine Tuning” problem, where model
parameters must be finely tuned in order to return correct physics. In order to reduce
the amount of fine tuning required, BSM models can introduce new particles that
would add additional terms to the loops. These additional terms could counteract

contributions from those shown in Eq. 2.33.

e Strong CP Problem - QCD has been experimentally shown to preserve CP-symmetry,
but the QCD Lagrangian in the Standard Model permits the existence of CP-violating

strong interactions. This is another fine tuning problem that requires model parame-
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ters to take on very specific values in order to produce the physics seen in experiment

31, 32).

e Number of Parameters - The Standard Model contains 19 free parameters, the
values of which are set by experiment. Specifically, all of the masses present in the
Standard Model rely on a free coupling parameter. This freedom, inherent to the
Standard Model, means that it provides no insight into why the particle masses take
the values that they have. The number of fermion generations is also not motivated

aside from matching experimental observation.

2.2.1 The Hidden Sector Model of Long-Lived Particles

Theories Beyond the Standard Model (BSM) aim to address one or several of the outstand-
ing problems in the Standard Model. From experiment, the Higgs boson has a relatively large
upper limit on its branching ratio into invisible products (H — inv.) of 10—15% [33, 34, 35].
Some BSM models take advantage of this by predicting particles that do not directly couple
with the rest of the Standard Model, but interact through effective couplings mediated by
the Higgs boson. These types of models are referred to as Hidden Sector models, since the
BSM particles predicted are not directly detectable (and therefore “hidden” from collider
experiments). The mechanism is often called a Higgs portal.

A simple model that demonstrates this kind of an extension to the Standard Model is one
that introduces a hidden U(1) symmetry, U(1)p4, and a scalar field ® that has a non-zero
v.e.v, similar to the Higgs field [36, 37, 9]. This hidden gauge sector would only interact with
the Standard Model through mixing with the U(1)y gauge group via their gauge bosons.
The @ field would also couple to the Higgs Field and the most general additional interactions

would make the Higgs Lagrangian contributions take the form
Luiggs = |Dudl* + | D@ + mi||* + ma|®* — A" - pl®|" + nlo|*|®[* (2.34)

where ¢ is the Standard Model Higgs field, introduced in Eq. 2.18, and & is the new,
hidden scalar field.
In order for ® to be uncharged in the Standard Model, it transforms as an SU(2), singlet.
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After symmetry breaking occurs, the SM Higgs and Hidden Sector “Higgs”, ®, will produce
two coupled fields. This leads to two physical mass eigenstates that correspond to the SM
Higgs-like boson, H, and the hidden sector scalar, s. The coupling term 7 in Eq. 2.34 induces
the H — ss decay [36, 37, 9]. Because of the mixing of mass eigenstates, and the Yukawa
coupling between the Higgs field and the fermions, the s scalars are able to decay back into
SM particles as fermion-antifermion pairs. If the mass mixing angle between H and s is
sufficiently small, then s would be fairly stable, leading to a macroscopic decay length in the
detector frame. Their decay into fermions then could produce showers that would appear as
displaced jets. The Feynman diagram in Figure 2.3 shows a pair of Hidden Sector s-decays
producing displaced jets. For this analysis, the branching ratio of s — ff is assumed to be
100%.

This model is an appealing extension since it maintains the predictive integrity of the
Standard Model, while also providing an additional field which could ease the Hierarchy
problem. It also permits future extensions into a Hidden Sector, which could contain other,

stable particles that could serve as dark matter candidates.

Figure 2.3: Feynman diagram of long-lived scalar s bosons decaying into displaced vertices.

2.2.2 Baryogenesis Model of Long-Lived Particles

Baryogenesis models aim to address the matter-antimatter asymmetry in the early universe
by introducing a baryon(B)- or lepton(L)-number violating decay. The benchmark model
used in this analysis introduces a Weakly Interacting Massive Particle (WIMP), which could
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also serve as a dark matter candidate [38].!

Using a similar Higgs portal mechanism as the Hidden Sector model, the baryogenesis
benchmark model introduces a Standard Model singlet state that mixes slightly with the
Higgs boson mass eigenstate due to a weakly broken Zs symmetry [38]. In order to be
accessible at LHC energies, and to connect to other WIMP baryogenesis models, the Higgs
portal energy is set to the electroweak scale. The resulting long-lived particle is a hidden
sector Majorana fermion, x, which produces CP-violating and B/L-number violating decays.

The Majorana fermions would be produced and annihilate in equilibrium with SM fermions
in the early universe. As the universe cooled, the x particles would cease production, as the
energy density of the universe would be insufficient to produce heavy y particles. Because
the y particles are Majorana fermions, they are their own antiparticle and could continue to
annihilate. Eventually, the universe cooled and expanded to the point where the y particles
would no longer annihilate each other and freeze-out. This freeze-out temperature occurs
around the electroweak scale. Below the freeze-out temperature is where the Z, symmetry
is broken, the Higgs and S particles involved in the Higgs portal mix their mass eigenstates,
and the CP-violating B/L-number violating decays of the y can occur.

The long-lived particle, y, transforms as a Standard Model singlet and connects to the
SM fermions through the mixing of a scalar S with the SM Higgs boson. It’s through this
mixing that a Yukawa coupling to the SM fermions permits the production of detectable
displaced vertices. While x production could be mediated by a resonance with S through
a similar Yukawa interaction, for simplicity and to avoid overlap with the Hidden Sector
model discussed in Section 2.2.1, the S boson is taken to be heavy and decoupled from the y
production, which is solely mediated by a SM Higgs after mass state mixing, (gg — h — XxX)-
A Feynman diagram of the baryogenesis model can be seen in Figure 2.4 [39].

There are two different regions where long-lived particle production in the baryogenesis
model could be investigated. One region is the on-shell region where the y pair is produced
by an on-shell SM Higgs (m, < mp/2). The production cross section at the LHC center-
of-mass energy of 13 TeV is expected to be substantial, proportional to the coupling of the

'If the particle has a sufficiently long lifetime, it would leave the detector before decaying and would be
a more appropriate candidate for dark matter searches.



50

f

f
f
X f
f
f

Figure 2.4: Feynman diagram of long-lived Majorana fermions x decaying into displaced vertices.
Majorana fermions are capable of having baryon- and lepton-number-violating decays, which are a
necessary condition for matter-antimatter asymmetry.

Higgs and x pair. As such, a strong constraint on the h — xx branching ratio is possible.
Alternatively, there is the off-shell production region, (m, > my/2), where the cross section
drops quickly with increasing m,. While the sensitivity to this particular production region
is not expected to be high, it is interesting to study it in the context of the full Run 2

luminosity.
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Chapter 3

The LHC and ATLAS Detector

3.1 Introduction

One central trend of experimental particle physics over the past several decades has been
to design and construct particle accelerators of increasing center-of-mass energy, /s, which
permits smaller length scales to be probed. As the momentum of a particle increases, its de
Broglie wavelength decreases. The de Broglie wavelength represents the characteristic scale
of the particle’s interactions, which makes higher-energy accelerators collisions attractive for
investigating smaller-scale physics. The first circular particle accelerator was the Betatron
magnetic induction accelerator, the concept of which was introduced in 1922 by J. Slepian
[40]. The general concept of the Betatron was that electrons (beta particles) could be
accelerated by way of a changing magnetic field [40]. While capable of accelerating electrons
to around a few 10s of MeV, with the highest energy reaching 300 MeV, higher energies would
be achieved by the cyclotron [41]. The first cyclotron was developed by E.O. Lawrence in
1929-1930, having been inspired by an earlier linear accelerator designed by R. Widerce. The
cyclotron’s operating principal was for charged particles, immersed in a magnetic field, to
be accelerated using an oscillating electric field across a gap. Due to the magnetic field, the
particles trajectory would be circular, with the radius increasing as the particle’s velocity
increased. The highest energy cyclotron, the PSI Ring located in Switzerland, was able to
reach a beam of protons with an energy of 590 MeV in 1974 [41, 42].

Most modern circular particle accelerators are designed around the synchrotron operating
principle, built at a fixed radius, where the magnetic field is synchronized to increase along-

side the particle kinetic energy. The synchrotron principle was invented by V. Veksler in
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1944 and E.M. McMillan, independently, in 1945. The first proton synchrotron design based
on this principle was introduced by M.O. Oliphant, which was later constructed in 1952.
Since then, more powerful synchrotron particle accelerators have been constructed, with the

current leading device being the LHC in Geneva, Switzerland.

3.2 The Large Hadron Collider

The CERN accelerator complex
Complexe des accélérateurs du CERN

ALICE o /\ North Area LHCb
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HiRadMat - High-Radiation to Materials

Figure 3.1: Diagram of the LHC complex, with experiments and LHC acceleration chain compo-
nents labeled.

The LHC is currently the world’s most energetic accelerator. The center-of-mass energy
was 13TeV during the 2015-2018 (Run 2) data collection period, and was increased to
13.6 TeV in 2022 with the beginning of Run 3. The LHC is a two-ring superconducting
hadron accelerator and collider designed to use the 26.7 km tunnel, located between 45 and

170 m below the surface on the Swiss-French border, that had been occupied by the Large
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Electron Positron (LEP) collider until its decommissioning in 2000. The LHC project was
approved by the CERN Council in December 1994 with a plan at the time to build the
machine in two steps, with the first step to reach a center-of-mass energy, /s, of 10 TeV,
before later upgrading to 14 TeV. In December 1996, the CERN Council redefined the plan
so the LHC was constructed with a target /s of 14 TeV in a single step [43].

Construction on the LHC ended in 2008. The LEP tunnel it was built within had two
surface structures located at Points 2 and 8, which were used for the ALICE and LHCb
experiments, respectively. As part of the LHC construction, two additional surface struc-
tures were built at Points 1 and 5, which were used for the ATLAS and CMS experiments,
respectively. One advantage of reusing the LEP tunnel was the existing LEP injection chain.
This same injection chain was utilized for the LHC, and can be seen in Figure 3.1 [44].

The inaugural test of the LHC was held on September 10th, 2008. Only a few days
later, on September 19th, an electrical fault caused a liquid helium leak, which led to the
superconducting magnets in sector 3-4 rapidly becoming non-superconducting in an event
called a “quench”. This released much of the energy contained in the magnetic field of the
superconductor as heat, which caused the increase and violent release in pressure of the
liquid helium used to cool the superconducting magnets. This incident pushed back the first
run of the LHC until 2009 [45, 46]

The first run (Run 1) of the LHC began in 2009 with the first circulating beam having an
energy of 0.45 TeV. The energy was raised to 1.18 TeV, and a second beam was added, by the
end of November of the same year. It ended 2009 having reached an energy of 2.36 TeV, and
having delivered over a million bunch pairs to the LHC experiments. On March 19th, 2010,
physics collisions were produced at 3.5 TeV energy per beam, or a /s = 7TeV. Following a
short break at the end of 2011, the LHC was able to achieve energies of /s = 8 TeV [47].

The period from 2013-2015, known as Long Shutdown 1 (LS1), consisted of upgrades to
the LHC, which included increasing the strength of the superconducting magnets in order

to support beams up to 6.5 TeV [48].
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3.2.1 The LHC Injection Chain

The LHC injection chain begins with a standard cylinder of hydrogen gas. This neutral
hydrogen is ionized and split into its constituent protons and electrons by a duoplasmatron
[49, 50]. The proton beam is then accelerated by a linear accelerator (LINAC). From
2008 through 2020, this was the LINAC 2 accelerator. LINAC 2 was able to accelerate
protons to energies of 50 MeV. In 2020, LINAC 2 was replaced with LINAC 4, as part of the
High Luminosity LHC (HL-LHC) upgrade, which accelerates protons to 160 MeV [51]. The
protons from the LINAC are then accelerated in the Proton Synchrotron (PS) Booster
to 1.4 GeV [52]. The Proton Synchrotron (PS) can accelerate both the protons from the
PS Booster as well as heavy ions provided by the Low Energy Ion Ring (LEIR). The protons
in this stage are accelerated from 1.4 GeV to 26 GeV [53].

The protons leaving the PS enter the Super Proton Synchrotron (SPS) accelerator.
The SPS is the second-largest accelerator at CERN’s accelerator complex in Geneva, mea-
suring approximately 7km in circumference. The SPS accelerates the protons up to 450 GeV
from the PS for delivery to the COMPASS experiment, the NA61/SHINE and NA62 exper-
iments and other North Area experiments using the SPS test beams [54], and the LHC [55].
The LHC then accelerates the protons to their final energy, 6.5 TeV (6.8 TeV after LS2),
which gives the center-of-mass energy of 13 TeV (13.6 TeV after LS2).

In order to bend and focus the proton beam, dipole, quadrupole, and higher-order super-
conducting magnets are used. The LHC has a total of 1232 dipole magnet segments and 474
quadrupole magnet segments, with additional sextupole, octupole, and decapole magnets
used in each segment to shape and focus the beam. The dipole magnets are responsible for
bending the beam around the full LHC circumference. Each dipole segment is 14.3m long
and produces a magnetic field of ~ 8.4T. The quadrupole magnets come in a variety of
lengths and nominal magnetic field strengths and are the primary focusing magnets, which
keep the beam from dispersing and focus the beam for collisions. The higher-order magnets
correct for smaller fluctuations in the beam shape. [54, 56, 57]

The protons are accelerated in the LHC by sixteen radio frequency (RF) cavities (eight
per beam). Each cavity generates a longitudinal oscillating voltage of 2 MV that provides
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an accelerating electric field strength of 5 MV /m and operate at a frequency of 400 MHz.
In addition to providing the acceleration to the protons, the RF cavities also maintain the
bunch structure of the beams. By synchronizing the RF frequency with the proton revolution
frequency, the RF cavities apply a longitudinal restoring force that accelerates the protons

back toward the center of each proton bunch [58, 59].

3.2.2 Detectors and Experiments
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Figure 3.2: Diagram of the LHC beams. Beam 1 is in red and circles clockwise. Beam 2 is in
blue and circles counterclockwise. Diagram is not to scale.

There are nine experiments installed at the LHC, four of which are installed along the

beam line, which use the beams generated to probe collisions in different ways based on
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their design purposes and specialties. A diagram of the beam directions and the location of
the four beam line experiment locations can be seen in Figure 3.2 and descriptions of the
main four experiments follow [43].

ALICE (A Large Ion Collider Experiment), located at P2, is a general-purpose heavy-ion
detector. With a focus on QCD and the strong-interaction sector, ALICE was designed to
probe strongly-interacting matter and quark-gluon plasma at extreme energies [60].

CMS (Compact Muon Solenoid), located at P5, is a multipurpose apparatus with the
primary motivation to yield precise measurements of the momentum of charged particles
[61]. Due to design goals, CMS also contains a very precise EM calorimeter for precision
reconstruction of high energy photons [62].

ATLAS (A Toroidal Lhe ApparatuS), located at P1, is a multi-purpose particle detec-
tor with the capability to observe all final states expected from proton-proton (or heavy
ion) collisions. It utilizes magnet systems to produce curved paths of charged particles for
momentum reconstruction and a calorimeter to measure energy deposition [63]. This was
the detector used to collect the data used in this analysis. More information on ATLAS is
presented in Section 3.3.

LHCD, located at P8, is an LHC experiment focused on heavy flavor physics, with a
primary goal to look for indirect evidence of new physics in CP violation and rare decays of

hadrons with bottom and charm quarks, specifically B and D mesons [64].

3.3 The ATLAS Detector

The ATLAS detector is a cylindrical, multi-purpose particle detector located at Point 1 on
the LHC. It is 46 meters long and 25 meters in diameter. It uses a right-handed coordinate
system where the beam line is defined as the z-axis, with the interaction point corresponding
to the point where z = 0. The x-y plane is orthogonal, with the positive x-axis pointing
from the detector to the center of the LHC ring, and the y-axis pointing upward [65].

It is often more convenient to use cylindrical coordinates when discussing collision events.
The azimuthal angle ¢ is measured in the x-y plane with ¢ = 0 corresponding to the positive

x-axis, and the polar angle 6 is measured with respect to the positive z-axis. Pseudorapidity
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7, is defined as

- o

It is often used in place of 0, because particle densities are approximately constant in
this variable. Pseudorapidity is an approximation of a particle’s rapidity in the limit where
E ~ p. In terms of particle’s energy, F, and the longitudinal momentum p,, the rapidity

can be expressed as

() v
To recover Eq. 3.1, it’s possible to expand the energy using £ = \/m . The relation-
ship between |?| and p, brings 6 into the equation.
In this coordinate system, the distance between two objects is often expressed as the

angular separation AR, which is defined as

AR = /Ap? + Ag? (3.3)

The ATLAS detector has a layered design, with each layer featuring a sub-detector that
focuses on measuring specific quantities of a collision event. There are three sub-detectors
that comprise ATLAS, the Inner Detector (ID), the Calorimeter (Calo), and the Muon
Spectrometer (MS), as well as a dedicated superconducting magnet system that provides
the magnetic fields for the ID and MS. A diagram of ATLAS is shown in Figure 3.3 [66].

The superconducting magnet system is comprised of the central solenoid (CS), which
provides a 2T magnetic field to the ID, the barrel toroid (BT), and the endcap toroid
(ECT), which both provide a magnetic field with a peak strength of 4T to the MS. The

entire system is cooled to 4.5 K.

3.3.1 The ATLAS Inner Detector

The ATLAS Inner Detector (ID) is a cylindrical sub-detector, centered around the beam

axis, with a length of 7m and a diameter of 2.3m. The ID is immersed in a 2T magnetic
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Figure 3.3: Diagram of the ATLAS detector with sub-detectors labeled.

field. The ID is composed of three main subsystems: the pixel detectors, the semiconductor
tracker (SCT), and the transition radiation tracker (TRT). A figure with each ID subsystem

labeled can be seen in Figure 3.4 [67].
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Figure 3.4: (a) Diagram of the ID with subsystems labeled, (b) Cross-sectional diagram of the
barrel portion of the ID

The Pixel Detector is designed to provide high-granularity, high-precision measurements
as close to the beam line as possible. It is composed of two barrel layers, five disks in

each endcap, and one removable barrel layer (B-layer). In the barrel, the inner radius is
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approximately 4 cm from the beam line and the outer radius is about 13 c¢m. In the endcap,
the disks are between 11cm and 20 cm from the beam line. The resolution of the B-layer
and the two additional barrel layers is 12 ym in the azimuthal ¢ direction and 66 ym in the
longitudinal z direction [65].

The Semiconductor Tracker (SCT) is designed to provide precision track measurements
at larger radii, which helps improve measurements of incident particle momentum. Track
information collected in the SCT is also used in reconstructing the primary interaction impact
parameter and vertex position. The SCT is composed of four barrel layers and nine wheels
in each endcap, for a total of eighteen wheels. The barrel layers have an inner radius of
30.0cm and an outer radius of 52.0 cm, while the endcap wheels have a varying inner radii
such that they cover a region with || < 2.5 and a maximum outer radius of 56.0 cm [68].
The resolution for both the barrel SCT layers and the endcap SCT disks is 16 um in the
azimuthal direction ¢ and 580 um along the longitudinal axis z [65].

The Transition Radiation Tracker (TRT) provides tracking at large radius using a
technology different from that of the SCT: proportional drift tube detectors. Each drift tube
(straw) is a 4 mm diameter cylinder with a 30 pm diameter gold-plated tungsten wire running
along its central axis, for the full straw length of 144 cm in the barrel and approximately
37cm in the endcap [69]. Both the barrel and endcap TRT straws have a resolution of
170 um per straw [65].

3.3.2 The ATLAS Calorimeter

The ATLAS Calorimeter is designed primarily to measure the energy of particles that
are absorbed by it. The calorimeter features two sections: an electromagnetic calorimeter
(ECal) covering a pseudorapidity range of |n| < 3.2 and a hadronic calorimeter (HCal)
covering |n| < 1.7 in the barrel and 1.5 < |n| < 3.2 in the endcaps [70]. It also has full
¢ symmetry and coverage around the beamline. The ECal is a lead/liquid-argon (LAr)
detector. The ECal LAr calorimeters are divided between a cylindrical barrel section and
two endcap sections. The ECal barrel forms a cylinder with an inner radius of 1.15m and
outer radius of 2.25 m with a length of 13.3m, centered at z = 0 along the beam axis [71].

The ECal endcaps cover the region of 1.375 < |n| < 3.2 with an inner radius of ~ 300 mm
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Figure 3.5: Diagram of the ATLAS calorimeter with sections labeled.

and an outer radius of ~ 2m [72]. The HCal is divided between the barrel and endcap
sections. The endcaps are an LAr calorimeter and the barrel is covered by a scintillator-
tile calorimetry system. The outer radius of the HCal scintillator-tile calorimeter is 4.25 m
and its length, centered along the beam axis, is 12.20m [65]. A diagram of the ATLAS
calorimeter can be seen in Figure 3.5 [73].

The ECal is designed to measure the energy of particles that produce electromagnetic
showers. These particles are electrons, positrons, and photons, which are either produced
directly or through the decay of neutral pions produced in hadronic showers. The decay
products can then ionize the LAr, generating a response proportional to the energy of the
particles passing through. The total thickness in the LAr EM calorimeter is > 24 radiation
lengths, X, in the barrel and > 26 X in the endcap [65]. The barrel ECal consists of two
wheels of 1024 lead absorbers interleaved with readout electrodes in an accordion configu-
ration. There are a total of 3424 readout cells for each of the 16 barrel LAr modules. The
endcap ECal is composed of two concentric wheels in each endcap. There are 256 absorbers
on the inner wheel and 768 absorbers on the outer wheel [71, 74]. The ECal covers |n| < 1.475
in the barrel and 1.375 < |n| < 3.2 in the endcap. In the barrel, there are three sampling
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layers, with (An X Ag¢) resolutions of (0.003 x 0.1), (0.025 x 0.025), and (0.05 x 0.025),
respectively [65].

The HCal is designed to measure the energy of particles that produce hadronic showers and
reduce shower punch-through into the muon spectrometer. The HCal covers a pseudorapidity
range of || < 4.9 using a combination of lead/LAr calorimeters, copper/LAr calorimeters,
and iron/scintillating-tile (Tile) calorimeter systems [65, 75]. The Tile calorimeter covers the
region |n| < 1.7 in the barrel and extended barrel regions. The lead/LAr and copper/LAr
calorimeters cover the range from ~ 1.5 < |n| < 4.9, with the endcap HCal extending to
In| < 3.2 and a specialized forward calorimeter (FCal) covering the range 3.1 < |n| < 4.9.

The Tile calorimeter is composed of two segments called the central barrel segment, which
is 5.64m long, and two extended barrel segments, each 2.91 m long. The segments extend
from a radius of 2.28m to 4.25m, the pseudorapidity range of || < 1.7, and are split
into three layers. The layers have thicknesses of 1.4, 4.0, and 1.8 interaction lengths, A,
respectively, yielding a total tile calorimeter depth of 7.2 A. The first two sampling layers have
an (An X Ag) granularity of (0.1 X 0.1), while the third has a granularity of 0.2 x 0.1.
The barrel segment covers the pseudorapidity range of |n| < 1.0, with a slight gap (6 mm)
between them centered at 7 = 0. The extended barrel covers 0.8 < |n| < 1.7 [65, 75].

The endcap HCal is a copper/LAr calorimeter composed of two wheels, with an outer
radius of 2.03m, at each end. The wheel closer to z = 0 has a minimum inner radius of
0.372 m while the outer wheel has an inner radius of 0.475m [71]. It covers the pseudorapidity
region of 1.5 < || < 3.2 and the longitudinal location is 4.26m < |z| < 6.12m with
four sampling layers [71]. In the pseudorapidity range 1.5 < |n| < 2.5, the (An X A¢)
granularity is (0.1 X 0.1), while in the range 2.5 < |n| < 3.2 it is (0.2 X 0.2) [65].

The FCal covers a region of the detector with high particle multiplicity, and so special
consideration was taken in its design to accommodate the higher activity. One such design
accommodation was assuring the FCal has more stopping power than the rest of the endcap
calorimeter in order to reduce background radiation levels in the muon system. The FCal is
composed of three sections. The first section is a copper/LAr calorimeter, while the other
two are tungsten/LAr calorimeters. The FCal has a minimum inner radius of 72.3 mm and

an outer radius of 449.4 mm, which corresponds to a pseudorapidity range of 3.1 < |n| < 4.9
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[76]. It sits longitudinally between 4.7m < |z| < 6.1 m, which is longitudinally recessed by
1.2m from the start of the endcap calorimeter. This recess is to reduce neutron albedo in
the ID [65]. The first section has a depth of 2.7 A, while the second and third sections have a
depth of 3.7 A and 3.6 A, respectively, making the total depth 10 A\. The FCal (An X Ag)
granularity across all three sections is (~ 0.2 X 0.2). In the FCal, there are 1762 readout
channels across all modules on a single side [77]. Across all LAr calorimeters, there are
182,468 readout channels.

The tile calorimeter has an energy resolution of og/E = 52.9%/v'E @& 5.7% for hadrons
[78]. The LAr calorimeter has an energy resolution of o5 /E = 10%/vE @ 0.7% for the EM
calorimeter, op/FE = 50% /v E @ 3% for the endcap HCal, and op/E = 100%/vVE ® 10%
for the FCal [79].

3.3.3 The ATLAS Muon Spectrometer
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Figure 3.6: (a) Labeled diagram of ATLAS Muon Spectrometer, (b) Azimuthal cross section of
the ATLAS Muon Spectrometer with sectors labeled

The Muon Spectrometer (MS) is designed to produce high-resolution measurements of
muon position and momentum over a large range of transverse momenta, pr, and a wide range
of pseudorapidity, n. It contains the barrel and endcap toroidal magnets, which immerse the

barrel in a peak magnetic field of 4T and the endcap in a peak magnetic field of 2T,
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respectively [65]. These magnetic fields are mostly orthogonal to muon trajectories and
provide the bending required to get high-precision pr measurements. A labeled diagram of
the MS can be seen in Figure 3.6 [80].

The MS is composed of several sub-components, separated by barrel and endcap region.
Both regions feature a 16-fold segmentation along ¢ to match the 8-fold symmetry of the
toroidal magnets. The segments that cover the spaces between the magnet coils are ”large”
segments and the segments covering the same azimuthal range as the magnet coils are called
“small” segments.

The barrel region covers a pseudorapidity range of |n| < 1 and is composed of three layers
(stations) located at radii of about 5, 7.5, and 10m. Each station uses Monitored Drift
Tube (MDT) chambers for precision measurement of muon tracks. The trigger function for
the MS barrel is provided by Resistive Plate Chambers (RPCs) located on both sides of
the middle MDT station and above or below the outer MDT station. The barrel chambers,
both MDT and RPC, are rectangular with sizes between 2-10 m? for each individual chamber
module. Special consideration is made for the MDT and RPC systems around the barrel
toroid support feet, located around ¢ =~ 247.5°,292.5° and |n| < 1.7 [81].

The endcap region covers a pseudorapidity range of 1.0 < |n| < 2.7 and has four disks
arranged at distances of 7, 10, 14, and 21-23m from the point z = 0. All endcap chambers
combined provide almost complete coverage of the pseudorapidity range 1.0 < |n| < 2.7 [81].
All four disks feature precision MDT chambers for measurement of muon tracks, except
the innermost ring of the first disk, where Cathode Strip Chambers (CSCs) are used. The
trigger function is provided by Thin Gap Chambers (TGCs), which are located near the
middle MDT station. The endcap chambers are trapezoidal with tapering angles of 8.5° for
“small” chambers and 14° for large chambers with sizes ranging from 1-10 m? for individual
chamber modules [81].

The MDTSs have a spacial resolution of 81.7 4+ 2.2 um radially outward from the central
wire and a maximum drift time of ~ 500ns [82]. The CSCs have a spacial resolution of
~ 60 um and a maximum drift time of ~ 30ns [81]. The RPCs have a time resolution of

1 ns while the TGCs have a > 99% efficiency within a 25 ns window [81].
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Chapter 4

Data and Monte Carlo Samples

This analysis utilizes data collected during Run 2 of the LHC. It also uses Monte Carlo
(MC) samples to simulate collision events containing LLPs consistent with the BSM models
being tested. These signal MC samples are used to develop selection criteria, systematic
uncertainties, and expected yields. The primary background comes from punch-through
jets (PT jets), which are jets where part of the hadronic shower escapes the calorimeter
and continues into the muon spectrometer (MS) [83]. Because this background is not well
modeled by MC simulation, this analysis uses a data-driven background technique described
in Section 8.3.

Signal MC is used alongside blinded data samples from Run 2 to develop the selection
criteria and estimate backgrounds, uncertainties, and expected yields. The data are blinded
by ensuring the region expected to be rich in signal events is not analyzed immediately.
Selection criteria are used to divide the data into two regions. One region contains a large
fraction of possible signal events and is excluded from the analysis until after all pieces of
the analysis have been developed and validated. This region is called the signal region (SR).
The other region contains a smaller fraction of possible signal and is where most background
events are expected to occur. This region is used to optimize the analysis by maximizing

signal sensitivity and minimizing background sensitivity.

4.1 Data Samples

IFigure 4.1(a) was produced prior to the 2022 Run 2 luminosity recalculation and an equivalent figure
has not yet been produced with updated luminosity values. The total physics-usable luminosity collected by
ATLAS during Run 2 is 140.1 + 1.2fb ™" [84].
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Figure 4.1: (a) Cumulative integrated luminosity delivered to ATLAS (Green), recorded by
ATLAS (Yellow), and used for physics (Blue) for all of Run 2, (b) Cumulative data quality efficiency
per Run 2 data-taking years!.

This analysis uses the full set of Run 2 data collected by ATLAS at /s = 13 TeV between
July 2015 and October 2018 [85, 86, 87]. The peak luminosity of Run 2 began at Lyeax =
5x10% cm™?s7! and ended at Lyeax = 1.9 x 103 cm 257!, The bunch-averaged peak number
of inelastic collisions per bunch crossing, (u), increased from 16 in 2015 to 55 in 2018, with
the luminosity-weighted mean number of collisions being 13 in 2015 and 36 in 2018 [84].

The data collected at ATLAS is synchronized with the LHC fill cycle and is organized into
runs. These runs roughly correspond to one LHC fill, which lasts around 12 hours, and each
is assigned a unique integer called a run number. These runs are then further subdivided
into luminosity blocks, or LumiBlocks (LBs), which are periods of ~ 60s during which the
beam instantaneous luminosity and detector conditions, such as trigger configuration and
data quality, are the same. Each LumiBlock also gets its own LumiBlock number.

To assure that the results can be trusted, a detailed process of data acquisition (DAQ)
and data quality (DQ) assurance is performed for collecting live pp collision at ATLAS. The
ATLAS DQ group maintains and manages the ATLAS defect database, which contains a
list of all defects present in each LB [88]. If a LumiBlock passes data quality criteria and is
deemed to be good for physics, then its LB number is added to a Good Run List (GRL).
A GRL is compiled by querying the ATLAS defect database, and only those LBs without
major defects are added to the GRL. The data used in this analysis were taken from the
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GRLs listed in Table 4.1.

List of GRLs

2015 datal5_13TeV:physics_25ns_21.0.19.xml
2016 datal6_13TeV:physics_25ns 21.0.19.xml
2017 | datal7_13TeV:physics_25ns_Triggernol7e33prim.xml
2018 | datal8_13TeV:physics_25ns_Triggernol7e33prim.xml

Table 4.1: List of GRLs used for this analysis, separated by year.

The luminosity at ATLAS is measured by the LUCID (LUminosity Cherenkov Integrating
Detector) Cherenkov detector. LUCID was upgraded to LUCID2 prior to Run 2 to account
for the increase in (i) that was expected to occur between the end of Run 1 and the beginning
of Run 2 [89]. LUCID2 is composed of several small Cherenkov detectors positioned around
the beamline, which measure the Cherenkov radiation generated by inelastic pp scattering
[90, 77].

Measurements of the luminosity delivered to ATLAS were complemented by beam condi-
tion measurements from the ATLAS beam conditions monitor (BCM) diamond detectors,
as well as from offline measurements of charged particle multiplicities. The amount of data
collected, per data-taking year, can be seen in Figure 4.2 [88]. The amount of data is ex-
pressed in terms of integrated luminosity. The average pileup, (u), per data-taking year is
also shown.

The total integrated luminosity delivered to ATLAS over the course of Run 2 was 140.1 +
1.2fb™", which is an uncertainty of 0.83% [84]. Luminosity calculations involve measurements
of the transverse distribution of the protons (or heavy ions) in the colliding beams. This
is done in ATLAS through a van der Meer (vdM) scan, where the beams are shifted with
respect to each other and the change in number of interactions is measured. The beams
are displaced both vertically and horizontally. The primary contribution to the luminosity

uncertainty comes from the vdM calibration [84, 90, 91].

4.1.1 Late Stream Data

In addition to the Main Stream data, which are used for the bulk of physics analyses at

ATLAS, additional specialized data streams are collected. One of these specialized streams,
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Figure 4.2: Distribution of the integrated luminosity delivered versus average number of interac-
tions per crossing, (/).

called the Late Stream, collects data from ATLAS during an empty or half-filled bunch
crossing. Data from this stream can be used to estimate the background contribution coming
from non-collision sources, such as cavern radiation, beam halo, and cosmic ray radiation.

The Late Stream data collected during Run 2 was used for this purpose in this analysis.

4.2 Monte Carlo Samples

Monte Carlo (MC) simulation is used in high energy physics to study the detector response
to, and reconstruction algorithms efficiency for, specific physics processes. For particle search
analyses, signal MC samples are typically produced, which simulate the data that would
be produced in ATLAS if the signal process were to occur. Many analyses also employ
MC samples to study physics-based background processes so better selection criteria can
be developed. In this analysis, several signal MC samples were generated. These samples
simulate the decay of a Higgs Boson or Higgs-like boson into a pair of scalar bosons. Each

of these scalar bosons then decay to fermions which would appear in ATLAS as displaced
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jets.

As described in Sections 2.2.1 and 2.2.2, two distinct benchmark models were used: a
Hidden Sector model (H — ss) and a Baryogenesis model (H — xx). The H — ss model
had some samples generated with the SM Higgs mass and some with non-SM Higgs masses.
All of the baryogenesis samples were generated using a SM Higgs mass. The branching ratios
used for each of the H — ss samples are described in Table 4.3. Separate MC samples were
generated for each baryogenesis decay channel, so the branching ratio into a given final state
was 100% for that sample. A list of the different mass parameters and lifetimes of these
samples can be seen in Table 4.2.

Modeling how particles like LLPs appear in the ATLAS detector involves two steps: pro-
ducing the events from pp interactions that contain LLPs, and then simulating the interac-
tions of the produced particles with the ATLAS detector. This first step is often called event
generation, and the second step is called detector simulation.

Signal LLP events were generated at leading order using the MADGRAPHS_AMC@NLO [92]
version 2.6.2 event generator for the primary pp interaction and the resulting hard scatter.
The Higgs pr distribution was then reweighted to match that obtained in next-to-leading-
order (NLO) Higgs samples. For the BSM process of interest, a Higgs decaying to a pair
of LLPs, the model HAHM_variableMW_v3_UFQ is used. PYTHIA 8 [93] is used to model the
parton shower and hadronization of the resulting particles. PYTHIA 8 has different sets of
tuned parameters, referred to as the tune, which dictate the details of how partons will
hadronize and interact within the parton showers. The signal MC used in this analysis used
the ATLAS A14 tune [94]. Showers coming from b- and c-hadrons can be improved by using
the EVTGEN package as an “afterburner”, which specializes in simulating b- and c-decays.
The EVTGEN 1.2.0 program was used for this analysis.

In order to properly model the pp hard scatter, the probability distributions of the parton
momenta must be specified. These values are determined by theory and experimental data.
The collections of these probabilities are expressed as parton distribution functions (PDFs).

For this analysis, the NNPDF31LO PDF set was chosen [95, 96]. NNPDF31LO is version
3.1 of the PDF set produced by the NNPDF Collaboration evaluated at leading order (LO).

The truth-level particles produced by MADGRAPH5 and PYTHIA 8 are used by GEANT4,
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Model — mpy [GeV] ms [GeV] N events Lifetime c7 [m]

5 150k 0.127
600k 0.411
16 500k 0.580

125
35 700k 1.310
500k 2.630
55 1000k 1.050
450k 5.320
H — ss 60 > 600k 0.217
16 300k 0.0661
200 50 200k 1.255
400 100 200k 1.608
50 300k 0.590
600 300k 1.840
150 150k 3.309
275 1000k 4.288
50 300k 0.406
1000 300k 2.399
275 150k 4.328
475 1000k 6.039

m,, [GeV] x Decay Channel N events Lifetime c7 [m]

10 400K 0.920
H — xx 55 7t v, cbs, bbv 400k 5.550
100 400k 3.500

Table 4.2: Table of signal MC Samples used in this analysis. Columns show the sample model,
Higgs/Higgs-like mass, scalar mass, number of events, and the proper decay length cr. All three
baryogenesis decay channels were produced for each y mass.

which is a toolkit for simulating the passage of particles through matter, to simulate the
interactions with the ATLAS detector [97].

Pileup refers to the other pp interactions that occur within the same and neighboring
bunch crossings that contribute to the underlying event. Pileup is modeled by overlaying
simulated inelastic pp interactions with the hard-scatter events. These inelastic collisions are

generated with PYTHIA 8.2 using the NNPDF2.3NLO PDF set and the A3 tune.
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MC events that have been simulated, but have yet to have detector simulation or recon-
struction algorithms run are called truth-level samples. The true positions, momenta, child
particles, and decay positions are known at this level. Truth-level samples are typically use-
ful for calibrating or analyzing reconstruction algorithms. In this analysis, truth-level signal
MC is generated and used in the lifetime extrapolation procedure described in Section 8.4.
Distributions of some truth-level characteristics of the LLPs are shown in Figures 4.3 and
4.4. The bimodal distribution seen in the samples with a higher LLP mass in Figure 4.3(c)
comes from the generally lower boost these LLPs tend to have. Because the LLPs are back-
to-back in the Higgs rest frame, the more highly boosted LLPs tend to have a larger pr
component making their decay locations more central in 7.

The events from detector simulation are saved in the Raw Data Object (RDO) format,
which is used as input in the reconstruction step [98]. Reconstruction is a software-based
process run in the Athena framework [99], which is a collection of packages built upon the
Gaudi framework [100], designed to analyze particle data. Athena Release 21 was used
to reconstruct both the signal MC samples and the Run 2 data samples in this analy-
sis. The reconstruction process saves all relevant particle data in the Analysis Object
Data (xAOD) format. The xAOD format contains reconstructed physics object informa-
tion and is readable by ROOT [101]. Different caches of Athena are used to reconstruct
data from different data-taking years. The 2015 and 2016 data are reconstructed using the
AtlasO0ffline_21.0.20 cache, Athena_21.0.53 is used for 2017 data, and Athena_21.0.77
is used for 2018 data. The xAOD files can then be further processed by the Athena Deriva-
tion Framework to produce an xAOD file that contains analysis-specific objects. This is
useful for analyses, as the xAOD files are quite large and often include information about
objects not required for the analysis. The derived files are referred to a DAODs or deriva-
tions. The derivation definition used for this analysis was EXO0T15. The derivation for signal
MC is produced by AthDerivation_21.2.56.0. For data derivations, a different cache,
AthDerivation_21.2.108.0, was used since it contained a single jet trigger necessary for
the scale factor studies, described later. The DAODs were processed into ROOT ntuples
with analysis code developed by the analysis team. The analysis procedures described in

Chapter 8 were primarily applied to these ntuples.
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ms [GeV] | s 577 s— @ s—bb st

5 25% 75% - -
16 % 13% 80% -
35 5% 9% 86% -
55 4% 8% 87% -
100 4% 8% 87% -
150 4% 8% 88% -
275 4% 8% 88% -
475 0% 0% 0% 100%

Table 4.3: Branching ratios for the different scalar masses, mg, used in the signal MC samples for

this analysis.

4.2.1 Background Samples

Data-driven methods of background estimation are used in this analysis. However, some
QCD multi-jet MC simulations were used to give insight into this process. The QCD multi-
jet samples are arranged in slices. FEach slice is generated such that the leading jet pr
distribution is approximately flat. Weights are then applied to each event to match the
expected leading jet py distribution. The calculation to get these weights is given in Eq. 4.1.

w = (mcEventWeight) - € ister - 0 - L/ Neyt (4.1)

where o is the cross section of the given slice, mcEventWeight is the event weight applied
at the event-generation level, €., is the filtering efficiency which comes from filters applied
after event generation, and L is the integrated luminosity [102, 103, 104]. The samples used
for this analysis were generated by PYTHIA 8 using the NNPDF23LO PDF with the set
of A14 tunes. The Al4 tunes (ATLAS 2014 tunes) are a series of tuned event generation
and showering parameters produced using Run 1 data and a collection of different parton

distribution functions [105, 94]. More detailed information can be found in [94].
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Figure 4.3: Truth-level distributions of the pr, 8, ¢, R, and L, of the LLPs from the H — ss
signal MC samples with a SM Higgs mass. Each line corresponds to a different scalar mass. The
distributions in each plot have the same normalization.
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Figure 4.4: Truth-level distributions of the pr, 3, ¢, R, and L, of the LLPs from the H — ss
signal MC samples with a non-SM Higgs mass. Each line corresponds to a different scalar mass.
The distributions in each plot have the same normalization.
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Chapter 5

The ATLAS Trigger System

The LHC delivers pp bunch-crossings every 25ns (40 MHz) to ATLAS. Due to the amount
of data the detector creates for each collision (~ 1.6 MB [106]), it’s not possible to save every
event. There are also many collision events that do not generate any interactions of interest
and are not worth saving. The solution to both of these problems is the development of
a multi-level trigger system that screens each bunch crossing for signatures of interesting
interactions and only saves the collision data for those that pass this screening. This system
is called the ATLAS Trigger and Data Acquisition (TDAQ) system. The ATLAS trigger
system in Run 2 employs a two-level system that brings the rate of recorded collisions down
to an average of ~ 1kHz. A diagram of the Run 2 TDAQ system is shown in Figure 5.1.

The Level 1 (L1) trigger, is a hardware-based system that uses custom electronics to eval-
uate the event features based on lower-granularity information coming from the calorimeter
and muon detectors. The L1 trigger can accept events at a rate up to the ATLAS readout
maximum rate of 100 kHz, with a trigger latency after collision of 2.5 us. The L1 trigger
digitizes the analog signals and uses them to identify electron, photon, muon, 7-lepton, and
jet candidates along with estimates of the total- (Et) and missing- (EX%) transverse energy
[108].

The high-level trigger (HLT) is a software-based trigger that runs on a dedicated computing
farm. Approximately 40,000 selection applications, called Processing Units (PUs), run the
online HLT triggers, which apply slower, more precise reconstruction algorithms and make
trigger decisions based on these more robust physics objects. The HLT further reduces the
L1 trigger rate of 100 kHz down to around 1kHz [108].

Each of the L1 and high level triggers can be combined into a chain of algorithms that
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will run together called a trigger chain. The collection of all such trigger chains, along with
a “prescale” factor that can be set to reduce the rate at which the chain fires, are referred to
as the trigger menu. Analyses typically begin by identifying the appropriate trigger chains
that would meet the needs of their signal signature from the trigger menu. Alternatively, as

is the case for this analysis, a signature-specific trigger chain is developed [109, 110].

5.1 The Level-1 Trigger

The L1 trigger is composed of three main trigger subsystems: the L1 calorimeter (L1Calo)
trigger, the L1 muon system (L1Muon) trigger, and a topological trigger (L1Topo). These
trigger subsystems are responsible for deciding whether an “L1 Accept” signal is sent to
the detector readout system to buffer the event data and pass it to the HLT trigger. The
L1 trigger system also converts the analog detector signals into digital signals. The L1Calo
information is calibrated in a preprocessor before being sent to the Cluster Processor (CP)

and Jet/Energy-sum Processor (JEP). All L1 decisions are handled by the Central Trigger
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Processor (CTP) after receiving information from the trigger subsystems [108].

The L1Calo trigger is responsible for several hardware-implemented trigger algorithms
such as the electron/photon and tau/hadron trigger algorithms. These algorithms, which
are specifically handled by the CP, accept inputs from a set of ~ 7200 trigger towers. These
towers, shown in Figure 5.2(a), mostly have a granularity of 0.1 X 0.1 in An X A¢, though
some towers in the endcaps are larger, and cover the region |n| < 2.5. These sets of algorithms
produce Er sums for EM and hadronic showers, define 2 X 2 tower cluster Regions of Interest
(Rols), and produce isolation measurements [111].

The main jet trigger, handled by the JEP, uses “jet elements”. Jet elements are formed by
first summing over each 2 X 2 trigger tower cluster, then summing in depth over both the EM
and hadronic calorimeters. The trigger towers, shown in Figure 5.2(b), have a granularity of
0.2 X 0.2 in An X A¢. The jet elements, therefore, cover a region of 0.4 X 0.4 in An X A¢.
These jet elements are created in the region |n| < 3.2. Algorithms use jet elements to provide
Er estimates and Rol clusters for jet objects [111]. The L1Calo trigger system additionally
manages a forward calorimeter (FCAL) trigger, also handled by the JEP, which covers the
n range |n| < 4.9 for jet and calorimeter energy triggers. The L1Calo trigger’s JEP system

also estimates the total Et and ER for the entire event [111].

Window 0.4 x 0.4 Window 0.6 x 0.6 Window 0.8 x 0.8
NN
5
=5 N AR =
¥ ¥ . N I
SV wente NN RN
Electromagnetic
calorimeter De-cluster/Rol can be
Trigger towers (An x Ap - 0.1 x 0.1) in 4 possible positions De-cluster/Rol must
be in centre position
Vertical Sums @ Electromagnetic (to avoid 6x6, and 2 jets/window)
4 isolation ring
i ic isolati b
(== Horizontal Sums E & . Ha(riirno;;cnldsz!::;on ( )

(a)

Figure 5.2: (a) Diagram of an L1Calo trigger tower, separated into EM (yellow) and hadronic
(magenta) sections. (b) Diagram of jet windows used in the L1Calo jet triggers.

The L1Muon trigger uses RPC and TGC hits in the barrel and endcap regions, respectively,

for its trigger logic. The main algorithm of the L1Muon trigger uses the amount of deviation
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in the hit pattern between what is measured and what is expected from a muon with infinite
momentum in order to estimate the muon pt. This pr is used to determine which of six
pr thresholds are exceeded. These thresholds then determine which L1 accept is fired in a
given event. There are three high-pr thresholds and three low-pr thresholds. Only the high-
pr thresholds are used for single-muon triggers, whereas the low-pr thresholds are used for
multi-object triggers, including multi-muon triggers. The pr thresholds are reflected in the
L1 trigger names, which all have the form “L1_MU20”, where the number following the “MU”
is the threshold pr in GeV. The L1Muon trigger used for this analysis is called L1_2MU10,
which requires events to contain at least two muons with pr > 10 GeV. For each muon that
passes an L1 threshold, the location of the region surrounding the associated hit pattern is
also marked as a Region of Interest (Rol) in the MS. These muon Rols are then tagged based
on which thresholds they passed, along with other information such as their pr estimate.
The muon Rols are sent to the CTP for the L1 accept decision and can be forwarded to HLT
triggers for further consideration [112].

The L1Muon Rols are typically 0.1 X 0.1 in Anp X A¢ in the RPCs and 0.3 X 0.3 in
the TGCs and have geometric coverage over &~ 80% of the barrel and &~ 99% of the endcaps
[112]. Due to low-pr muons originating from beam halo protons interactions with the endcap
toroid magnets and beam shielding, additional background mitigation techniques had to be
applied in the endcaps (1.05 < |n| < 2.4) for Run 2 in order to reduce the L1 trigger rate
and preserve low trigger prescales. In Run 2, an additional coincidence between the TGC
Forward/Endcap Inner chambers and the middle layer of TGC chambers (the Big Wheel)
was required.

The L1Topo trigger was commissioned in 2016 to reduce background trigger rates and
improve trigger efficiency for select triggers by combining information from both the L.1Calo
and L1Muon trigger systems [112]. The L1Topo trigger can employ up to 128 topological
trigger algorithms that can make kinematic selections (invariant mass, transverse mass, event
Hr, ete.) and angular selections (An, A¢, AR, energy within a cone, etc.) using any of the
trigger objects from both the L1Calo and L1Muon triggers [113]. Being able to use all of
these objects together lends a substantial improvement in background rejection compared

to the Run 1 L1 trigger system. This improvement compensates for expected higher trigger
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thresholds coming from an increased instantaneous luminosity between Run 1 and Run 2.
The L1Topo trigger also allows for a more diverse set of L1 triggers, such as those relying
on lower pr objects. It also allows for L1 trigger that would require combined calorimeter
and muon system information or would look for more exotic signatures triggering on objects
from other bunch crossings such as some long-lived particle signatures [113].

After an Accept has been sent, all Front-End (FE) detector electronics data are read out.
This process begins with the ReadOut Drivers (RODs), which perform the initial processing
and formatting, before the information is sent to the ReadOut System (ROS) to buffer the
data. The ROS data is then sent to the HLT if the HLT requests it [108].

5.2 The High Level Trigger

The HLT is a software-based trigger system integrated with the Athena [114, 99] frame-
work, which, itself, is based on Gaudi [100], a framework developed for data processing in
HEP experiments. HLT algorithms typically employ fast trigger algorithms for early rejec-
tion, followed by more precise but CPU-intensive reconstruction algorithms similar to those
used in offline reconstruction. Which reconstruction steps are executed and in what order
they are executed is defined for each HLT algorithm by a trigger sequence in the trigger
chain. Each step in a trigger sequence typically executes one (or more) feature-extraction
algorithm(s), which request event-data fragments from within an Rol provided by the L1
trigger, and ends with a hypothesis algorithm that uses these extracted features to decide
whether the specific trigger conditions for that step are satisfied. It is also possible for trigger
algorithms to request information from the entire detector. This can be done for algorithms
that reconstruct more complicated physics objects or calculate global properties of the event,
such as the total transverse momentum, Et, and missing transverse momentum, ER [108].

The HLT output rate during an average ATLAS data-taking run in Run 2 is ~ 1.2kHz,
which translates to a physics throughput rate of approximately 1.2 GB/s into permanent
storage. Once the HLT accepts an event, the Sub-Farm Output (SFO) system exports the
data to a Tier-0 Facility and saves the data to permanent storage [108].
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5.3 The Muon Rol Cluster Trigger

The primary trigger used in this analysis (HLT_j30_muvtx_noiso) is a signature-driven
trigger designed to efficiently identify highly displaced hadronic jets present in the muon
spectrometer. This trigger is based on a Run 1 trigger with some criteria changed for Run
2 [115]. This HLT algorithm is seeded by events passing the L1_2MU10 level-1 trigger. The
2MU10 threshold requires that an event contains at least two muons with a pr greater than
10 GeV. This L1 trigger seed was chosen since it requires two muons and is the lowest pr
di-muon L1 trigger with no prescale, meaning all L1-accepted events are recorded [116]. This
HLT algorithm is composed of two trigger chain steps: a j30 step and a muvtx step. The
j30 step is a standard ATLAS jet threshold that requires the presence of at least one jet
with an Er greater than 30 GeV. The inclusion of the j30 step sufficiently reduces the HL'T
trigger rate such that no prescale factor is required. The muvtx step is the signature-driven
trigger step that looks for evidence of displaced LLP decays and will be described in more
detail below. The last portion of the trigger name, noiso, does not correspond to a trigger
algorithm, but is included to indicate that the isolation criteria originally present in the Run
1 trigger has been removed. A second, supplemental trigger without the noiso indicator was
also active during Run 2 and did have isolation criteria included, but was not used for this
analysis.

The HLT trigger is designed to select events with jet-like objects present in the MS. It is
most efficient for LLP decays that occur between the outer edge of the hadronic calorimeter
and the MS middle MDT station. Since the L1Muon trigger creates Rols around charged
tracks in the MS, the msvtx portion of the trigger looks for tightly grouped clusters of muon

Rols. These muon Rol clusters would be centered around the LLP line-of-flight.

5.3.1 Muon Rol Clustering

The muvtx trigger step is the portion of the algorithm that looks at clusters of muon
Rols in the MS. As mentioned above, the L1Muon constructs Rols that are approximately
0.1 X 0.11in Anp X A¢ in the RPCs and 0.3 X 0.3 in the TGCs. In the event of an L1 accept,
the collection of all Rols are passed to the HLT algorithm. The muvtx algorithm begins by
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treating each muon Rol as a cluster seed. For each seed, the distance with all other muon
Rols is checked. If any other clusters are within a AR cone of 0.4, then that Rol is added to
the seed cluster and the position of the cluster is updated to be the average position of the
Rols. This process is repeated, per cluster seed, until no new Rols are added to the cluster.

If any of the final muon Rol clusters are in the barrel and contain at least three (3) muon
Rols or are in the endcap and contain at least four (4) Rols, the event passes the muvtx trigger
step criteria and is accepted by the corresponding hypothesis (hypo) algorithm. If there are
multiple clusters, the one with the highest number of Rols is considered the triggering cluster
and its location and number of associated Rols are saved along with the trigger decision. It
is also possible that none of the muon Rol seeds have sufficient neighboring muon Rols in
order to produce a passing cluster. If this occurs, the event does not pass the trigger.

The L1 muon Rols are formed based on hit pattern deviations from a muon track with
infinite momentum. This means the Rol does not include any directional information. For
this reason, any muon Rols created by the L1 trigger are assumed to point back toward
the IP. The muon Rols created during a signal-like event are created from hits originating
in a displaced hadronic shower. This would generate many hits within a small region of
the MS making it more likely for some combination of these hits to resemble a single muon
originating from the IP, even though it had been generated by multiple particles. Thus,
for signal-like events, it’s not possible to assume that individual muon Rols correspond to
individual particles. For this reason, thresholds for the number of Rols needed in a cluster

to accept the event were based on those used for the Run 1 trigger [115].

5.3.2 Muon Rol Cluster Trigger Rol Mismodeling

To estimate possible mismodeling of trigger Rols in the signal MC samples, a study was
conducted to compare the probability of producing Rols in both data and MC for the same
process. The only SM process that can reliably generate signal-like signatures in the MS is
high-pt jets that punch-through the calorimeter and continue to shower in the MS. In both
data and MC, a jet is considered to be a punch-through jet if it produces at least 50 muon
segments within a cone of AR = 0.4 centered on the jet axis. This threshold was selected

because 50 muon segments was the average number of segments found within a AR = 0.4
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cone, centered on the LLP line-of-flight, for an LLP that produced a vertex. The details of
the vertex reconstruction are further explained in Section 6.6.2.

The comparison between data and MC is expressed as a scale factor, re-scaling the MC
Rol-production efficiency to match the efficiency found in data. All events were required to
pass the HLT_j400 and HLT_j420 triggers as well as pass a set of minimal di-jet selection
criteria given in Table 5.1.

The punch-through jet had to have a pr > 30 GeV, a log-ratio of log,, (Enada/Frm) < 0.5,
and a jet-vertex tagger (JVT) score of JVT > 0.59 if the punch-through jet had a pr <
60 GeV. The log-ratio is the log-base-10 of the ratio of jet energy deposited in the HCal
divided by the energy deposited in the ECal. The minimum pr threshold assures we select
jets with sufficient energy to punch through the calorimeters and leave some activity in the

MS. The JVT selection is a standard selection used to remove pileup jets.

Punch-Through Jet Selection Criteria

Passes HLT_j400 and HLT_j420 triggers
Minimum Associated Muon Segments, Nyigeg > 50

pr > 30 GeV
Punch-Through Jet Quality Criteria log,o (Enaa/Frem) < 0.5
JVT Score > 0.59 if pr < 60 GeV

Baseline Selection

Table 5.1: “Good” punch-through jet selection criteria used in data-MC comparison of L1Muon
Rol production for signal-like signatures in the MS.

Both the leading and sub-leading jets, in terms of jet pr, are considered as potential
punch-through (PT) jets. If either jet passes the selection for a “good” PT jet, it is added
to the sample of jets with MS activity. The normalized number of PT jets is then compared
between di-jet MC and data in bins of number of muon Rols, which can be seen in Figure 5.3.
The trigger scale factor is taken as the ratio of the integrals of the number of jets across all
bins above the trigger selection multiplicity (i.e. > 3 Rols for barrel clusters and > 4 Rols
for endcap clusters) for data and di-jet MC. This trigger scale factor reflects how many Rol
clusters are generated in PT jets from data compared to di-jet MC.

The trigger mismodeling scale factors are 1.24 4 0.01 in the barrel region and 1.20 + 0.01

in the endcap regions. The difference between the rates in the barrel and endcap regions
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Figure 5.3: Distributions of the number of .1 muon Rols within a AR = 0.4 cone for punch-
through jets in the (a) barrel and (b) endcap. The data are shown as black dots while the di-jet MC
simulation is shown in blue. Several benchmark SM H — ss signal MC samples are also shown.
The vertical lines show the value of the Ny cut applied on muon Rol clusters at the trigger level.

is expected due to the different trigger technologies employed in each region (RPCs in the
barrel and TGCs in the endcap). Both scale factors are above one, indicting that the data
contained more muon Rols than di-jet MC. Applying the scale factor as weights could risk
over-counting the number of signal events in data. To keep the analysis conservative, it was
decided to use the scale factors as an additive systematic uncertainty of +24% in the barrel
and +20% in the endcap. These systematic uncertainties are applied on the trigger efficiency

during the lifetime extrapolation procedure, which is discussed further in Section 8.4.

5.3.3 Muon Rol Trigger Efficiencies

The trigger efficiencies are calculated for signal MC samples and are defined as the fraction
of truth LLP decays that successfully leave a muon Rol cluster that results in firing the
trigger. A triggering cluster must be within a AR = 0.4 cone of a truth LLP to be considered
as originating from the LLP. The position of the muon Rol cluster is taken to be the average
of the positions of all Rols in the cluster. To assure the scale factors are applicable to events
produced in the barrel region and endcap regions used in the analysis, the fiducial regions
used in this analysis are enforced. This means that only truth LLPs that decay within the

regions summarized in Table 5.2 are considered when calculating the trigger scale factors. In
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Table 5.2, the values L,, and L, represent radial and longitudinal distances, from the origin

in the ATLAS coordinate system, respectively.

Detector Region Fiducial Volume Definition

3m < Ly, < 8m,

MS barrel | < 0.7
Ly, <10m,
MS endcaps S5m < |L,| < 15m,
1.3<n <25

Table 5.2: Fiducial volume definition for the MS barrel and endcap regions.

The truth-based Muon Rol Cluster trigger efficiencies for both the SM and non-SM H — ss
samples are shown in Figure 5.4 for LLPs produced in the barrel and endcap regions. The
trigger efficiencies are highly dependent on the kinematics and the corresponding effects can
be seen by comparing the different LLP mass points. The dependence on detector geometry
can also be seen, as several detector component boundaries are indicated with dashed lines
in the plots.

The barrel trigger efficiency is high when the LLP decay is close to the end of the hadronic
calorimeter (~ 4m) and drops considerably beyond the RPC middle station. This is due to
the charged portions of the hadronic showers that the LLPs produce not being sufficiently
spatially separated by the time they reach the RPC middle stations, resulting in a higher hit
concentration and correspondingly lower number of muon Rols. This same effect can also
be seen in the endcap region for some signal MC samples.

The trigger efficiency distributions for the baryogenesis signal samples are shown in Fig-
ure 5.5. The trigger efficiencies with respect to the truth LLP pt for the H — ss samples

can be seen in Figure 5.6.
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Figure 5.4: Truth-based Muon Rol Cluster trigger efficiencies as functions of LLP decay position
for (a-b) SM-like Higgs benchmark samples and (c-f) non-SM Higgs HSS benchmark samples.
Figures on the left correspond to barrel LLPs and those on the right correspond to the endcap
LLPs. Efficiencies are calculated using only events where a single LLP decays in the MS. This was
done to prevent contamination from events where the second LLP may have caused the trigger
acceptance.
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Figure 5.5: Truth-based Muon Rol Cluster trigger efficiencies as functions of LLP decay position
for (a-b) bbrv benchmark samples, (c-d) cbs benchmark samples, and (e-f) 77v baryogenesis bench-
mark samples. Figures on the left correspond to barrel LLPs and those on the right correspond to
the endcap LLPs. Efficiencies are calculated using only events where a single LLP decays in the
MS. This was done to prevent contamination from events where the second LLP may have caused
the trigger acceptance.
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Figure 5.6: Truth-based Muon Rol Cluster trigger efficiencies as functions of LLP pr for (a-b)
SM-like Higgs benchmark samples and (c-f) non-SM Higgs H — ss benchmark samples. Figures
on the left correspond to barrel LLPs and those on the right correspond to the endcap LLPs.
Efficiencies are calculated using only events where a single LLP decays in the MS. This was done to
prevent contamination from events where the second LLP may have caused the trigger acceptance.
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Chapter 6

Event Reconstruction

During a pp collision, the ATLAS detector collects information about the energy and
location of collision products inside the detector subsystems, often as changes in some voltage
with respect to time. This information is digitized, collected, and associated with other
digitized detector data in order to identify each underlying particle. This process is called
“event reconstruction”, as it takes the data from each ATLAS subsystem and attempts to
reconstruct the particle decays, trajectories, energies, etc. that created the data. For this
analysis, in addition to reconstructing the standard objects, like particle tracks in the ID and
MS and calorimeter jets, a decay location for the LLP, a “displaced MS vertex” (MSVtx) is
also constructed. This chapter discusses the process used to reconstruct the standard ATLAS
physics objects as well as the MS vertices used in this analysis. All events are reconstructed

offline using Athena' release 21.0 for the reconstruction of both data and signal MC samples.

6.1 ID Track and Vertex Reconstruction

Track reconstruction in the inner detector utilizes clusters of hits in the pixel detector and
SCT, as well as the drift circles from the TRT. An example of these hits in the ID systems
can be seen in Figure 6.1 [117, 118]. The clustering of pixel and SCT hits is done by first
employing a connected component analysis to find groups of neighboring pixels. Next, a
set of neural networks (NNs) is used to separate large clusters that may correspond to two
separate, but spatially close, particles [119]. These clusters are then converted to space-

points, which are 3D points with uncertainties along each direction. These space-points are

!Subversions of Athena vary between data years and signal MC. For specific versions, see Section 4.2
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JATLAS

t

1A EXPERIMEN

Run Number: 191190, Event Number: 1944

Figure 6.1: An event display showing a close-up view perpendicular to the beam direction with a
subset of the total number of hits. Pixel detector hits are shown in magenta, SCT space points are
shown in green, and TRT hits above the tracking threshold of 300eV are in blue while the TRT
hits above the transition radiation threshold of 6keV are in red.

created from single pixel clusters, or pairs of SCT clusters occurring on opposite sides of a
single sensor module. Pairs of SCT clusters must be used to reconstruct a space-point since
a single SCT cluster has poor spacial resolution along its length [120].

Tracks are then reconstructed in a sequence called “inside-out” track finding, which begins
from combinatorial groupings of nearby space-points between the pixel layers and the inner
SCT layer [119, 120]. These combinatorial groupings are called track seeds if they contain
three space-points. The initial track seeds can have a fourth space-point added as a con-
firmation space point. This is only done in the case that the new space-point would have
produced a track seed with similar curvature if it was used in place of one of the other space-
points. This additional space-point is used to help select tracks when overlapped tracks are
removed.

The track seeds are then extended toward the outer SCT layers and inner pixel layers, if
possible, in “search roads”, which reduces the track combinatorics by only considering space-
points in the direction of the track seed. The seeds are then extended into tracks through

a combinatorial Kalman filter. A Kalman filter is a filtering technique that treats the track
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as a state vector of track parameters, such as the track pr. A Kalman filter is the optimal
recursive estimator of this track state vector. It aims to optimize the estimates of the track
state vector while also smoothing the track, with each additional space-point added [121].

The Kalman filter is fast but not precise, and so does not eliminate duplicate tracks,
fake tracks produced by combinatorics, or tracks that share multiple space-points. Fake
tracks and duplicate tracks can be removed by applying selections based on the number of
associated clusters, the number of shared clusters, and the number of holes per track. A
hole is defined as a region where the track crosses a silicon sensor without generating an
associated cluster.

A dedicated ambiguity solver is used to help eliminate fake and duplicate tracks by as-
signing scores to the remaining tracks. If a track is unique and has a good fit across the
associated space-points, it will receive a higher score. If a track shares multiple space-points
with another track, has a poor fit, or has holes, it will receive a lower score and has a higher
chance to be rejected. The remaining selected tracks are then extended into the TRT to
associate the drift-circle information within the search road in the direction of the track.
Once the track has TRT information, a global fit using all of the pixel and SCT space-points
and TRT drift circles is done and these final fits are used to extract the track properties
[122].

There is an additional, complementary process of track-finding called “back-tracking” or
“outside-in” track-finding, in which a similar process is employed, but the trigger seeds are
generated from the TRT drift circles. Only drift circles that remain unassociated with a
track after the inside-out tracking has been completed are used in outside-in track finding.
This track-finding strategy focuses on finding secondary tracks or tracks associated with
decays of long-lived particles [122].

The ID tracks can be used to find the primary vertex, as well as secondary vertices, with a
dedicated vertex-finder algorithm. The tracks must have the following properties to be used

in the reconstruction of the primary vertex [123]:

e pr > 400 MeV

o |n| <25



90

9 | <165

Number of silicon (Pixel or SCT) hits >
11 |n| > 1.65

Insertable B-Layer (IBL) + B-Layer hits > 1
e Maximum of 1 shared module (1 shared pixel hit or 2 shared SCT hits)

Pixel holes = 0

SCT holes < 1

The primary vertex is determined using a series of steps [124]:

1. The primary vertex is seeded by the beam spot in the transverse plane, where the z-
and y-coordinates are taken to be the center of the location of the beam spot in the
transverse plane. To find the z-coordinate of the primary vertex, the point of closest
approach to the reconstructed center of the beam spot is found for all ID tracks. From
this set of points, the mode of all of their z-coordinates is taken to be the z-coordinate
of the primary vertex seed. This is done using an iterative algorithm for calculating

the mode called the Half-Sample Mode algorithm [125].

2. Once the seed location is determined, an iterative procedure begins to find the actual
position of the primary vertex. This algorithm is formulated as an iterative, re-weighted
Kalman filter with a simulated annealing process to avoid local minima [126]. This
algorithm performs an iterative y? minimization where each track is assigned a weight
based on how compatible the track is with the vertex position during that iteration.
The vertex position is then recalculated using the track weights and the process repeats.
The weights are calculated via the following equation:

9 1

w(x’) = -
%) 1+ exp (—XL;(TE““’“)

(6.1)

Here, w (?) is the track weight, which is a function of y?. x? is the three-dimensional
x? value between the last estimated vertex position and the point of closest approach

for the track. The y? fitting procedure using these weights to find the primary vertex
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location is described in further detail in [126]. The constant X2, defines the x?
threshold where the weight of the track will be 0.5. For Run 2 vertex-finding, this value
was set to nine, which corresponds to three standard deviations. The temperature, T,
is a parameter of the fit that controls the smoothness of the fitting function. For very
low values of T, the weight, w ({?), approaches a step function, and for very high 7" the
weight approaches 0.5 and loses its dependence on 2. The temperature parameter is
decreased from a large initial value down to 7' = 1 over the course of the iterations. The
rate at which T' decreases is controlled by a predefined sequence of steps. Throughout

the fitting process, no tracks are dropped.

3. After the last iteration is complete and the final location of the primary vertex is found,
the weights are calculated a final time. This final vertex location is a primary vertex
candidate. Any track that has a ¥? incompatibility with the final primary vertex loca-
tion of more than seven standard deviations, 7o, is removed from the vertex candidate
and returned to the pool of unused tracks. This loose requirement on the minimum x?
for a candidate track is intended to reduce the number of single pp collisions that get
reconstructed as two distinct primary vertices, while maintaining a high reconstruction

efficiency.

4. After the vertex candidate is created and all unused tracks are returned to the track
pool, steps 1-3 are repeated to calculate additional vertex candidates until there are
either no more unassociated tracks or no additional vertices can be created from the

remaining tracks.

Of the set of all primary vertex candidates, only those with at least two associated tracks
are considered. The primary vertex for the event, the vertex most likely responsible for the
hard-scatter, is taken to be the vertex with the highest sum of squared transverse momenta

of associated tracks, > p3.
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6.2 Jet Reconstruction

Jets refer to the detector signature left when quarks or gluons fragment into a shower
of particles (hadronization). The particles resulting from hadronization interact with both
the ID and calorimeter. Charged particles entering the calorimeter produce electromagnetic
showers or hadronic showers. The energy deposited in the calorimeter cells by these showers
are reconstructed into particle jets. Jets are used as proxies for the hard partons produced
in pp collisions.

Jets are reconstructed using topological clusters (topo-clusters) of cells from the calorime-
ter system as well as tracks from the ID. The clusters are composed of topologically connected
cells in the calorimeters, forming “energy blobs” in the calorimeter volume. Individual topo-
clusters crudely correspond to individual particles producing electromagnetic or hadronic
showers in the calorimeter. The correspondence is not one-to-one since the showers of par-
ticles in close proximity can overlap [127].

The clustering begins by calculating the energy significance for each cell at the EM energy

scale using the following equation:

EEM
EM __ cell
Scell — EM (62)
noise,cell

where ¢l is the cell signal significance, Ej)/' is the cell signal, and ofa, o is the average
(expected) cell noise. This noise is estimated for each data year based on the electronic
and pileup noise present in minimum bias events [127]. Three different thresholds are set
to determine whether a cell should be considered a topo-cluster seed, S, a candidate for
topo-cluster growth, N, or a filtered cell that demarcates the edge of a cluster, P, as defined
below [127]:

|EXN| > Sothl. cen = |sear| > S (primary seed threshold, default S = 4) (6.3)

|ES | > Nothl. cen = |seat| > N (threshold for growth control, default N =2) (6.4)

cell

|E%

cell

| > POl cen = |§ce11 | > P (principal cell filter, default P = 0) (6.5)
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Any cells that have an energy signal significance greater than the S threshold of 4 are
treated as a proto-cluster and the clustering proceeds in an iterative manner. Next, the sig-
nificance of all neighboring cells within the same calorimeter layer are checked. Additionally,
the significance of any cells in adjacent layers that have any partial overlap in (7, ¢) are also
checked. If any of the neighboring cells is also a seed, then these proto-clusters are merged.
If any of the neighboring cells pass the growth threshold, N > 2, with a significance of two
or more, they are merged into the proto-cluster. If a neighboring cell is already a part of a
different proto-cluster and passes the threshold N > 2, then the proto-clusters are merged.
If a neighboring cell passes the threshold P > 0, it is also added to the proto-cluster. This
process proceeds until all cells have either been added to a proto-cluster or are below the
P-threshold. As cells are added to a proto-cluster, the location is updated to be the center
of all cells in the proto-cluster. All of the proto-clusters at the end of the clustering are taken
as the topo-clusters for the event [127].

These topo-clusters are then used in a dedicated jet-finding algorithm. The algorithm
used for jet-finding in this analysis is the anti-k; algorithm. The anti-k; algorithm combines
topo-clusters based on their spatial separation and momentum, and a radius parameter, R,

according to the following equations:

2

o oy A
di; = min (kt,iza kt,jz) R;a (6.6)

)

where A?j = (y; — yj)2+ (¢ — ¢j)2 is the distance between the i and j** topo-cluster; k ;,
i, and ¢; are the transverse momenta, the rapidity, and the azimuth of the i** topo-cluster,
respectively. d;p represents the distance between the i topo-cluster and the beam (B).
The parameter R is the radius parameter and is analogous to the cone-size parameter in
cone algorithms [128]. The jets used in this analysis were reconstructed with R = 0.4. The
name anti-k; comes from the exponent on the transverse momentum being negative. Using

momentum terms with the form kfl in Egs. 6.6 and 6.7 corresponds to a precursor algorithm

called the k; algorithm [129].
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The anti-k; algorithm combines topo-clusters into pseudo-jets in an iterative manner until
the distance between the pseudo-jet and the beam is smaller than the distance to any other
topo-cluster or pseudo-jet. At this point, the pseudo-jet is considered a jet. The anti-k;
algorithm begins jet-finding by calculating all d;; and d;p for the i object (a topo-cluster or
a pseudo-jet) and finding the minimum of these distances. If a d;; is the minimum, d;; < d;
for all k # j and d;; < d;p, then the i*" and j™ objects are combined. If both the i*" and
5 objects are topo-clusters, they form a new pseudo-jet. If only one is a topo-cluster, it’s
combined with the pseudo-jet and the center is recalculated proportionally. If the d;p is the
smallest, d;p < d;; for all j, then object i is taken to be a jet and removed from the list of
objects (topo-clusters and pseudo-jets). This process is repeated until all topo-clusters are
in a jet. The advantage of having the distance being proportional to 1/k? is that, for topo-
clusters with high &, the d;; is dominated by this high k; (hard) topo-cluster, meaning that
any low-k; topo-clusters close to it are more likely to cluster with it than with each other.
This yields roughly conical jets centered on the highest k; topo-clusters. The resulting jets
are robust against infrared (soft) emissions and collinear parton splittings, or are said to be
“IRC-Safe” [129, 130].

In the case that two hard topo-clusters are close enough that R < A;; < 2R, the two
jets have sufficient separation to be individually reconstructed, but at least one of the two
resulting jets will only be partly-conical. If A;; < R between two hard topo-clusters, then

the topo-clusters are combined and reconstructed as a single jet.

" .. : et -based pil Residual pile-
EM-scale jets Origin correction e © pries esicaatpriesup
up correction correction
Jet finding applied to Changes the jet direction Applied as a function of Removes residual pile-up
topological clusters at to point to the hard-scatter event pile-up pT density dependence, &5 a
the EM scale. vertex. Does not affect E. and jet area. function of u and Npy

Absolute MC-based Global sequential Residual in situ
calibration calibration calibration
Corrects jet 4-momentum  Reduces flavor dependence A residual calibration
fo the particle-level energy  and energy leakage effects 1s derived using in situ
scale. Both the energy and  using calorimeter, track, and measurements and Is
direction are calibrated. muon-segment variables. applied only to data.

Figure 6.2: Calibration stages for EM-scale jets. Other than the origin correction, each stage of
the calibration is applied to the jet four-momentum [131].

The resulting jets are said to be reconstructed at the EM energy scale, since they were
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constructed from cells calibrated at the EM scale. Reconstruction at the EM scale is inad-
equate to correctly measure contributions to jet energy from hadronic sources and must be
corrected. There are multiple sources of corrections to the jet energy scale (JES) which must
be calculated and applied separately. These corrections are performed using PYTHIA Dijet
MC samples and data collected during 2015. A diagram illustrating the different corrections
and the order in which they are applied to the jets can be seen in Figure 6.2. Each correction

is described in more detail below [131].

e Origin Correction: The origin correction recalculates the four-momentum of the
jets to point to the hard-scatter primary vertex, instead of the detector center, while

preserving the energy.

e Jet Area-Based Pileup Correction: Events with higher pileup will have jets with
more soft contributions from pileup sources. To mitigate this contribution to total
jet pr, an area-based method is utilized that subtracts the pileup pr contributions
from each jet according to that jet’s area. The pileup pr-density, p, is calculated using
positive-energy topo-clusters with |n| < 2 that are clustered using the k; algorithm with
R = 0.4. Unlike the anti-k; algorithm, which is more sensitive to hard topo-clusters
for clustering, the k; algorithm is more sensitive to soft contributions, which makes it
useful for clustering pileup. The selection on |n| < 2 is to eliminate the higher forward

calorimeter occupancy from the pileup mitigation calculations.

The pr-density of each jet is taken to be pp/A, where A is the area of the jet calcu-
lated via a ghost association procedure [132]. In this procedure, ghost particles with
infinitesimal momentum (i.e. “infinitely soft”) are added, uniformly in solid angle,
to the event before k; clustering is performed. The area is then determined by the
fraction of the ghost particles that become associated with the jet during clustering.
The median pr-density is taken to be p for the event. Taking the median pp-density
reduces bias from the hard-scatter jets. The pileup contribution to the pr of each jet,
1, is taken to be pA;. The jet four-momentum is then corrected using the ratio of the

pileup-corrected jet pr versus the uncorrected jet pr, (pr — pA)/pr.

e Residual Pileup Correction: The area-based correction is based on the low-7 region,
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and so a residual pileup correction to the anti-k; jet pr is performed to account for any
remaining pileup contributions. This residual correction is based on both Npy, which is
sensitive to in-time pileup, and p, which is sensitive to out-of-time pileup. The residual
pr dependence is measured to be the difference between the reconstructed jet pr and
the truth-level jet pr, in Dijet MC [131]. The pr dependence on Npy and u are both
fairly linear and independent from each other. Therefore, linear fits are performed on
this pr dependence and the fitted values are used to subtract a proportional pr from

the anti-k; jet pr [131].

Absolute MC-based Calibration: Comparisons in PYTHIA Dijet MC events are
made in energy and 7 between reconstructed jets and truth jets, composed of the
underlying truth-level particles, in order to calibrate the absolute energy scale and 7.
This is done to correct the particle-level energy scale due to changes in calorimeter
technologies and granularity [131]. Not all calorimeter regions and technologies will
have the same response to the same truth-level particle. Gaps and transitions between
subdetectors could also cause energy to be lost by absorbed or undetected particles.
Both effects are dependent on the 1 at which the jet is reconstructed in the detector,
and so this calibration corrects the reconstructed jet energy, E™, from the truth

Etruth

energy, as well as the reconstructed 7 from 7™ [131].

Global Sequential Calibration: A set of independent corrections to the jet four-
momentum based on a set of variables correlated with the detector response are derived
by inverting the reconstructed jet response in MC events. These corrections primarily
target residual dependencies of the JES on the longitudinal and transverse features of

the jets [133, 131].

Residual in situ Calibration: The in situ calibration corrects for differences be-
tween the jet reconstruction in MC and data by balancing the pr of a jet against the
detector response of well-measured reference objects [131]. An n-intercalibration proce-
dure corrects the forward (0.8 < |n| < 4.5) jet energy scale to that of central (|n| < 0.8)
jets using dijet events. The pr of central jets can be balanced using Z/y+jet events

with a well-calibrated Z/~ for a recoiling jet pr up to ~ 950 GeV. Higher pr central jets
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(300 < pr < 2000 GeV) are calibrated using multijet events. Calibration corrections
derived using central jets can be used with forward jets due to the JES corrections
provided by the n-intercalibration. These pr corrections are only applied to jets in

data.

Not all of the calorimeter response will come from real particles originating from the
hard-scatter vertex, meaning not all of the reconstructed, calibrated jets will either. Sev-
eral sources of background can lead to the reconstruction of “fake jets”. Beam-Induced
Background (BIB) caused by proton-loss upstream of the detector can create fake jets with
energies as high as the beam energy. Cosmic rays can generate muon showers that overlap
with collision events, generating fake jets. Large-scale coherent noise and small-scale spo-
radic noise in the calorimeter can also lead to the production of fake jets. To eliminate any
jets reconstructed from background sources a set of jet cleaning criteria for R = 0.4 anti-k;

jets is defined (Good Jets) [134].

e QU4 reflects the quality of an individual calorimeter cell signal in the LAr calorimeter.
It is defined as the quadratic difference in the electronic pulse shape between the
measured pulse shape in data and the expected pulse shape from simulations of the

electronic response. Several quality criteria can be derived from this value.

— (Q) is the energy-weighted average of the pulse quality for each calorimeter cell
in the jet. This property is normalized such that 0 < (Q) < 1.

— faAr is the fraction of the energy in a jet coming from cells in the LAr with a poor

signal shape quality (Q%4F > 4000).

cell

— f§"C is the fraction of the energy in a jet coming from cells in the hadronic endcap

calorimeter (HEC) with a poor signal shape quality (Q%4F > 4000).

cell

o E, . is the sum of energy in all cells in a jet with negative energy. Large negative energy
deposits are frequently generated by fake jets, giving this variable some discrimination

power against jets coming from sporadic and coherent noise.

o frn, the electromagnetic fraction, is the fraction of jet energy coming from the elec-

tromagnetic calorimeter. It is defined as the ratio of energy deposited in the EM
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Calorimeter over the total jet energy.

o fupc, the HEC energy fraction, is the fraction of jet energy coming from the hadronic
endcap calorimeter. It is defined as the ratio of energy deposited in the HEC over the

total jet energy.

o f.x, the maximum energy fraction, is the maximum fraction of jet energy coming from

a single calorimeter layer. Fake jets tend to have higher values of f,.x than good jets.

o f4, the jet charge fraction, is defined as the ratio of the scalar sum of pr of jet-
associated tracks coming from the PV divided by the jet pr. Most real jets will have
charged hadrons that leave tracks in the ID.

Figures 6.3 and 6.4 show the distributions of the jet quality criteria for both good-jet-
enriched data (black data points) and fake-jet-enriched data (red data points). Some dis-
tributions for the jet quality criteria in PyTHIA Dijet MC are also shown (cyan-blue his-
tograms). In this analysis, fake jets are identified using the BadLoose jet quality threshold.
Any jet that meets at least one of the BadLoose selection criteria is considered to be a fake

jet:
e fuec > 0.5 and |f{*C| > 0.5 and (Q) > 0.8
o |Eyeg| > 60GeV
o fem > 0.95 and f§* > 0.8 and (Q) > 0.8 and || < 2.8
® fmax > 0.99 and || < 2
e fem < 0.05 and fo, < 0.05 and || < 2

e fem < 0.05 and |n| > 2

In addition to selection on these jet quality criteria a jet-vertex-tagger (JVT) is used to
remove additional fake jets caused by pileup. The JVT is constructed as a 2D likelihood,
based on a k-nearest neighbors algorithm [135], on a plane defined by two new variables:
R, and corrJVF. R, is defined as the ratio of the scalar pr sum of the tracks that originate
from the hard-scatter vertex and are associated with a jet divided by the fully calibrated jet

pr [136, 137],
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Figure 6.3: Distributions of jet quality parameters (a) (@), (b) fIQAr, (c) SEC, and (d) Ehpeg.

Data enriched in good jets are shown in black points while data enriched in fake jets are shown
in red. The cyan-blue histogram [shown in (d) only] is the distribution of good jets from PyTHIA
Dijet MC events.



100

W T | T T T | T T T | T T T ‘ T T T | T T T T E T | T T T ‘ T T T | .I. T T ‘ T T T | T T . T T
= 103? =——— PYTHIA Dijet, Good Jet Selection 7§ = 10° = PYTHIA Dijet, Good Jet Selection
2 | —e— Data, Good Jet Selection E g —e— Data, Good Jet Selection 3
51025— —e— Data, Fake Jet Selection E T 102 ——e— Data, Fake Jet Selection -
£ [ ATLAS Preliminary i B ATLAS Preliminary 3
< 10 s=13TeV 4 < Vs=13 TeV -
[ Anti-k, R = 0.4 Jets ] Anti-k, R = 0.4 Jets E
L3 e 3 3
107 % E E
F * ] ]
107g E E
102 . E
104E . S
10 1
Jet Ty, Jetfiee
(a) (b)
» - T T
Tasf ==== PYTHIA Dijet, Good Jet Selection = g=== PYTHIA Dijet, Good Jet Selection
27t —e— Data, Good Jet Selection ] > 10’ —e— Data, Good Jet Selection
E 04 —e— Data, Fake Jet Selection = 8 ﬁ—< gita, Fake Jet Selection
3 | ATLAS Preliminary ; 3102 Aerﬂs A
<0.35F (5=13 TeV = < reliminary
E Antik,R = 0.4 Jets : 10g Vs=13Tev
0.3F ' = Anti-k, R = 0.4 Jets
o 1 1
0.25F + -
02F ++ =
0.15F .
0.1 + E
0.05[- s 4
E Lad ]
Jetf Jetfy,
(c) (d)

Figure 6.4: Distributions of jet quality parameters (a) fgm, (b) furc, (¢) fmax, and (d) fe,. Data
enriched in good jets are shown in black points while data enriched in fake jets are shown in red.
The cyan-blue histogram is the distribution of good jets from PyTHIA Dijet MC events.
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trkp Pv
RpT — kaT ‘et( 0) (68)

pr

is the pr of the k' track originating from the n'® primary vertex, PV,,. Here

trk
where pp "

PV, corresponds to the hard-scatter PV. pgret is the calibrated pr of the jet for which R, is
being calculated.

The other value, corrJVF, is related to the jet-vertex-fraction (JVF). The JVF is defined
as the scalar pr sum of jet-associated tracks originating from the hard-scatter PV divided

by the scalar pt sum of all tracks associated with a vertex, as can be seen in Eq. 6.9.

Zk p¥kk (PVo)
S P (PVo) + D on>1 P (PV,,)

Here the numerator contains the same scalar pr sum over all jet-associated tracks that

JVF =

(6.9)

originate from the hard-scatter PV, PV, as is present in the definition of R,, in Eq. 6.8.
The denominator is defined as the sum of pr of jet-associated tracks coming from PV, plus
the scalar sum of pr from all remaining tracks associated to pileup PVs, PV,, with n > 1.
corrJVF takes this definition of JVF and adds an Npy-dependent correction to the scalar pr
sum to account for the pr from pileup tracks associated with a jet. Since this is a correction
related to the pileup tracks, it is only applied to the second term in the denominator of
Eq. 6.9. The resulting equation becomes

trky PV
corrJVF = 2P (PVo) — (6.10)

r n YPVy
S (PVo) o+ S

where all terms in this definition of corrJVF, Eq. 6.10, are the same as in Eq. 6.9, save for
the term k-nll. where nlY is the number of pileup tracks per event and k is a scaling factor
roughly taken as the slope of the average pr contribution coming from pileup PVs. The
default value for k£ is 0.01, though the discrimination power between jets originating from
hard-scatter and jets originating from pileup (pileup jets) has been shown to be insensitive
to choice of k [136].

Using the 2D likelihood, at each point in the corrJVF—R,, . plane the relative probability

that a jet, at that point, would be of a signal-type (associated to the hard-scatter PV) is
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computed as the ratio of the number of hard-scatter jets divided by the number of hard-
scatter plus pileup jets within a neighborhood around that point. The likelihood model is
trained with a sample of signal and pileup jets with 20 < pr < 50 GeV in the || < 2.4
region. The resulting probability is bound in the range [0, 1], unless no tracks are associated
with the jet, in which case it is assigned a JVT score of -1. Generally, lower JVT scores are

associated with pileup.

6.3 Missing Transverse Energy EXs5 Reconstruction

An ideal particle collision would occur such that the particles involved in the collision are
perfectly collinear with the beamline making the initial transverse momentum of the collision
is zero. In practice, this is never true [138]. In addition to the intrinsic non-zero pr of the
parton-parton interaction in the pp collision, weakly interacting particles, such as neutrinos,
are invisible to the detector and any energy they carry with them goes unmeasured. So, too,
would the energy carried by a weakly interacting long-lived particle that decays outside of
the detector be lost. Energy losses can also come from particles interacting with the dead
material in the detector, from interacting with the active material but failing to be properly
reconstructed, or from having an |n| too large to hit the detector.

To measure the missing transverse energy, the vector sum of all pt sources in an event are
calculated. This sum represents the net pr (or transverse energy, Fr) in the event. Since
the initial net pr in ATLAS collisions ideally comes from the parton momentum scale (<
938 MeV), any final net pr much greater than this scale indicates some amount of transverse
momentum is missing [138]. This missing transverse energy, EM is taken to be the pr of
a particle recoiling from the Er. This is equivalent to calculating the negative vector sum

of pr for an event [139],

Eris = — Z pr° — Z pr’ — Z pr — Z pr" — Z pr* — Z pr (6.11)

selected accepted accepted selected accepted unused
electrons photons 7-leptons muons jets tracks
L 1L 1
hard term soft term
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The first five terms in Eq. 6.11, called the hard terms, come from fully calibrated recon-
structed physics objects, meaning the EMs has little dependence on pileup, since all pileup
mitigation and calibration have already been applied. Typically the soft term uses only
tracks associated with the hard-scatter PV, but alternative calculations exist which include
topo-clusters coming from neutral particles. A more complete description of these alternative
formulations is available in [139].

The EX5 must be reconstructed from mutually exclusive detector signals and so a stan-
dard priority-ordered reconstruction sequence was developed. For the hard objects, the
contributions from electrons are added first (e), followed by photons (7), then hadronically-
decaying 7-leptons (7aq), then jets. Muons (i) typically have little overlap with other signal
sources, since they are reconstructed from ID and MS tracks. If a lower-priority (later in the
sequence) object shares a calorimeter signal with a higher-priority object, then the lower-
priority object is fully rejected from contributing to the EX. Though muons have little
overlap with other signal sources, they do lose energy in the calorimeter. If they overlap
with a jet or jet-like signature in the calorimeter (i.e. it’s non-isolated), then it’s not possi-
ble to separate the muon contribution to the jet energy, and a jet-muon overlap mitigation
procedure determines if the muon (or jet) is rejected.

The soft term in Eq. 6.11 is reconstructed from high-quality ID tracks associated to the
hard-scatter vertex, but not associated to any other hard reconstructed objects. There exists
a more inclusive soft term reconstruction that also uses signals from soft neutral particles
left in the calorimeter topo-clusters. This calorimeter-based soft term is more sensitive to
pileup and generally has inferior performance when compared to the track-based soft term,

(TST). This analysis uses E reconstructed with a track-based soft term.

6.4 Missing Transverse Jet Momentum HYs5 Reconstruction

The missing transverse jet momentum (HI) in an event is a similar term to the EXss,
except HIS is reconstructed using only the momentum of accepted, calibrated jets. For
this analysis, only jets with a pr > 30 GeV with |n| < 3.2 were used to calculate H¥s5. The

calculation is shown in Eq. 6.12.
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Hys =| — > po (6.12)
accepted
jets

6.5 Muon Segment Reconstruction

Muon segments in ATLAS are three-dimensional paths through the MS that are used
to reconstruct standard muon tracks. These standard muon tracks, as well as the muon
segments used to find them, reflect the activity of an event in the MS, and so are of interest
to this analysis. Fully reconstructed muons are not used in this analysis, thus this section

will focus on the methods used to reconstruct the MS segments and tracks.

(a) (b)

Figure 6.5: (a) Diagram of the four possible segments that can be drawn between two drift circles
in the MDT, as is done in the first step of track reconstruction. Segment candidates are drawn in
red. The MDT drift circles are gray circles with dashed borders. (b) Illustration of the variables
used in the track-centered coordinate system (Y, Z’), in which the x? minimization is performed,
versus the ATLAS global coordinate system (Y, Z).

In ATLAS, there are three primary reconstruction categories for muon tracks: standalone
reconstruction, combined reconstruction, and tagged muons [140]. Standalone reconstruction
only uses hits in the MS to build muon tracks. Combined reconstruction looks at tracks
reconstructed in both the MS and the ID and attempts to combine them into single tracks.

The tagged muon method looks at ID tracks and attempts to extrapolate them into the MS
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to construct full muon tracks. Because this analysis doesn’t rely on standard ATLAS muons
and performs an analysis specific reconstruction using only MS hits, this section focuses only
on the standalone reconstruction of standard ATLAS muons.

Muon segment reconstruction begins with pairs of hits within the same MDT station,
with one hit in each MDT multilayer. Because the MDT hits are drift circles, a pair of
hits can be connected with a set of four lines, here referred to as “segment ambiguities”, as
shown in Figure 6.5(a) [141]. Each ambiguity serves as a seed for segment candidates. All
additional hits within a distance of 5 mm of the trajectory are added to the list of hits for each
ambiguity. If the resulting list contains at least four hits, and each multilayer contains at least
two hits, the segment ambiguity is accepted as a segment candidate. Segment candidates are
generated this way until all possible pairs of hits have been checked. Duplicates and subsets
are then removed, though segments that share hits are not [141].

Muon tracks use these accepted segment candidates as seeds for track-finding. Each seg-
ment is modeled as a straight line composed of the hits associated to the seed segment. The

segment is then fit by minimizing the following y?

n

X=> (A;—Qr)z (6.13)

i=1 i
where A; is the perpendicular distance from the segment to the wire at the center of the
MDT that produced the drift circle for hit ¢ and o; is the Gaussian error associated with the
measured drift circle radius, r;. These calculations are done in a coordinate system centered
on a point collinear with the seeding segment and with the z-axis pointing outward along
the segment and the y-coordinate pointing perpendicular to z but still within the bending
plane.

Transforming into the ATLAS global coordinates, Eq. 6.13 takes the following form:

" (|—2sin (A) + i cos (6) — d| — r;)°
X' = Z o2
i=1 i

(6.14)

The coordinates, (z;,y;), correspond to the MDT wire coordinates for the MDT associated
with hit ¢ in the global coordinate system, d is the perpendicular distance between the

segment and the beamline at the point of closest approach, and 6 is the angle between the



106

beamline and the segment. An illustration of these variables as they relate to the segment
location can be seen in Figure 6.5(b). Additionally, the origin of the segment coordinate
system is labeled (zg, yo) and the distance between the origin and the point of closest approach
to the global coordinate system origin, along the segment (Z’ axis), is e. This value e is a
free parameter of the segment fit and is chosen to make the correlation between 6 and d zero

[141, 142)2:

e = cos Bz, + sin Oy, (6.15)

where the coordinates (z., y.) correspond to the weighted average hit position. This choice
of e simplifies the calculation of the minimum chi-squared [141].

Muon tracks are then formed by extrapolating the path of the best segments, called
“strict” segments, through the magnetic field in the direction of the next station®. This
extrapolation is done by scanning a distribution of possible muon prt values and attempting
the extrapolation with each segment. If this extrapolated track aligns with the location
and direction of a segment in the next MDT chamber, then the two segments are combined
into a candidate track. If more than one segment matches the extrapolated track, then the
best-matching segment is added. This process is repeated for all strict segments.

A second, finer “momentum scan” fit is then performed on the pairs of segments, refining
the fit further around the estimated momentum that can be calculated from the segment
pair. The segment pair is then extrapolated to all other potentially crossed MDT stations.
Any segments in these other stations that match the extrapolated track are added.

If the collection of matched segments contains at least two segments, then it is considered a
track candidate and a new fit is performed to refine the candidate muon position, momentum,
and direction. Once this is done, a final global fit is performed on all the hits associated
with the segments. If the x? fit of all the hits with the final track is too large, then the track
is discarded [81].

The muon segment reconstruction algorithm for the endcaps is nearly identical, save that

the track coordinates are mapped differently onto the ATLAS global coordinates. For endcap

2According to [142] and [141], the value e is a free parameter of the chi-squared formulation.
3See Section 3.3.3 for a brief description of the MS geometry.
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segments, the track-centered coordinates (Y’,Z’) are mapped to the global longitudinal
coordinate, Z, and the global radial coordinate, Y, respectively [143]. Further details of the

parameterization can be found in [143].

6.6 Analysis-Specific Reconstruction

It is not the case, however, that standard muon segments are used in the reconstruction
of the MS displaced vertices. The reconstruction algorithm for standard muon segments as-
sumes a relatively clean environment. The typical number of MDT hits left by a traversing
muon is between 20 and 25 hits, while the number of hits generated by the charged parti-
cles associated with displaced vertices easily exceeds 100. This presents a problem for the
combinatoric reconstruction algorithms used in muon segment reconstruction, which would
struggle to combine segments into tracks. A dedicated algorithm was necessary for recon-
structing MS displaced vertices, which was developed based on the track-finding techniques

used in [144].

6.6.1 Tracklet Reconstruction

A tracklet is a track that spans only the width of a single MDT station and is composed of
a pair of segments, each of which is a straight-line segment within a single MDT multilayer.
Tracklets can be reconstructed in any of the three layers of MDT chambers in either the
barrel or endcap region. In order to reconstruct tracklets between the MDT multilayers
within a station, first segments must be reconstructed within each multilayer. The segment
reconstruction looks only at the first (ML1) and second (ML2) MDT multilayers. Segments
are constructed by performing a minimum x? fit on groups of at least three MDT hits. If
a segment has a y? probability greater than 0.05, it is considered a good segment and kept
[144].

Tracklets are then created from pairs of segments, one from each MDT multilayer. This
matching is done using two parameters, Ab and Aa. The parameter Ab is the minimum
distance between the point where one segment passes the middle plane between ML1 and

ML2 and the line defined by the other. Since there are two segments, there are two such
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Ab = min(Ab,,Ab,)

(b)

Figure 6.6: (a) Diagram of a segment from each MDT multilayer, ML1 and ML2, and the
parameters Ab and Aa. (b) Diagram of the two possible values for Ab, of which the smaller is
taken.

lengths as shown in Figure 6.6(b) [144], of which the smaller is taken as the value of Ab. For
chambers in the magnetic field, a Ab ~ 0 selects segments tangent to the same circle, which
must belong to the same charged particle. For all tracklets, a Aby.x < 3mm is required. The
parameter A« corresponds to the angle between the two segments, defined as Aa = a; — as.
For segments in regions of the MS outside of the magnetic field, a minimum A« of 12 mrad
is used to match segments. Inside the magnetic field, it is used to measure the tracklet
pr for low-pr particles. A diagram showing the tracklet parameters as related to the two
constituent segments can be seen in Figure 6.6(a) [144].

Because signal events produce far more RPC(TGC) hits in the barrel (endcap) region
than typical muons, it is not possible for an accurate RPC-¢ measurement to be associated
with the MDT hits. For this reason, they are excluded, limiting the ¢ coordinate precision
to what is provided by the MDT stations [145]. For this reason, reconstructed tracklets
are assigned the ¢ coordinate of the MDT center and are assumed to be traveling radially
outward [144].

The angular resolution of the single-multilayer MDT segments was found using a simulated
MC sample of single muons with a momentum of 1TeV, distributed evenly between —7m <

¢ < m and |n| < 1 generated using the full ATLAS simulation chain. The RMS for Aa and
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Ab was found to be 4.3 mrad and 1.0 mm, respectively, for segments containing three MDT
hits [144].

The Muon Spectrometer has a different MDT geometry between different regions of the
detector, so different tracklet selection criteria are defined for each MDT chamber. A sum-
mary of these selection criteria is shown in Table 6.1 [144]. The variable A,y refers to
the maximum amount of bending between the two segments between the multilayers to be
considered matched. This maximum angle corresponds to a tracklet momentum of 0.8 GeV.
Tracklets with a |Aa| < 12mrad are refit as a straight-line spanning both multilayers and

utilizing all of the MDT hits associated with each constituent segment.

Chamber | Number of | ML Spacing | |Aamax| | |Abmax| Refit
Type Layers (mm) (mrad) | (mm)
BIS 4 6.5 12 3 Always
BIL 4 170 36 3 if Ao < 12mrad
BMS 3 170 67 3 if Ao < 12mrad
BML 3 317 79 3 if Aa < 12mrad
BOS 3 317 12 3 Always
BOL 3 317 36 3 if Ao < 12mrad
Endcap 3 170 12 3 Always

Table 6.1: Summary of tracklet selection criteria in each MS MDT chamber. “Number of Layers”
indicates the number of layers in the MDT multilayer. “ML Spacing” indicates the separation
between multilayers in the MDT station. The tracklets are refit as a single straight-line if the
criteria in the “Refit” column are met.

The Barrel Inner Small (BIS) chamber, Barrel Outer Small (BOS) chamber, and all layers
in the endcap regions are outside of the magnetic field and so always have their tracklets
refit as straight-line segments.

For all barrel chambers within the magnetic field, the tracklet momentum can be calculated
using an equation of the form p = k/|Aal. The factor k is found using MC simulations of
v-hadrons, m,, which are LLPs from a model similar to the H — ss model used in this
analysis [145, 146]. It is calculated separately for each MDT chamber type by taking a linear
fit of the A« distribution versus 1/pr [145]. By propagating the uncertainty in Ac, the
uncertainty in tracklet momentum is found to be o, /p ~ 0.06- p/GeV in the BML chambers,
op/p = 0.08 - p/GeV in the BMS chambers, and o,/p ~ 0.13 - p/GeV in the BOL and BIL



110

chambers.

6.6.2 MS Vertex Reconstruction

Most barrel chambers are immersed in a magnetic field (|| < 1) while the endcap chambers
(1 < |n| < 2.7) are not. This means most tracklets reconstructed in the barrel chambers will
have an associated pr, while tracklets in the endcap will not. Because of this, different vertex
reconstruction algorithms are used in the barrel and the endcap, however both algorithms
are tuned to maximize the vertex reconstruction efficiency in exchange for vertex position
resolution.

The vertex reconstruction for both the barrel and endcap regions follow a few general steps

[144]:
1. Tracklets are reconstructed in the MDT chambers, as outlined in Section 6.6.1.

2. A clustering algorithm groups the tracklets and selects the group to be used.

3. The RPC(TGC) hits are used along with the tracklets in the barrel (endcap) to calcu-
late the lines-of-flight in n and ¢ for the LLPs.

4. The ¢ line-of-flight is used to map the clustered tracklets onto a single » — z plane.

5. The vertex position is calculated by back-extrapolating the tracklets, taking into ac-

count the bending caused by the magnetic field for the barrel tracklets.

Each algorithm uses tracklets exclusively reconstructed within the respective detector
region. For displaced vertices decaying near |n| = 1, it is possible for two vertices to be
reconstructed. If sufficient tracklets are reconstructed in each detector region, one vertex
can be reconstructed by the barrel algorithm and a second can be reconstructed by the
endcap algorithm. If this occurs, the reconstruction algorithm keeps both and leaves the
decision between the two for subsequent analysis steps. For this analysis, the overlap region
was explicitly excluded so these duplicates were not considered. Beyond what is described

below, more details can be found in [147].
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MS Vertex Barrel Algorithm

The first step of the barrel vertex reconstruction is to identify the cluster of tracklets to
be used. This is done by a clustering algorithm similar to the muon Rol cluster algorithm
described in Section 5.3.

Each tracklet is treated as a seed and is checked against all other tracklets. If another
tracklet is found within Anp = 0.7 and A¢ = 7/3 of the seed, it is added to that seed’s cluster.
Every time a tracklet is added to a cluster, the cluster center in (z,y, z) is recalculated as
the average position of all associated tracklets. The position of a tracklet is taken to be
its centroid [145]. This process repeats until all tracklets have been checked. This cluster
location is then used as a seed in the next clustering iteration. If no additional tracklets were
added to the cluster and it contains at least three tracklets, then the location of this cluster is
returned as a final cluster position. If new tracklets were added, then the clustering process
repeats one more time, using the updated cluster location as the starting seed location.
This clustering process can be performed up to five times. Any clusters that undergo five
clustering iterations and include at least three tracklets are considered good clusters [147].

If there are tracklets remaining in the event that were not included in the first cluster, the
same clustering procedure is rerun on those remaining tracklets. This is done until either
there are fewer than three unclustered tracklets remaining or those that do remain cannot
form a cluster with at least three tracklets. Of the clusters produced in this way, the one
with the highest tracklet multiplicity is used to reconstruct the vertex location.

The line-of-flight of the LLP in the # direction is then reconstructed by drawing a line
between the IP and the averaged location of all tracklets contained within the selected cluster.
Using m, signal MC samples [145], it has been demonstrated that this process reconstructs
the true 6 line-of-flight with an RMS of 21 mrad [145].

The line-of-flight in ¢ is reconstructed using the average ¢ location of all of the tracklets
as a seed, recalling that the tracklet ¢ location is taken to be the center of its respective
MDT chamber. This ¢ value is then used along with the 6 line-of-flight to draw a cone of
radius R = 0.6 toward the tracklet cluster center, with its apex at the IP. The ¢ coordinate
of all RPC hits within this cone are then averaged to determine the ¢ line-of-flight of the
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Figure 6.7: Simulated reconstruction of a vertex in the MS barrel region, illustrating the recon-
struction technique in this region.

LLP with an RMS of 50 mrad.

This uncertainty in the ¢-direction corresponds to ~ 1/8 of a large MDT chamber, making
the vertex resolution in the ¢-direction quite poor. Because of this, along with the inhomo-
geneous magnetic field in the barrel, all of the tracklets are rotated into a single » — z plane,
centered on the ¢ line of flight, in order to perform the vertex reconstruction [144].

The tracklets are then back-propagated in the direction of the IP within this » — z plane
through a series of lines parallel with the z-axis. These lines are spaced evenly at 25cm
intervals along the line-of-flight between the radii of » = 3.5m and r = 7.0m. This would
result in 15 lines at 7 = 0 and 22 lines at || = 1. A representation of these lines can be seen
in Figure 6.7 [144]. By fixing the length between each of these lines, it assures that all of
the tracklets, regardless of 7, are extrapolated the same way. Each tracklet is extrapolated
from one such line to the next until the tracklet intersects all lines.

Because there is low ¢ resolution, the extrapolation path has high uncertainty in ¢. Since
the magnetic field strength is dependent on the path location, this ¢ uncertainty causes
a low magnetic field strength accuracy. To estimate the uncertainty caused by this poor
magnetic field accuracy, the extrapolation is redone for the same tracklets, but with the
r — z plane rotated 200 mrad around the z-axis. This rotation causes the backpropagation of

the tracklets to pass through a different portion of the magnetic field, which changes where
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the tracklets will intersect the lines of constant radius. The difference in the z-position of
the extrapolated tracklet intersection at each line is taken as its uncertainty due to magnetic
field resolution. This uncertainty is added in quadrature to the position uncertainty due to
the uncertainty in the tracklet momentum. Any tracklets with an uncertainty o, > 20cm
are removed from the vertex-finding algorithm.

At each line of constant radius, the average tracklet z-position is calculated, with each
tracklet weighted by the inverse of its z-position uncertainty, w = 1/0.. A x* minimization
is performed and the x? probability is calculated for the average z-position of each line of
constant radius and treated as a candidate vertex. For all such candidate vertices, if the
x? probability is less than 0.05, then the tracklet with the largest x? value is dropped and
the x? probability is recalculated. This continues until either the y? probability becomes
greater than 0.05, or until the number of tracklets used drops below three. The location of
the reconstructed vertex is taken as the radius and z-position of the line of constant radius
that had the highest number of tracklets. If there are multiple vertices that have the same
number of tracklets, the one with the highest y? probability is taken as the location of the
reconstructed vertex.

Any MDT hits from a chamber with a center within a cone of AR = 0.6 of the vertex are
considered to be associated to the vertex. The number of associated RPC hits is similarly
calculated. The number of associated MDT stations is taken to be any of the stations with

a center within the same cone with at least a 25% occupancy [145].

MS Vertex Endcap Algorithm

In the endcap, all tracklets are straight-line segments independent of tracklet charge or
momentum. The toroid magnet sits between the inner and middle MDT stations, so the
trajectory of some charged particles from decays that occur closer to the IP may be bent.
The MDT stations, themselves, are not immersed in the magnetic field. For this reason, only
straight-line segments are reconstructed and all endcap tracklets must be back-extrapolated
into the toroid as straight lines.

The first step to reconstructing an endcap vertex is the same as in the barrel region: a

clustering algorithm is run to produce clusters of tracklets within regions of An = 0.7 and
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A¢ = /3. Any clusters with three or more tracklets are saved. The average position of
the cluster is calculated and the average ¢-position further refined using hits from the TGC
chambers within a cone of AR = 0.6 centered on the line-of-flight. All of the tracklets are
then rotated into the r — z plane described above and the resolution of the line-of-flight is
comparable to that in the barrel.

The next step is to extrapolate the tracklets within each cluster back toward the IP. Unlike
in the barrel, where lines-of-constant-radius were used for a discretized back-extrapolation,
all of the endcap tracklets are straight-lines, so a least squares regression fit to a line of the
form B; = —rtan(6;) + z is used. For the i'" cluster, 3; is the z-intercept and 6; is the
tracklet angle from the z-axis. The following formulae are used in the weighted least squares

regression [148],

L ERE e,
(£2) (£ - (%)

L)
(£3) (£ - (%)

(3

where each term has o;, the uncertainty on f;, in the denominator. This weight makes it
so the tracklets with a higher uncertainty contribute less to the vertex position.

The most probable location of the vertex returned by the regression is then iteratively im-
proved. The distance between the vertex and the closest point of each tracklet is calculated.
The tracklet with the largest distance is dropped and the vertex location recalculated. This
is repeated until the farthest tracklet from the vertex is 300 mm, or there are fewer than
three tracklets associated with the vertex. The number of associated MDT hits is taken to
be the number of hits within MDT stations that have a center inside of a cone of AR = 0.6
centered on the vertex location. The number of TGC hits are calculated the same way.

The number of associated MDT chambers is taken to be any of the chambers within the
cone of AR = 0.6 that have at least 25% occupancy. An example of the vertex reconstruction

procedure in the endcap is shown in Figure 6.8 [144].
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Figure 6.8: Simulated reconstruction of a vertex in the MS endcap region, illustrating the recon-

struction technique in this region.
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Chapter 7

MS Vertex Identification and Quality Criteria

The goal of this analysis is to identify the presence of a displaced decay of an LLP, making
the reconstructed MS vertices discussed in Section 6.6.2 rather important physics objects.
For this reason, it is necessary to guarantee that only the most well-modeled vertices are
used. This includes separating the vertices reconstructed from signal events from those
reconstructed from background processes. While this sort of event selection is typically
handled at the event level, placing preselection criteria on the MS vertices is also employed
to assure they match the expected signature. This chapter will discuss these selections,
called the “Good Vertex Criteria” (GVC), along with other criteria applied to the MSVtx

objects. Reconstruction efficiencies and other performance metrics are discussed.

7.1 MS Vertices in the Overlap Region (0.7 < |n| < 1.3)

As mentioned in Section 6.6.2, there are complications reconstructing an MS vertex near
the MS overlap region owing to the use of separate algorithms in the barrel and endcap. For
any LLP that decays in the overlap region, two issues arise. First, any MD'T hits produced by
the resulting shower would be split between the barrel and endcap MDT stations, meaning
each reconstruction algorithm would see fewer hits. This decreases the chance that a vertex
could even be reconstructed, making reconstruction in the overlap region less efficient than in
the barrel or endcap regions. Second, if there are sufficient hits to produce enough tracklets
to reconstruct a vertex, there is a chance that both algorithms could produce a vertex.
Given that the reconstruction algorithms are optimized for reconstruction efficiency and not

position accuracy, even though they both originated from the same true vertex it is unlikely
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they’d be reconstructed in the same location. This position ambiguity makes duplicate
removal, with the aim of using these events in an analysis, a rather complicated procedure
to develop.

Figure 7.1(a) shows the normalized |n| distribution of pairs of vertices that were matched
using a cone of AR = 0.4 to the same truth LLP. For some samples, this “double matching”
occurs in as many as a quarter of all reconstructed vertices in the overlap region. However,
the efficiency, shown in Figure 7.1(b), is low in this 7 region of 0.7 < |n| < 1.3 compared to
the barrel (|| < 0.7) and endcap (1.3 < |n| < 2.5) regions. Of the small number of vertices
that are reconstructed in the overlap region, out of all the vertices in the event, a significant
fraction of them are duplicate vertices. This makes the overall vertex quality in this region
rather low. To eliminate uncertainties introduced by attempting to select between duplicate

vertices, any events with vertices reconstructed within this overlap region are removed.
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Figure 7.1: (a) Fraction of MS vertices matched to an LLP that matches two good MS vertices,
such as those produced by LLPs decaying close to the MS overlap region, for H — ss benchmark
models with Higgs decays (H) to lighter LLPs (s). (b) The efficiency for reconstructing good MS
vertices as a function of LLP 7, for the SM H — ss sample with my = 125 GeV and ms = 55 GeV.

Additionally, studies using punch-through jets occurring in the crack region between the
barrel and endcap portions of the hadronic calorimeter found that the probability of recon-
structing a “bad” punch-through jet is higher than in the other regions. A “bad” punch-
through jet is one that fails any of the following jet selection criteria: jet pp > 20 GeV,
a “log-ratio” of logy, (EHad/EEM) < 0.5, and a jet-vertex tagger (JVT) score > 0.59 if the
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pr < 60 GeV. Jets failing this criteria are more likely to punch through the calorimeter and
leave a signature in the MS. Since the HCal crack region (0.7 < |n| < 1.2) overlaps with the
MS overlap region, and the vertex reconstruction efficiency is low within this region, events

with vertices in the n range, 0.7 < |n| < 1.3, are rejected.

7.2 Good Vertex Criteria

The vertex reconstruction algorithm will reconstruct a signature consistent with that of a
displaced hadronic decay, regardless of whether it originated from a true signal event or was
generated by a background process. In order to increase the acceptance for signal-produced
vertices over background-produced vertices, a set of “Good Vertex Criteria” (GVC) were
developed.

These selections were developed by comparing the acceptance of signal MC events against
the acceptance of background events, with the selection being a compromise between max-
imizing signal acceptance versus maximizing background rejection. Additionally, to reduce
the punch-through jet background entering the ABCD plane to very low levels, as discussed
in Section 8.3.1, it was necessary to tighten some selection beyond what would have oth-
erwise been optimal. Any vertices that pass all of the GVC are referred to as “good MS

vertices” or an “MSVtx”.

7.2.1 Number of Associated Hits

The number of MDT and RPC (TGC) hits associated with a barrel (endcap) MSVtx is an
effective selection variable to reduce background contributions from both noise bursts and
punch-through jets. Noise bursts are random electrical fluctuations that can occur in the
MDT and trigger sub-detectors in the MS. Because they are random, they are typically not
coherent between sub-detectors. By comparing the associated number of hits in the MDT
with the associated number of hits in the trigger sub-detector (the RPC or TGC), it can
be determined if a vertex was likely reconstructed from noise. This is done, in practice,
by enforcing a minimum number of associated hits from both the MDTs and the trigger

system for each vertex. The minimum thresholds applied to MS vertices are Nypr > 300
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and Nrpc (Ntge) > 250 for barrel (endcap) vertices. If a vertex fails to meet these minimum
hit requirements, it is rejected.

An additional selection that can further reduce contamination from noise bursts is an
upper threshold on the number of MDT hits. Typically, noise bursts will generate many hits
within one MDT station that can be reconstructed as an MS vertex through combinatorics.
If the number of trigger detector hits associated with one of these combinatorial vertices
happened to pass the hit threshold, then the vertex would be accepted. To prevent this kind
of background from being accepted, an upper threshold on the number of associated MDT
hits is also applied: Nypr < 3000. This threshold is not determined by comparing signal
and background acceptance, but was instead set high enough that all signal vertices were
below the threshold. Distributions of signal acceptance and signal-to-background ratio for

different thresholds of MDT and trigger detector hits are shown in Figures 7.2 and 7.3.

7.2.2 Vertex Isolation Criteria

The primary process that can generate fake vertices occurs when high-energy jets punch
through the calorimeter and continue their shower into the MS. These jets will often leave
enough of a signature in the calorimeter to be reconstructed as a jet. Additionally, if any
of the showering particles are charged, they will also leave tracks in the inner detector.
Displaced hadronic jets originating from decaying LLPs will will generate no track in the
inner detector and deposit very little energy in the outer calorimeter because the LLP is
uncharged. This means that none of the signal vertices should have aligned tracks or jets. A
selection on the angular distance between the vertex and the nearest jet or track is effective

in removing these background contributions.

Jet Isolation

A collection of anti-k; EM topo jets, as described in Section 6.2, are the calibrated jets
used to isolate the MS vertices. Applying selection criteria to the jet collection reduces the
number of jets considered when performing the isolation, which has the effect of making the
MS vertex isolation requirement “looser”, or less restrictive. The inverse is also true. In

considering the background contributions entering the ABCD plane, described in detail in
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Figure 7.2: Acceptance and signal-to-background ratio for hit-based vertex selection criteria. The
distributions with respect to the number of MDT hits are shown, separately, for both barrel and
endcap vertices. Signal distributions from SM Higgs mass (my = 125 GeV) H — ss MC samples
are compared to simulated QCD multijet events and Run2 2018 data events. The threshold used
in this analysis is indicated with a vertical line. An arrow indicates which region is accepted.
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Figure 7.3: Acceptance and signal-to-background ratio for hit-based vertex selection criteria.
The distributions with respect to the number of RPC and TGC hits are shown for barrel and
endcap vertices, respectively. Signal distributions from SM Higgs mass (mpy = 125GeV) H — ss
MC samples are compared to simulated QCD multijet events and Run2 2018 data events. The
threshold used in this analysis is indicated with a vertical line. An arrow indicates which region is
accepted.
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Section 8.3.1, it was found that there were contributions from at least two distinct sources,
one being punch-through jets. To reduce this contribution, the only jet selection criteria
that was applied was jet pr > 20 GeV. If a jet passed this requirement, it was considered a
“good” jet.

For each MS vertex, an isolation cone of 0.8 centered on the MS vertex is defined. If any
good jet, as defined above, fell within this cone, the vertex was rejected. Figure 7.4 shows
how the signal and background acceptance rates change, both with AR and with jet pr. The
selection threshold of both is indicated with a vertical line and an arrow that points toward

the region of acceptance.
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Figure 7.4: Acceptance and signal-to-background ratio shown for selecting vertices passing jet
isolation criteria. The distributions with respect to the isolation cone AR and jet pr threshold
are shown. Signal distributions from SM Higgs mass (mpy = 125GeV) H — ss MC samples are
compared to simulated QCD multijet events and Run2 2018 data events. The threshold used in
this analysis is indicated with a vertical line. An arrow indicates which region is accepted.



123

7.2.3 Track Isolation

Isolation criteria are also applied using inner detector tracks. In the event that a jet is
poorly reconstructed or not reconstructed, which can occur, especially near the calorimeter
crack region, there may be no jet to use in jet isolation. These poor quality jets may have
associated inner detector tracks that point toward the vertex and can be used for MS vertex
isolation.

High-energy tracks are defined as tracks with pr > 5GeV. Isolation with respect to
high-energy tracks is treated in a similar way to jets. An isolation cone of AR = 0.8 and
centered on the vertex is used for MS vertex isolation. If any track with a pt greater than
5 GeV is found within this isolation cone, the MS vertex is rejected. Figure 7.5 shows the
acceptance and signal-to-background ratio for different pt thresholds of high-pt tracks along
with isolation cone sizes.

Regarding the algorithmic implementation of the jet and high-pr track isolation criteria,
since the MS vertex is rejected if either object is found within an isolation cone of AR = 0.8,
it is simpler to check for the closest jet or high-pt track. For this reason, a single loop over
all jets with pr > 20 GeV and tracks with pp > 5 GeV is used to find the closest object, and
the MS vertex is rejected if that object is within the AR = 0.8 cone. If either selection used
a different AR cone, this simplification would not be possible.

If a jet were to form sufficiently promptly and hadronize to many constituent particles,
there is a chance that a single high-pr track is not reconstructed, but instead several low-pr
tracks are reconstructed. For this reason isolation is also performed with respect to high track
activity within a small region around the MS vertex. Applying such a secondary isolation
criteria assures that the Good Vertex Criteria are collinear safe.

This low-pr track isolation looks at the magnitude of the vector sum of the track pr within
a cone of AR = 0.2, centered on the MS vertex. If this sum of pr is greater than 5 GeV, then
the vertex is considered not to be isolated with respect to ID track activity and is rejected.
Acceptance and signal-to-background ratios for different cone sizes and pr thresholds can be
seen in Figure 7.6. Vertical lines indicate the thresholds used in this analysis while arrows

designate the region that is accepted.
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Figure 7.5: Acceptance and signal-to-background ratio shown for selecting vertices passing high-
pr track isolation criteria. The distributions with respect to the isolation cone AR and track pr
are shown. Signal distributions from SM Higgs mass (mpy = 125GeV) H — ss MC samples are
compared to simulated QCD multijet events and Run2 2018 data events. The threshold used in
this analysis is indicated with a vertical line. An arrow indicates which region is accepted.
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Figure 7.6: Acceptance and signal-to-background ratio shown for selecting vertices passing low-
pr track isolation criteria. The distributions with respect to the cone AR and sum of track pr
are shown. Signal distributions from SM Higgs mass (mpy = 125GeV) H — ss MC samples are
compared to simulated QCD multijet events and Run2 2018 data events. The values used in this
analysis are indicated with a vertical line. In subfigure (a), the arrow indicates the region included
in the py sum. In subfigure (c), the arrow indicates which region is accepted.
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A summary of the GVC is shown in Table 7.1. Figure 7.7 shows the effect of the GVC
on the MS vertex reconstruction efficiency at different locations L,, (L) for barrel (endcap)
vertices. A detailed description of the MS vertex reconstruction efficiency is provided in

Section 7.3.1. Additional selection applied on the MS vertices is described in Section 8.2.
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Figure 7.7: The MS vertex reconstruction efficiency of vertices in the (a) barrel and (b) endcap,
with and without the GVC applied. Distributions shown are for the lowest-mass scalar (mg =
5GeV) and highest mass scalar (mg = 55GeV) for signal MC samples with a SM Higgs mass
(mpg = 125GeV).

Requirement Barrel Endcap
RPC/TGC hits NRPC > 250 NTGC > 250
MDT hits ' 300 < Nnypr < 3000
Jet isolation (pJ" > 20 GeV) AR (vtx, jet) > 0.8
High-pr track isolation (pgpet >5 GeV) AR (vtx, trk) > 0.8
Low-pr track isolation (AR (vtx,trk) > 0.2) ‘ZETaCkS pir| <5GeV

Table 7.1: Summary of the criteria used to identify “good” MS vertices, (Good Vertex Criteria).
This represents the minimum quality criteria required for vertices used in this analysis.

7.3 Vertex Reconstruction Performance

To quantify the performance of the vertex reconstruction algorithm and the GVC, both the
reconstruction efficiency and the reconstruction accuracy are considered. The reconstruction

efficiency provides an understanding of how reliably the reconstruction procedure is able to
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produce an MS vertex when one exists within the event. The reconstruction accuracy is a
measure of how close the location of each reconstructed MS vertex is to the truth-level LLP

decay location.

7.3.1 Vertex Reconstruction Efficiency

The MS vertex reconstruction efficiency is defined as the fraction of LLP decays that

produce a good reconstructed MS vertex within the detector fiducial region.

N assneco
Coix = ]\;’—R (7.1)

passTrig

where €,y is the reconstruction efficiency, Npassmrig is the number of events that fired the
trigger, described in Section 5.3, and Npassreco 18 the number of events with a vertex that
passed the GVC, the event selection described in Section 8.2, and fired the trigger. This
efficiency is dependent on the decay location, and so is calculated as a function of L,, (L,)
for barrel (endcap) vertices. These distributions are shown in Figure 7.8 below.

In Figure 7.8(a), most SM-like Higgs samples with LLP decays in the barrel region reach
their peak efficiency (~ 10 —20%) around the first MDT station (~ 4.5m). The only ex-
ception is the sample with a scalar LLP mass of 55 GeV, which was generated with a longer
LLP proper lifetime. The efficiency begins decreasing as the decay location approaches the
second (middle) MDT station (~ 7 —8m), and drops to zero beyond the second station.
The reason for this decrease in efficiency is due to any charged hadrons or photons (and the
corresponding EM showers) not being sufficiently spatially separated to be reconstructed as
separate tracklets in the vertex reconstruction algorithm. This leads to fewer reconstructed
tracklets, which reduces the chance of reconstructing a good vertex. Any LLPs that decay at
or before the edge of the HCal have a lower efficiency because some of the shower products
are absorbed by the HCal and do not leave signatures in the MS.

For the SM-like Higgs mass samples with LLP decays in the endcap region, shown in
Figure 7.8(b), the peak efficiency is much higher (~ 50 — 70%), though the peak occurs
between the first and second MDT stations. The increased overall efficiency is due to the

endcap tracklets being reconstructed as straight-line segments, which leads to a higher num-
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ber of reconstructed tracklets and, as a consequence, a higher likelihood of reconstructing a

good vertex.

7.3.2 Vertex Reconstruction Residuals

As mentioned in Section 6.6.2, the vertex reconstruction algorithm was designed to max-
imize the reconstruction efficiency of vertices in the fiducial region over the reconstruction
position accuracy. The vertex position uncertainty associated with this algorithm is given
by the residual between the truth-level LLP decay location and the reconstructed MS ver-
tex location. The residuals are calculated as a function of 1, ¢, R, and z. The residual
distributions for each of the signal MC samples are shown in Figures 7.9-7.12.

The residuals from barrel and endcap vertices are shown separately and exhibit different
behavior. This difference in the reconstruction accuracy is expected since different algorithms
are employed in each region, as detailed in Section 6.6.2. One major difference is the presence
of a double-peak in the z-residuals for the endcap vertices in a few of the samples (both SM
and non-SM Higgs). This feature isn’t present in any of the barrel residuals because it comes
from a property of the endcap reconstruction. After the LLP decays, the magnetic field in
the endcap toroid bends the trajectories of the charged decay particles while preserving the
line-of-flight of the LLP. This leads to trajectories with a larger angle with respect to the
beamline. When the MDT hits that the particle generates are reconstructed into tracklets,
their trajectories are back-extrapolated through the magnetic field as straight lines. This
will have the effect of systematically shifting reconstructed endcap vertices to higher |zyeco
as compared to |Zyyen|- This will only affect LLPs that decay early enough for charged decay
products to be affected by the endcap magnetic field.

The resolution in 7, ¢, R, and z is taken to be the RMS of the normalized distributions for

each sample. The normalized residual is defined as the residual divided by the truth value:

. _ Treco — Ltruth
(norm residual), =7, = ————

Ttruth

| 1 5 (7.2)
tion, = , [~ o)
resolution - ; (12);

for each of the variables x = {n, ¢, R, z}. Tables summarizing these resolutions for each
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Figure 7.9: Residuals for barrel MS vertices in (a) n, (b) ¢, (¢) R, and (d) z coordinates for SM
Higgs mass (mpy = 125 GeV) samples.
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Figure 7.10: Residuals for endcap MS vertices in (a) 7, (b) ¢, (c) R, and (d) z coordinates for
SM Higgs mass (mpg = 125 GeV) samples.
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Residuals for barrel MS vertices in (a) 1, (b) ¢, (c) R, and (d) z coordinates for
mass (mpg # 125 GeV) samples.
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Figure 7.12: Residuals for endcap MS vertices in (a) 7, (b) ¢, (c) R, and (d) z coordinates for
non-SM Higgs mass (mpg # 125 GeV) samples.



H — ss signal sample can be seen in Tables 7.2-7.5.

Sample n 10) R z
my = 125GeV, my =5GeV  0.058 0.084 0.25 0.34
my = 125GeV, my, = 15GeV  0.072 0.081 0.20 0.34
my = 125GeV, mg =35GeV  0.094 0.096 0.19 0.46
my = 125GeV, my =55GeV  0.11  0.12 0.22 0.68
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Table 7.2: Summary of coordinate resolutions for barrel region MS vertex reconstruction in SM

Higgs samples.

Sample n [0 R z
mpy = 125GeV, my, =5GeV  0.033 0.072 0.28 0.25
mpy = 125GeV, my =15GeV  0.037 0.076 0.27 0.24
my = 125GeV, my =35GeV  0.050 0.10 0.31 0.24
my = 125GeV, my =55GeV  0.072 0.14 041 0.24

Table 7.3: Summary of coordinate resolutions for endcap region MS vertex reconstruction in SM

Higgs samples.

Sample i ) R z
myg = 60GeV, mg =15GeV ~ 0.071 0.081 0.18 0.30
myg = 200GeV, my =50GeV ~ 0.10 0.099 0.23 0.57
myg = 400 GeV, my =100GeV ~ 0.12  0.10 0.25 0.70
my = 600GeV, ms =150GeV ~ 0.13 0.11 0.28 0.80
my = 1000 GeV, m, =275GeV  0.14 0.12 0.32 1.03

Table 7.4: Summary of coordinate resolutions for barrel region MS vertex reconstruction in non-

SM Higgs samples.

Sample i 0] R z
mpy = 60GeV, my; =15GeV ~ 0.043 0.083 0.30 0.23
mpy = 200GeV, ms =50GeV  0.055 0.10 0.33 0.26
my = 400 GeV, ms = 100GeV  0.066 0.11 0.37 0.29
mpy = 600GeV, ms =150GeV  0.073 0.12 0.39 0.30
mpy = 1000 GeV, my =275GeV  0.093 0.13 0.45 0.33

Table 7.5: Summary of coordinate resolutions for endcap region MS vertex reconstruction in non-

SM Higgs samples.
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7.4 Vertex Mismodeling Scale Factor

It is possible for the vertex reconstruction to behave differently in signal MC than in data
due to the MC simulation mismodeling of certain physics processes, such as punch-through
jets. To quantify the significance of this potential mismodeling, a comparison was made
between the number of MS tracklets reconstructed from punch-through jets in data versus
QCD multijet MC samples.

Events used in this study were required to pass both the HLT_j400 and HLT_j420 jet
triggers. Additionally, only the leading and subleading jets, in terms of jet pr, were con-
sidered. The jets had to have a pr > 30 GeV, a “log-ratio” of log,, (Fuaa/FErm) < 0.5, and
a jet-vertex tagger (JVT) score > 0.59 if the jet pr < 60GeV. The “log-ratio” represents
the relative energy deposited in the HCal versus the ECal, with a smaller value representing
a larger fraction of energy being deposited in the ECal. In order for the passing jet to be
considered a punch-through jet, it was also required to have more than 50 muon segments
within a cone of AR = 0.4.

Figure 7.13 shows the distribution of punch-through jets with a given number of tracklets
with a AR cone of 0.4 of the punch-through jet. The ratio of the number of punch-through
jets in data divided by the number in QCD multijet events is used as a scale factor on
the number of tracklets. This ratio is calculated by taking the integral of the normal-
ized distributions of punch-through jets above the cut on the minimum number of tracklets
(Niracklets > 3 (4) for barrel (endcap) MS vertices) in data and QCD multijet MC. This scale
factor on the number of tracklets in a punch-through jet cone is 0.80 £ 0.01 in the barrel
region and 0.75 £ 0.01 in the endcap regions. This ratio provides a measure of how many
more tracklets are reconstructed in the MC samples than in the data.

In order to correct the vertex reconstruction in MC events, these tracklet scale factors were
used to randomly drop a proportional fraction of the tracklets used during the clustering
step of the vertex reconstruction. The result is that, average over all barrel vertices, 20% of
reconstructed tracklets were dropped during the vertex reconstruction and, when averaged
over endcap vertices, 25% of tracklets were dropped. This reduction in tracklet multiplicity

leads to a reduced vertex reconstruction efficiency. A comparison of this reduced efficiency
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Figure 7.13: Distribution of the number of tracklets within a AR = 0.4 cone of the punch-
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compared with the nominal efficiency is shown separately for barrel and endcap vertices in
Figures 7.14 and 7.15 for the H — ss benchmark samples. The ratio of the reduced efficiency
to the nominal efficiency is taken as the reconstruction efficiency scale factor for that sample.
Summary tables of the reduced reconstruction efficiency, and the associated scale factor, are
shown in Tables 7.6-7.9. For simplicity, the final scale factor applied to the reconstruction
efficiency of all signal MC samples is the average scale factor across all samples. The average
scale factor is 0.73 for barrel vertices and 0.91 for endcap vertices.

A separate method of applying the tracklet mismodeling is to reweight the MC distribution
to match the data distribution, bin-by-bin. This weight is then applied to each tracklet and
then applied to each vertex according to the number of associated tracklets. The final
reconstruction scale factor can then be derived by comparing the reconstruction efficiency
calculated using the weighted vertices versus that calculated using the unweighted vertices.

The difference in the scale factor between the two methods is taken as the uncertainty in

the scale factor, which is 8% in the barrel and 12% in the endcaps.
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Figure 7.14: Vertex reconstruction efficiency for barrel MS vertices before (red) and after (black)
the vertex scale factor is applied for SM H — ss benchmark samples.

Sample
mpy = 125 GeV

Nominal
Reconstruction
[Nvtx]

Reconstruction with

Dropped Tracklets

[Nox]

Efficiency Loss

mg = 5 GeV
me = 15 GeV
ms = 35 GeV
ms = 55 GeV

266
2723
2414

720

193
2047
1765

531

27.4%
24.8%
26.9%
26.3%

Table 7.6: Summary of change in barrel MS vertex reconstruction efficiency between nominal
reconstruction and reconstruction with the vertex scale factor applied for SM H — ss MC samples.
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Figure 7.15: Vertex reconstruction efficiency for endcap MS vertices before (red) and after (black)
the vertex scale factor is applied for SM H — ss benchmark samples.

Nominal Reconstruction with
Reconstruction Dropped Tracklets Efficiency Loss
[Nvtx] [Nvtx]

ms = 5GeV 2072 1864 10.0%
ms = 15 GeV 11887 11031 7.2%
ms = 35 GeV 15224 14118 7.3%
ms = 55 GeV 5982 5525 7.6%

Sample
mpy = 125 GeV

Table 7.7: Summary of change in endcap MS vertex reconstruction efficiency between nominal
reconstruction and reconstruction with the vertex scale factor applied for SM H — ss MC samples.
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- Nominal Reconstruction with
H . .
Reconstruction Dropped Tracklets Efficiency Loss
GeV me|GeV
[ ] [ ] [Nvtx] [Nvtx]
60 5 1921 1403 27.0%
15 1417 1085 23.4%
200 50 3481 2617 24.8%
400 100 6536 4463 31.7%
600 50 17060 12943 24.1%
150 11254 7736 31.3%
50 10414 7144 28.7%
1000 275 15598 11546 26.0%
475 3077 2071 32.7%

Table 7.8: Summary of change in barrel MS vertex reconstruction efficiency between nominal
reconstruction and reconstruction with the vertex scale factor applied for non-SM H — ss MC
samples.

" Nominal Reconstruction with
H . .
Reconstruction Dropped Tracklets Efficiency Loss
GeV s|GeV
[ © ] mn [ © ] [Nvtx] [Nvtx]
60 5 20440 18162 11.1%
15 12104 11085 8.4%
200 50 17408 16218 6.8%
400 100 20690 18002 13.0%
600 50 29403 27765 5.6%
150 25759 22333 13.3%
50 12996 12001 7.7%
1000 275 26006 24194 7.0%
475 28078 23805 15.2%

Table 7.9: Summary of change in endcap MS vertex reconstruction efficiency between nominal
reconstruction and reconstruction with the vertex scale factor applied for non-SM H — ss MC
samples.
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Chapter 8

Single Vertex Search

8.1 Overview

The goal of this analysis is to discover long-lived particles of the type predicted by the
BSM models discussed in Sections 2.2.1 and 2.2.2. If no evidence is found, then limits are
set on the maximum possible cross section for this process that would be consistent with
a non-observation given the amount of data collected. The signature of the BSM models
considered is the production of two long-lived particles (LLPs), one or more of which decay
into hadronic jets that are detected in the Muon Spectrometer (MS). Though an H — ss
Hidden Sector model and an H — xx Baryogenesis model are used at benchmark models
in this analysis, this common signature of displaced hadronic jets in the MS is shared with
other LLP models, meaning the search would also be sensitive to these other BSM processes.

SM particles, save for neutrinos, will produce some kind of detector response that can
be measured since all SM particles should either decay within the detector fiducial volume
or otherwise interact with the active detector regions. A SM decay resulting in a hadronic
jet with an origin close to the inner edge of the MS would not occur without some other
activity in the calorimeter or inner detector (ID). The MS is not equipped to measure jet
activity in the same way as the calorimetry system. To compensate for this, a dedicated
reconstruction algorithm for MS tracks, designed to operate in a high-multiplicity detector
environment, was developed. This reconstruction algorithm is described in Chapter 6. This
algorithm attempts to reconstruct the vertex at which the LLP decay occurred by using
the MS tracks generated by the hadronic jet. These displaced MS vertices (MSVtx) are the

primary reconstructed objects this analysis uses.



141

A previous search investigated the case where both LLPs produced displaced hadronic
jets [83]. This search specifically targets a signature where one LLP produces a displaced jet
in the MS while the other decays before or after the MS. A requirement is made that each
event considered must contain a single, good MSVtx that passes the MSVtx quality criteria
described in Chapter 7. Even with this criteria, this signature can still be faked by several

sources of background:

e Punch-Through (PT) Jets - The primary source of background comes from high-pr
jets that fail reconstruction in the calorimeter that leave a shower of tracks in the MS
and whose showers are not contained by the calorimeters. Jets can also punch-through
the overlap region of the calorimeter and induce showers on the edge of the barrel and

endcap regions that could be reconstructed as displaced vertices.

e Beam Halo - Muons and other particles generated by proton collisions between beam
halo protons and portions of the detector can be reconstructed as high-n displaced

vertices in the endcap regions [149].

e Cosmic Ray Muons - Muons from cosmic rays can enter from the top of the detector,
leaving MDT hits in the MS which may contribute to the reconstruction of an isolated

fake vertex [149].

e MS Noise Bursts - Since the vertex reconstruction relies on combinations of tracks
in the MS, if there are sufficient noise bursts in the MDTs and trigger systems, fake

vertices can be created purely through combinatorics.

Because jets that punch through the calorimeter are not well-modeled in MC, a data-driven
background strategy is used to estimate contributions from QCD. Non-collision Background
(NCB), like cosmics and beam halo, are estimated using the Late Stream data. Noise burst
contributions to background are mitigated using an upper limit on the number of MDT hits.

Details of these techniques are explained in Section 8.3
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8.2 Cutflow

In addition to requiring a single MSVtx to be reconstructed in the event, additional selec-
tion criteria are applied to maximize the number of signal events versus background events.
All selection criteria are given in Table 8.2. These selection criteria define the signal region
(SR) for this analysis. The selection on H¥* which is defined in Section 6.4, is reversed to
define a validation region (VR) in which the selection criteria were tested and validated. An
example of the fraction of events passing each selection is given in Figure 8.7 for one of the

myg = 125 GeV samples.

ATLAS Standard Cleaning Selection

Selection ‘ Description

isCompleteEvent | Flag indicating that the event was a complete event
isGoodLAr Flag is true if LAr system was working properly
isGoodSCT Flag is true if SCT system was working properly
isGoodTile Flag is true if Tile Calo system was working properly
hasGoodPV Flag is true if a well-reconstructed primary vertex exists

Table 8.1: All standard ATLAS event cleaning criteria.

The ATLAS event cleaning selections are applied to remove events that were recorded
when a part of the detector was not operating normally. If the LAr system, SCT system
in the inner detector, or the tile calorimeter were experiencing problems, then the event
would be missing information and shouldn’t be included in any analysis. For this reason,
the ATLAS cleaning selection requires each flag in Table 8.1 to be true in order to accept
the event.

All of the events considered in this analysis also must pass the HLT_j30_muvtx_noiso
trigger. The details of this trigger are discussed in Section 5.3.

Selection thresholds were chosen to maximize the signal selection efficiency while mini-
mizing the background selection efficiency. Figures 8.1-8.6 show properties of the MSVtx
compared to data. The only selection applied in these figures is the requirement that each
event have only one MSVtx.

The selection on the number of RPC and TGC hits for MS vertices in the barrel and
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Region Selection Criteria

Event passes HLT_j30_muvtx_noiso trigger

Event passes event cleaning criteria [ Table 8.1 |

Event has exactly one MSVtx

MSVtx has 300 < nMDT hits < 3000

MSVtx is matched to the triggering muon Rol cluster (AR(MSVtx,cluster)< 0.4)
All MSVtx jet isolation (A Ry, (MSVtx, jet with pr > 20 GeV) > 0.8)

MSVtx track isolation (AR, (MSVtx, track with pr > 5GeV) > 0.8)

Low pr track isolation (D geone| < 5 GeV in 0.2 cone centered on MSVtx)
Event has BT > 20 GeV

SR | Event has H > 40 GeV
VR | Event has HR™ < 40 GeV

[mvsvi] < 0.7
3000 < LYPV™ < 8000 mm

Barrel nRPC hits > 800
Number of muon segments in the outer MDT station (nBOL) > 15
NN1(barrel) > 0.5, NN2(barrel) > 0.5

1.3 < ’nMSVtx| < 2.5

LMSVE < 10000 mm and 5000 < |LMSVE| < 15000 mm

Endcap nTGC hits > 900

Number of muon segments in the outer MDT station (nEOL) > 30
NN1(endcap) > 0.8, NN2(endcap) > 0.8

Table 8.2: All selection applied on events used in this analysis. Good Vertex Criteria (GVC) have
been included explicitly. ATLAS standard cleaning selection are included by reference. The H%liss
selection used to define the signal region and validation region are indicated.

endcap regions, respectively, were informed by comparisons with late stream data, which
is described in Section 4.1.1. Comparisons between the number of hits associated with the
MSVtx between some of the H — ss signal MC samples and the late stream data are shown
in Figures 8.1(a) and 8.1(b).

Figures 8.1(c) and 8.1(d) show comparisons between the H — ss signal MC samples
and late stream data for the number of events in bins of the number of muon segments
(MSeg) in the barrel outer (BO) MDT stations and the endcaps outer (EO) MDT stations,
respectively. In order to suppress the non-collision background (NCB) represented in the
late stream samples from entering the ABCD plane, tight selection was applied on these

variables. The thresholds of nMSegBO > 15 and nMSegEO > 30 provide a considerable
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amount of NCB removal, though at the cost of removing a fair amount of signal.
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Figure 8.1: Figures (a) and (b) show the fraction of one-MSVtx events in the SM-Higgs signal MC
samples versus the number of RPC hits for barrel events and the number of TGC hits for endcap
events, as compared with Late stream data, respectively. Figures (c¢) and (d) show the distributions
in terms of the number of muon segments (MSeg) in the barrel-outer- (BO) and endcap-outer- (EO)
MDT stations, respectively.

Figures 8.2(a) and 8.2(b) show the number of events in bins of HX"5 between several
signal MC samples and the Run 2 data. The only selection applied is the requirement
that each event only have one MSVtx, making the Run 2 data overwhelmingly background-
dominated. A threshold of 40 GeV eliminates much of the background while retaining most
signal events, which is why it is used to define the validation and signal regions. Figures 8.2(c)
and 8.2(d) show the same information, but in terms of the selection efficiency for minimum

Hss thresholds. From this second set of figures, it can be seen that, at an HZ* threshold
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of 40 GeV, about 55 — 60% of background events enter the validation region whereas only

5 — 15% of signal events enter, making the region background-enriched.
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Figure 8.2: Figure (a) shows the fraction of barrel MSVtx in bins of H*, while Figure (b) shows
the same distributions but for endcap events. Figures (c) and (d) show the selection efficiency for
different H%liss thresholds for the barrel and endcap MSVtx, respectively. The black points are Run
2 data while the colored lines are the SM Higgs H — ss samples.

Figures 8.3(a) and 8.3(b) show the number of events in bins of B hetween several signal
MC samples and the Run 2 data. An EX* threshold of 20 GeV was found to remove more
background than signal. Figures 8.3(c) and 8.3(d) show the same comparison, but in terms
of a selection efficiency for a given minimum EX'* threshold.

Figures 8.4(a) and 8.4(b) show a comparison in the number of RPC and TGC hits between
some H — ss signal MC samples and the Run 2 data for events with one MSVtx in the

barrel or endcap, respectively. The peak location in the Run 2 data justifies higher selection
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Figure 8.3: Figure (a) shows the fraction of barrel MSVtx in bins of E2_ while Figure (b) shows
the same distributions but for endcap events. Figures (c¢) and (d) show the selection efficiency for
different E%‘iss thresholds for the barrel and endcap MSVtx, respectively. The black points are Run
2 data while the colored lines are the SM Higgs H — ss samples.

thresholds for both the number of RPC and TGC hits than what was introduced in the
GVC in Table 7.1. In addition to removing NCB contributions, the increased hit thresholds
reduce contributions from other background sources present in data. Figures 8.4(c) and
8.4(d) show the same information as Figures 8.4(a) and 8.4(b), but as a selection efficiency
for a minimum hit threshold.

Figures 8.5(a) and 8.5(b) show the number of events in bins of the number of MS segments
in the barrel outer MDT stations and endcap outer MDT stations, respectively, for several
H — ss signal MC samples and the Run 2 data. Figures 8.5(c) and 8.5(d) show the same

information, but expressed as a selection efficiency with a minimum threshold on the MSeg
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Figure 8.4: Figure (a) shows the distribution of nRPC hits for barrel MSVtx, while Figure (b)
shows the nTGC distributions for endcap events. Figures (¢) and (d) show the selection efficiency
for different nRPC hit thresholds and nTGC hit thresholds for the barrel and endcap MSVtx,
respectively. The black points are Run 2 data while the colored lines are the SM Higgs H — ss
samples.

multiplicity. The thresholds of nMSegBO > 15 and nMSegEO > 30 still provide a bit of
background removal in data.

Unlike the NCB shown in Figures 8.1(c) and 8.1(d), the dominant background sources
present in data have a shape more consistent with signal events. These selection are meant
to primarily suppress NCB events from entering the ABCD plane.

Figures 8.6(a) and 8.6(b) show the number of events in bins of minimum AR between the
MSVtx and the closest jet (with a pr > 20GeV) or track (with a pr > 5GeV) for some

H — ss signal samples and Run 2 data. Figures 8.6(a) and 8.6(b) show these distributions for
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Figure 8.5: Figure (a) shows the distribution of the number of MS segments in the barrel outer
MDT station for barrel MSVtx events, while Figure (b) shows the distributions of the number of
MS segments in the endcap outer MDT stations for endcap events. Figures (c¢) and (d) show the
selection efficiency for different thresholds of BO MS segments and EO MS segments for barrel and
endcap MSVtx events, respectively. The black points are Run 2 data while the colored lines are
the SM Higgs H — ss samples.

MS vertices in the barrel and endcap, respectively. The dominant background contribution
in data are punch-through jets, described in more detail in Section 5.3.2. One of the most
effective selection to remove contributions from jets that punch through the calorimeter
are isolation criteria on jets and high-pr tracks. Figures 8.6(c) and 8.6(d) show the same
information expressed as an efficiency with a minimum AR threshold. From these plots, it
can be shown that, with a minimum AR threshold of 0.8, around 95% of Run 2 data events
can be removed, while only around 20% of the H — ss signal MC events are removed.

Not mentioned above were the selection on the neural network scores, NN1 and NN2,
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Figure 8.6: Figures (a) and (b) show the distribution of the minimum AR between the MSVtx
with the closest jet with pt > 20 GeV or track with pt > 5 GeV in barrel MSVtx and endcap MSVtx
events, respectively. Figures (c¢) and (d) show the selection efficiency for different thresholds of this
minimum AR. The black points are Run 2 data while the colored lines are the SM Higgs H — ss
samples.

which are described in detail in Section 8.3.2.
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Figure 8.7: Normalized cutflow for the signal MC samples with mg = 125 GeV, mgs = 35 GeV.

Selection Event Yields for me, m;

me, ms = 125,5 125,16 125,35 125, 55
All Events 1070000 510000 1229000 3608000
Event passes event cleaning criteria 1069988 509996 1228975 3607973
Event passes HLT _j30_muvtx_noiso trigger 36879 30761 70237 63066
Event has HI > 40 GeV 29791 25294 55260 53846
Event has EX > 20 GeV 26630 21816 48355 52826
Event has exactly one MS vertex 11412 11154 23956 28999
MS Vertex passes nMDT hits 11275 11068 23758 28276
MS Vertex is in Fiducial Region 8690 8616 18146 22369
MS Vertex matched to triggering muon Rol cluster 8375 8342 17306 21270
MS Vertex passes nRPC(nTGC) Hits 6024 6505 13943 18137
MS Vertex passes nBOL(nEOL) Selection 5059 5348 11955 16173
MS Vertex passes jet and track isolation 4139 4418 9630 7204
MS Vertex passes low pr track isolation 4127 4410 9588 7181
NN1 (barrel > 0.5 OR endcap > 0.8) 2062 2269 5300 3821
NN2 (barrel > 0.5 OR endcap > 0.8) 984 1291 3388 2497

Table 8.3: Cutflow signal yields for SM Higgs mass H — ss MC samples. The yields reflect the
number of events passing each selection and all prior selection.
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Selection Event Yields for me, m

me, ms = 60,5 60, 16 200, 50 400, 100 600, 50
All Events 1190000 899000 200000 200000 300000
Event passes event cleaning criteria 1189991 898987 199999 199999 299998
Event passes HLT_j30_muvtx_noiso trigger 13545 13471 16962 33408 67730
Event has HI > 40 GeV 9139 9596 15349 31692 64377
Event has EX > 20 GeV 8241 9102 14405 31329 63897
Event has exactly one MS vertex 3776 4776 7657 15796 31100
MS Vertex passes nMDT hits 3730 4742 7551 15154 27886
MS Vertex is in Fiducial Region 2976 3650 0812 11194 19596
MS Vertex matched to triggering muon Rol cluster 2859 3509 5583 10344 18460
MS Vertex passes nRPC(nTGC) Hits 1877 2638 4934 9839 17396
MS Vertex passes nBOL(nEOL) Selection 1605 2158 4430 9039 15261
MS Vertex passes jet and track isolation 1211 1489 3561 7098 11161
MS Vertex passes low pr track isolation 1207 1486 3543 7079 11118
NN1 (barrel > 0.5 OR endcap > 0.8) 611 786 1941 3847 5789
NN2 (barrel > 0.5 OR endcap > 0.8) 296 449 1428 3334 5087

me, ms = 600, 150 600, 275 1000, 50 1000, 275 1000, 475
All Events 450000 1000000 300000 450000 1600000
Event passes event cleaning criteria 449998 999996 299999 449995 1599968
Event passes HLT _j30_muvtx_noiso trigger 102165 75943 83733 129143 112587
Event has HI > 40 GeV 96402 71755 80101 122977 107198
Event has EX > 20 GeV 95584 71053 79684 122208 106319
Event has exactly one MS vertex 44919 30034 34548 51355 43045
MS Vertex passes nMDT hits 40680 27791 27715 40158 36476
MS Vertex is in Fiducial Region 28937 23331 18648 27613 30719
MS Vertex matched to triggering muon Rol cluster 26002 19272 17020 23318 22341
MS Vertex passes nRPC(nTGC) Hits 25085 18005 15982 22594 21270
MS Vertex passes nBOL(nEOL) Selection 23331 17371 13898 21248 21037
MS Vertex passes jet and track isolation 17457 12472 8596 14461 14435
MS Vertex passes low pr track isolation 17396 12416 8549 14402 14371
NN1 (barrel > 0.5 OR endcap > 0.8) 9737 6010 4496 8367 7621
NN2 (barrel > 0.5 OR endcap > 0.8) 8710 4077 4004 7456 5656

Table 8.4: Cutflow signal yields for non-SM Higgs mass H — ss MC samples. The yields reflect
the number of events passing each selection and all prior selection.
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Selection Event Yields for ma, m,, c7sen
M, My, CTgen = 125,10,0.920 125, 55, 5.550 125, 100, 3.500

All Events 398000 400000 399000
Event passes event cleaning criteria 398000 399993 398989
Event passes HLT_j30_muvtx_noiso trigger 23148 7118 45212
Event has Event has H®5 > 40 GeV 17996 5929 39881
Event has Event has EXs5 > 20 GeV 15944 D784 38629
Event has exactly one MS vertex 7238 2591 17125
MS Vertex passes nMDT hits 7179 2584 16811
MS Vertex is in Fiducial Region 5330 1957 11951
MS Vertex matched to triggering muon Rol cluster 5072 1879 11111
MS Vertex passes nRPC(nTGC) Hits 3664 1394 10072
MS Vertex passes nBOL(nEOL) Selection 2999 1182 8873
MS Vertex passes jet and track isolation 2415 835 6899
MS Vertex passes Low pr track isolation 2412 832 6863
NN1( barrel > 0.5 OR endcap > 0.8) 1241 471 3851
NN2( barrel > 0.5 OR endcap > 0.8) 656 268 2858

Table 8.5: Cutflow signal yields for bbv H — yx MC samples. The yields reflect the number
of events passing each selection and all prior selection. Mediator and Scalar masses are in GeV.
Proper decay lengths are in m.

Selection Event Yields for me, m,, cTyen
M, My, CTgen = 125,10,0.920 125, 55, 5.550 125, 100, 3.500

All Events 400000 399000 400000
Event passes event cleaning criteria 399988 398989 399989
Event passes HLT_j30_muvtx_ noiso trigger 22946 12237 70545
Event has HI > 40 GeV 17860 9859 63922
Event has E& > 20 GeV 15638 9555 62549
Event has exactly one MS vertex 7429 4617 30983
MS Vertex passes nMDT hits 7347 4573 29686
MS Vertex is in Fiducial Region 5392 3489 21314
MS Vertex matched to triggering muon Rol cluster 5128 3276 19770
MS Vertex passes nRPC(nTGC) Hits 3739 2773 18822
MS Vertex passes nBOL(nEOL) Selection 3065 2503 17462
MS Vertex passes jet and track isolation 2519 1729 13504
MS Vertex passes Low pr track isolation 2509 1725 13450
NN1( barrel > 0.5 OR endcap > 0.8) 1270 986 7743
NN2( barrel > 0.5 OR endcap > 0.8) 756 647 6572

Table 8.6: Cutflow signal yields for cbs H — xx MC samples. The yields reflect the number
of events passing each selection and all prior selection. Mediator and Scalar masses are in GeV.
Proper decay lengths are in m.
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Selection Event Yields for me, m,, cTsen
Ma, My, CTgen = 125,10, 0.920 125, 55, 5.550 125, 100, 3.500

All Events 400000 400000 400000
Event passes event cleaning criteria 399996 399990 399993
Event passes HLT_j30_muvtx_ noiso trigger 6329 2187 18313
Event has HI > 40 GeV 4396 1857 15942
Event has EX > 20 GeV 3870 1817 15327
Event has exactly one MS vertex 1216 527 4735
MS Vertex passes nMDT hits 1200 523 4643
MS Vertex is in Fiducial Region 949 434 3516
MS Vertex matched to triggering muon Rol cluster 910 405 3259
MS Vertex passes nRPC(nTGC) Hits 525 262 2718
MS Vertex passes nBOL(nEOL) Selection 431 212 2367
MS Vertex passes jet and track isolation 336 147 1783
MS Vertex passes Low pr track isolation 335 147 1777
NN1( barrel > 0.5 OR endcap > 0.8) 177 79 934
NN2( barrel > 0.5 OR endcap > 0.8) 51 33 513

Table 8.7: Cutflow signal yields for r7v H — xx MC samples. The yields reflect the number

of events passing each selection and all prior selection. Mediator and Scalar masses are in GeV.
Proper decay lengths are in m.
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8.3 Background Estimation

The last two selection criteria in Table 8.2 use scores from two pairs of multilayer percep-
tron (MLP) neural networks (NNs) trained on a subset of the signal MC and a background-
enriched subset of the Run 2 data. The two neural nets are used to create a 2D plane,
which is used to estimate the background via the so-called “ABCD Method” [150, 151].
This data-driven method is used to estimate the number of background events in the Signal
Region (SR). A data-driven method is necessary since there are no MC samples sufficiently
well-modeled from which to draw an accurate background estimate. By looking at regions of
the ABCD plane near, but outside of, the SR, it is possible to investigate data as if it were
a background sample without the risk of unblinding the region where the analysis would be

most sensitive to the signal.

8.3.1 The ABCD Method

The ABCD method relies on a plane constructed from two, uncorrelated variables, X and
Y, with some signal-background separation power. Region A is typically defined to be the
SR, the region with the highest signal sensitivity. The background should primarily occupy
the B, C, and D regions, with minimal contamination into region A. An example sketch of

this plane is shown in Figure 8.8 [151].

A

Region C ‘RegionA
> (signal events)
Q
e
.5
s
>

Region D Region B

variable X

Figure 8.8: Sketch of the ABCD method used for background estimation.
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Since X and Y are uncorrelated, any distribution of events along the X axis should be
independent of the value of Y, and vice-versa. This implies that, for a given value of X = X,

N
X>Xo (81)

Nx<x,

should be constant as a function of Y. A similar ratio would also be constant as a function
of X for given value of Y = Y.

Using the expression in Eq. 8.1, the ratio of two adjacent regions of the ABCD plane must

be equal to the equivalent ratio of the other two. For the ABCD plane shown in Figure 8.8,

the following equation can be written:

N N,
A ¢ (8.2)
N Np

where the N; for i € {A, B,C, D} corresponds to the number of events in the region i.
Rearranging this equation gives us a way to estimate the number of expected background

events in region A:

Noweeted _ o € (8.3)

where NP is the expected number of background events entering the SR.

In order to verify that the ABCD method works for this analysis, a validation region
(VR) was developed in which the number of events entering region A could be counted
without unblinding. The VR is defined to pass all event selection criteria except for the
H2ss selection, which is inverted (H¥ss < 40 GeV).

To validate that the ABCD plane works as expected, a closure test is performed. In the

VR, the expected number of events in region A is compared to the actual number of events

in region A. If it is found that NGBt — P¥Eved, within the statistical uncertainty of
Njf{’,‘;ted, then confidence is gained that the ABCD method can be used given the background

for this analysis. For this analysis, the scores from a pair of NNs are used to define the ABCD
plane. Before the NNs can return scores for each event, they needed to be constructed and

trained.
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8.3.2 Neural Networks and Background Estimation

In order to construct the ABCD plane used in this analysis, two multilayer perceptrons
(MLPs) were developed. A multilayer perceptron is a fully-connected, feed-forward neural
network with an input layer, multiple hidden layers, and an output layer. Every neuron in a
given layer is connected to all neurons from the previous and following layers, making them
fully-connected. The networks are called feed-forward because information feeds from one
layer to the next without sending any information to a previous layer. The input layer takes
the value of each input feature and passes them, multiplied by some weight, to the next
layer. A neuron receiving these values takes their sum, adds a bias term, and then passes it

through an activation function. This can be expressed as the following equation [152].

fi(x) = g(b; + Z Wi;;) (8.4)

where f;(x) is the output of j™ neuron in any layer but the first, as a function of the
output of all neurons in the previous layer, x. Each z; is and element of x and corresponds
to the output of the i*" neuron from the preceding layer. The weight, w;;, is applied to z;
when being used to calculate the value of the j™ neuron. The bias, b;, is added to the value
of the j*® neuron, which is not dependent on any input. The activation function, g(), acts
on the weighted sum of inputs. The output of this activation function then becomes that
neuron’s output. This proceeds until the value of the output layer neurons are calculated.

For a classifier-style network, all of the weights, w;;, and the bias, b;, terms are modified
during training by taking the classification target (label), which is provided as part of the
training sample, and comparing it to the calculated (inferred) classification produced by the
network. A process called backpropagation is performed where the difference between the
expected classification and the inferred classification is used to determine the size of the
changes that are applied to all of the weights and bias terms. This is done for every event
in the training set, often many times, until the accuracy of the network stops improving. A
sketch of one of the NNs used in this analysis is shown as a directional graph in Figure 8.9.

The two NNs were implemented in keras-2.12.0 with the tenserflow-2.12.1 backend

[153, 154]. Figure 8.9 is an accurate depiction of both NN architectures. There are two
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Figure 8.9: Sketch of the directional graph representation of one of the NNs used in this analysis.
Two hidden layers of 128 neurons, each, were connected to each other and input features using
ReLU activation functions. The last hidden layer was then connected to the output node using
sigmoid activation functions.

hidden layers containing 128 neurons each. All input and hidden layers are connected using
the Rectified Linear Unit (ReLU) activation function, and the output layer uses a sigmoid
activation function. The output layer contains a single node which returns a value between 0
and 1, which corresponds to the data type: background or signal. The NNs were trained for
ten epochs with a batch size of 32 (default). The loss function used was binary crossentropy.
The optimizer used was Adam. The Receiver Operating Characteristic (ROC) curves for NN1
in the barrel and endcap are shown in Figure 8.10. The area under the curve (AUC) values
are also shown.

In order to assure the pair of NNs could be used to define the ABCD plane, each NN
used uncorrelated sets of features. The first neural network, NN1, uses features related to
how isolated the vertex is, how much activity occurs close to it, and general activity within
the event. The second neural network, NN2, uses features that relate to how objects are

distributed within the detector. For NN1, the following features are used:

— Ratio of the number of muon segments in the inner MDT versus the middle MDT

station
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Figure 8.10: Receiver Operating Characteristic (ROC) curves for NN1 in the (a) barrel region
and (b) endcap region. The similar AUC between test and train sets indicates a low likelihood
significant overtraining occurred.

— Scalar sum of ID track pr for tracks with pt > 5GeV in a AR cone of 0.4

— Total, average, RMS, and maximum value of the energy of calorimeter topo clusters

inside a cone of AR = 0.4 centered on the MSVtx

— Calorimeter cluster energy inside a cone of AR = 0.4 centered on the MSVtx at all four

sampling layers of the EM calorimeter and all four layers of the hadronic calorimeters

— MSVtx high-pr track and jet isolation variable [(ARn, (MSVtx, track with pr >
5GeV and jet with pr > 20GeV)| !

— MSVtx low py track isolation variable (| >\ peone PT | in @ cone of AR = 0.2 centered
on the MSVtx for tracks with pr < 5GeV)

For NN2, the following features are used:

— Average and RMS values of AR(MSVtx, tracklets)
— Average and RMS values of AR(MSVtx, muon segments)

— Total number of MDT and trigger hits associated with the MSVtx?

1Only events passing the isolation selection described in Table 8.2 are considered, so this variable is a
distribution of AR,,i, with a minimum of 0.8.
2For details, see Section 6.6.2
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— A¢ between the MSVix and Emiss

— Average, RMS, and maximum value of the time of the calorimeter topo clusters inside

a cone of AR = 0.4 centered on the MSVtx

— Number of tracklets inside a cone of AR = 0.4 centered on the MSVtx

To train the NNs a background-enriched sample of the full Run 2 data is used, with
HMss < 40 GeV, as the background sample. For the signal, a combination of the signal
samples with Higgs and Scalar masses of my = 60 GeV, my = 125 GeV, and mpy, mg =
1000 GeV, 475 GeV samples were used as signal input. Training on all signal samples yielded
worse separation than training on a representative subset by inspection of the NN score
distributions for each data type. The signal and background populations were reweighted
so the sum of weights of each population were equal. The train/test separation used 75% of
the sample statistics to train and 25% to test.

Signal MC statistics in the H¥s < 40 GeV region were prohibitively low, meaning the full
statistics had to be used. In order to justify this, the same type of background had to occur
in the both H < 40 GeV and H* > 40 GeV regions. Using the already unblinded 2015-
2016 data, distributions of the NN input features were compared between the two regions
and demonstrated good agreement.

Distributions of the NN scores for all four NNs is shown in Figure 8.11. Based on the
score distributions and the signal-to-background ratio (S/B) in each region, the A region for
the barrel is defined as NN1 > 0.5 and NN2 > 0.5, while the endcap region A is defined as
NN1 > 0.8 and NN2 > 0.8. The close agreement between the train and test distributions

for all four NNs indicates that the models were not overtrained.
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Figure 8.11: Score distributions for the train and test samples. Figures (a) and (b) show the
distributions for NN1 and NN2 in the barrel. Figures (c) and (d) show the distributions for NN1
and NN2 in the endcap.
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8.3.3 ABCD Validation

The ABCD method is validated using events with H#** < 40 GeV. Figure 8.12 shows 2D
histograms that correspond to the ABCD planes for data with a single MSVtx in either the
barrel or endcap regions. The Pearson correlation of these planes was found to be less than
2%. The barrel region ABCD plane had a correlation of 1% and the endcap region ABCD
plane had a correlation of 2%.

Table 8.8 shows the number of events in each region of these ABCD planes, along with
the expected number of events in region A, as calculated using Eq. 8.3. If the number of
observed events in region A matches the expected number of events, within the uncertainty,
the ABCD plane is reliable. There were 60 events observed in the barrel region with 65 4+ 6
expected. In the endcap region, 162 events were observed with 150 + 7 expected. This
corresponds to a significance of ~ 1.7¢, which is fairly good agreement of the ABCD plane
in the validation region.

The ABCD planes were validated using NN threshold of 0.5 for both the barrel and the

endcap to increase available statistics in regions A and C.

ATLAS Internal Vs=13 TeV, 140.1 fb", VR Barrel vertices ATLAS Internal Vs=13 TeV, 140.1 fo", VR Endcap vertices

(a) (b)
Figure 8.12: ABCD planes in the VR subset of the Run 2 data for the (a) barrel and (b) endcaps.

Additional validation can be done using sub-regions of the full ABCD plane. These sub-
regions can be defined by subdividing regions B and D (likewise, C and D), and using the
event counts from these sub-regions in Eq. 8.3. This additional validation was done for this

analysis to further establish that the NN scores used to construct the planes are not cor-
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Region A,s BxC/D B C D ‘ p-value
Barrel VR 60 65+6 219 255 859 \ 0.405
Endcaps VR 162 1507 690 1189 5455 \ 0.086

Table 8.8: Events counts for all four regions of the ABCD plane for the VR subset of Run 2 data, as
well as the expected number of events predicted by the ABCD method. The background prediction
in the barrel and endcaps validation regions is statistically consistent with the observation.

related. The B and D regions, jointly called the BD plane, were divided into five regions
of equal size and numbered VR1 through VR5. VR1 spans NN1 values from 0 to 0.1, VR2
spans NN1 values from 0.1 to 0.2, and so on. An example of how these subregions are defined

can be seen in Figure 8.13.

ATLAS Internal (=13 TeV, 140.1 fo", VR Barrel vertices ATLAS Internal Vs=13 TeV, 140.1 fb™, VR Barrel vertices
1 1

o -

o

NN.

(b)

Figure 8.13: Example of ABCD validation subregions, for Run 2 events with an MS vertex in the
barrel, with subregions in (a) the BD plane and (b) the CD plane.

The results of this study can be seen in Figure 8.14. This same procedure is done for the
CD plane, the results of which can be seen in Figure 8.15.

The overall agreement is generally good, though some validation subregions in both the
BD and CD planes have expected values that fall outside of their 1o errors. A systematic
uncertainty on the background estimation is introduced to accommodate these points. The
difference between the average expected number of events across all VR subregions and the
number of observed events was taken as a global uncertainty on the number of estimated
background events in the SR. In the barrel region, it was measured to be an 8% difference,

while in the endcap region it was measured to be 5%.
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Figure 8.14: Plot of expected (red) versus observed (blue) background events in the A region
using VR1 - VRS of the BD plane for (a) barrel and (b) endcap MS vertices. The expected number
of vertices is consistent with the observed number for all sub-planes.
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Figure 8.15: Plot of expected (red) versus observed (blue) background events in the A region
using VR1 - VR5 of the CD plane for (a) barrel and (b) endcap MS vertices. The expected number
of vertices remains around the observed number for all sub-planes.
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Validation was performed on the ABCD plane in the H¥ > 40 GeV region as well. To

remain blinded to the SR, only the B, C, and D regions were used. Since the ABCD plane

is composed of two uncorrelated variables, the BD and CD regions could be split into four

quadrants and an ABCD strategy could be performed on them by treating the upper-right

quadrant as if it were the A-region. An example of this is shown in Figures 8.16 and 8.17

for the barrel and endcap regions, respectively.

By changing the value of the subplane division along one of the ABCD plane axes, it is
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Figure 8.16: Overlay diagrams demonstrating subplane validation method for barrel region. The
X division is variable and was set to seven different values between 0.1 and 0.4. (a) Overlay of the
BD subplane used as ABCD validation. (b) Overlay of CD subplane used for ABCD validation.

(c) Blinded ABCD plane for Run 2 data in the barrel region.

possible to evaluate the ABCD plane closure for a region close to the SR. For each region,

the BD plane was split at seven different values of X along the NN1 axis and the CD plane

was split along seven different values of X along the NN2 axis. The number of expected

events is plotted against the number of observed events in Figure 8.18. These trends demon-

strate either no change, or an improvement in the agreement between expected and observed

numbers of events entering the subplane test region (B1 in the BD plane and C1 in the CD

plane). This indicates stability in the ABCD method for this plane as the test threshold, X,

approaches the actual ABCD region threshold.
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Figure 8.17: Overlay diagrams demonstrating subplane validation method for endcap region. The
X division is variable and was set to seven different values between 0.1 and 0.7. (a) Overlay of the
BD subplane used as ABCD validation. (b) Overlay of CD subplane used for ABCD validation.
(c) Blinded ABCD plane for Run 2 data in the endcap region.

Figures 8.19-8.22 show the ABCD planes for the SM Higgs H — ss samples under the
SR selection criteria, (H¥* > 40GeV). As can be seen, a considerable number of signal
events enter into the B, C, and D regions for most samples. Signal contamination outside
of the SR could impact the expected number of events in the A-region, which risks masking
the presence of true signal. The signal MC samples were used to estimate the number of
signal events expected to fall outside of the SR compared to the expected background in
those regions. The expected number of signal events observed outside of the A region for

these SM Higgs samples is given in Tables 8.9 and 8.10.
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Figure 8.18: Number of observed events, Nobserved (blue), compared to number of expected
events NPected (ved) in Run 2 data for (a) the BD subplane of the barrel ABCD plane, (b) the
CD subplance of the barrel ABCD plane, (c¢) the BD subplane of the endcap ABCD plane, and (d)
the CD subplane of the endcap ABCD plane.

This signal contamination must also be accounted for when estimating the significance of
events present in the signal region, or the upper limits on the LLP production process in the
case that no signal events are observed. This contamination is taken into account by using a
simultaneous ABCD likelihood fit in all four ABCD regions, across all ABCD planes. This

method is described in more detail in Section 9.1.
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Barrel VR Endcaps VR
mg | MC Data S/B | MC Data S/B
5 0 0 | 23 0.003
16 | 12 0.01 | 56 0.008
H=ss go 1 1287 4000 | 61 %22 0000
55 | 3 0.002 | 24 0.004

Table 8.9: The signal contamination across B, C, and D in the VR for the H — ss samples with
SM Higgs mass, assuming the SM Higgs production cross section and a 1% branching ratio to LLPs,
separated by barrel and endcap. The total number of background events (Data), as well as the
signal-to-background (S/B) ratio are also shown. The S/B shows very little signal contamination
outside of the A region for the VR selection.

Barrel VR Endcaps VR
my | MC Data S/B | MC Data S/B
X — cbs 10 3 0.002 | 9 0.001
x — bbv 10 2 1287 0.002| 9 6822 0.001
x—7rv 10 | 31 0.02 | 208 0.03

Table 8.10: The signal contamination across B, C, and D in the VR for the H — xx samples with
SM Higgs mass, assuming the SM Higgs production cross section and a 1% branching ratio to LLPs,
separated by barrel and endcap. The total number of background events (Data), as well as the
signal-to-background (S/B) ratio are also shown. The S/B shows very little signal contamination
outside of the A region for the VR selection.
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Figure 8.19: ABCD planes for H — ss signal with mpg = 125 GeV, ms = 5 GeV in the barrel and
endcap regions in the signal region.
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Figure 8.20: ABCD planes for H — ss signal with mpy = 125 GeV, ms; = 16 GeV in the barrel
and endcap regions in the signal region.
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Figure 8.21: ABCD planes for H — ss signal with my = 125 GeV, ms; = 35GeV in the barrel

and endcap regions in the signal region.
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Figure 8.22: ABCD planes for H — ss signal with mpy = 125 GeV, ms; = 55 GeV in the barrel

and endcap regions in the signal region.
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8.3.4 Non-Collision Background Estimation

Non-collision background (NCB) primarily arises from beam induced sources and cosmic
ray muons, both of which were briefly described in Section 8.1. Beam induced backgrounds
(BIB) arise from interactions of beam protons with residual gas molecules in the beam
pipe or with components of the detector [155]. Cosmic ray muons can enter through the
top of ATLAS, mainly through the two access shafts, and leave signatures in the detector
[156]. Since both sources of background have the potential to produce fake MS vertices, it
is necessary to estimate the NCB contribution to signal events.

The late stream data, described in Section 4.1.1 was used to estimate the NCB contribution
to our signal events. All selection described in Table 8.2 were applied except the ATLAS
cleaning criteria. The ATLAS cleaning criteria were excluded because late stream data,
being composed of empty and half-filled bunch crossings (BCs), cannot have a good primary
vertex (PV). The number of events passing all other selection were then multiplied by two
factors, Riyve and Reean, making the full expression

Main data NCB data
Ni = NZ : Rlive . Rclean (85)

where the subscript ¢ = {cosmics, BIB}, since the background contributions are calculated
separately for each NCB source.

The factors Rjve and Reean are ratios. The ratios are shown in Eqgs. 8.6 and 8.7.

cosmics  IV(Paired BC) N (Paired BC)

— . BIB __
live - ) Ry; -

(8.6)

N(Empty BC) N(Unpaired BC)

N(track sel)

Rclean = (87)

Ntrack—free sel)

The Ry factor is a ratio of the number of paired bunch crossings, N(paired BC), divided by
either the number of empty bunch crossings, NEmpty Bo), for cosmic NCB, or the number of
unpaired bunch crossings, N(unpaired BC), for BIB NCB. This produces a reweighting factor
used to scale the number of events in the NBC data sample to match the number of events

in the main stream data. The Rgea, factor is the ratio of the number of main stream data
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events that pass all event selection criteria, N ack set), divided by the number that pass a
set of “track-free” selection, Ntrack-free sel)- Lhis set of track-free selection criteria includes
all event selection except those involving ID tracks: the minimum AR isolation selection on
high-pr tracks, and sum of track pr isolation for low-pr tracks. This ratio gives a reweighting
factor that scales the selection efficiency in the NCB data, which will have no tracks from
hard scatter, to the selection efficiency in main stream data.

Each data-taking year was treated separately. After applying all event selection, only 6
events were found to enter the ABCD plane across all of the late stream data collected in

Run 2, and all events came from empty bunch crossings. For this reason, only the cosmic

live time, R{%™ was calculated. The number of late stream events passing all selection
with empty bunch crossings (Neesmics) and with unpaired bunch crossings (Npig), the values
for Rjve and Reean, and the final estimates for NCB contributions in the ABCD plane are

shown in Table 8.11.

Year | Neosmics NpIb | cosmics RBIB Relean | Cosmic NCB  BIB NCB
2016 4 0 [212£@Bx107) 030940007 | 262745 0%500
2017 | 2 0 [236+(4x1077) —  0.282+0.005| 133739 0% 500
2018 0 0 [356+(6x1077) —  0.279+0.005 | 0.007.% 0% 550

Table 8.11: Summary of non-collision backgrounds estimates for Run 2 data using empty and
unpaired bunch crossings. The raw number of passing events from cosmic ray muon (cosmics) and
beam induced backgrounds (BIB) sources are shown along with NCB estimates from each source,
separated by data-taking year. Reweighting factors Rﬁ?fémics and Rgean are also shown for each
data-taking year. RE&E was not calculated since no events with unpaired bunch crossings passed

the selection applied.

Because the total contribution from NCB entering the ABCD plane in each data-taking
year is only a few events, and the amount of data events entering the ABCD plane is
~ O (1000) in both the barrel and endcaps, contributions from NCB are negligible and no

additional corrections are necessary.
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8.4 Lifetime Extrapolation

The goal of the lifetime extrapolation procedure is to estimate the number of expected
signal events that pass the selection criteria at lifetimes other than those at which the full
simulation (full-sim) MC samples were generated.

Each full-sim MC sample is generated with a fixed LLP lifetime, the generated lifetime or
CTgen, assigned to the truth-level LLPs. This lifetime was chosen by members of the UEH
subgroup to maximize the signal yields of all analyses that would make use of these samples.
Since this search places no strong constraints on the possible lifetimes of the truth-level LLPs,
it is desirable to be able to make some statement about the sensitivity to LLP production
at higher and lower lifetimes.

Unfortunately, generating new full-sim samples at each possible lifetime with sufficient
statistics is prohibitively expensive in terms of sample production time, disk-space, and other
computing resource usage. Instead, a procedure to extrapolate the expected signal yields
from full-sim generated lifetimes was developed. With an adequately robust extrapolation
procedure, it is possible to set reasonable sensitivity limits across a wide range of LLP
lifetimes without the need to produce excessive numbers of fully simulated MC samples.

To do this, fully simulated “full-sim” signal MC are used in order to calculate efficien-
cies associated with the truth-level LLPs used to generate reconstruction-level MS vertices.
Sections 8.4.1-8.4.3 explain the different parts of the lifetime extrapolation procedure. For
simplicity, the term “LLP” will be used exclusively when referring to the truth-level particles
and “MSVtx” will be used exclusively to refer to the reconstructed displaced vertex for the

remainder of this section.

8.4.1 Overview

In general, the expected number of signal events, N, is given by

Neyt =0 - €+ /Ldt (8.8)

where L is the instantaneous luminosity, o is the cross section of the process of interest,
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and € is some selection efficiency. The cross section here could represent the full process
of Higgs production from gluon-gluon fusion, then LLP production from that Higgs decay.
Multiplied by the integrated luminosity, it could represent the number of true LLP events
delivered by the LHC.

In a similar way, the number of events that pass the event selection can be thought of
as a product of the total number of signal events and the selection efficiency. It would
be expected that the selection efficiency decreases when the proper decay length, cr, falls
outside of the detector fiducial region where this analysis is sensitive. For this reason, the
selection efficiency can be modeled as being a function of the LLP lifetime, making the signal

yield a function of c7:

Nyield(CT) = Ntotal : Eselection(CT) (89)

where Niota represents the total number of LLPs in a given MC sample and €gelection (CT)
represents the cr-dependent efficiency.

Because the selection criteria from Table 8.2 are sensitive to the kinematics and decay
location of the LLP, both the number of events and efficiency are expected to be a function
of the LLP decay location as well as the LLP Lorentz boost, 5. To account for this, the
number of LLPs and the selection efficiency are parameterized by the LLP decay location

and boost:

Nyield(CTa nyz; BLLP) = Ntotal<ny27 BLLP) * €selection (CT, ny27 5LLP) (81())

where Ly, is the LLP decay location and fSrp is the LLP boost.

With finite statistics, continuous functions for Nigta and €gelection cannot be produced with
any reasonable statistical uncertainty, so the parameter ranges are separated into discrete
bins. In this way, €glection becomes a discrete value defined in bins of Ly, and Sirp, and
so can be visualized as 2D histograms. An example of the efficiency 2D histograms can be
seen in Figure 8.23. The number of events, Ny, are MC generated events and so become
grouped into bins of Lyy, and Srrp. For this reason, N can also be treated as a binned
can be used.

quantity, and the 5 bin, N

total?
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Figure 8.23: Example of the discrete binning in LLP 3 and LLP decay location L., (L.) of the
selection efficiency for mpy = 125 GeV and mg = 35GeV in the (a) barrel region and (b) endcap
regions.

Because Nfgtal is the total number of truth-level LLPs, it is not necessary to run the time-
intensive full-sim reconstruction on LLP signal MC to produce this distribution. Instead,
truth-only “toy” signal MC events can be used to sample this distribution. This is an
additional advantage of the toy MC lifetime extrapolation procedure: by factoring out the
selection as an efficiency, the need for large full-sim samples in order to accurately estimate
signal yields is eliminated. Instead, full-sim statistics only enters the procedure as a statistical
uncertainty associated with the selection efficiency. In fact, information from the full-sim
samples and selection criteria only enter the lifetime extrapolation procedure through the
trigger and reconstruction efficiencies, making the procedure quite versatile.

Because of the vertex reconstruction mismodeling between the data and signal MC, as
discussed in Section 7.4, it is useful to separate the selection efficiency into a trigger efficiency
and a vertex reconstruction efficiency. The trigger efficiency reflects the fraction of signal MC
events accepted by the trigger. The vertex reconstruction efficiency (or “vertex efficiency”)
reflects the fraction of signal MC events, which already pass the trigger, that also have a
good vertex, which passes the selection criteria described in Table 8.2. Equation 8.10 can be

modified to express this as shown in 8.11:
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Lazy- Brrp

iJ
yleld CT § : E : Ntotal Etrlg CT) + Sytx 6vtx(CT)
i bins j bins (811)

with 6selectlon(CT) = E‘Zig(CT) evtx(CT>

where i indexes the Lyy, bins and j indexes the Sirp bins. N, e (c7), and €, (c7)
represent the number of LLPs, the cr-dependent trigger efficiency, and the cr-dependent
vertex efficiency, respectively, in the " bin in L,y,, and the j bin in Sip. Since Eq. 8.11
is expressed as a sum over all considered bins, Nyieq(c7) is the number of expected passing
signal MC events as a function of ¢7. The vertex efficiency is also multiplied by the global
vertex reconstruction mismodeling scale factor, Sy, discussed in Section 7.4. In actuality,
Eq. 8.11 is used twice: once with the term Ly, replaced with the transverse radial distance,
L, for LLPs produced in the barrel region, then separately with Ly, replaced with the
longitudinal displacement, |L,|, for LLPs produced in the endcap region.

Each efficiency is then estimated by taking the ratio of events passing the corresponding
selection divided by the total number of events considered. For the trigger efficiency, all
events that have exactly one LLP decay located in the detector fiducial region are considered.
For the reconstruction efficiency, all events passing the trigger are considered. The efficiencies
are defined in Eq. 8.12:

i
Ei{ig(m') = ]I\i;;;mg
 total (8.12)

ij
ij __ “'passReco
Vtx<CT> T xyig
passTrig

€

where N is used to indicate the number of events from full-sim signal MC (as opposed
to toy MC). N/, is the total number of full-sim signal MC events in the i bin with

exactly one LLP decay in the detector fiducial region. ijassTng

is the number of single LLP
full-sim events that pass the LLP trigger in the i bin. N¥

passReco 1S the number of single

LLP full-sim events that pass all of the vertex reconstruction and signal selection criteria,
summarized in Table 8.2. Since each event should have only one LLP associated with it in

the single vertex channel, the number of events and number of LLPs are equivalent. An
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example of the trigger efficiency has been shown in Figure 8.23.

For the vertex efficiency, only those events that passed the LLP trigger are considered.
The denominator in each of those bins is then the same as the numerator in the trigger
efficiency. The numerator of the vertex efficiency is a little more complicated, as the vertex
selection criteria described in 8.2 are defined in terms of an MSVtx, not the LLP. To get
a passing number of LLPs, AR-matching between the LLP and the MSVtx is used. An
MSVtx is considered matched to an LLP if the AR between them is less than 0.4. If a
matched MSVtx fails one of the vertex selection criteria and would be rejected, the matched
LLP is rejected and is not counted in the vertex efficiency numerator. If an LLP cannot be
matched to an MSVtx, then the MSVtx would fail the selection criteria and wouldn’t be
passed anyway. If an event has two LLPs in the detector fiducial region, the event is skipped.
This is done so only the events that are able to produce a single MSVtx are considered. The

vertex efficiency then takes the form of

. N
g pass
Cote = 5 (8.13)
pass trig

where €7,

all cutflow criteria and have an LLP matched to an MSVtx, and N;éss rig

is the vertex efficiency, in the (i, 7)* bin, Nf)gss is the number of events passing
is all events in
the (i,7)" bin passing the trigger and event cleaning criteria. An example of the vertex

efficiency can be seen in Figure 8.24.

8.4.2 Extrapolation Procedure

To get an expected signal yield as a function of ¢7, 100 points are sampled between 0.01 m
and 200m, covering the region where the greatest sensitivity is expected. The points are
distributed exponentially as in Eq. 8.14, so more samples are taken at lower ¢t and the

points are evenly distributed when plotted on a log scale,

(8.14)

__n__
CTmax ) (N-1)
CTmin

CTp = CTmin * <

where c7,, is the n'" sampled value of cr, starting at n = 0. ¢ and cTmax are the

minimum and maximum sampled value of c7, respectively, and N is the total number of
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Figure 8.24: Example of the discrete binning in LLP 8 and LLP decay location L, (L.) of the
vertex reconstruction efficiency for myg = 125GeV and ms = 35GeV in the (a) barrel and (b)
endcaps.

points sampled.

For each sampled value of c7, all toy signal MC events are analyzed. For each of the two
LLPs in each toy event, the LLP boost and Lorentz factor are used along with the sampled
value of c¢r to resample the lab frame decay length. The probability distribution, from which

the new lab-frame decay length is sampled, is given by

Lyysn (70, B,77) = exp <5;—;) (8.15)

where 3 is the Lorentz boost, v is the Lorentz factor, cr, is the sampled cr given by
Eq. 8.14, and Lyy,, is the lab frame decay length probability distribution at c7,, and ¢ is
the survival time in the lab-frame. The two LLP decay locations are then checked to make
sure that only one of them is inside the detector fiducial region. If the event doesn’t have
exactly one LLP in the fiducial region, the event is rejected.

In order to determine whether the LLP would have passed the LLP trigger, the trigger
efficiency, calculated using the full-sim signal MC, is used. The toy LLP boost, along with
the new decay location, is used to sample the trigger efficiency from the appropriate (i, j)
bin in the trigger efficiency histogram. A random number in the range [0,1) is sampled from
a uniform probability distribution. If the random number is less than the value of €, for

this LLP, the event is said to have passed the trigger. The same process is used to check if
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the event passes the vertex efficiency times the reconstruction scale factor, Sty « €yix. Since

all instances of the vertex efficiency will have this scale factor applied, going forward the

vertex efficiency refers to this product. This process is repeated for every toy MC event.
Once the final number of passing toy MC events have been counted, this number can be

rescaled by the following equation to give an estimate to the number of events expected in

140.1fb~! of data:

Run2
Run2 o SM ‘C’
Nan yieta = Nyield * | Otriggs X TovMC
total

(8.16)

Nield _
= tZyMC - (48.61pb - 140.1fb71)
Ntotal

SM

Higes is the SM Higgs production cross

where Nyfi{éllgz is the expected yield in Run 2 data, o
section, L2 is the integrated luminosity for Run 2 data, and Nﬁggal\l/lc is the total number
of toy MC samples used to generate Nyicq, itself the raw count of toy MC events that passed
the extrapolation procedure. For samples with a non-SM Higgs mass, the production cross

section is set to 1pb.

Nie —
N2 e (1pb- 140.1fb7") (8.17)

non-SM yield — toyMC
N, total

The extrapolation steps for the single vertex channel are as follows:

1. Starting with ¢7 = 0.01 m, generate a random decay position for each of the two LLPs,

sampled from an exponential distribution, Eq. 8.15.

2. Calculate the physical decay position in the detector for each of the particles, using

their 4-momenta, preserving the original 77 and ¢ directions.

3. Determine if the resulting decay position topology is a detectable one, thus worth
keeping. Since only events with one LLP decay within the fiducial region are considered

for this analysis, the resulting decay topologies are classified into two categories:

(a) Barrel MS: Exactly one particle decays with || < 0.8, 3m < Ly, < 8m.

(b) Endcap MS: Exactly one particle decays with 1.3 < |n| < 2.5, bm < |L,| <

15m, Ly < 3m.
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4. Each topology has a distinct set of trigger and vertex reconstruction efficiencies and

thus a slightly different procedure. They are outlined individually below:

(a) Barrel MS

i. Determine if the barrel decay is in time with respect to the Level-1 barrel
trigger response in data. The decay is considered “in time” if its randomly
generated probability is less than the efficiency for the RPC response at the
particle’s delay time, At. The particle delay time is the difference between
its time of flight and that of a particle traveling at ¢ [147]. This is to correct
for how the RPC timing response is modeled in MC simulation.

ii. If the event is in time, determine if it will pass the LLP muon Rol cluster
trigger by using the estimated efficiency for the trigger, €y, where the LLP
decays in the barrel.

iii. If the event passes the trigger, the MS vertex reconstruction efficiency e,y is
tested. If the decay “reconstructs” a vertex, the event is counted as a good

event.
(b) Endcap MS

i. Determine if the endcap decay is in time (At < 25ns).
ii. If the event is in time, determine if it will pass the LLP muon Rol cluster
trigger by using the estimated efficiency for the trigger €.
iii. If the event passes the trigger, the MS vertex reconstruction efficiency €, is
tested. If the decay “reconstructs” a vertex, the event is counted as a good

event.

5. Steps 2 through 4 are repeated for 100 values of ¢7 between 0.05m and 100m or 0.1 m
and 200 m with an exponential spacing. The step size is changed because the change
in efficiency between cr values decreases with higher c¢7, so a linear spacing would be
excessive at higher ¢r. The reason some samples have different ¢7 ranges is based on
where the cr peak of each sample is expected to be. For those samples generated at a
higher c7, or which are expected to have a wider sensitivity range, a larger cr range is

required.
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6. The final result is the expected number of signal events as a function of proper lifetime

for each detector region. The total selection efficiency is found by dividing the yield by

the total number of toy MC events. For each detector region, this efficiency is rescaled

by the Higgs production cross section multiplied by the Run 2 integrated luminosity,

as shown in Eq. 8.16. This rescaling is done to obtain the number of expected signal

events in 140.1fb~! of data.

The results of the lifetime extrapolation process can be seen for several of the signal

MC samples in Figures 8.26-8.30. Tables comparing the trigger and total (trigger X reco)

selection efficiencies between the full-sim sample and its lifetime extrapolation result, at the

generated cr used for full-sim (¢7gen), can be seen in Tables 8.12-8.15.

me  ms Lifetime [m] fttf% estimation ft]:,?élsm % difference
125 5 0.127 0.095275:0002 0.0950 & 0.0010 0.21%
125 5 0.411 0.0710%5003%  0.0713 £ 0.0006 0.38%
125 16 0.580 0.153275:508  0.1515 4 0.0011 1.12%
125 35 1.310 0.141473952%  0.1391 + 0.0009 1.62%
125 35 2.630 0.123110992  0.1219 4 0.0009 1.01%
125 55 1.050 0.1212750012  0.1109 £ 0.0007 9.29%
125 55 5.320 0.060450027  0.0576 & 0.0007 4.85%
60 5 0.217 0.0430750925  0.0435 £ 0.0005 1.28%
60 16 0.661 0.06627390945  0.0658 + 0.0007 0.62%
200 50 1.255 0.2190739137  0.2168 + 0.0020 1.01%
400 100 1.608 0.3628739192  0.3625 + 0.0022 0.10%
600 50 0.590 0.4467150007  0.4474 £ 0.0018 0.17%
600 150 1.840 0.447175015  0.4462 & 0.0018 0.19%
600 150 3.309 0.4098F5:01%3%  0.4101 £ 0.0024 0.08%
600 275 4.288 0.1847109052  0.1815 4 0.0008 1.73%
1000 50 0.406 0.511673910%  0.5108 £ 0.0018 0.16%
1000 275 2.399 0.532970013  0.5363 & 0.0018 0.64%
1000 275 4.328 0.4855700157  0.4894 + 0.0024 0.80%
1000 475 6.039 0.1611750021  0.1599 + 0.0008 0.81%

Table 8.12: Fraction of H — ss toy MC events passing trigger selection criteria in the lifetime
extrapolation at the sample c7gen, compared with the trigger efficiency calculated in the full-sim
MC.
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Channel m, Lifetime [m] f/7% estimation fg;%lsm % difference
bb 10 0.920 0.10855:00%5  0.1089 £ 0.0010 0.29%
bby 55 5.550 0.0383199555  0.0362 + 0.0006 5.72%
bby 100 3.500 0.20437000%  0.2114 £ 0.0013 3.37%
cbs 10 0.920 0.10841500%2  0.1077 & 0.0010 0.59%
cbs 55 5.550 0.06821595%  0.0660 + 0.0010 3.34%
cbs 100 3.500 0.320075:00%8  0.3325 & 0.0015 3.75%
TV 10 0.920 0.0289705053  0.0286 % 0.0005 1.27%
TV 55 5.550 0.011375:0%27  0.0110 £ 0.0003 2.53%
TTV 100 3.500 0.0807750061  0.0844 £ 0.0009 4.36%

Table 8.13: Fraction of H — xx toy MC events passing trigger selection criteria in the lifetime
extrapolation at the sample cTgen, compared with the trigger efficiency calculated in the full-sim
MC. The mediator mass for all samples is 125 GeV.

me  my Lifetime [m] el crmetion el % diff. —‘—;fmr‘n
125 5 0.127 0.800%925 -1073  0.7974+0.044 -10~*  0.45% 0.009
125 5 0.411 0.53570219 . 1073 0.59240.032 -107%  9.62% 0.188
125 16 0.580 1.81975250 1072 1.8474+0.058 -107°  1.48% 0.036
125 35 1.310 2.0337080 1073 2.1254+0.054 - 1073 4.33% 0.107
125 35 2.630 1.64475:52% . 1072 1.8514+0.060 - 107°  11.19% 0.278
125 55 1.050 0.3617015% -107%  0.3474+0.010 - 1073  4.08% 0.089
125 55 5.320 0.652793% .10=3  0.661 £0.037 -107%  1.22% 0.018
60 5 0.217 0.179100%8 . 1073 0.1874+0.013 - 1073  4.11% 0.089
60 16 0.661 0.300M0118 -107%  0.3294+0.019 -107%  8.71% 0.172
200 50 1.255 55981169 . 1073 55894 0.171 -10%  0.16% 0.004
400 100 1.608 12.8267527¢ . 1073 12,990 +£0.263 - 10~  1.26% 0.032
600 50 0.590 13.045734% . 1073 13.060 £0.212 -107%  0.12% 0.003
600 150 1.840 14.91575822 - 1073 14.878 £0.225 - 1073 0.25% 0.007
600 150 3.309 13.408T5%% . 1073 13.336 £0.302 - 1073 0.54% 0.013
600 275 4.288 2.725T0T8 1073 2.680+£0.054 - 1073 1.69% 0.041
1000 50 0.406 9.9057388 . 1073  9.9394+0.183 - 1073  0.34% 0.009
1000 275 2.399 11.954732%3 . 1073 12.0514+0.206 - 1072  0.80% 0.021
1000 275 4.328 10.93473203 . 1073 11.0744+0.278 - 1072  1.26% 0.029
1000 475 6.039 2.295T00%9 . 1073 2.356 £ 0.053 - 1073  2.60% 0.065

Table 8.14: Estimated global signal MC selection efficiency from lifetime extrapolation method,
at the sample c7gen, and global signal efficiency from full-sim H — ss signal sample. The percent
difference is used as systematic uncertainty on the signal.
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Channel m,  Lifetime [m] 627gb2ftlmatwn egfoléjém % diff. —'6—:5);’:%3;:;
bbv 10 0.920 1.04510550 - 107%  1.146 £0.052 - 1072  8.85% 0.207
bbv 55 5.550 0.3471025 -1073  0.34440.028 -107%  0.90% 0.011
bbv 100 3.500 44531136 1073 5.140+£0.116 -107%  13.36% 0.363
cbs 10 0.920 1.298%0-11 1073 1.410£0.060 - 1073 7.89% 0.190
cbs 55 5.550 0.952153%% . 1073 0.9574+0.055 -10~°  0.59% 0.010
cbs 100 3.500 10.73872852 - 1073 12.322£0.179 - 1073  12.86% 0.389
TTU 10 0.920 0.051109% . 1073 0.065+0.012 - 1073  20.17% 0.268
rrut 55 5.550 0.009709% . 1073 0.037 +£0.009 - 1073  75.88% 1.962
TV 100 3.500 0.787H0337 . 1073 0.9134+0.049 - 1073 13.82% 0.262

Table 8.15: Estimated global signal MC selection efficiency from lifetime extrapolation method,
at the sample c7gen, and global signal efficiency from full-sim H — xx signal sample. The percent
difference is used as systematic uncertainty on the signal. The mediator mass for all samples
is 125GeV. TThe m, = 55GeV 77v sample had very low signal MC statistics, so the vertex
reconstruction efficiency used a coarser binning strategy than what was used for the other samples.

8.4.3 Extrapolation Fitting

The results from the lifetime extrapolation procedure are 100 bin histograms, with the
value in each bin corresponding to the expected efficiency at that lifetime. In order to
produce smooth limits, it would be useful to have a smooth distribution from which sampling
could be done. Fitting the yield distribution would also permit limits to be set for values of
ct at which the extrapolation procedure was never performed. The histograms are fit with

a Novosibirsk function, which is defined as [157]:

f(x;xg,0,7) = exp [—% {

sinh <T In 4>
orVIn4

272

I’ (1 4+ A7 (¢ —a0)) TQH 7 (8.18)

where A = (8.19)

where 7, 0, and z( are parameters that are fit to the yield distribution, along with an
overall normalization factor. An example of the Novosibirsk fit for the lifetime extrapolation
yield of the my = 125 GeV,my = 35 GeV sample is shown in Figure 8.25.

The fit is performed by the ROOT TF1: :Fit functional fit method with the options LMRQE

set. This performs a log likelihood fit on the histogram within the range provided. Fit results
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Figure 8.25: Example of the Novosibirsk fit applied to the extrapolated efficiency curve for the
mp = 125 GeV,mgs = 35GeV H — ss sample.

are improved by using the IMProve function implemented in MINUIT via the ROOT TMinuit
interface [158, 159]. Better error estimation is achieved using the MINOS technique [159].
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8.4.4 Novosibirsk Fits for Signal MC
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Figure 8.26: Extrapolated global signal efficiencies for different samples. The plots show agree-
ment between extrapolations performed with signal MC samples with different lifetimes for H — ss
decays with SM Higgs mass (mpyg = 125GeV). Uncertainties are the result of statistical uncer-
tainties of the full-sim efficiencies and systematic uncertainties in the trigger and reconstruction
efficiencies arising from the data-MC correction scale factors, pileup, and PDF.
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Figure 8.27: Extrapolated global signal efficiencies for different samples. The plots show agree-
ment between extrapolations performed with official MC samples with different lifetimes for H — ss
decays with some of the non-SM Higgs mass (mpg # 125 GeV). Uncertainties are the result of sta-
tistical uncertainties of the full-sim efficiencies and systematic uncertainties in the trigger and
reconstruction efficiencies arising from the data-MC correction scale factors, pileup, and PDF.
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Figure 8.28: Extrapolated global signal efficiencies for different samples. The plots show agree-
ment between extrapolations performed with official MC samples with different lifetimes for H — ss
decays with some of the non-SM Higgs mass (mpg # 125 GeV). Uncertainties are the result of sta-
tistical uncertainties of the full-sim efficiencies and systematic uncertainties in the trigger and
reconstruction efficiencies arising from the data-MC correction scale factors, pileup, and PDF.
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Figure 8.29: Extrapolated global signal efficiencies for different samples. The plots show
agreement between extrapolations performed with official MC samples with different lifetimes for
H — xx decays with m, = [10,55] GeV. Uncertainties are the result of statistical uncertainties of
the full-sim efficiencies and systematic uncertainties in the trigger and reconstruction efficiencies
arising from the data-MC correction scale factors, pileup, and PDF.
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Figure 8.30: Extrapolated global signal efficiencies for different samples. The plots show
agreement between extrapolations performed with official MC samples with different lifetimes for
H — xx decays with m, = 100GeV. Uncertainties are the result of statistical uncertainties of
the full-sim efficiencies and systematic uncertainties in the trigger and reconstruction efficiencies
arising from the data-MC correction scale factors, pileup, and PDF.
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8.5 Systematic Uncertainties

There are several systematic uncertainties associated with the physics objects and analysis
methodologies in this analysis. This section describes each set of systematic uncertainties.

A summary of all systematics is shown in Table 8.18.

8.5.1 Pileup Uncertainty

The distribution of the average number of events per bunch crossing, (u), versus the
number of primary vertices (PVs) in the signal MC simulation doesn’t match what is seen
in data due to imperfect modeling of the number of PVs in minimum bias simulation. Even
after reweighting the simulation such that the (u) distribution matches what is seen in data,

there is still an uncertainty associated with this disagreement.
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Figure 8.31: Effect of pileup systematic uncertainty on the reconstruction efficiency in the barrel
for the H — ss sample mpy = 125 GeV, ms = 55 GeV. PRW stands for “pileup reweighting”.

Figure 8.31 shows the impact that pileup uncertainty has on the [my, m,] = [125, 55] GeV
sample. Figure 8.31(b) shows that the pileup uncertainty isn’t dependent on the LLP decay
position, meaning that the pileup systematic can be applied to all of the LLPs as a global
uncertainty. For this sample, the pileup systematic contributes +0.8, —1.6% to the overall
reconstruction systematic uncertainty. Using this same process, the impact of the pileup un-

certainty on the muon Rol trigger is calculated. This was done for all signal MC samples and
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the average uncertainty for each efficiency was calculated. These average uncertainties were
applied as systematics to trigger and reconstruction efficiency, respectively, for all samples.
The average uncertainty contribution from pileup systematics can be seen in Tables 8.16 and
8.17. Since the effect of the pileup uncertainty is small for all samples, the average across
all samples is used. This is done for the impact on both the vertex reconstruction and the
trigger efficiency. The average uncertainty for the vertex reconstruction efficiency is +0.51%
in the barrel and +0.24% in the endcap. The average uncertainty for the muon Rol trigger
efficiency is +£0.47% in the barrel and +0.58% in the endcap.

8.5.2 PDF Uncertainty

Another systematic uncertainty is introduced by the choice of parton distribution function
(PDF), which is used to generate the signal MC samples as described in Chapter 4. The
samples used for this analysis were generated with the PDF NNPDF3.1 set with QED cor-
rections, NNPDF31_lo_as_0130. The PDF set is extracted from data collected by numerous
particle experiments and fit to a truncated perturbative expansion of the particle theory that
describes the parton distributions [160]. An ensemble of PDF replicas are generated from
this PDF set using a MC procedure, the mean of which is used in the production of signal
MC samples [160, 161]. The PDF uncertainty contribution to the trigger and reconstruction
efficiencies is found by first calculating the efficiency using each PDF replica, separately. The
variation from the ensemble mean for each efficiency can then be calculated from this set.
The distribution of these variations versus the LLP Ly, can be seen in Figure 8.32.

The average variation is determined per bin in Ly, and the uncertainty, +1o, is taken
to be the square root, which is drawn on Figure 8.32(a) in black. Figure 8.32(b) is a plot
of only the +10 points and their associated uncertainties. Because the uncertainties are
overall small, the same procedure is used here as was used for the pileup efficiency. The
average uncertainty across all bins and samples is taken and the result is applied as a global
uncertainty on each sample. For the sample in Figure 8.32, the average PDF uncertainty
on the MSVtx reconstruction was only 40.004, or +0.4%. The average uncertainty across
all samples for the vertex reconstruction efficiency is £0.19% in the barrel and +0.19% in

the endcaps. The average uncertainty on the trigger efficiency is +0.23% in the barrel and



191

1.15
ATLAS Internal

© ATLAS Internal
E —= Central value + o

TTTT

[mH, ms] =[125, 55] GeV [mH, ms] =[125, 55] GeV

1.1

— Central value = o

—— Central value - o

[TTTT

1.05

T T 1T

=

MS Vertex Reco Eff (PDF error set/centre)
MS Vertex Reco Eff (PDF total error/centre)

0.98= :

0.96F 0.95p-

0.94? 0'9}

0.92 r

og:uxluulHHMAHMHAMHHHHMHHHHMAH 087HxMHHHHMHHHHMHAMHHHHMHHHH

"3 35 4 45 5 55 6 65 7 75 8 53 35 4 45 5 55 6 65 7 75 8
LLP L, [m] LLP L, [m]

(a) (b)

Figure 8.32: Effect of the parton distribution function on the MSVtx reconstruction efficiency
(MS Vertex Reco Eff) in the barrel for the H — ss sample my = 125 GeV, ms = 55GeV. (a)
Variations of all 100 PDF replicas with respect to the average MSVtx reco efficiency are shown in
bins of Lyy, with the average variation (taken as the standard deviation) shown in black. (b) Plot
of only +o, the average variation in the reco efficiency.

+0.22% in the endcaps.

Total Barrel Uncertainty [%] | Total Endcap Uncertainty [%]
+0.3, -0.8 | +0.7, -0.6

Table 8.16: Average systematic uncertainties on the Muon Rol Cluster trigger efficiency for the
H — ss MC samples. Uncertainties are the combined effect of pileup and PDF uncertainties on
the trigger efficiency.

Total Barrel Uncertainty [%] | Total Endcap Uncertainty [%]
+0.6, -0.5 | +0.2, -0.4

Table 8.17: Average systematic uncertainties on the MSVtx reconstruction efficiency for the
H — ss MC samples. Uncertainties are the combined effect of pileup and PDF uncertainties on
the reconstruction efficiency.

8.5.3 Lifetime Extrapolation Uncertainty

The lifetime extrapolation should reproduce exactly the full-sim efficiency when extrapo-

lating to the full-sim generated lifetime, c7yen. The difference in the total sample efficiency,
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Npass/Nan, between the full-sim efficiency and the extrapolated efficiency is taken to be a
systematic uncertainty of the lifetime extrapolation method for that sample and applied
during limit setting. The variations are shown in Tables 8.14 and 8.15 and vary from 0.4%
to 75.9%, depending on sample.

For the MC samples generated at two different proper lifetimes, a closure test of the
extrapolated efficiencies was performed between the two samples and was found to close
within the total (combined statistical and systematic) uncertainty at all ¢r within the range
tested. For this reason, no systematic uncertainty is needed to accommodate the difference

in extrapolated efficiency between the two samples.

8.5.4 Signal MC Mismodeling Uncertainty

As mentioned in Section 5.3, the mismodeling of the muon Rol cluster trigger in the signal
MC introduces a global uncertainty. This uncertainty is 24% in the barrel and 20% in the
endcaps. There are also systematic uncertainties associated with the tracklet-dropping used
to correct the vertex reconstruction efficiency in the signal MC as described in Section 7.4.
The magnitude of this vertex reconstruction uncertainty is 2% in the barrel and 5% in the
endcap.

The uncertainty on the muon Rol trigger is applied as a systematic uncertainty to the
trigger efficiency used in the lifetime extrapolation, as it is sampled from the trigger efficiency
histogram. The uncertainty associated with the tracklet-dropping procedure is applied as a
global systematic to the vertex reconstruction efficiency in the lifetime extrapolation, as it

is sampled from the reconstruction efficiency histogram.

8.5.5 Additional Sources of Uncertainty

The systematic uncertainty on the luminosity for Run 2 is 0.83% [84].

There are additional systematic uncertainties associated with the use of tracks and jets,
but their impact is negligible compared to other sources of uncertainty. The impact caused
by the uncertainty on the gluon-gluon fusion Higgs production branching fraction was also

investigated and was also found to be negligible.
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Systematic ‘ Barrel Region ‘ Endcap Region

Lifetime Extrapolation Non-Closure | +0.12% — £75.9%
Trigger Mismodeling +24% +20%

PDF (Trigger Efficiency) +0.23% +0.22%

Pileup (Trigger Efficiency) +0.47% +0.58%
Reconstruction Mismodeling +11% +13%

PDF (Vertex Mismodeling) +0.19% +0.19%

Pileup (Vertex Mismodeling) +0.51% +0.24%
Run 2 Luminosity ‘ +0.83%

Table 8.18: Summary of the systematic uncertainties in this analysis. Uncertainties from pileup
and PDF variations were applied to the Trigger and Reconstruction (Vertex) efficiencies, the results
of which are shown here. The luminosity uncertainty reflects the systematic on 140 fb~! of Run 2
data. The Lifetime Extrapolation non-closure uncertainties are the result of a non-closure between
the selection efficiency calculated from the fully simulated MC sample and the corresponding selec-
tion efficiency returned, at the sample generated lifetime, c7gen, from the extrapolation procedure.

8.6 Unblinded Results

Following the validation of the ABCD plane and the lifetime extrapolation procedure, the
expected number of background events in the signal region were known and expected limits
were set. At this point, major changes to the analysis were frozen and the signal region
was unblinded. A total of 226 4+ 14 + 18 background events were expected in the barrel
region and 46 4+ 2 + 2 background events were expected in the endcap region, where the
first uncertainty corresponds to the statistical uncertainty and the second corresponds to
the systematic uncertainty. For the full Run 2 data set, 235 events were observed in the
barrel region and 35 events were observed in the endcap region. The observed number of
events are statistically consistent with the expected amount of background events, indicating
no new physics has been observed.

Table 8.19 shows the number of events from data, with H¥ > 40 GeV, in each of the
B, C, and D regions for each subset of the Run 2 data, as well as the expected number of
events in the A region, NszeCted = N X N¢/Np, and the observed number of events in the
A region, Ags. Figure 8.33 shows the unblinded ABCD planes for barrel and endcap MSVtx
events for the full Run 2 data with HZ > 40 GeV.
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Figure 8.33: Unblinded ABCD planes for all Run 2 data with the full event selection applied.
ABCD planes correspond to (a) barrel MS vertices and (b) endcap MS vertices.

Data Period Aoy BXC/D fogar £ 0syst B C D

Data 15&16 49 98+ 7+5H 237 124 504
Barrel Datal? 99 7T1+8+6 282 166 655
Datal8 87 97+ 9 £ 8 393 184 747
Run2 235 226 £14 £ 18 912 474 1906
Datalb&16 12 16+1+£1 248 261 4170
Endcaps Datal7 13 15+1+£1 316 255 5419
Datal8 10 14+1+£1 480 209 6989
Run2 35 46 £2+ 2 1044 725 16578

Table 8.19: Event counts from the ABCD plane in data with HIS > 40 GeV. NjXpecwd is given
by BXC/D. Agps is the unblinded result. The cut on the NN1 and NN2 to define the A region is
0.5 in the barrel and 0.8 in the endcap regions.
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Chapter 9

Statistical Interpretation of Results

A procedure is needed to quantitatively determine the statistical significance of analysis
results. A sufficient level of certainty is required in order to claim that a certain signature
has been observed. If no such signature is seen, then these results can be used to set a limit
on the physics associated with it. This chapter will explain the pieces necessary to calculate
the significance of the results as well as the tools to set these limits.

The results of this analysis are the number of events observed in the signal region (SR)
defined by the ABCD plane, compared to the number of expected background events. The
expected background contamination in the signal region is calculated to be 226 4+ 14 4+ 18
events in the barrel region and 46+2+2 events in the endcap regions. The observed numbers
of events in the signal region are 235 in the barrel region and 35 in the endcap region. This
indicates there is no statistically significant excess. A negative result is still a useful result,
as it can be used to place an upper limit on the likelihood that the physical process occurs.
In the case of this analysis, this is done by placing a limit on the production cross section

times branching ratio of the BSM process.

9.1 Observation of Signal

A frequentist statistical method is used to quantify the likelihood that the data yield con-
tains events matching the signal, given the estimated backgrounds. This can be constructed
as a hypothesis test. The null hypothesis, Hy, corresponds to the background-only hypoth-
esis. The hypothesis supposes that the data yield observed in the signal region completely
comes from SM processes and none of the events correspond to the LLP BSM physics. The
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alternative hypothesis, H;, corresponds to a signal-plus-background hypothesis. To evalu-
ate how well the observed data agree with a given hypothesis, H, a probability, or p-value,
can be computed reflecting the chance of finding data of equal or greater incompatibility
with H [162]. The smaller this p-value, the larger the incompatibility with the predictions
corresponding to the hypothesis.

The p-value is often converted to its equivalent significance, Z. Z is defined as

Z=0"1(1-p) (9.1)

where ®~! is the Gaussian inverse cumulative distribution function (CDF), often called
the quantile. The particle physics community has traditionally rejected the background
hypothesis of particle searches only when a significance of Z > 5 is reached. This is the
threshold for one to claim discovery. A significance of Z > 3 is sufficient to claim evidence of
a new particle. To reject signal-plus-background hypotheses, a lower threshold of Z > 1.64,
corresponding to a p-value of 0.05 (i.e., a 95% confidence level (CL)), is required [162].

In order to find this probability, a test statistic is used to distinguish between the background-
only and signal-plus-background hypotheses. This test statistic is often taken as the log-
likelihood ratio between the two hypotheses. A statistical model for the background and
signal would include features that are important to the physics process, like the cross sec-
tion, as well as a set of nuisance parameters that allow the model to vary according to
systematic uncertainties.

For this analysis, the statistical model is a likelihood function composed of the product
of a Poisson probability and constraints. The constraints are modeled as functions of the
nuisance parameters. Since this analysis utilizes ABCD planes for background estimation
in the signal region, the likelihood function that is used contains a Poisson distribution for

each region of the ABCD planes:

e ViNM
L (nAky np,,Ncy, nDk|/"L7 9#) = H { H #} H Ty (0]) (92)

k=region \i=Ag,By,Ck,Dy 9j €6
where the subscript k corresponds to the detector region (barrel or endcap) for the ABCD

plane, nga,, np,, nc,, and np, are the four observed number of events from data in each
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region of the ABCD plane in the k™ detector region, (barrel or endcap). The N; are defined

in the following way:

Ny = IuNj,expected + Nf
Ng = pesN3 expectea + NATS
(9.3)
N¢ = MGCNj,expected + NETC
Np = p1ep N} ypectea + NATE - TC
Here, the k£ index has been dropped since the expressions are the same between the barrel
and endcap ABCD planes. The values N and N? correspond to estimated numbers of signal
and background events, respectively. The subscript corresponds to the region of the ABCD
plane. The parameter of interest (POI), u, represents the expected signal strength. A value
of u = 0 represents the background-only hypothesis. Any value of ;1 > 0 would represent
the signal-plus-background hypothesis. The definitions of N; also contain several nuisance
parameters, 7;. These parameters correspond to transfer ratios of background events between
the different ABCD regions. The product N¥7¢, for example, corresponds to the number of
background events in region C. The ¢; are signal scaling factors that relate the number of
expected signal events in the B, C, and D regions to the number of events in the A region,
(eg. N Bexpected = €8N iexpected). The value of each N; is fit to match the corresponding
number of observed events, n;, as closely as possible, while g, N¥ and the 7; terms are
all allowed to float in the simultaneous likelihood fit of the eight ABCD regions. The set
of nuisance parameters, § = {;}, in Eq. 9.2 describe all of the systematic and statistical
uncertainties for both signal and background. The functions of these parameters, m; (6;),
represent the probability distributions of each of the nuisance parameters. Given that all of
the nuisance parameters are uncertainties, these distributions are all taken to be Gaussian
distributions.

To actually evaluate the agreement with a given hypothesis, the profile likelihood ratio,

as defined in [162], is used:
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fi>0
Ap) = D(wien) (9.4)
where [ and g are the maximum-likelihood (ML) estimators for the maximized likelihood
(or the “unconditional” likelihood). The parameter o (p) in the numerator is the conditional
ML estimator of the nuisance parameters, #. The conditional ML estimator is the set of
nuisance parameter values that maximizes the likelihood for any given value of u. For
fi > 0, the profile likelihood ratio A (u) takes a form where the denominator is the maximized
likelihood, and the numerator is the maximized conditional likelihood for a given value of pu.
For i < 0, the denominator changes to the maximized conditional likelihood for ;x = 0. This
is done because any value of ji < 0 would correspond to a signal strength less than 0, and thus
be unphysical since it is impossible to have negative signal events. So the best agreement
that can be expected between the data and the background-only hypothesis occurs at p = 0.

For this reason, the conditional ML estimator é (0) is used.
A common test statistic, and the statistic that was used in this analysis, is the profile

log-likelihood ratio:

go = —2InA (0) = £(#9) (9.5)

This statistic is used for signal-discovery, testing the background-only hypothesis, with
p = 0, against the signal-plus-background hypothesis. It is a convenient choice of test
statistic given that A (1) is bounded between [0, 1], by construction. Defining the test statistic
in this way lets us calculate the p-value using the statistic directly. Since higher values of
qo correspond to higher discrepancy between the data and the background-only hypothesis,

the p-value can be calculated with

o0

Po = f (90]0) dgo (9.6)

q0,0bs

where f(qo|0) is the probability distribution function (pdf) of gy under the assumption
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of the background-only hypothesis. The pdf of ¢q is constructed by toy MC experiments,
where values of the nuisance parameters fluctuate inside the é terms. For each set of nuisance
parameters, ¢ is calculated. The accumulation of different values of ¢y produces the pdf.
f (qo|0) can be integrated from the value of gy obtained by fitting to the observed numbers
of events [162].

9.2 Limit Setting Formulation

In the event that the signal-plus-background hypothesis is rejected, the analysis is still
able to provide limits on the maximum strength of the process being investigated. This
is done by treating the signal-plus-background as the null hypothesis and writing the test

statistic in terms of the signal strength, u:

( L(uﬁ(#)) .
— . > 0>
) 21 L(70) w> >0
—2InA > [ (.6
i = () pzp P (2 T0) B ©.7)
0 h< i L(O,H(O))
0 W< fi

where Eq. 9.5 has been written such that only ranges where the signal strength ML esti-
mator, fi, has values less than the uncertainty are considered. The reason for this is because
a [t > p would indicate the data is more compatible with a larger signal strength, so a test
statistic value of 0 is assigned. Recall that higher values of the test statistic represent larger
incompatibility between data and the hypothesized value of p [162, 163].

The additional splitting of the p > [ range is to account for a negative ji by replacing
the likelihood in the denominator with the conditionally maximized likelihood for a value of
=0, as was done in Eq. 9.4. With the test statistic, g,, defined in this way, the p-value is

found in the same way as the signal observation p-value:

b= (@l di, (9.8)

Qu,obs
where, similar to Eq. 9.6, the function f(g,|p) is the pdf of g, under the signal-plus-
background hypothesis assuming a signal strength of p [162, 163].
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Like qo, the pdf of g, is typically constructed using toy MC experiments. With a sufficiently
large data sample, an approximation of g, can be made that no longer relies on a toy MC
process to find the pdf, but permits a direct calculation to be made. This is the formulation
used in this analysis.

As the data sample size increases, the pdf of ¢, asymptotically approaches the form
L \/16_“6_57“/2 0 < Gy < p?/o?
L__exp [ 1 (‘7H+“2/"2)2} G > 1i2/0?

N =

f (Guli) = 36 @) + 9.9
V2r(2p/0) 2 (2u/0)?

where all variables have the same meaning as defined above save o, which is the standard
deviation of i under an assumption of signal strength, p. This standard deviation can
be found using the covariance matrix of the nuisance parameters, #;, which is defined as
Vij = cov [6;, 6] [162]. This includes the signal strength as a parameter, typically the nuisance
parameter labeled 6, so the variance o2 corresponds to the Vy term. The inverse covariance
matrix is related to the likelihood function in the following way.

Vil=—F

v

{aﬂnﬁ} 910

00,00,

Here, E[] represents the expectation value of the function inside the brackets, which is
the second-derivative of the log-likelihood function with respect to the i* and j* nuisance
parameters [162]. Once the inverse correlation matrix is found, it can be inverted to get the

variance on ft and the asymptotic form of the pdf in Eq. 9.9 can be found.

9.3 The CL, Method

If a p-value is obtained from a test of the signal-plus-background hypothesis below a
threshold «, the signal-plus-background hypothesis can be said to be excluded at a confidence
of 1 — a. Typically, a signal-plus-background hypothesis is rejected at the 95% confidence
level (CL), which corresponds to an « of 0.05. An upper limit on the signal strength, fi,p,
can be set by constructing the confidence interval (CI) [0, jtyp] using the 95% CL.

If the p-value is calculated using in Eq. 9.8, the method is referred to as the CLg, method
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since it involves only a test of the signal-plus-background hypothesis. This method is use-
ful in situations where the analysis has good sensitivity to the signal, but fails when the
signal sensitivity is small compared to the amount of background, s < b. In this case, the
background-only and signal-plus-background hypotheses are almost identical. The CLgy,
method creates confidence intervals that are very sensitive to small fluctuations in the num-
ber of observed events. This could lead to over-excluding values of u which, if the number
of observed events had been a single event higher, would not have been excluded [164]. To
mitigate this, p, can be scaled by the complement of the background-only hypothesis, CLy.
The p-value for CL, is given by

Py = [O f (cMO,é(O,obs)) dq, (9.11)

qp,obs

where the integral is over the pdf of g, but given a signal strength of 1 = 0, and a nuisance
parameter conditional optimizer, é, locked to the observed values and using a signal strength
of 0. Since the p-value is interpreted as the probability of finding data of equal or greater
incompatibility with the hypothesis, the compliment can be interpreted as the probability
of finding data that is more compatible with the hypothesis. In this case, this would be the
probability of finding data that agreed more closely to the background-only hypothesis. This

scaled p-value, p,,, is given as

/ Pu
= — 9.12

e (9.12)

A sketch of the pdfs of g, in the background-only and signal-plus-background hypotheses

are shown in Figure 9.1 [165].

9.4 Results

The CLs Method is used to derive the upper limits on the signal strength, 1, by finding
the value of p that returns a p-value of 5% using Eq. 9.12. This upper limit on the signal
strength can then be used to set an upper limit on the product (¢ X B), which can be

denoted as (o X B),,, in the following way:
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Figure 9.1: Sketch comparison of the pdfs of CLgy;, and CL; in two different analyses. (a) An
analysis with high sensitivity to signal. (b) An analysis with low sensitivity to signal. Use of the
CLs method would be necessary in Figure (b) to prevent over-excluding .

frup = (0 X B) ., - L €global (9.13)

This product, (o X B), is the product of the production cross section for the Higgs-like
mediator, H, and the branching fraction for the H — ss process, B. A branching fraction of
100% for the s — ff process is assumed. £ is the ATLAS Run 2 integrated luminosity and
€global 1 the global signal efficiency, which includes the trigger and reconstruction efficiencies
calculated in Chapter 8. It also takes into account the detector acceptance and event selection
efficiency.

For the signal samples that use the SM Higgs mass, my = 125 GeV, it is possible to set
the upper limits on the production cross section as a fraction of the SM Higgs production
cross section, ogy = 48.61f?2;‘j pb [33]. The branching fraction of a SM Higgs to invisible
final states is also used as the SM branching fraction for these samples [166].

The upper limits are calculated using the pyhf-v0.7.2 package [167]. The expected
number of background events entering the signal region, N¥, the expected number of signal

events, N5 and the uncertainties on these values, as nuisance parameters 6;, are used

expected?
as input to produce the expected limits. For the observed limits, the number of observed
events in each ABCD region, {na,,np,,nc,,np, }, are also included. The CLs confidence
interval [0,p,p] is calculated, at the 95% level, for 50 points along the ¢r range that this

search is sensitive to. These points can then be connected with a curve along cr. The
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uncertainty on these limits are typically reported at +£10 and +20, which are found using
the pdf defined by p;, = [163].

The limits for this analysis can be seen in Figures 9.2-9.6. Figure 9.2 contains both the
expected and observed limits for Hidden Scalar benchmark samples with a SM Higgs mass,
myg = 125 GeV. Figures 9.3 and 9.4 both show the expected and observed limits for Hidden
Scalar benchmark samples with a non-SM Higgs mass, my # 125 GeV. Figures 9.5 and 9.6
contain both the expected and observed limits for Baryogenesis benchmark samples.

For all benchmark samples, observed limits are consistent with expected limits within the
uncertainty. For the my = 125 GeV Hidden Sector samples, stronger limits could be set on
the branching ratio for intermediate Scalar masses, m,. This is due to very low and very
high mass LLPs being kinematically less likely to leave a well-reconstructed vertex within
the detector fiducial region. This is reflected in the trigger and reconstruction efficiencies for

these samples and can be seen in the expected signal efficiencies shown in Figure 8.26.
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9.4.1 Combined Limits

A previous study [83] investigated the two-vertex signature using Run 2 data. This search
focused on the pair of LLPs both decaying within the detector and leaving two displaced
vertices in the MS. The limits in the two-vertex analysis were found for the same H — ss
benchmark models as this analysis, and so the limits can be combined to give a tighter upper
limit on the H — ss process.

For all combined limits, it is evident that the one-MSVtx signature is much more sen-
sitive to longer and shorter lifetimes compared to the two-MSVtx signature. Because the
two-MSVtx signature requires both LLPs to decay and leave good vertices in the MS, the
likelihood of this occurring drops rapidly as the proper lifetime increases or decreases. In
exchange for a higher background contamination, the one-MSVtx signature can have candi-
date events occur where one of the LLPs doesn’t decay within the analysis fiducial volume,
increasing the sensitivity to lower and higher LLP lifetimes.

The combined limits place constraints on the LLP production process. The combined
upper limits on the branching ratio, B, for benchmark samples with a SM Higgs mediator
are shown in Figure 9.7. The combined limits for benchmark samples with a non-SM Higgs
are shown in Figures 9.8 and 9.9. Limits were not set on the Baryogenesis samples (H — xx)
in the two-vertex analysis. The exclusion ranges for the H — ss process using the SM Higgs

mass at B = 10% and B = 1% can be seen in Table 9.1.

H — ss Excluded e, range for s [m]
my [GeV] | B=01% B=1% B=10%
5 N/A 0.05-3.1 0.03-26.2
16 0.34-3.6 0.11-20.8 0.06-141.0
35 0.82-7.5 0.26-50.5 0.14-366.9
95 N/A 0.66-28.1 0.27-211.0

Table 9.1: Exclusion ranges for mean proper lifetime at 95% CL for the Hidden Sector models with
myp = 125 GeV, assuming production cross section for H — ss process times branching fraction
equal to 10%, 1%, and 0.1% of the SM Higgs boson production cross section [33].
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Figure 9.8: Branching ratio sensitivity upper limits over ¢r range for my # 125 GeV Hidden
Sector benchmark samples with mz of 60 GeV, 200 GeV, and 400 GeV. Limits shown for the one-
vertex channel, the two-vertex channel, and combined. Limits are set at 95% CL.
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Figure 9.9: Branching ratio sensitivity upper limits over ¢r range for mpg # 125 GeV Hidden
Sector benchmark samples with mgy of 600 GeV and 1000 GeV. Limits shown for the one-vertex
channel, the two-vertex channel, and combined. Limits are set at 95% CL.
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9.4.2 Stat-Only Limits

The limits shown in Figures 9.2-9.6 account for all sources of uncertainty. It is often useful
to show limits using only statistical sources of uncertainty as a comparison. If the limits
using all sources of uncertainty are very close to the limits produced by using only statistical
uncertainties, then it indicates that the sensitivity of the analysis is more constrained by
statistics than it is by systematics. For LHC particle searches, this is considered ideal given
additional statistics are produced with each run of the LHC. The statistical-only limits
are given in Figures 9.10-9.14. Figure 9.10 contains the stat-only limits for Hidden Scalar
benchmark samples with a SM Higgs mass, my = 125 GeV. Figures 9.11 and 9.12 contain
the stat-only limits for Hidden Scalar benchmark samples with a non-SM Higgs mass, my #
125 GeV. Figures 9.13 and 9.14 contain the stat-only limits for Baryogenesis benchmark

samples.
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Figure 9.10: Branching ratio sensitivity upper limits over ¢ range for mgy = 125 GeV Hidden
Sector benchmark samples. Limits are set at 95% CL and only consider statistical uncertainties.
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Sector benchmark samples. Limits are set at 95% CL and only consider statistical uncertainties.
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Chapter 10

Conclusion

10.1 Summary of the Analysis

Models that predict long-lived particles suggest solutions to outstanding problems with the
Standard Model, making the search for LLP signatures a compelling avenue of experimental
research. Presented in this thesis is one such search, which focused on the detection of a
single displaced hadronic jet in ATLAS arising from the decay of one of a pair of hidden
sector scalar particles within the ATLAS detector. This analysis used 140fb™! of data,
corresponding to the total physics-ready integrated luminosity received by ATLAS during
Run 2 of the LHC.

Two benchmark models were used in this analysis, called the Hidden Sector (H — ss)
model and the Baryogenesis (H — xx) model. Both models predict the production of a
pair of scalar particles, via a Higgs Portal mechanism, which decay to SM fermions. With
minimal constraints on scalar mass and proper lifetime, this analysis is sensitive to a broad
number of LLP decay modes and proper lifetimes. The H — ss model decay modes include
s decays to 7777, c¢, bb, and tt, while the Baryogenesis model decay modes include 7+7 v,
cbs, and bbv. The sensitive lifetimes range from O(0.1)m to O(100) m depending on the
mass of the LLP. The requirement in this analysis that exactly one of the two LLPs must
produce a displaced vertex improves sensitivity at higher and lower lifetimes compared to
the published two-vertex analysis.

Data are selected using a dedicated Muon Rol trigger, which is seeded by L1 muon Rols
passing the 2MU10 pr threshold. This trigger looks for clusters of three (four) muon Rols in

the barrel (endcap) region in order to accept the event. It was observed, in a comparison
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of punch-through jets in multijet MC and data, that the data contained 24% (20%) more
muon Rols than MC in the barrel (endcap) region. This mismodeling factor was applied as
a systematic uncertainty to the trigger efficiency.

In order to reconstruct the decay vertex location of the LLP’s displaced hadronic jets, an
analysis-specific tracklet-finding and reconstruction algorithm is employed. In a comparison
of punch-through jets between multijet MC and data, it was found that MC contained 27%
(9%) more tracklets than data in the barrel (endcap) region, with a relative scale factor of
0.73 (0.91). To account for this mismodeling, the reconstruction efficiency from signal MC
was scaled by these scale factors. An alternative method of tracklet-by-tracklet reweighting
was also investigated and the difference in scale factor between the two methods was found to
be 11% (13%) in the barrel (endcap). This difference was applied as a systematic uncertainty
on the rescaled reconstruction efficiency.

The main background for a displaced hadronic jet signature is punch-through jets that
continue to shower into the MS. This background is mitigated by applying selection criteria
to any reconstructed vertex requiring isolation with respect to jets from the calorimeter and
tracks from the inner detector. The remaining background is estimated using an ABCD
method with axes defined by the scores from a pair of neural networks (NNs). These neural
networks are trained separately on non-overlapping sets of event features. The resulting
ABCD plane was validated in a region orthogonal to the signal region, defined by a selection
on HMsS and was found to have a Pearson correlation of less than 2%. The amount of
background entering the signal region was estimated for events with a barrel vertex and
events with an endcap vertex, separately. Expected background contamination in the signal
region was calculated to be 226+14+18 (46+2+2) events in the barrel (endcaps), where the
first uncertainty corresponds to the statistical uncertainty and the second to the systematic
uncertainty. The analysis was unblinded after demonstrating the ABCD plane was reliable
in the validation region. The observed numbers of events in the signal region were 235 (35)
in the barrel (endcap) region, indicating no statistically significant excess.

Because signal MC samples are generated at fixed lifetime, a toy MC extrapolation proce-
dure was utilized to estimate expected signal yields at higher and lower lifetimes. The trigger

and reconstruction efficiencies for the truth-level LLPs were extracted from the signal MC
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samples. Toy events, generated with the same conditions as the signal MC samples but only
at truth-level, were used to rescale the LLP decay locations for different LLP proper decay
lengths, c¢7. The trigger and reconstruction efficiencies were then used to determine whether
a toy event would pass or fail the selection criteria. This process was validated by comparing
the extrapolated yields between two samples that differ only in generated lifetime. Good
agreement was observed for all samples. The percent difference between the total efficiency
from the fully-simulated signal MC and the extrapolated efficiency at the same c7 was taken
as a systematic uncertainty on the extrapolation yield for each sample.

Without an excess seen, limits on the process cross section were set. For each signal
MC sample, a 95% confidence level (CL) limit was set using the CLs method with the
simultaneous ABCD profile log-likelihood ratio as the test statistic. For the Hidden Sector
samples with a SM Higgs mass, the upper limits on the branching fraction, B, for the
H — ss process can be set. At the 95% CL, the lifetime exclusion ranges are given at
B = 0.1%, B = 1%, and B = 10% of the ratio of cross sections o/ogy. A comparison
of the B = 10% exclusion range between this analysis and the prior analysis, which only
used 36fb~! of data from the first two years of Run 2 shows a marked improvement. For
the 5GeV scalar mass sample, the range [0.03,26.2] m is excluded at B = 10% in this
analysis, whereas the prior range was [0.04,8.774] m [168]. This improvement is primarily
due to increased statistics, though the results of this analysis also benefit from improved
lifetime extrapolation methodologies, an improved understanding of the trigger and vertex
reconstruction modeling in MC, and a more robust ABCD plane provided by the inclusion
of the NN.

For the non-SM Higgs mass samples from the Hidden Sector model, the limits are set on
the cross section times branching fraction of the H — ss process. The Baryogenesis samples
could have had the limits placed on the branching fraction, but were calculated with respect
to the cross section times branching fraction in order to be compared with prior results.

Comparisons between this result and other ATLAS and CMS results can be found in [169].
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Figure 10.1: Integrated luminosity delivered to ATLAS by calendar year [170].

10.2 Future Work

Run 3 of the LHC will increase the total luminosity delivered to ATLAS, resulting in more
statistics for analyses. As of the beginning of September in 2024, the LHC had already
delivered a total integrated luminosity of 160fb™* to ATLAS [170]. The expected delivery
by the end of Run 3 is 300 b, nearly double the delivered luminosity of Run 2 (159.8 fb™")
[170]. Without any changes to the analysis, this increase in statistics would already represent
a substantial improvement to sensitivity, especially when combined with current Run 2
results.

Improvements to aspects of the single MS vertex search could also be made for a future

analysis using Run 3 data.

e Neural Networks - The NN model used in this analysis is a fairly simple multilayer
perceptron (MLP) network. MLP architectures are dated, and more robust network
architectures have been developed over the past several years which have a good chance
of increasing background-signal separation, increasing signal statistics in the A-region

of the ABCD planes, and yielding a higher sensitivity. While significant effort has
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been made toward investigating new variables that could prove useful as NN input
features, the inclusion of additional features may also yield some improvements in NN

separation power.

e Global Vertexing Algorithm - The barrel and endcap fiducial regions exclude the
pseudorapidity range 0.7 < |n| < 1.3 due to the barrel and endcap having different ver-
tex reconstruction algorithms. This restriction leads the rest of the analysis to treat
the barrel and endcap separately as well. The development of a global algorithm would
permit the inclusion of any vertices within this overlap region, the combination of the
barrel and endcap ABCD planes, and the combination of the barrel and endcap trig-
ger and vertex efficiencies for lifetime extrapolation. This would simplify the analysis
greatly, increase the analysis coverage, and reduce statistical uncertainties by permit-
ting the barrel and endcap statistics to be treated together. Due to the possibility
of the same particle leaving tracks in both the barrel and endcap detectors, a robust
duplicate detection algorithm would need to be developed to mitigate the chance of
double-counting tracklets in the overlap region, which is likely to require considerable

development effort and additional studies.

e Better Understanding of MC Mismodeling - The mismodeling of punch-through
jets in the dijet MC, compared to data, introduces scale factors to the trigger and
vertex efficiencies. These scale factors are responsible for fairly significant systematic
uncertainties. Additionally, contributions from cosmic rays and cavern background
are also not well modeled in MC simulation, and may have a nontrivial effect. To
mitigate this contribution, more work is needed to understand the underlying cause of
the mismodeling. The trigger efficiency calculated from dijet MC underestimates the
number of muon Rols, while the reconstruction efficiency is overestimated in MC, which
comes from a higher reconstructed tracklet multiplicity. Understanding why there are
fewer muon Rols and the source of these extra tracklets could inform improvements
to the MC modeling or a more efficient mitigation technique to reduce systematic

contributions.

e Improved Extrapolation Techniques - While not a problem in this analysis, ad-
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ditional statistics and reduced uncertainties may reveal a non-closure in the lifetime
extrapolation procedure, meaning that two MC samples generated with the same Higgs
and scalar masses, but different lifetimes, may no longer agree on expected event yields
when extrapolated to higher and lower lifetimes. The vertex and trigger efficiencies
are currently modeled as binned functions of LLP L, (L,) and LLP . Increased
signal selection efficiency, perhaps by improvements to the NNs, may permit a higher
granularity in these binned functions, which would likely improve extrapolation agree-
ment. Improvements to the extrapolation procedure could also decrease the systematic
uncertainty applied to the limits, which comes from the difference in the total selec-
tion efficiency between that calculated directly from the full-sim signal MC and that

returned by the lifetime extrapolation at the full-sim generated lifetime.

While not an option for Run 3, improvements to the LLP trigger could also result in higher
signal sensitivity. The introduction of the New Small Wheel (NSW) during the Phase-
I upgrades was accompanied by improvements to the L1 hardware-based trigger systems,
introducing new information at the trigger level that was not available during Run 2. Some
of this additional information could be leveraged to improve the LLP trigger to better target
signal-like events. Considerable development would be needed in this direction, but taking
advantage of new triggering technology unique to ATLAS post-Phase-I could prove to be a

promising direction for an improved analysis.
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